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Abstract

The production of negative ions in low temperature plasmas presents significant op-

portunities and challenges for technological applications and fundamental plasma physics.

Negative hydrogen ions are of particular interest for applications including materials surface

processing, mass spectrometry, and neutral beams. Negative ions in hydrogen plasma are

produced via both volume and surface processes. The surface production of negative ions in

hydrogen plasmas is important for the development of next-generation neutral beam heating

systems, and in particular for decreasing the reliance on caesium. To address this challenge,

the production of negative ions using doped diamond is investigated. Continuously and

pulsed bias (−20 V or −130 V at 5 kHz), nitrogen doped micro-crystalline diamond films are

introduced to a low pressure deuterium plasma (2 Pa, 26 W or 2 Pa, 130 W) and negative

ion energy distribution functions are measured via mass spectrometry with respect to the

surface temperature (30°C to 750°C) and dopant concentration. The results show that the

use of nitrogen doping can enhance negative ion yield from diamond above that observed

under similar conditions for un-doped diamond. A relatively low yield is observed using a

pulsed bias compared to a dc bias, which suggests that a certain ratio of defects to preserved

diamond bonds on the films can promote optimum conditions for negative ion formation.

The volume production of negative ions is investigated in the context of inductively cou-

pled plasmas, which for high power densities - and surface fluxes - are subject to significant

spatial gradients in the neutral gas temperature and density. To meet this challenge, we

build upon established simulation work in the context of low power density capacitively cou-

pled plasmas to simulate negative ion production via 2D fluid-kinetic simulations with the

Hybrid Plasma Equipment Model, which enables self-consistent calculation of gas heating

for all of the vibrational levels of the ground electronic state. The simulations, which show

good agreement with previously published experimental data (6-20 Pa, 300 W), are used to

investigate the impact of gradients on the macroscopic plasma properties and the negative

ion production. The results demonstrate that when thermal gradients are present in the

plasma, atomic hydrogen and the vibrational states diffuse down the gradients, affecting

their distribution within the plasma. However, it is observed that thermal gradients have

only a small influence on negative ion density despite observed changes in the densities of

the vibrational states in the bulk of the plasma. The results of this work are expected to be

of interest for the fundamental understanding of low-temperature hydrogen plasmas and the

development of negative ion sources.
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Chapter 1

Introduction

This thesis was motivated by a desire to develop the understanding of negative ion pro-

duction in low temperature hydrogen plasmas. Current challenges in the field include the

development of new materials for enhancing the surface production of negative ions, and show

how spatial gradients in the charged and neutral species can impact upon macroscopically

observed plasma behaviour.

The introduction to this thesis is laid out so as to introduce the “surface” and “volume”

challenges sequentially. The low temperature plasma state, with a focus on electronegative

plasmas and hydrogen, is introduced in section 1.1. After this, the process of surface pro-

duction of negative ions from metals and dielectrics is described in section 1.2 and a current

challenge in the context of negative ion sources for magnetically confined fusion is explained.

In section 1.3, the physics of volume production is introduced, followed by an explanation

of current challenges and a path to addressing these. An overview of the thesis is given in

section 1.4.

1.1 The low temperature plasma state

The plasma state is described as an ionized gas containing freely and randomly moving

electrons and ions1. For this work a particular type of plasma, referred to as low temperature

plasma, is considered. The use of the term low temperature refers to the fact that the

electrons are not in thermal equilibrium with ions and neutrals, where electrons have energies

of a few eV while ions and neutrals have an energy a factor 100 lower than this1,2. Typically,

low temperature plasmas have a relatively small density of ions and electrons compared to

the density of neutral species, with an ionisation fraction of less than 1%. The vast parameter

space of electron temperature and density characteristic of natural and man-made plasmas

is shown in figure 1.1.

1
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Figure 1.1: Parameter space of electron density and temperature that is spanned by natural and
man-made plasmas. The value λDe defines the Debye length, which is the characteristic length scale
of the plasma. The envelope of electron temperature and density of particular interest to this thesis,
low temperature plasmas at low pressure, is highlighted by the shaded region. Figure adapted from
Ref. 2

The presence of charged particles enables a plasma to respond to externally applied

electric and electromagnetic fields which has made them uniquely useful across many different

technological applications1,2. For example, plasmas are useful as a means of generating

chemically active species that can be used to change other materials directly2–7, or as the

source of useful species such as ions, photons, excited species, free radicals or hot gas that

can be used in other secondary applications3,6,8–10.
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1.1.1 Electronegative plasmas

In principle, any type of gas can be used to generate a plasma so long as sufficient power is

coupled to generate ionisation. The choice of gas depends on the particular application the

plasma is to be used for2. It is possible to use gas that can form compounds, molecules or

atoms that have a negative charge, or for dust particles to accumulate in the plasma that be-

come negatively charged1. In some cases the influence of negative species within the plasma

is significant, meaning that the macroscopic properties of the plasma are changed1,2,11. This

type of plasma is typically referred to as an electronegative plasma or an electronegative

discharge.

A low temperature, electropositive plasma has approximately equal densities of electrons

and positively charged ions. As electrons are much lighter than ions, they have a larger

thermal velocity. Electrons close to the walls and surfaces immersed in the reactor are

therefore likely to reach them before the ions, after which they will be lost from the plasma.

In order for the plasma to exist at steady state, an electron deficient region forms which

prevents further loss of electrons through the formation of a positive potential. This near-

surface region over which the positive potential acts is known as a plasma sheath1,2.

In electronegative plasmas, the addition of negatively charged, high mass species changes

the formation of the plasma sheath and therefore the behaviour of the plasma. The negative

ions have a mass comparable to positive ions, which combined with their identical charge

to the electron means that they are confined by the sheath to the centre of a plasma, and

cannot conventionally leave the plasma bulk unless external fields extract them1. This

increases the electron temperature within the plasma which in turn drives changes in the

other properties1,2. Therefore, the analytical principles that are applicable to electronegative

plasmas are distinct from those of their electropositive counterparts1,2,11–13.

Electronegative plasmas are most commonly formed from the halogen elements such as

chlorine, either as a pure halogen plasma or by the addition of them as an admixture1,2.

The most common application of these types of electronegative plasmas are in plasma-surface

processing, such as etching and deposition of materials. For example, chlorine can be added

to plasmas that are used for thin film etching of copper14. Electronegative plasmas can also

have more novel uses, such as the formation of ion-ion plasma. For example, SF6 has been

used to form an electronegative plasma from which negative ion flux can be extracted while

minimising that for electrons15–17. Other non-halogen elements, such as oxygen or hydrogen,

can also be used to form electronegative plasmas, finding applications in, for example, the

production of ion beams18,19.

1.1.2 Hydrogen plasmas

Hydrogen plasmas are of interest for a wide variety of technological applications, including:

microelectronics14, environmental studies, aerospace20,21, Chemical Vapour Deposition, and
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surface processing. They can also be used as a source of protons22. The fact that it can form

a stable negative ion has led to the development of many technologies that seek to extract

them for applications away from the plasma. Hydrogen plasmas as a source of negative ions

have been used in applications such as particle acceleration18,23–26, neutron generation27,28,

mass spectrometry29–32, nano-electronics manufacturing33, and neutral beam heating for

magnetic confinement fusion (MCF)34–37.

Alongside the development of hydrogen plasmas for technological applications, the funda-

mental physics of it have also been studied38–50. Compared to other types of electronegative

plasmas, hydrogen plasma is acknowledged as being relatively “simple”. It is typically com-

posed of dissociated hydrogen atoms, electrons, three types of positive ions (H+, H+
2 , H+

3 ),

the negative atomic ion, and the hydrogen molecule51. This relatively low number of species

belies a complexity that arises because the hydrogen molecule can occupy a large number of

quantum states, as shown in figure 1.2.
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Figure 1.2: A potential energy curve diagram showing the energy of a selection of excited states of
hydrogen. The vibrational energy levels v = 0, v = 5, and v = 10 of the hydrogen molecule are
highlighted. Figure adapted from Ref. 2

The interactions of these ro-vibrational states with each other has been studied for many

years52–60.

The technological applications that utilise hydrogen plasma require an understanding of

the kinetic and spatial distribution of each neutral, excited and charged species61,62. This

requires an understanding of the production and distribution of negative ions. Applications

that extract negative ions from a hydrogen plasma also require an understanding of the

processes that lead to negative ion formation.

1.2 Surface production of negative ions

The surface production of negative ions occurs via the interaction of plasma species with

plasma-facing materials. This process is highly dependent on the nature of the surface in
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contact with the plasma. Plasma-facing surfaces can typically be separated into two groups,

metallic surfaces and dielectric surfaces.

1.2.1 Production of negative ions from metallic surfaces

Figure 1.3 illustrates the key processes that occur when a metal surface interacts with a

hydrogen atom.

H atom
(close to surface)

H atom
(far from surface)

Evac

EF

A�nity

level

(0.75 eV)

e-
�

Surface to atom/ion distance

a) 

H atom
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surface with electron)
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EF
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�

Surface to atom/ion distance

b) 

Loss of 

electron

 to surface

Figure 1.3: Schematic of electron affinity for a hydrogen atom approaching a metallic surface. (a) The
atom at a large distance has an affinity level of 0.75 eV, but when close to the metallic surface the
affinity level is downshifted, which allows an electron to tunnel from the valance band (VB) to the
hydrogen atom. (b) As the hydrogen atom, with electron attached, moves away from the surface,
the electron can tunnel back to empty states in the conduction band (CB) of the metal surface. Evac

represents the vacuum energy level, E f the Fermi level and Φ the work function of the metal surface.
Figure adapted from Ref. 63

Generally, for atoms approaching a surface, the affinity level of the atom is gradually

downshifted until it overlaps with the valence band of the material. Electrons can then

tunnel from the valence band of the surface to the approaching atom and form a negative

ion, which is known as the resonant charge transfer (RCT) process, as summarised in Ref.

64 and depicted in figure 1.3 (a). For a metal, the conduction band is situated on top of

the valence band. When a newly created ion begins to leave the surface, the probability of

electron loss through tunnelling back to the conduction band is high due to the resonance

between the affinity level of the negative ion and the empty states of the conduction band,

as shown in figure 1.3 (b). This means that most metals produce negligible negative ions

through surface ionisation65. However, metals with a low work function can be used to

enhance negative ion production. A low work function increases the distance at which the

resonance between the affinity level of the new ion and the empty conduction states occurs,

reducing the probability that the electron tunnels back to the surface64,65.
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1.2.2 Production of negative ions from dielectric surfaces

In contrast to metals, where the conduction band lies on top of the valence band, the band

gap of dielectrics suppresses the tunnelling of electrons from a newly created negative ion

back to the surface of the material. This is shown in figure 1.4.

a) b) 
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Surface to atom/ion distance
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Surface to atom/ion distance
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Gap

Loss to 

surface 

prevented 
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Figure 1.4: Schematic of electron affinity for a hydrogen atom approaching a dielectric surface.
(a) The affinity level of the atom is downshifted such that electrons can tunnel from the surface
to the approaching atom, but the atom must be significantly closer to the surface than for a metal
surface because the valance band (VB) is at a lower energy level. (b) As the hydrogen atom with
attached electron moves away from the surface, the electron is prevented from tunnelling back to the
dielectric surface due to the band gap, until it is too far away from the surface for the electron to be
in resonance with the conduction band (CB). Evac represents the vacuum energy level and EA the
electron-affinity. Figure adapted from Ref. 63

In figure 1.4 (a), in a similar manner as for a metal surface in figure 1.3 (a), the hydrogen

atom approaches the dielectric surface and an electron can tunnel from the valence band

of the surface of the material. However, as shown in figure 1.4 (b), as the hydrogen atom

with attached electron moves away from the surface, the band gap prevents the electron

from tunnelling back to the surface. This means that a new negative ion can travel a larger

distance away from the surface before it reaches a point where its affinity level is in resonance

with the empty states of the conduction band. The increased distance of the ion from the

surface reduces the probability that the electron associated with the new negative ion will

tunnel into the empty states of the conduction band, thereby increasing the negative ion

yield63,66.

1.2.3 Surface production of negative ions for neutral beam heating source:

state-of-the-art

Negative ions for use in neutral beams for magnetic confined fusion are produced primarily

through surface production processes34. This is achieved through the generation of a hy-

drogen plasma in an expanding inductively coupled plasma (ICP) driver, and extraction of
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negative ions through a series of grids in combination with a transverse magnetic field to

minimise co-extracted electrons. Negative ions produced by surface interaction processes in

close proximity to the grid are then extracted using electrostatic biasing67,68. High power

(∼60 kW) and low pressure (∼0.3 Pa) ICP sources are used to minimise the collision of

hydrogen species with the negative hydrogen ions which may cause their neutralisation and

a reduction in the overall device efficiency34. Figure 1.5 shows a recently developed neutral

beam source.

Figure 1.5: Diagram of the ELISE negative ion source developed for neutral beam heating with the
major components labelled. Figure from Ref. 69

Caesium is added to the hydrogen plasma as this has been shown to greatly enhance the

production of negative ions19,70,71. The mechanism for this increase has been demonstrated

to be due to the caesium forming a low work function layer on the surfaces in contact with

the plasma. The addition of caesium has since been critical for the successful deployment

of negative ion sources for fusion, in particular for the negative ion source for the ITER

project72–74.
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1.2.4 Current challenges: alternative materials to low work function alkali

metals

A challenge for the next generation of negative ion sources is to remove the reliance on

caesium. It is necessary to enhance the production of negative ions, but introduces significant

engineering complexities. These include having to develop methods to control the amount of

caesium being introduced to the neutral beam source during its operation so as to maintain

a coating of caesium within the device, as well as limiting caesium pollution of the external

components75. A quick calculation of the amount of caesium being introduced to the device

during its operation (20 mg per hour) suggests that a substantial 1 kg of caesium is to be

injected into the negative ion source every 6 years75. Further to this, extensive work is

necessary to ensure acceptable performance of the device during its operation69,75. This has

led to a desire for alternative plasma-facing materials to be investigated63,75.

Currently there are numerous materials under investigation that include highly oriented

pyrolitic graphite (HOPG)63,76–78, novel electrides79, LaB6, MoLa80, as well as those that

have dielectric properties such as diamond-like-carbon (DLC) and diamond76–78,81–86. Novel

electrides are of interest due to their low work functions79. However, durability and sus-

ceptibility to contamination may limit their effectiveness and work is ongoing to investigate

how these materials behave when exposed to plasmas like those found in neutral beam

sources87,88. Low work function metal surfaces such as MoLa and LaB6 have previously

been shown to be effective negative ion producing materials compared to other metals such

as stainless steel80, but their effectiveness cannot be easily enhanced further as they are

limited by the inherent physical properties of the metal.

As previously introduced in section 1.2.2, one category of materials that has been pos-

tulated as being potentially suitable for high negative ion yields is dielectrics66,89,90. Of

particular interest is diamond63. It is possible to grow diamond with specific physical and

electronic properties91–93. This is an attractive proposition as it would then be possible to

optimise negative ion production through careful selection of a particular surface property

or use insights from fundamental studies to develop alternative materials based upon the

favourable properties of diamond, some of which are listed below.

• It is a dielectric with a large band gap (5.5 eV)94 that suppresses the destruction of

negative ions as they leave the surface of the material.

• It can be grown to have ‘designer’ properties such as the preferential growth of a

particular crystal face to alter the electronic structure of its surface94.

• When it is being grown, dopants can be introduced to change its effective work function

and electron affinity95–98.

• It can have a negative electron affinity when the surface is hydrogen terminated94,
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which reduces its effective work function by decreasing the energy gap between the

valence band and the vacuum level. This is thought to have a positive influence on

negative ion production63.

• When heated to 450◦C, diamond has previously been shown to produce five times more

negative ions compared to other forms of carbon e.g. graphite81.

As a means of increasing the production of negative ions, previous work with diamond

has investigated using single, nano- and micro-crystalline diamond and also p-type doping

of micro-crystalline diamond (MCD) using boron76. The addition of boron to diamond has

previously been demonstrated to increase the negative ion production, and it is of interest

to investigate other dopants which may further increase this.

The n-type doping of diamond using nitrogen has not previously been studied in this

context and it can potentially increase negative ion production for two reasons. Firstly, pre-

vious studies of the electronic properties of nitrogen doped diamond have demonstrated that

nitrogen doping creates a deep donor level in the band gap of the diamond at 1.7 eV99. This

decreases the effective work function to approximately 3.1 eV100, which is lower than boron

doped diamond (3.9 eV)100 and un-doped diamond (∼4.5 eV, with hydrogenated surface and

negative electron affinity)101. Secondly, it is thought that having the aforementioned deep

donor level of electrons close to the vacuum level could increase the negative ion production

by creating a source of electrons close to the vacuum level19. It is therefore of interest to

investigate the properties of nitrogen doped diamond as a material for enhancing the surface

production of negative ions.

1.3 Volume production of negative ions

In section 1.1, many examples were given of technological applications of hydrogen plasma.

The development of these applications require an understanding of both surface production

processes and volume production processes24,73,102.

Away from the near-surface region in a hydrogen plasma, negative ions can be produced

within the bulk of the plasma by a process called volume production19,103. The formation

of a negative ion in the plasma can occur when a hydrogen molecule dissociates during a

collision with an electron resulting in the formation of a neutral atom and a negative atomic

ion. This type of collision is referred to as dissociative electron attachment.

e + H2(vib. = 0 - 14) → H− + H (1.1)

where H2(vib.) is a vibrationally excited hydrogen molecule.

As introduced in section 1.1, the hydrogen molecule has many ro-vibrational quantum

states51. Of particular importance for negative ion formation in hydrogen is the vibrational
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states, as distinct from the rotational states. It has been observed that the higher the vibra-

tional energy of the hydrogen molecule, the lower the threshold energy an electron requires to

cause the dissociation of the hydrogen molecule. This also increases the collision cross section

of the hydrogen molecule19. A lower threshold and larger collision cross section means that

the likelihood of the hydrogen molecule forming a negative ion after experiencing an electron

collision increases with increasing vibrational energy levels. Therefore, the production of

highly excited vibrational states is of significance when considering negative ion formation

within the bulk.

One of the main processes that leads to the excitation of a hydrogen molecule is through

collisions with energetic electrons51. There are two main processes through which an electron

collision can create a vibrationally excited molecule. The first type of collision provides

energy to vibrate the hydrogen molecule directly. This is called an inelastic vibrational

excitation reaction, that is otherwise referred to as an eV reaction104.

e + H2 → H2(vib.) + e (1.2)

The other type of electron collision proceeds in two steps, where the initial electron

collision electronically excites the hydrogen molecule, which then spontaneously relaxes into

a vibrationally excited state through the emission of a photon.

e + H2 → e+ H2(B1Σ+
u ,C

1Πu)→ H2(vib.) + e + hν (1.3)

This process is called the electron impact resonant vibrational excitation process, or the

EV process104. These vibrationally excited states are stable due to the lack of a permanent

dipole on the hydrogen molecule, and so can exist in the plasma for some time51.

Once a vibrationally excited state exists, the vibrational energy can be shared between

the molecules through collisions. There are three types of collisions that can occur52,105,106:

• Vibrational-Vibrational (V-V) reactions, which describe the exchange of vibrational

energy between the molecules with little to no exchange of kinetic energy.

• Vibrational-Translational (V-T) reactions, where the vibrational energy of the colliding

molecules is converted into translational (or kinetic) energy.

• Vibrational-Translational reaction, except one of the colliding species is a neutral hy-

drogen atom. This last type of collision involves the neutral hydrogen atom either

giving or taking vibrational energy from a hydrogen molecule during a collision at the

expense of some translational energy. This has been referred to as an “atomic V-T

reaction” in this work.

Each of these reactions distribute the vibrational energy within the plasma between the

vibrationally excited states of the plasma105,106.
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1.3.1 Current challenges: spatial variations in inductively coupled plasmas

A type of plasma that is of particular interest is the inductively coupled plasma. This type

of plasma is typically formed by utilising a coil of wire either wrapped around the plasma

reactor (spiral geometry), or formed into a spiral placed against the side of the reactor (planar

geometry)1,2. The induced current produced by the coil or antenna exists in close proximity

to where the coil or antenna is positioned2. The majority of the power from the coil is

therefore deposited in a localised region within the plasma, which results in the formation

of spatial gradients in species densities and the temperature of the neutral gas, as shown in

figure 1.6.



CHAPTER 1. 13

Figure 1.6: Schematic of a planar inductively coupled discharge with measurements of gas temperature
taken within the plasma volume. The gas temperature is observed to have a peak in the centre of
the discharge volume which decreases towards the edge of the plasma. Figure adapted from Ref. 107
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These gradients become more severe as the power density (and ion flux) is increased,

creating a trade-off between spatial plasma uniformity and process time1,2.

Early work on hydrogen plasma modelling was mainly focused on building the under-

standing of the chemical kinetics52–54,108,109. It was through this work that the importance of

the vibrational states and the interactions between them was established. This work mainly

focused on the properties of a spatially uniform plasma. In more recent work, efforts have

been made to increase the operational envelope48,110, and link the features of these more

complete plasma chemistry sets to spatial distributions by coupling the output of the 0D

chemistry models into spatially dependent models for the electromagnetic field111–113.

In progressing towards the development of spatially resolved models of hydrogen plas-

mas, reductions in the plasma chemistry have often been required to reduce computational

expense. One example of this has been through the simplification of the vibrational kinetics.

Such an approximation has been useful for developing an understanding of complex techno-

logical plasmas such as the negative ion sources for fusion114–119, negative ion sources for

particle accelerators120,121, development of microdischarges122, and for surface processing123.

Where a more complete chemistry is incorporated, a reduction of the number of dimen-

sions has often been utilised. Early work utilised a 1D kinetic model to study electron

dynamics during collisions with ions and neutrals124,125. This work has continued, with

the creation of a hybrid particle-in-cell (PIC) model60,126–131, which has subsequently been

experimentally benchmarked132,133.

Recently, the incorporation of a reaction set that includes vibrational interactions has

been carried out within a simplified 2D simulation framework using COMSOL, a multiphysics

simulation platform134. However, an assumption that is made in this and other models is

that the neutral species in the plasma have a uniform gas temperature134,135. While valid

at low power densities, for increasing power densities which are typical for ICPs, as shown

in figure 1.6, spatial gradients in the neutral gas can be substantial. This changes ionisation

and chemical reaction rates. It is therefore of significant interest to develop our simulation

capability to include:

• 2 dimensions

• Self consistent and spatially resolved evaluation of the neutral-species temperatures

• gas temperature dependent rates for the V-V and V-T reactions

• enthalpy changes for each reaction.

This capability would enable the study of how the spatially dependent plasma parameters

impact the distribution of H2 vibrational states, which in turn influence the production and

distribution of negative ions136,137.
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1.4 Thesis outline

The layout of the thesis is as follows:

• Chapter 2 investigates the surface production of negative ions from diamond. Neg-

ative ion yield measurements with a continuous surface bias of diamond samples are

undertaken. The results demonstrate that the introduction of nitrogen doping into the

diamond films can increase negative ion production from the diamond.

• Chapter 3 extends the work of chapter 2, presenting results for negative ion yield from

nitrogen doped diamond using a pulsed sample bias to minimise the creation of surface

defects from positive-ion bombardment. The results suggest that the use of a pulsed

bias prevents defects forming on the surface. However, the negative ion yield is lower

than a continuous bias, which suggests the formation of defects plays a role in the

formation of negative ions.

• Chapter 4 introduces a hydrogen plasma numerical simulation that has been developed

to study the role of spatially resolved gas heating on negative ion production in the

plasma bulk. The results of the simulations are compared to experimental measure-

ments, showing reasonably good qualitative and quantitative agreement.

• Chapter 5 presents the results from the simulations within a planar inductively coupled

plasma reactor. The impact of self consistently determining the spatially resolved gas

temperature, as distinct from treating it as being isothermal, is investigated in relation

to negative ion production. The results show that the distribution of vibrational states

is impacted by the use of a spatially resolved gas temperature, which in turn changes

the distribution of negative ions.

• Chapter 6 summarises the findings of the work and discusses next steps.



Chapter 2

Surface production of negative ions

using nitrogen doped diamond

The development of alternative materials to caesium is of interest in applications such as

ion beam sources, including those used for neutral beam heating. This chapter describes

how the addition of nitrogen doping to diamond changes negative ion production upon

application of a continuous negative bias. A low pressure and power helicon plasma source

(26 W and 2 Pa) operating in capacitive mode is used to generate a deuterium plasma.

Nitrogen doped diamond samples are immersed in the deuterium plasma and biased with a

dc-voltage. Negative ions produced at the surface are measured via mass spectrometry to

determine the negative ion yield. The application of a low-amplitude (-20 V) dc bias voltage

in combination with nitrogen doping - where relative dopant concentration is determined via

Raman spectroscopy - is found to increase the yield of negative ions relative to un-doped

diamond films.

2.1 Technique to measure surface production of negative ions

Negative ions produced through surface interactions within hydrogen plasmas are difficult

to measure because, following the plasma potential, they drift to the centre of the plasma

where they are neutralised through collisions19,51. Laser photo-detachment can be utilised to

measure the negative ions within the bulk of the plasma, but this method does not distinguish

between negative ions produced through volume production processes or surface production

processes80. To meet this challenge, a technique has been developed by the PIIM group in

Marseille that can measure negative ions produced by surfaces exclusively. This technique

utilises a negatively biased surface to accelerate positive ions from the plasma to the sample

surface for the production of negative ions. The same bias voltage acts to direct negative

ions produced at the surface through the sheath and plasma bulk to be measured by a mass

spectrometer63. The experimental setup is shown in figure 3.1.

16
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Figure 2.1: Schematic of the experimental setup. (a) Representative plasma parameters and potential
profile between the biased sample surface at VS and the mass spectrometer, 37 mm away. (b) Sample
holder with heating element and thermocouple. (c) Mass spectrometer showing the external grounded
shield and internal extractor orifice.

2.1.1 Description of the plasma source

A deuterium plasma, figure 2.1 (a), is produced via a helicon source operated in capacitive

mode (2 Pa, 26 W), which then expands into a diffusion chamber138. The pressure of the

diffusion chamber, as measured by a Baratron gauge (MKS), is regulated via a mass flow

controller (7.6 sccm, BROOKS 5850TR) in combination with a 150 mm diameter Riber gate

valve installed in front of a turbo molecular pump (Alcatel ATP400). To reduce experimental

drifts, the experiment source chamber and lower spherical diffusion chamber have a base

pressure of 10-5 Pa, which is lower than the base pressure of a previous setup of 10-4 Pa138.

The relatively low power coupled to the plasma source results in plasma densities of

approximately 1014 m-3 in the spherical diffusion chamber138. The choice of power and pres-

sure was for similarity with previous work83. The positive ion composition of the deuterium

plasma is measured by the mass spectrometer, described below, to be (84 ± 2) % D3
+ ions,

(14 ± 2) % D2
+ ions and (1.1 ± 0.2) % D+ ions. The measurement uncertainty represents

the day-to-day variation of the measured plasma composition, however the actual error in the

plasma composition due to the internal settings of the mass spectrometer may be higher139.

As the dominant ion in the reactor is D3
+, the momentum transfer collision of D3

+ with

neutral hydrogen is taken to be the dominant collision process. Taking the density of the

neutral gas to be approximately 4×1020m-3, the mean free path of the D3
+ ion-neutral col-

lisions is approximately 2.5 mm. The mean free path for the negative ion-neutral collisions
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has been calculated to be approximately 37 mm81,140. The negative ion mean free path is

the distance between the sample and the mass spectrometer, this means the loss of negative

ions in the gap between the mass spectrometer and the sample is minimised. The mean free

path of the positive ions is comparable to the width of the sheath in front of the sample.

This means that, on average, a positive ion should undergo no collisions when crossing the

sheath in front of the sample. As the pressure and the distance is the same for all of the

samples, collisions within the sheath that reduce the positive ion energy before colliding with

the sample surface, or the detachment of electrons from negative ions in the volume of the

plasma before reaching the mass spectrometer, is expected to be similar for all samples. This

means that negative ion yield and NIEDFs can be used to compare between samples.

The production of negative ions through a surface interaction requires a non-zero amount

of energy (i.e the work function or material ionisation energy) to be given to an incoming

particle in order to extract and capture an electron from the surface of the material. The

energy in the described experiment comes from the positive ions kinetic energy. Alterna-

tive production processes that may produce detectable negative ions in this experimental

setup include electron attachment of a molecule on the surface of a sample or a dissociative

attachment reaction occurring within the sheath in front of the sample19. There cases are

considered to be unlikely as, in the first case, a source of energy is necessary in order to

extract an electron from the material. In the latter case, a dissociative attachment reaction

requires an electron to collide with a hydrogen molecule. Within the sheath there are very

few electrons meaning this reaction process is unlikely to occur. It is therefore reasonable

to suggest that the main process of negative ion formation is through positive ion bombard-

ment of sample surfaces. Previous work has demonstrated through an a postori simulation

technique that the measured negative ion energy distribution matches extremely well with

experimental measurements without the inclusion of the previously explored processes85.

This supports the theory that positive ion bombardment is the dominant process of negative

ion formation from carbon materials.

2.1.2 Temperature controlled sample holder

The sample holder is shown in figure 2.1 (b). It is attached to a dc-voltage source (Equip-

ment Scientific Alimentation de Laboratoire CN7C) that can negatively bias the frame that

holds the diamond sample. The voltage applied to the sample is defined as VA, which is

distinct from the voltage at the sample surface, VS. The sample is positioned 37 mm away

from, and perpendicular to, the plane of the mass spectrometer orifice. This is the closest

distance that the sample can be placed in front of the mass spectrometer orifice, and is as-

sumed to be sufficiently small to achieve minimal negative ion signal loss. It has previously

been demonstrated that this distance has negligible effect on the shape of the negative ion

distributions measured by the mass spectrometer76,82.
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The angular dependence of the NIEDFs for carbon materials has previously been shown

to be similar82,84,85. Therefore, a single measurement can be used to compare between

samples. A misalignment of the sample surface normal to the mass spectrometer would

produce spurious results, so to prevent this, the alignment is regularly checked by rotating

the sample and maximising the negative ion signal.

As shown in figure 2.1 (b), a tungsten heating element is built into the sample holder,

which is used to heat the back of the sample. The heating element is controlled by a

PID controller (designed and built by AXESS tech) using a K-type thermocouple inside the

frame of the sample holder. By fixing a second thermocouple to the surface of the sample, its

temperature is calibrated against the temperature measured by the PID. The heating element

behind the sample increases the temperature of the sample’s surface up to (750±20)◦C.

2.1.3 Mass spectrometry for the measurement of negative ions

The mass spectrometer used in this experiment is a HIDEN EQP which is a commercial

device that incorporates an electrostatic analysis technique and mass filter. A low back-

ground gas pressure is required, which is attained by separating it from the main plasma

chamber by a small orifice with a diameter of 100 µm and differentially pumping it with

a dedicated turbo molecular pump. A grounded screen is positioned above the mass spec-

trometer orifice to reduce radio-frequency (RF) fluctuations from the plasma source (not

shown in figure 2.1)84,138. The mass spectrometer is controlled using MACsoft software on

a dedicated PC.

The negative ions that enter the mass spectrometer are focused into an ion beam by

the internal electrostatic lenses. The internal electrostatic lenses of the mass spectrometer

are tuned for each specific sample surface biases and plasma condition in order to maximise

negative ion signal141.

The mass spectrometer is composed of a grounded shield around a polariseable orifice.

It was found in the simulations of the plasma using the ONIX code that an orifice potential

of 0 V at 2 Pa is optimal for producing a planar sheath in front of the orifice. A planar

sheath is necessary for the analysis of the negative ion energy distributions using previously

established techniques85,138.

Positive ions impacting the samples are assumed to dissociate during impact63,142, split-

ting the energy of the ion into its component particles (ie. for D3
+, 3 deuterium nuclei). This

means that because the plasma is predominantly composed of D3
+ ions, the modal energy of

the ions striking the sample’s surface is EM = e(VS+Vp)/3, where Vp is the plasma potential,

giving approximately 11 eV per particle at VS = −20 V and 48 eV at VS = −130 V. We de-

fine these conditions as “low energy” ion bombardment and “high energy” ion bombardment,

respectively.

The choice of −130 V is made to align with previously published work, whilst −20 V
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is chosen as this is the lower limit of what can be reasonably used to ensure effective self-

extraction of negative ions from the sample surface into the mass spectrometer76,82.

2.1.4 Procedure for measurement of negative ion energy distribution functions (NIEDFs)

Measurements were undertaken using the following method.

• The plasma was brought to steady state as determined by measurements of the positive

ion energy distributions using the mass spectrometer.

• A bias of either VA = −20 V or VA = −130 V was applied to the sample.

• Negative ions produced following positive ion bombardment accelerate through VS,

cross the plasma volume and enter the mass spectrometer where the NIEDF was mea-

sured for sample temperatures between 30◦C and 750◦C in increments of 50◦C.

• In order to compare the negative ion production yields for distinct material samples,

the positive ion current was measured to the sample surface at 30◦C for VA = −20 V

and VA = −130 V, using a copper electrode in the place of a sample which was

insulated from the sample frame82. This method of measurement could not be used at

high temperatures due to a temperature sensitive insulator used to isolate the copper

electrode from the sample holder frame. Instead, in order to roughly monitor changes

in the positive ion flux onto the sample, the positive ion current to the entire sample

holder was measured using an ammeter connected to the frame of the sample holder.

This showed that there was a thermal drift in the positive ion current to the entire

sample holder of approximately 5% irrespective of sample at both −20 V and −130 V

applied biases.

• The negative ion counts for each sample were integrated with respect to energy and then

divided by the positive ion current measured separately to give the relative negative

ion yield for the sample. The possible small changes with temperature to the isolated

sample were not taken into account82. This is given in arbitrary units as the mass

spectrometer is not calibrated to count an absolute number of negative ions.

2.1.5 Description of the negative ion energy distribution function

The mass spectrometer measures the energy distribution of the negative ions coming from

the sample surface. This can be used to infer the production processes that lead to their

formation on the samples.

There are two situations that can occur during a positive ion collision with the surface of

a sample that causes a negative ion to be formed. The first is that the positive ion undergoes

a collision or multiple collisions with the surface of the sample. The positive ion is converted



CHAPTER 2. 21

to a negative ion whilst it still possess some kinetic energy and so leaves the surface with a

non-zero kinetic energy. The other case is that the positive ion loses all of its energy in a

collision with the surface of a sample and a negative ion is produced at rest on the surface

(i.e. Ek = 0 eV). In the latter case, the negative ion will be accelerated from the surface

with an energy equal to the plasma potential (Vp) plus the negative bias at the surface of

the sample,VS.

If is now assumed that the negative ion crosses the plasma with no loss of kinetic energy,

which is equivalent to the electron charge multiplied by the plasma potential plus the surface

bias of the sample Ek = e(Vp + VS), and is at an angle that allows it to enter the mass

spectrometer, the negative ion must lose energy equivalent to the plasma potential in front

of the mass spectrometer, eVp. Therefore negative ions formed at rest on a sample surface,

Ek = 0 eV, will be measured with energy equivalent to the bias applied to the sample

surface,eVS.

In some cases a positive ion collision will produce negative ions with a non-zero initial

energy (i.e. Ek > 0). This means that when measured by the mass spectrometer they have an

energy of Ek + e(Vp + VS). The resulting negative ion energy distribution function (NIEDF)

can then be used to infer the negative ion production processes on the sample surface.

The relatively low pressure of the plasma means there are few collisions between negative

ions and neutrals138,139. Any collisions that do occur would predominantly be detachment

collisions with deuterium molecules, which would neutralise the negative ions, thus pre-

venting measurement of negative ions that have undergone collisions36,138,139. The plasma

potential in front of the mass spectrometer prevents negative ions generated through vol-

ume production processes from entering, therefore the energy of any negative ions that are

measured must have been accelerated away from the sample surface138,139.

Once a measurement of the negative ions from a sample surface has been completed, the

measured NIEDF is put into terms of Ek, the kinetic energy of the negative ion when it

was formed. This is possible because the total negative ion energy upon entering the mass

spectrometer, E, is a conserved quantity:138

E = Ek − eVS (2.1)

The NIEDFs presented in this work have had the applied voltage, VA, added to the measured

negative ion energy distribution to show the kinetic energy the negative ions possessed on

formation.

The applied voltage, VA, is used instead of the surface voltage, VS, because the surface

voltage can be influenced by the conductivity of the sample and no direct measurement of

the surface voltage is possible.

The typical distribution of negative ions from carbon surfaces measured using the tech-

nique described above features a peak in the number of negative ions formed almost at rest,
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with a tail that extends to higher energies. This can be observed in an example NIEDF in

figure 2.2.

Figure 2.2: Example NIEDF from a micro-crystalline diamond (MCD) sample with a sample bias of
-130 V, at a sample temperature of 500K and plasma power of 26 W.

From previous studies, negative ion energy distributions have been compared to simu-

lations that account for the trajectories of negative ions between the sample surface and

mass spectrometer84. This means that an understanding of the processes that lead to the

observed negative ion energy distribution function can be used to determine the production

processes.

2.2 Determining the negative ion yield

The negative ion yield is used as a means to compare the production of negative ions between

samples, applied voltages and biasing techniques. This is defined as:

α =
1

I

∫
ND-(E) dE (2.2)

where NH- is the number of negative ion counts detected by the mass spectrometer, which

are integrated with respect to incident ion energy, E. I is the positive ion current to the

sample. As only a proportion of the negative ions that are produced by the sample surface

are collected by the mass spectrometer, the negative ion yield is a relative measurement that

can be used to compare between samples. Previous work has demonstrated that there is

little difference in the angular distribution of negative ions between carbon samples under

similar conditions84,138. This means that it is possible to compare relative negative ion yield

from carbon materials using a fixed sample angle, though negative yield comparisons to other
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types of materials at this same angle cannot be carried out.

2.2.1 Measuring the positive ion current

To measure the positive ion current, an electrically isolated copper electrode was inserted

into the sample holder in the place of a sample. This electrode was isolated from the rest of

the sample holder through the use of Kapton tape. The molybdenum bracket, used to affix

samples to the sample holder, acted as a guard ring on the electrode to reduce edge effects

interfering with the measurement of the positive ion current. The electrode and sample

holder were electrically connected in parallel to reduce differences in sheath expansion from

affecting the positive ion current measurement.

2.3 Sample preparation

2.3.1 Micro-crystalline boron doped diamond and micro-crystalline diamond

MCD and MCBDD samples were prepared for the study by a collaborator, Laboratoire des

Sciences des Procédés (LSPM). The samples were prepared in a bell jar reactor using plasma

enhanced chemical vapour deposition (PECVD), as described in Ref. 143. The boron doped

samples used in this study are comparable to the samples used in previous works where the

gas phase doping level used is high (1000 ppm) to ensure a fully conductive diamond layer76.

2.3.2 Micro-crystalline nitrogen doped diamond

The nitrogen doped diamond films were similarly prepared by the LSPM group using a

similar PECVD technique to the MCD and MCBDD. The PECVD process utilised a bell

jar reactor with a pressure of 200 mbar, microwave power at 3 kW, substrate temperature

of 850◦C, background hydrogen gas mixture with a methane concentration of 5%. The ratio

of nitrogen in the gas mixture was set as a means to vary the concentration of nitrogen in

the MCNDD film. Each film was deposited on to a (100) orientated silicon wafer.

2.4 Characterisation of the diamond samples

A laser confocal microscope (S neox, Sensofar) was used to observe the diamond surface

morphology as shown in figure 2.3.
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Figure 2.3: Confocal microscopy images of the diamond films grown with gas phase concentrations of
(a) 0 ppm (b) 10 ppm (c) 50 ppm and (d) 200 ppm. The diamond crystals change in shape and size
between the 4 gas phase dopant concentrations, from a mixture of (111) and (100) faces at 0 ppm
and 10 ppm to predominantly (111) faces at 50 ppm, and then to predominantly (100) crystal faces
at 200 ppm.

From visual inspection, the crystal grains are observed to have grown to exhibit (111)

crystal faces, (100) crystal faces, or a mixture of both, dependent on the concentration of

nitrogen dopant introduced in the gas phase during sample growth144. As the gas phase ni-

trogen concentration is increased from 0 ppm to 50 ppm the crystals are observed to exhibit

an increased proportion of (111) faces, with predominantly (111) faces observed at 50 ppm.

As distinct from these, the crystal grains of the diamond film with 200 ppm gas phase dop-

ing displays predominantly (100) faces. The diamond films grown with 200 ppm nitrogen

concentration in the gas phase are different to the other samples, due to large crystals in-

terspersed with regions of what appear to be much smaller crystals with a less pronounced

crystal orientation. The size of the crystals for the 0 ppm sample, figure 2.3 (a), are ap-

proximately 10 µm, whilst the 10 ppm sample, figure 2.3 (b), has a much smaller average

crystal size, at approximately 1 µm. The 50 ppm sample, figure 2.3 (c), has a crystal size

similar to the 0 ppm sample, at approximately 10 µm. The 200 ppm sample, figure 2.3 (d),

as previously described, appears to have a distribution of large crystals separated by smaller

crystals, here the average crystal size of the larger crystals is approximately 5 µm.

A brief optical microscopic inspection of the samples prior to taking Raman measure-

ments showed relatively uniform crystal distribution across the surface of all the samples and

allowed for precise targeting of a dominant crystal near to the centre of the sample to be

the subject of the Raman measurement. A quantitative comparison between Raman spectra

has not been carried out as this requires the measurement of the polarisation of the Raman

emission and a good understanding of the grain orientation145.

Figure 2.4 shows the Raman spectra from samples of nitrogen doped diamond with gas

phase nitrogen doping of 0 ppm to 200 ppm.
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Figure 2.4: Raman spectra of nitrogen doped diamond samples taken at the centre of a dominant
crystal face. The spectra are presented with the background subtracted (in order to aid clarity and
comparison between samples) and normalised to the carbon sp3 peak, observed here at 1333 cm-1.
The laser wavelength used for the measurements is 514 nm.

The spectra in figure 2.4 have been presented with the background fluorescence removed

and normalised to the 1333 cm-1 peak, which can be attributed to sp3 bonded carbon (the

diamond bond of carbon)96,146. The normalisation to this peak is justified due to the trans-

parency of the diamond films such that the measurement is integrated across the sample

thickness. The normalised spectra can therefore enable a comparison between samples that

accounts for any change in the thickness of the MCNDD film146.

The broad peak centred at 2100 cm-1 observed in figure 2.4 can be attributed to nitrogen

vacancy centres (NV0) that have been introduced into the diamond147. This broad peak

appears, not due to vibrational modes, but due to the electronic signature attributed to

nitrogen vacancy centres and in reality lies at an energy level of 2.15 eV. As Stokes Raman

spectroscopy is energy loss spectroscopy, this peak appears arbitrarily at 2100 cm-1 when

using a 514 nm laser. Using another laser to perform the Raman spectroscopy results in a

change in the wavenumber of this peak148.

As the measurement configuration is the same for all samples, a relative comparison of

the number of nitrogen centres in the diamond can be made using the broad 2100 cm-1 peak.

This can then be used to infer relative nitrogen concentration149. As shown in figure 2.4, the

ratio of the NV0 peak to the peak centred at 1333 cm-1 increases with increasing gas phase

dopant concentration, for samples 0 ppm to 50 ppm (200 ppm will be discussed below). This

is consistent with previous work, which showed a similar increase in the magnitude of the

NV0 characteristic peak with an increase in the gas phase nitrogen doping150.

In figure 2.4, the Raman spectrum of the 200 ppm nitrogen doped diamond has a peak at

1500 cm-1 that has a much higher intensity than the other samples. This peak is of particular

interest as it is associated with the sp2 bond of carbon that has previously been associated

to graphite-like bonds146. The ratio of the peaks at 1333 cm-1 and 1500 cm-1 implies that
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there is a higher ratio of graphite in the 200 ppm diamond film compared to the other

samples76,151,152. The 200 ppm nitrogen doped diamond sample also exhibits a NV0 centre

peak at 2100 cm-1, which is slightly lower than the 50 ppm sample, suggesting a reduction in

the number of nitrogen vacancies, and therefore, a reduction in the concentration of nitrogen

in the diamond.

The observed increase in intensity of the NV0 peaks, increasing from 0 ppm to 50 ppm,

may be attributed to both the increase in nitrogen introduced in the gas phase and by a

change in the crystal face from a mix of (100) and (111), figure 2.3 (a) and (b), to a pri-

marily (111) face for which impurity incorporation is higher than that for (100) crystals,

figure 2.3 (c). This is consistent with the results of previous work150,153,154. This same pro-

cess may then account for the slightly lower 2100 cm-1 peak for the 200 ppm sample compared

to the 50 ppm samples despite a fourfold increase in the nitrogen gas phase content. This de-

crease could be attributed to the change in the crystal orientation (see figure 2.3 (c) and (d)),

from a (111) dominant crystal surface for the 50 ppm sample to predominantly (100) crystal

orientation for the 200 ppm sample.

The surface characterisation of the samples show that the incorporation of nitrogen into

the PECVD process has multiple effects on the diamond produced, aside from only substi-

tutional or interstitial incorporation of nitrogen into the diamond lattice. For these samples,

separating the difference in negative ion yield due to the influence of the crystal face or

the nitrogen content in the diamond is not possible because of the interrelated nature the

presence of nitrogen in the gas phase has with the crystal face orientation and the measur-

able number of nitrogen vacancy centres. This is an active area of research155. However for

this study, as nitrogen doping is the main influencing factor that generates the differences

between the samples, it is reasonable to suggest that it is possible to associate the nitrogen

gas phase doping with the negative ion yield and this is how the samples will be defined in

the next section.

2.5 Comparing negative ion yield with increasing concentra-

tion of nitrogen doping

Figure 2.5 presents the negative ion yield from MCNDD for different dopant concentrations,

as measured in the gas phase during sample preparation.
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(a) (b)

Figure 2.5: Negative ion yield plotted with respect to sample temperature for micro-crystalline ni-
trogen doped diamond (MCNDD) of doping concentration between 0 ppm and 200 ppm for (a)
VA = −130 V and (b) VA = −20 V. Low pressure deuterium plasma operated at 2 Pa and 26 W.
Insets for both (a) and (b) depict the highlighted regions’ negative ion yield for temperatures between
400◦C and 750◦C. Solid lines have been added to guide the eye.

In both figures 2.5 (a) and (b) the yield profile for MCNDD has a distinct shape. For

example, at 50 ppm, the measured yield is practically zero between a temperature of 30◦C and

400◦C. At 450◦C, the yield rapidly increases by several orders of magnitude to a maximum at

550◦C. This transition is similar for all nitrogen doped samples with the transition occurring

at temperatures ranging from 250◦C to 450◦C. This is somewhat unlike MCD which produces

measurable negative ions for all temperatures. The trend for MCD is a gradual increase to a

maximum yield at a temperature of 450◦C (−130 V, “high energy” bombardment) or 400◦C

(−20 V, low energy bombardment), there is then a decrease in yield from this maximum

yield as the temperature is increased further to the maximum temperature of 750◦C. It can

also be observed that between ∼30◦C and ∼150◦C, MCD does undergo a transition, though

this is smaller than that seen for MCNDD.

It is important to note that the negative ion yield measured using the described technique

relies on a conductive sample surface. A non-conductive sample does not allow negative ions

to be accelerated to the mass spectrometer at an energy which the mass spectrometer is

tuned for. The magnitude of the transitions seen in figure 2.5 is a feature of this experi-

mental technique which inadvertently highlights the temperature at which samples become

conductive, such that VA = VS.

The difference in trends between MCNDD samples and the un-doped diamond can be

attributed to the differences in conductivity between MCNDD and MCD. Previous work with

MCD has shown that it has poor conductivity close to room temperature, which explains the

increase in yield occurring between 30◦C and 150◦C63. Regarding MCNDD, the temperature

at which the sharp increase in yield occurs appears to be dependent on the nitrogen doping

of the diamond sample. The results of previous work suggest that the level of interstitial

nitrogen doping influences the conductivity of diamond98,156,157 and this sharp increase is
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consistent with increasing nitrogen dopant concentration and its influence on the conductivity

of the diamond, supporting the argument that the nitrogen incorporated into the diamond

increases as gas phase nitrogen is increased during its production. The low conductivity of

MCNDD is associated with a distortion of the carbon lattice that produces a deep donor

level. The nitrogen dopant forms a lone-pair on the nitrogen atom and a dangling bond

with one of the carbon atoms of the lattice surrounding it. This means that it has a low

conductivity at room temperature158.

An exception to this trend is the results for 200 ppm in both figure 2.5 (a) and (b).

These results do not exhibit a significant increase in the sample temperature at which the

film becomes conductive relative to the 50 ppm MCNDD sample. This can be explained by

considering figure 2.4. The nitrogen content measured using Raman spectroscopy suggests a

nitrogen content that is similar for 200 ppm and 50 ppm MCNDD samples meaning, in the

absence of other influences, a similar conductivity for these two samples could reasonably be

expected.

The maximum yield from each sample occurs at temperatures between 400◦C and 550◦C,

which is highlighted in the insets of figures 2.5 (a) and (b). For the 0 ppm and 10 ppm

samples, the maximum yield occurs at 400◦C, whilst for 20 ppm (and 200 ppm) it occurs

at 500◦C and for 50 ppm, at 550◦C. As mentioned previously, a conductive sample surface

is necessary to hold a DC surface bias which is necessary for the acceleration of negative

ions into the mass spectrometer. The trend of increasing temperature for maximum yield

as dopant increases (excluding 200 ppm) could be related to the maximum yield in these

experimental conditions being restricted by the conductivity of the samples. For example,

the maximum yield for MCD and MCNDD (10 ppm) is at the peak of a gradual increase and

decrease in yield as temperature is increased from ∼30◦C to ∼400◦C and then from ∼400◦C

to ∼750◦C respectively. This is most clearly observed in figure 2.5 (b) for the 10 ppm sample.

This sample is distinct from the other MCNDD samples as the 10 ppm sample exhibits an

increase in yield as the temperature is increased (due to a change in conductivity) then a

further smaller increase up to a maximum negative ion yield at ∼400◦C. The yield then

gradually decreases as the temperature is increased further. The other MCNDD samples

also undergo an increase in yield due to a change in conductivity, but no further gradual

increase in yield is observed as temperature is increased.

It could therefore be reasonable to suggest that the peak yield conditions are not observed

due to a lack of conductivity for samples with more than 20 ppm gas phase nitrogen doping.

The trends observed for the 0 ppm and 10 ppm samples suggest that a temperature of

approximately 400◦C may be the temperature at which these MCNDD with more than

20 ppm gas phase doping produce the highest yield. A technique to measure negative ions

that does not require a conductive surface would be necessary to explore this further.

In figure 2.5 (a), the effect of the nitrogen doping on the maximum yield is not readily
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observed when a bias voltage VA = −130 V is applied to the sample. This is unlike fig-

ure 2.5 (b) in which a bias voltage of VA = −20 V is used. In this data there is an observed

difference between the nitrogen doped and non-doped diamond. The yield in figure 2.5 (a)

for the MCNDD samples and MCD samples is also lower than the yields from all of the sam-

ples in figure 2.5 (b). A higher bombardment energy as a result of the high magnitude bias is

associated with an increase in sp2 bond formation in diamond85. It is reasonable to suggest

that the reduction in yield for the higher magnitude bias creates more sp2 defects which

decreases the yield. Additionally, if the yield is not changing with the addition of nitrogen

to the diamond, it is also reasonable to suggest that the nitrogen doped diamond may be

more susceptible to defect formation due to high energy bombardment which would result

in a surface state that does not enhance the negative ion yield through nitrogen doping.

The apparent influence of nitrogen doping on the measured negative ion yield is observed

in figure 2.5 (b) where a sample bias voltage VA = −20 V is applied. When comparing the

yield at temperatures above 550◦C, i.e. when all of the MCNDD films are conductive, it

is observed that the negative ion yield is higher at similar temperatures, when increasing

nitrogen dopant concentration for the 0 ppm to 50 ppm cases. The mechanism for such an

increase in yield is not immediately clear and future work will be necessary to identify the

specific cause of this increase. For example, it could be solely due to interstitial nitrogen,

or a change of crystal orientation or a combination of both. In any case, the increase

is correlated to the amount of nitrogen dopant with the exception of the result observed

for 200 ppm gas phase doping, which produces a comparatively lower yield compared to the

50 ppm case. Should interstitial nitrogen content be the main cause of an increase in negative

ion yield, this result can be explained by the Raman measurements shown in figure 2.4. The

Raman measurement suggests that the diamond has a similar amount of nitrogen doping

when comparing the 2100 cm-1 peak for the 50 ppm and 200 ppm samples. However the

Raman measurement also suggests that the 200 ppm MCNDD sample has more carbon sp2

bonds (graphite-like) than the 50 ppm sample. The reduction in yield observed for the

MCNDD (200 ppm) sample compared to MCNDD (50 ppm) sample is therefore consistent

with previous work, which observed that an increased number of sp2 bonds is less favourable

to negative ion production76,82. This work suggests that this is still the case with nitrogen

doped diamond samples.

2.6 NIEDF comparison between MCD, MCBDD and MC-

NDD

NIEDFs for MCBDD and MCNDD are presented in figure 2.6 to compare negative ion

production processes between MCBDD, a previously studied material63, and the MCNDD

samples. In this figure the NIEDFs are normalised to the modal negative ion energy at
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temperatures where MCBDD and MCNDD samples are conductive.

(a) (b)

Figure 2.6: NIEDFs for: (a) micro-crystalline boron doped diamond (MCBDD) at 30◦C, 500◦C and
750◦C, (b) micro-crystalline nitrogen doped diamond (MCNDD) at 550◦C and 750◦C. Increases in
sample temperature lead to a decrease in the number of low energy negative ions, which results in
an increase in the height of the tail of high energy negative ions when the distribution is normalised.
Low pressure deuterium plasma operated at 2 Pa and 26 W.

The distribution of negative ions in the NIEDFs have previously been shown to be use-

ful for determining the negative ion production mechanisms involved when using carbon

samples138. There are two production processes that are considered to be responsible for

negative ion formation from carbon: backscattering and sputtering. Backscattering produces

negative ions when an incoming positive ion is reflected off the deuterated carbon lattice of

the samples. During such a collision, the positive ion captures two electrons to produce a

negative ion78. As distinct from this, sputtering relies on the ejection of adsorbed deuterium

from the carbon lattice. During this ejection it takes an extra electron from the surface

producing a negative ion78.

When considering a normalised NIEDF, a reduction in the proportional magnitude of the

NIEDF peak at low energies will result in an increase in the apparent proportion of negative

ions at high energies. The NIEDFs in figure 2.6 (a), show that for MCBDD the proportion

of high energy ions increases as the surface temperature increases. This is because the main

contribution to the measured yield is low energy ions, which are predominantly created

through the sputtering process, as distinct from backscattering, due to the acceptance angle

of the mass spectrometer63,138. Previous work has confirmed this interpretation through

comparison of experimental results with SRIM simulations85.

At a surface bias of VS = −20 V, i.e. the “low energy” bombardment condition described

in section 2.1.3, the high energy tail observed in the NIEDFs in figure 2.6 is not produced.

Without a high energy tail, the normalised NIEDF shapes are not strongly dependent on

the deuterium surface content82, and comparison of the ratio of sputtered to backscattered

particles cannot be readily inferred using this approach. For this reason, only results with a

surface bias of VS = −130 V are presented.
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Comparing figure 2.6 (a) to figure 2.6 (b), which presents NIEDFs for MCNDD at 550◦C

and 750◦C, i.e. temperatures at which the sample is conductive, it is observed that MCNDD

displays a similar increase in the proportion of high energy negative ions as the sample’s sur-

face temperature increases. This implies that MCNDD has similar negative ion production

properties to MCBDD.

The trends for MCNDD and MCD observed in figure 2.5 and discussed in the previous

section can be explored in the context of figure 2.6. Figure 2.5 shows that the yield for

MCD increases up to sample temperatures of ∼400◦C and decreases as its temperature is

increased further. This is similar to the trends observed for samples of MCNDD when they

are conductive. The increase and then decrease in yield as temperature is increased, from

∼30◦C to ∼400◦C and then from ∼400◦C to ∼750◦C respectively, can be attributed to

two processes that combine to generate the observed trend in figure 2.5. The first process

is the removal of defects on the sample surface. The heating of the sample results in an

enhancement of the etching of sp2 bonds created by the bombarding positive ions resulting in

a surface which results in a higher ratio of sp3 bonds76. The increased proportion of diamond

bonds on the surface increases the negative ion yield, as explored in previous work through

Raman spectroscopy63,76,81,82. The second process is the previously discussed decrease in the

sputtering contribution to the negative ion yield due to out-gassing of deuterium from the

sample surface, as observed in the measurements of figure 2.6. As temperature is increased,

the influence of each of these processes on the measured negative ion yield is observed to vary

significantly. At temperatures below ∼400◦C, the reduction in defects increases the yield,

whilst the outgassing does not cause a significant decrease in the sputtering contribution.

At temperatures above ∼400◦C, the decrease in sputtering contribution reduces the yield by

a greater extent than the reduction in defects caused by the elevated temperature, causing

a reduction in the measured negative ion yield76.

For the samples of nitrogen doped diamond with more than 20 ppm nitrogen added in

the gas phase, the MCNDD film is not conductive at temperatures where the previously

mentioned reduction in the defects can increase yield, i.e. between 30◦C and 400◦C. A more

thorough exploration of the resulting interplay between the reduction of defects and the de-

creasing sputtering contribution is beyond the scope of this work. However, figure 2.6 (b) sug-

gests that the decrease in yield due to a decrease in the sputtering contribution is consistent

with current understanding of the behaviour of negative ion formation on micro-crystalline

doped diamond.
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2.7 Comparing negative ion yield between different types of

diamond doping

The negative ion yield with respect to sample surface temperature of the MCD, MCBDD and

MCNDD samples is shown in figure 2.7, with high energy ion bombardment (VA = −130 V)

shown in figure 2.7 (a) and low energy bombardment (VA = −20 V) shown in figure 2.7 (b).

50 ppm MCNDD is chosen as a comparison to MCD and MCBDD as this produced the

highest relative negative ion yield of all the nitrogen doped diamond samples, as shown in

figure 2.5.

(a) (b)

Figure 2.7: Negative ion yield with respect to film surface temperature for micro-crystalline diamond
(MCD), micro-crystalline boron doped diamond (MCBDD) and micro-crystalline nitrogen doped
diamond (MCNDD) for (a) VA = −130 V and (b) VA = −20 V. Low pressure deuterium plasma
operated at 2 Pa and 26 W. Solid lines have been added to guide the eye.

In figure 2.7 (a), VA = −130 V, the trends for MCD and MCBDD are similar, with

an increase in yield by a factor of 6 from 150◦C to 450◦C observed for MCD and a factor

of 2 observed for MCBDD from 150◦C to 550◦C. The yield then decreases gradually as

temperature is increased further. These results are consistent with previous work using

MCD and MCBDD63. The negative ion yield from MCNDD at sample temperatures below

400◦C is effectively zero. After 400◦C there is a rapid increase in yield by several orders of

magnitude up to 550◦C, as discussed in section 2.4. After 550◦C, the trend agrees with MCD

and MCBDD. In the high energy bombardment regime, the yield from MCNDD is found

to be lower than MCBDD and comparable to MCD. This suggests that the higher positive

ion bombardment energy is having a larger influence on MCNDD than MCBDD, though a

mechanism for such a difference is beyond the scope of this study.

In figure 2.7 (b) for VA = −20 V, the trends for MCD and MCBDD are also observed to

be qualitatively similar, showing an increase in yield by a factor of 2 and a factor 1.5 from

150◦C to 400◦C respectively, and a gradual decrease in yield above 400◦C, which has been

discussed in section 2.463,82. Figure 2.7 (b) has a similar trend as figure 2.7 (a) where the
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yield from MCNDD at temperatures below 400◦C is effectively zero. The yield increases by

several orders of magnitude between 400◦C to 550◦C, after which it decreases gradually. At

temperatures above 550◦C the general trend of decreasing yield is consistent with both MCD

and MCBDD, and agrees with current understanding of these diamond films as discussed in

the previous section. Of particular interest is that the yield for MCNDD in this low energy

ion bombardment condition is observed to be higher than MCD, and also higher than the

previously best performing type of diamond, MCBDD63. At 550◦C, the maximum yield

observed, MCNDD has a higher negative ion yield than MCD and MCBDD by a factor

of 2 and 1.5, respectively. The higher yield observed when using MCBDD compared to

MCNDD at temperatures below 550◦C would suggest that for practical purposes, MCBDD

would be preferable to MCNDD as the negative ion yield is observed to be highest at a lower

temperature. However, if negative ions can be produced in the absence of conductivity, then

it is possible that the negative ion yield from MCNDD at low energies would be higher

than MCBDD from 30◦C to 550◦C. Therefore it is of interest to continue studying MCNDD

and suggests that controlled addition of nitrogen during the growth of diamond using the

PECVD process could be an avenue for increasing the negative ion yield from diamond.

2.8 Chapter summary

The results from this chapter demonstrate that the introduction of nitrogen doping to di-

amond can enhance the production of negative ions by a factor of 2 relative to un-doped

diamond, achieved via the application of low energy positive ion bombardment to the surface.

The amount of nitrogen doping in the samples is correlated to an increase in the negative

ion yield, but only when a low-energy positive ion bombardment is used. This result sug-

gests that the yield is sensitive to the energy of the ion bombardment and that reducing the

formation of defects on the surface could lead to further increases to the yield.



Chapter 3

Pulsed sample biasing of nitrogen

doped diamond for negative ion

production with reduced surface

defects

It was observed in the previous chapter that the production of negative ions from diamond

can be enhanced through the introduction of nitrogen doping. However, the use of high-

energy positive ion bombardment reduced the effect of the nitrogen doping which has been

associated with the production of defects. In this chapter, a new higher density plasma

source is used to increase the plasma density, whilst a pulsed sample bias has been utilised

to lower the positive ion flux onto the surface. This reduction of the flux is useful to study the

influence of the surface state of materials on the production of negative ions as the surface is

expected to be preserved. However, a pulsed bias will lower the overall number of negative

ions formed, which is an important consideration in the context of applications that require

a large total current of negative ions. A comparison between nitrogen doped diamond and

non-doped diamond is made and this demonstrates that the negative ion yield is higher for

nitrogen doped diamond than non-doped diamond for all positive ion energies.

3.1 Experimental setup

The experimental setup that is used in this study is different to that used in the previous

chapter. A higher density, inductively coupled plasma source is utilised, as well as synchro-

nisation equipment necessary for the application of a pulsed bias to the samples. This is

shown in figure 3.1, and described in detail below.

34
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Figure 3.1: Schematic of the experimental setup. (a) Plasma source and diffusion chamber. (b)
Sample holder with tungsten heating element and a Langmuir probe positioned behind the sample
holder. (c) Representative plasma potential between the sample holder and the mass spectrometer.
(d) Mass spectrometer and delay generator for measurements of the negative ion energy distribution
function (NIEDF) with respect to time within the sample bias pulse.

3.1.1 Plasma source and diffusion chamber

The reactor consists of a cylindrical plasma source (100 mm height and 150 mm diameter),

which is separated from a spherical diffusion chamber (200 mm diameter) by a grounded

mesh (285 µm spacing, hole size 200 µm). The grid reduces radio-frequency (RF) plasma

potential fluctuations in the diffusion chamber, which would otherwise alter the shape of the

negative ion energy distribution functions (NIEDFs) measured by the mass spectrometer76.

A low-pressure inductively coupled deuterium plasma was generated using an RF power

generator (Huttinger PFG 1600 RF) attached to a matchbox (Huttinger PFM 3000 A).

Power is coupled to the plasma through a 3 turn copper coil positioned on top of a dielectric

ceramic window (150 mm diameter). The effective power coupled to the plasma was 130 W

as measured by the generator.
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The pressure in the diffusion chamber was maintained at 2 Pa as measured using a

Baratron gauge (MKS) using a mass flow controller (7.6 sccm, BROOKS 5850TR) and a

150 mm diameter Riber gate valve installed in front of a turbo molecular pump (Alcatel

ATP400). These experimental conditions were selected to reduce the ion bombardment of

the samples between application of negative bias and so limit their degradation during the

course of the experiment.

3.1.2 Deuterium plasma characteristics

Measurements of the deuterium plasma potential, electron temperature and density were

made using a Langmuir probe (Smart probe from Scientific Systems)159 within the diffusion

chamber as shown in figure 3.1. It was not possible in this experimental campaign to position

the Langmuir probe in front of the sample, meaning measurements were made in a position

close to the centre of the diffusion chamber to give a representative indication of the plasma

properties within the chamber.

The Langmuir probe was RF compensated, with a cylindrical tungsten probe tip of

length 6.5 mm and 110 µm radius. The tip was cleaned prior to each measurement by

biasing it with a high positive voltage to heat the probe tip and vaporise any impurities.

Measurements were undertaken to determine the representative values of the electron density,

(2.5 ± 0.5)×109 cm-3, electron temperature, (0.6 ± 0.5) eV, and the plasma potential,

(2.6 ± 0.1) V which suggest that the sheath width adjacent to the sample surface is roughly

1 mm and 2 mm for sample biases of -20 V and -130 V, respectively2.

3.1.3 Sample temperature control

Figure 3.1 (b) shows a schematic of the temperature controlled sample holder. This was

described in detail in the previous chapter 2. The procedure for checking alignment of the

samples to the mass spectrometer is repeated in these experiments.

The temperature of the sample surface was determined by comparing the temperature

measured using the PID with the temperature measured by a thermocouple attached to the

front of a calibration sample. This is expected to introduce an uncertainty of ±20◦C for all

temperature measurements.

3.1.4 Measurement of negative ion energy distribution functions

Figure 3.1 (c) shows a plasma potential profile that can be reasonably expected in the space

between the sample surface and the mass spectrometer. When a bias (VA) is applied to the

sample, the voltage on the sample surface (VS) decreases, accelerating positive ions onto the

sample surface. Negative ions that are produced due to the positive ion bombardment are

accelerated by the negative bias such that they then cross the 37 mm gap separating the
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sample surface and the mass spectrometer. The mass spectrometer is then used to measure

an NIEDF139.

The relatively low gas pressure of the plasma limits ion-neutral collisions within the

diffusion chamber138. Any collisions that occur between the negative ions produced at the

sample surface and the background gas are assumed to cause detachment, resulting in the

destruction of the negative ion36,139. The negative ions formed through volume production

processes are prevented from entering the mass spectrometer due to the plasma potential in

front of the mass spectrometer orifice. This means that only negative ions created through

surface production on the sample surface are measured138,139.

The mass spectrometer is shown in figure 3.1 (d). This was used to measure the ratio of

the positive ions that make up the deuterium plasma, giving a ratio of (92.6± 3.4)% D3
+ ions,

(0.25 ± 0.04)% D2
+ ions and (7.2 ± 3.5)% D+ ions, where the uncertainty corresponds to

the day-to-day variance during the experimental campaign. The measurement uncertainty of

the plasma composition due to the influence of the internal settings of the mass spectrometer

may be higher139.

In a similar manner to chapter 2 the influence of positive ion energy on the negative

ion yield when using a pulsed bias is compared. Two positive ion bombardment energies

are considered. A “high-energy” bombardment regime using an applied bias of -130 V, and

a “low-energy” regime using a bias of -20 V. The plasma is measured as being primarily

composed of D3
+ ions, resulting in a positive ion energy bombardment of 44 eV/nucleon and

8 eV/nucleon for a negative bias of -130 V and -20 V respectively138. The Langmuir probe

measurements in section 3.1.2 suggest that the sheath width is smaller than the ions and

neutrals mean free path. It is therefore reasonable to suggest that the positive ions undergo

minimal collisions when passing through the sheath.

As previously described in chapter 2, the positive ions bombard the sample surface to

produce negative ions. These are then detected by the mass spectrometer, producing an

NIEDF. Once the measurement has been completed, the NIEDF can be shifted to account

for the energy the negative ions possessed when they were formed. This is possible because

the total negative ion energy, according to equation 2.1, is conserved138.

3.1.5 Micro-crystalline diamond samples

Micro-crystalline diamond (MCD) films were prepared using plasma enhanced chemical

vapour deposition (PECVD) as described in Ref. 143. New nitrogen doped diamond films

were produced using a similar PECVD technique to the MCD samples and reported on in

chapter 286. The PECVD process utilised a bell jar reactor with a pressure of 200 mbar,

microwave power at 3 kW, a substrate temperature of 850◦C, and a background hydrogen

gas mixture with a methane concentration of 5%. The ratio of nitrogen in the gas mixture

was set as a means to vary the concentration of nitrogen in the MCNDD film. Each film was
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deposited on to a (100) oriented silicon wafer.

In chapter 2, the nitrogen introduced in the gas phase was correlated to the nitrogen

content in the samples via Raman spectroscopy86 which has been confirmed again for this

study.

The gas phase content of the MCNDD sample used in this study was 50 ppm. In chapter 2,

it was observed that this concentration of doping resulted in the highest negative ion yield86.

3.1.6 Negative ion yield using pulsed and continuous substrate biasing

The negative ion yield is used as a means to compare the production of negative ions be-

tween samples, applied voltages and biasing techniques. This has been previously defined in

chapter 2, section 2.2.

3.1.6.1 Electrical conditions for pulsed sample biasing

As described in section 3.1.4, a surface bias is required to accelerate positive ions towards

the sample surface. Pulsed biasing was undertaken to generate the necessary electric field

at the surface of non-conductive samples, as shown in figure 3.2.

Figure 3.2: Timing diagram for an NIEDF measurement for pulsed bias operation. (a) Voltage
applied to the sample (VA) generates an electric field that causes positive ion bombardment and
accelerates newly created negative ions towards the mass spectrometer. (b) Negative ions travel from
the sample to the mass spectrometer detector, arriving after a flight time, ∆t tof. (c) Measurement
trigger voltage pulse (V trig) sent from delay generator, shown in figure 3.1, initiates a measurement
of length ∆tacq by the mass spectrometer.

In figure 3.2 (a), a negative bias is applied to the sample (VA) through the use of a

waveform generator and DC voltage source, shown previously in figure 3.1 (b). The negative
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voltage on the sample surface accelerates positive ions towards the sample and negative

ions towards the mass spectrometer. The time of flight (∆t tof) for these negative ions is

shown in figure 3.2 (b) and was measured to be approximately 14.5 µs or 15.5 µs when

operating with “high” and “low” energy positive ion bombardment, respectively. The delay

generator, shown in figure 3.1 sends a trigger to the mass spectrometer after time ∆tdelay, for

a duration corresponding to ∆tacq. The time ∆tdelay accounts for the time of flight (∆t tof)

of the negative ions from the samples to the mass spectrometer detector and is adjusted so

that a NIEDF measurement, with a duration of ∆tacq, is acquired within the negative ion

pulse arriving at the mass spectrometer as shown in figure 3.2 (c).

The creation of negative ions on an insulating surface through positive ion bombard-

ment causes the accumulation of positive charge on the sample surface83. The build up of

positive charge changes the voltage on the surface (VS) over the duration of the pulse, and

therefore alters the energy that the negative ions possess when they are measured by the

mass spectrometer83. If the pulse cycle is too high, the positive ion charge that is built up

during the “on” phase of the pulse will not dissipate before the next pulse83. Therefore a

sufficiently small duty cycle is utilised to allow for the positive charge to dissipate between

pulses. To determine the rate of positive charge build up, a series of NIEDFs were taken with

increasing ∆tdelay where the sample was biased using a square waveform pulse at a frequency

of 1 kHz, an amplitude of negative -130 V and duration of 32 µs (3.2% duty cycle). The

NIEDFs, shown in figure 3.3, are generated using an insulating un-heated MCD sample with

measurement duration (∆tacq) of 2 µs.

Figure 3.3: NIEDFs measured for pulsed-bias operation of an un-heated MCD sample with respect
to the delay time between the application of the bias voltage and negative-ion measurement trigger,
∆tdelay. Bias voltages are applied at 1 kHz with a duration of 32 µs and applied voltage of -130 V.
Low pressure deuterium plasma is operated at 2 Pa and 130 W.

In figure 3.3, increasing ∆tdelay results in a shift in the peak of the NIEDF towards lower

ion energies. This is because as ∆tdelay increases, the surface bias VS starts to increase due
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to a build up of positive charge on the non-conductive surface. The value VS, when using

a conductive sample, can be assumed to be equivalent to VA. Therefore, in equation 2.2,

VS can be substituted with VA and the NIEDFs for a conductive sample can be presented

in terms of Ek by rearranging equation 2.1139. The sample in figure 3.3 is non-conductive,

which means that VS and VA become increasingly divergent, with VS increasing over the

duration of the applied pulse. This results in the observed shift in figure 3.3 where the

negative ion energy peak moves in response to an increase in ∆tdelay
83.

Changes in VS during ∆tacq resulting in a “smeared” NIEDF are avoided by utilising a

short ∆tacq. Figure 3.3 demonstrates that a change in the surface voltage of 0.1 V µs-1 can be

expected for insulating samples when using a duty cycle of 3.2%. ∆tacq was chosen to be 2 µs

due to this being the longest time over which a change in the surface voltage on an insulating

sample would be below the resolution of the mass spectrometer, thus maximising the negative

ion signal, while minimising the shift in the surface voltage during the acquisition.

The pulse condition that was chosen for this work was a square waveform with a 5 kHz

frequency and 6 µs duration (duty cycle 3%), which was selected to minimise the accumula-

tion of positive charge on an insulating surface and therefore enable a reasonable comparison

with samples that are conductive.

3.1.7 Measurement of the positive ion current bias

The positive ion current is again determined using a copper electrode inserted into the sample

holder in place of a diamond sample, as described in chapter 2.

3.1.7.1 Continuous bias operation

The current drawn from the plasma was measured using an ammeter. This was done without

any heating applied to the electrode because the Kapton tape is thermally sensitive. Vari-

ations in the current to the sample due to increases in its temperature are expected to be

approximately 5 %, as determined from separate measurements of the current to the sample

holder86.

The current to the sample at an applied voltage of -20 V was 14.5 µA, at -130 V the

current increased to 18 µA. The expected sheath width is approximately 1 mm or 2 mm, as

determined using Langmuir probe measurements described in section 3.1.2 for a -20 V and

-130 V bias voltage respectively. This is much smaller than the size of the sample holder,

which has a side length of 3 cm. Therefore the sheath is expected to be approximately planar

across the surface of the sample.

3.1.7.2 Pulsed bias operation

In pulsed bias operation, the instantaneous positive ion current was determined using the

same setup as described previously in section 2.2.1, with a copper electrode inserted into the



CHAPTER 3. 41

sample holder in place of a sample. To achieve the measurement of a time resolved sample

current, a homemade device based on a fast trans-impedance circuit was used to convert the

positive ion current from the sample into a voltage trace that is observed on an oscilloscope

(Teledyne LeCroy Wavesurfer 4mXs-B). The current within a pulse was first measured with

the plasma on, and then with the plasma off to account for leakage currents through the

parasitic capacitance of the cables. The “real” sample current was obtained by subtracting

the plasma off measurement from the plasma on measurement. A conversion factor was then

applied to determine the current from the measured voltage. Representative measurements of

the applied voltage and positive ion current to the sample, and corresponding time-resolved

negative ion yield, are shown in figure 3.4.

Figure 3.4: (a) Voltage applied to sample holder and copper electrode with corresponding positive
ion current. (b) Negative ion counts measured with incrementally increasing ∆tdelay for a ∆tacq of
2 µs. In (b), ∆tacq is shown for the first data point of the negative ion yield measurement at t = 4 µs.
Low pressure deuterium plasma is operated at 2 Pa and 130 W. Solid lines have been added to guide
the eye.

Figure 3.4 (a) shows the time-resolved applied voltage and positive ion current. The

voltage that is applied to the sample is measured to be -20 V with little observed change

during the application of the bias.

The settling time of the electrical measurement setup is determined to be 2 µs by replacing

the electrode with a resistor outside of the plasma chamber and applying a voltage to the

circuitry. This means that current measured between the application of the bias in figure 3.4

at 0 µs and 2 µs is considered to be unreliable due to the rapid change of the system at

t = 0 µs. When the bias is removed from the system at t = 6 µs, the system does not

respond promptly, causing a brief increase in the applied bias. This means that the period
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of time where the positive ion current can be reliably interpreted is between t = 2 µs and

t = 6 µs, as shown in figure 3.4. During this interval, the current is observed to decrease over

the duration of the pulse. A higher positive ion current going into the sample during the first

few micro-seconds of a pulsed bias is consistent with observations that the current decreases

over a time to a similar value observed when using a continuous sample bias. Therefore, the

higher current observed when using a pulsed bias compared to a continuous bias is considered

to be due to local changes in the plasma as a result of the periodic changes in the voltage of

the sample and sample holder.

Figure 3.4 (b) shows the time-resolved negative ion counts detected during the bias pulse

and the corresponding negative-ion yield, as determined with equation 2.2, for MCD at

550◦C. This temperature is chosen because previously in chapter 3, a temperature of 550◦C

produced the highest number of negative ions, whilst also ensuring that the sample is fully

conductive86.

Starting at t = -1 µs, the negative ion counts increase over the duration of the pulse,

reaching a peak that roughly aligns with the measured peak in the positive ion current,

shown in figure 3.4 (a). After this peak the counts decrease by 3× 103 over the duration

of the pulse, before decaying to zero after t = 6 µs. The measurement of the negative ion

counts takes place over an acquisition window, ∆tacq = 2 µs, whilst in figure 3.4 (a) it is

observed that the current changes by approximately 5 µA over the course of ∆tacq. An

average of the current during the measurement period ∆tacq is therefore used to determine

the negative ion yield to minimise error that may be introduced by any misalignment of the

count measurements to the current measurement.

To compare the relative ion yield between samples, a consistent temporal position in the

negative ion pulse is chosen; at 3 µs encompassing a ∆tacq window between 2 µs and 4 µs,

as shown in figure 3.4 (b). This period was chosen as it is the earliest point in time that the

current can be determined, thus minimising the build up of positive ions on the surface of

the samples.

3.2 Negative ion yield: comparison of MCD and MCNDD for

pulsed and continuous biasing

Figure 3.5 shows the negative ion yield measured using MCD and MCNDD for “high-energy”

and “low-energy” positive ion bombardment conditions in continuous and pulsed sample bias

operation.
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Figure 3.5: Negative ion yield with respect to temperature of the sample surface for continuous and
pulsed biased operation. (a) MCD with a bias of −130 V (b) MCD with a bias of −20 V (c) MCNDD
with a bias of −130 V (d) MCNDD with a bias of −20 V. Uncertainty bars of 10% and 20% have
been included for the pulsed bias yield measurements at -130 V and -20 V respectively to account for
the uncertainty in the current measurements in each respective case. Low pressure deuterium plasma
is operated at 2 Pa and 130 W. Solid lines are included as a visual guide.

Uncertainty bars have been included in the pulsed bias case to account for the change in

the current during the 2 µs acquisition interval, ∆tacq.

3.2.1 Negative ion yield for continuous bias operation

In figure 3.5 (a) the negative ion yield for MCD is observed to increase up to 17.6× 103 as

the sample temperature is increased from 150◦C to 550◦C when using a -130 V continuous

sample bias. This is then followed by a decrease in the yield from 17.6× 103 to 9.8× 103 as

the temperature is increased from 550◦C to 700◦C.

In figure 3.5 (b) when using a -20 V bias, the trend of increasing yield with increasing

sample temperature is similar to that observed in figure 3.5 (a), it increases from 2× 103 to

20× 103 as the temperature increases from 150◦C to 500◦C, and then decreases to a yield

of 15× 103 from a sample temperature of 500◦C to 700◦C.

The negative ion yield from MCNDD samples is shown in figures 3.5 (c) and (d). When
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using a continuous sample bias, at sample temperatures below 400◦C the yield from MCNDD

cannot be measured due to the poor conductivity of the sample. Once the MCNDD sample

temperature reaches 400◦C, negative ions are measured and a peak in the negative ion yield of

20× 103 at 550◦C is observed in figure 3.5 (c) when using a sample bias of -130 V. Similarly,

a negative ion yield of 22× 103 at 600◦C is observed in figure 3.5 (d) when using a sample

bias of -20 V. The changes in the negative ion yield when using a continuous sample bias for

MCNDD and MCD at temperatures above 550◦C are similar to results of previous work86.

The peak negative ion yield from MCNDD is about 10% higher than MCD for a -20V bias,

which is also consistent with previous work86.

Differences between the samples and biasing methods can be observed in figure 3.5 and

the corresponding NIEDFs, which are used to determine the negative ion counts coming

from the samples. The distribution of negative ions in the NIEDFs have previously been

shown to be useful for determining the negative ion production mechanisms involved when

using carbon samples in chapter 2.

Of the two production processes, sputtering is temperature dependent because it relies

on the presence of adsorbed deuterium on and within the sub-surface lattice of the diamond

samples. Increasing the sample temperature reduces the adsorption of deuterium and en-

courages out-gassing into the diamond lattice, thus reducing the amount of sputtering that

can occur76,78,138.

Changes in the proportion of negative ions produced by the two production processes

can be observed by considering the NIEDFs produced by samples at different temperatures.

Figure 3.6 shows the NIEDFs for MCD at temperatures of 250◦C, 400◦C, 600◦C and 700◦C.

Figure 3.6: NIEDF measurements for MCD at sample temperatures of 250◦C, 400◦C, 600◦C and
700◦C using a bias of -130 V, applied continuously. Dotted reference line added to guide the eye.
Low pressure deuterium plasma is operated at 2 Pa and 130 W.

In figure 3.6, the NIEDFs shown have been normalised to the peak negative ion counts.
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In previous work, it was observed that the proportion of negative ions produced through

sputtering processes was higher at lower negative ion energies than at higher energies160.

This means that, due to the normalisation of the NIEDFs, a change in the tail height can

be used to infer the relative proportion of backscattering compared to sputtering, which in

turn is used to infer the amount of sub-surface deuterium that is in the samples76,85,160. It is

observed that the tail of the NIEDFs in figure 3.6 rises as sample temperature is increased.

When combined with observations in figure 3.5 (a) and (c) that show a decrease in the

negative ion yield at temperatures above 550◦C for both MCD and MCNDD, it demonstrates

that a reduction in the adsorbed deuterium within the sample decreases the negative ion

yield from the samples. This observation is consistent with previous work76,86,160. A similar

comparison cannot be carried out using the NIEDFs produced using a -20 V bias as the

NIEDFs in this case do not have a high energy tail. However, it is reasonable to suggest

that a similar process occurs when using a -20 V bias as the negative ion yield decreases in

a similar manner when using a continuous sample bias past a sample temperature of 500◦C

and 600◦C for MCD and MCNDD respectively.

As shown in figure 3.5 (a) and (b), when applying a continuous bias to MCD, the nega-

tive ion yield increases as the temperature of the sample is increased from 150◦C to 550◦C.

This is consistent with previous work and has been attributed to a coupled process of de-

fect formation, where the diamond sp3 bonds are turned to sp2 bonds by the bombarding

positive ions from the plasma, and then the preferential etching away of these newly created

sp2 bonds76,82,161. Surfaces that are composed mostly of sp2 bonds have previously been

associated with a reduction in the negative ion yield. Therefore the creation of these bonds

has previously been expected to decrease negative ion yield if too many exist on a diamond

surface76. By increasing the temperature of the samples, the rate at which the sp2 bonds

are etched away will be increased resulting in a reduction in the number of defects on the

surface at higher sample temperatures, and thus a higher negative ion yield from samples

that are heated76,82,161. This process is observed to cause a peak in the negative ion yield

at a temperature of approximately 550◦C for MCD, before the higher temperature of the

samples causes a reduction in the sputtering contribution.

Previous work has demonstrated that a higher positive ion energy is associated with

an increase in the amount of defects on the sample surface76,82. This is observed in fig-

ure 3.5 (a) and (b) when comparing the negative ion yield between a sample bias of -130 V

and -20 V, respectively. A “high-energy” positive ion bombardment will produce more de-

fects. At lower sample temperatures, when using a“high-energy” positive ion bombardment,

the defects are not etched away and so a lower negative ion yield is observed due to a larger

proportion of sp2 bonds. Increasing the temperature of the sample will increase the neg-

ative ion yield as the defect bonds are etched away more rapidly. This results in a lower

negative ion yield from MCD at temperatures between 150◦C and 550◦C when using a “high-
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energy” (VA = -130 V) positive ion bombardment compared to a “low-energy” (VA = -20 V)

positive ion bombardment across the same temperature range. This also means that a higher

peak negative ion yield for a low energy positive ion bombardment can be expected, as the

number of defects is reduced when using a “low-energy” positive ion bombardment. This is

observed in figure 3.5 (b) at 500◦C which is higher that the peak in the negative ion yield

at 550◦C in figure 3.5 (a).

In figure 3.5 (c) and (d), the negative ion yield from MCNDD is observed to decrease

with respect to sample temperature at a similar rate to MCD at applied biases of -130 V

and -20 V. A similar comparison to MCD cannot be made at temperatures below 550◦C as

addition of nitrogen doping lowers the conductivity of the diamond such that the negative

ion yield cannot be measured at sample temperatures below 550◦C.

3.2.2 Negative ion yield for pulsed bias operation

In figure 3.5 (a), the negative ion yield from MCD when using a pulsed sample bias of -130 V

increases as the sample temperature is increased from 150◦C to 250◦C by 1.4× 103 and then

decreases as the sample temperature increases from 250◦C to 700◦C by 3.4× 103. This is

unlike the trend observed in figure 3.5 (b), where the negative ion yield, when using a pulsed

bias of -20 V, increases as sample temperature is increased from 150◦C to 700◦C by 1.7× 103.

The negative ion yield from MCNDD using a pulsed sample bias is shown in figures 3.5 (c)

and (d) for -130 V and -20 V sample bias voltages, respectively. Using a pulsed bias, negative

ions are produced at temperatures lower than 450◦C, compared to when operating with a

continuous sample bias. In figure 3.5 (c), the negative ion yield is shown to decrease by

5.4× 103 as the sample temperature is increased from 150◦C to 700◦C. In contrast to this,

in figure 3.5 (d) it is observed that the negative ion yield increases by 3.4× 103 as sample

temperatures are increased from 150◦C to 400◦C when using a pulsed sample bias of -20 V.

In figure 3.5 (a) and (b) when using a pulsed sample bias, it is observed that there is

a comparatively small change in the negative ion yield as sample temperature is increased,

which is in contrast to the large change in negative ion yield observed when using a continuous

sample bias between sample temperatures of 150◦C to 500◦C. As described in section 3.2.1,

the negative ion yield from diamond is influenced by the number of sp2 defects formed by

bombarding positive ions. As the sample temperature is increased, sp2 defects are etched

at an increased rate. This means that the negative ion yield from a sample is expected to

increase as the sample temperature is increased, as is observed when using a continuous bias.

When using a pulsed -130 V sample bias, as shown in figure 3.5 (a), the negative ion yield

peaks at a lower sample temperature compared to when using a continuous sample bias, at

250◦C, and then decreases as the sample temperature is increased. When using a pulsed

sample bias case, if little to no defects are formed on the sample surface, the influence of

temperature on the negative ion yield due to preferential etching will be reduced and only a
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decrease in the sputtering contribution will be observed. As there is a comparatively small

change in the negative ion yield observed when using a pulsed sample bias compared to

a continuous sample bias at -130 V, it can be confirmed that the sample surface is being

preserved when using this technique, and that the pulsed sample bias measurements are

representative of an almost “pristine” sample surface83.

By using a pulsed sample bias, it is possible to compare the negative ion yield from the

pristine surface states of MCNDD and MCD at temperatures between 150◦C and 700◦C,

as well as generate and measure negative ions in spite of the low conductivity of MCNDD

at temperatures below 400◦C. The negative ion yield from MCNDD is observed to be, on

average, higher than MCD by 28% at -130V and 14% at -20V across the compared temper-

atures. This supports previous work that observed that negative ion yield from diamond is

enhanced when nitrogen doping is added to diamond samples and suggests that the surface

state of MCNDD is conducive to enhanced negative ion yield.

A series of NIEDFs when using a pulsed sample bias of -130 V and a MCD sample are

shown in figure 3.7 for sample temperatures of 250◦C, 400◦C, 600◦C and 700◦C.

Figure 3.7: NIEDF measurements for MCD at sample temperatures of 250◦C, 400◦C, 600◦C and
700◦C using a pulsed bias of -130 V. Dotted reference line added to guide the eye. Low pressure
deuterium plasma is operated at 2 Pa and 130 W.

It can be observed in figure 3.7 that there is a smaller change in the tail height when com-

pared to figure 3.6, suggesting a smaller change in the sputtering contribution to the negative

ion yield as the sample temperature is increased over the same range of temperatures.

The negative ion yield in figure 3.5 (a) when applying a pulsed bias is observed to decrease

as the temperature of the MCD sample is increased from 200◦C to 700◦C. This observation

is consistent with the observed changes in the tail height in figure 3.7. There is an increase

in the tail height as the sample temperature is increased suggesting a similar decrease in

the sputtering contribution that reduces the negative ion yield from the sample as sample
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temperature is increased.

Using the dotted reference lines in figures 3.6 and figure 3.7 as a guide, we qualitatively

compare the tail heights for pulsed and continuous sample biasing. By comparing the tail

heights in these figures, it is observed that the amount of sputtering from a pulsed sample

bias appears to be larger than that observed when using a continuous sample bias. This

is consistent with previous work which suggested that a non-continuous flux of positive

ions allows for the re-adsorbtion of deuterium lost through the sputtering process when the

sample bias is being applied that would otherwise be depleted when utilising a continuous

sample bias83. It can also be observed that the increase in the tail height between a sample

temperature of 600◦C and 700◦C, is much larger in figure 3.6 than in figure 3.7. This agrees

with the larger decrease in the negative ion yield observed in figure 3.5 (a) between 600◦C

and 700◦C when using a continuous sample bias compared to when using a pulsed sample

bias.

For the same reason as the continuous sample biasing case, it is not possible to compare

the NIEDFs for -20 V pulsed sample biasing to determine the sputtering contribution due

to the lack of a high energy tail in the NIEDF. This means that the sputtering contribution

from these samples is inferred by considering the NIEDFs using a -130 V bias and the trends

observed in figure 3.5. As sample temperatures are increased, a decrease in the sputtering

contribution can be expected as the adsorbed deuterium is out-gassed from the samples76.

This is observed to be the case for MCD and MCNDD in figure 3.5 (a) and (c) when

using a -130 V pulsed sample bias. It is observed that the negative ion yield from MCD

decreases as the sample temperature is increased from 150◦C to 700◦C by 28% and by 41%

for MCNDD over a similar temperature scale. This is in contrast to the observations in

figure 3.5 (b) and (d) for MCD and MCNDD when using a -20 V pulsed sample bias. It is

observed that the negative ion yield increases by 13% over a similar temperature range for

MCD and by 24% for MCNDD. Previous work has suggested that the deuterium content of

the samples is comparable at similar sample temperatures76,86. Therefore the increase in the

negative ion yield as the sample temperature is increased suggests that when utilising both

a “low” positive ion energy and a pulsed sample bias, the contribution of sputtering to the

overall negative ion yield is reduced or even absent.

To explain the mechanism for a reduced sputtering contribution with a “low-energy”

pulsed positive ion bombardment, it is worth considering previous work and differences in the

negative ion yield at sample temperatures above 500◦C when using a continuous sample bias.

Previous studies have determined that the threshold energy for the sputtering of hydrogen

from carbon occurs at approximately 15 eV82. As previously described in section 3.1.2, the

sheath of the plasma in front of the samples can reasonably be expected to be collision-less.

Therefore, the modal energy (EM) of the dominant positive ion, D3
+, upon impact with

the sample surface will have an energy of approximately 8 eV when using a -20 V bias, as
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EM = e(VS+Vp)/382. This is below the calculated threshold for sputtering, suggesting that

only a small amount of sputtering can occur when using a -20 V bias, where the lighter

positive ions (D2
+ and D+) are able to exceed the threshold energy. An issue with this

interpretation is that in figure 3.5 (b), when utilising a continuous sample bias of -20 V, the

negative ion yield is observed to decrease as sample temperature is increased from 500◦C to

700◦C which is consistent with a reduction in the sputtering contribution from the samples,

despite the positive ion energy being below the threshold for sputtering to occur. The

difference between these two cases is the type of sample biasing being used. Therefore, this

observation suggests that the use of a -20 V pulsed sample bias reduces the contribution of

sputtering to the negative ion yield and is possibly linked to defect formation caused by a

continuous positive ion bombardment.

It is interesting to note that the negative ion yield observed when using a -20 V pulsed

sample bias for MCD and MCNDD (figure 3.5 (b) and figure 3.5 (d), respectively) is similar

at similar sample temperatures, compared to MCD and MCNDD when using a -130 V pulsed

sample bias (figure 3.5 (a) and figure 3.5 (c), respectively). This suggests that the when using

a pulsed sample bias, the surface state of the samples is similar despite the differences in

the applied voltages. This further supports the argument that the pulsed bias preserves the

surface state of the samples.

3.2.3 Comparing the negative ion yield between pulsed and continuous

bias operation

In figure 3.5 (a) and (b), when using a -130 V and -20 V continuous sample bias respectively

with MCD, the negative ion yield is observed to be almost 1.6 times higher than that observed

from a similar sample when applying a -130 V pulsed sample bias at a sample temperature

of 550◦C. Similarly for MCNDD, in figure 3.5 (c) and (d), the negative ion yield is observed

to be 1.4 times higher when using a continuous bias compared to when applying a pulsed

sample bias at a sample temperature of 550◦C. In addition to this, the differences between

the pulsed and continuous sample bias appears to be consistent between all of the samples.

This suggests that a similar mechanism for negative ion formation exists between each of

the samples.

Previous work observed that a pulsed bias produced a higher number of negative ion

counts (NH-) from diamond samples and attributed this to a preserved surface state83. This

was based on the assumption that a pristine surface state composed primarily of sp3 is an

ideal surface state for negative ion production from diamond, as discussed in section 3.2.1.

However, in the previous work a measurement of the positive ion current within the pulse was

not available in order to confirm that negative ion yield is higher with a pristine surface83.

The observation of a lower negative ion yield when using a pulsed sample bias compared

to a continuous one means it is reasonable to suggest that there is a change in the surface state
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of the samples that occurs as a result of the positive ion bombardment. This is because,

as the pulse bias duty cycle is increased, the time the bias is applied to the sample will

increase and will eventually be equivalent to a continuous sample bias, meaning the yield

must increase as the pulse duration is increased. There are two proposed mechanisms that

could be responsible for a change in the surface state of the sample and therefore a change

in the negative ion yield. One is a change in the adsorbed deuterium which is responsible

for sputtering from the samples, and the other is an increase in the number of sp2 bonds

created on the sample surface that the pulsed sample bias reduces.

As described previously, the deuterium content of the samples is higher when using a

pulsed sample bias, as observed when comparing the tail heights in figures 3.6 and figure 3.7.

If the deuterium content of the sample is reduced, the negative ion yield is expected to be

reduced76. Therefore, if it is observed that there is a decrease in the sputtering contribution

when using a continuous sample bias compared to a pulsed sample bias, it suggests that

the sputtering contribution is changing when going between a pulsed and continuous sample

biasing and this is unlikely to be responsible for higher negative ion yield observed when

using a continuous bias.

The alternative explanation is that the negative ion yield is higher when using a contin-

uous sample bias due to the bombardment of the sample surfaces creating sp2 defect bonds.

Previous work has shown that a surface composed entirely of sp2 bonds is detrimental to

negative ion yield76, meaning techniques to preserve the surface of diamond and minimise

the number of sp2 bonds has been of interest83. However, in this study the evidence suggests

that some degree of defect formation is important for increasing the negative ion yield from

diamond. As a result of this observation, the optimum sp2 to sp3 ratio is expected to be

at a sample temperature between 450◦C and 550◦C when using a continuous sample bias.

When using a lower sample temperature the sp2 to sp3 ratio is expected to be higher, whilst

using pulsed bias the sp2 to sp3 ratio is expected to be lower. In-situ time-resolved mea-

surements of the sample surface state transitioning away from a “pristine” surface during

plasma exposure remains the subject of future work.

3.3 Chapter Summary

The results in this chapter demonstrate that nitrogen doped diamond, in combination with

the application of pulsed negative voltage biasing, can enhance negative ion yield for both

high-energy and low-energy ion bombardment of the surface. The results also demonstrate

that the use of pulsed biasing reduces the negative ion yield from diamond compared to

a continuous bias, which was unexpected, and highlights the significance of surface defect

formation for the surface production of negative ions. An identified drawback to the practical

utilisation of a pulsed bias for negative ion production is that the overall number of negative
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ions is dependent on the duty cycle of the pulse. However, the benefit of using a pulsed

bias as a means to preserve the surface state of samples and remove temperature thresholds

from insulating materials makes it attractive for investigating materials that may enhance

the surface production of negative ions.



Chapter 4

A plasma chemistry set for the

simulation of negative ion

production: spatial gradients,

vibrational kinetics and gas heating

In chapters 2 and 3, the production of negative ions through the use of surface interaction

processes has been studied. To develop a more complete understanding of negative ion pro-

duction it is also useful to consider processes in the bulk of a plasma. In this chapter, an

established reaction set, a reaction originally developed for the study of low power density

CCPs in 1D is developed to enable the study of ICPs in 2D. The reaction set has been incor-

porated into the Hybrid Plasma Equipment Model (HPEM) with the addition of enthalpy

and gas temperature dependent rates for all of the V-V and V-T reactions. This enables the

simulation of gas temperature dependent negative ion production, accounting for the effects

of spatial gradients and the kinetics of H2 vibrational states.

4.1 Introduction to hybrid modelling

In this work, a hybrid model is employed to gain insight into the physics of low-temperature

hydrogen plasmas. Prior to a detailed explanation of its operation, the background and

motivation for its application is briefly described below.

The simulation of low temperature plasmas is challenging due to the range and disparate

scales of the physical processes that must be accounted for162–165. A simulation must account

for processes that occur at pico-second time scales up to processes that develop on the order of

10s of seconds2,163,166. To further complicate matters, technological plasma reactors operate

in diverse configurations, power densities and gas mixtures. This means that a “general”

multipurpose simulation of a low temperature plasma is challenging. Typically models are

52



CHAPTER 4. 53

developed that are tailored to study different types of problems in specific circumstances.

Particle-In-Cell (PIC) simulations, which self consistently determine the plasma condi-

tion at steady state are considered the “gold standard” of plasma models. In a PIC model the

motion of individual, or more commonly macro-particles, are considered kinetically42,167–170.

However, the huge computational expense required to self-consistently simulate a technologi-

cal plasma source, incorporating multiple dimensions, realistic charged and neutral densities,

and usually complex plasma chemistry, often makes the PIC method impracticable.

There are several alternative numerical techniques to the PIC simulation described below,

which can be utilised that approximate and simplify the physics of such systems, whilst still

producing meaningful physical results.

4.1.1 Global modelling

Global models use particle and energy balance equations to calculate the evolution of a

plasma, which is treated as being spatially uniform.1,171–175. Setting the initial conditions

of the system and allowing it to develop in time allows global models to simulate temporal

behaviour. In some cases, the use of a global model can be used to interpret spatial properties

in a flowing plasma through choice of a series of gas flow rates corresponding to a series of

spatial locations176.

Of relevance to this work is that global models models enable the use of extensive reaction

sets. These extensive reaction sets can be used to determine the relative importance of

different reaction pathways177. The identification of reactions that are not important under

certain conditions can then be used to benefit more spatially resolved models by reducing

the number of reactions.

4.1.2 Fluid modelling

Fluid models are distinct from global models due to the ability to investigate spatial proper-

ties of a plasma. These models treat the plasma in a macroscopic manner, by taking moments

of the Boltzmann equation178–181. This method allows the species densities, temperatures

and fluxes to be calculated via conservation equations for mass, momentum and energy. In

many of these models the electron energy distribution functions are determined either prior

to their use within the Boltzmann equations or during the simulation in an iterative man-

ner163,182. The given or calculated distributions are then used to derive the electron reaction

rates and transport coefficients.

The use of a multi-dimensional fluid model is attractive due to a reduction in the com-

putational resources compared to a fully kinetic model. However, the use of a fluid model

means that kinetic effects are not included. The distribution of energy for species in fluid

models is approximated as being Maxwellian, which implies that the system is collisional. For

decreasing pressure and reductions in electron-neutral and ion-neutral collision frequencies,



CHAPTER 4. 54

e.g. upon rarefication of the neutral gas, this assumption decreases in validity and the simu-

lations become unable to capture collisionless effects, which include non-Maxwellian electron

energy distributions181. Fluid models should therefore only be applied with consideration of

the system collisionality.

4.1.3 Hybrid modelling

Hybrid models try to balance the disadvantages of fluid models and kinetic models against

their advantages in order to achieve a compromise between computational resource and

accuracy163,169,183. The overarching principle of hybrid modelling is to separate processes

that are active and treat these processes using a distinct physical model. A method that is

commonly implemented in hybrid models is to separate species within a plasma into two,

where one set of species is assumed to be behaving in a collisional manner, whilst the other

set has collisionless behaviour. An example of this method in action would be to model

the production of secondary electrons from surfaces exposed to a plasma kinetically, as the

electrons produced in this manner typically have non-thermal beam-like energies, and the

rest of the plasma species using a fluid model184. Care must be taken when using this type

of model to determine which type of numerical method is to be used, but when implemented

well, hybrid models can be used to capture a much wider range of physical processes than

fluid models, as well as reduce computational expense relative to the PIC approach.

4.2 The Hybrid Plasma Equipment Model

The Hybrid Plasma Equipment Model (HPEM) is a modular 2D fluid/Monte-Carlo simu-

lation code that has been developed by Prof. Mark Kushner as part of the Computational

Plasma Science and Engineering Group at the University of Michigan. This model employs a

2D geometry with both fluid and Monte-Carlo solvers. It has a modular design that expands

the range of physics that can be modelled within its framework to include processes such as

etching and photon emission. A comprehensive description of HPEM is given in Ref 163.

The simulation has been employed as compiled directly from the source.

A simplified diagram of the hybrid plasma equipment model is shown in figure 4.1.
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Figure 4.1: Overview of the interaction of two main solving routines, the Fluid Kinetic Particle Module
(FKPM) and the Electron Energy Transport Module (EETM) within the HPEM and the exchange
of information between them. The variables that are passed from the FKPM to the EETM are
the spatial and temporally resolved species distributions n(r,τ), species fluxes Γ(r,τ), temperatures
T (r,τ), electrostatic potentials φrf(r,τ) and electric field strengths E(r,τ). The variables passed from
the EETM to the FKPM are the time averaged electron mobility µe(r), diffusion coefficient De(r),
electron reaction rates k e(r) and source functions S e(r)

In this work the, modules use a rectilinear simulation mesh within which the equations

used to calculate the distribution of species densities, flux and fields are solved. The mesh is

constructed such that the electrostatic potentials and magnetic field strengths are resolved

at the vertices of the cells, whilst the particle fluxes and electric fields are solved at the

midpoints between the vertices.

The Fluid Kinetic Poisson Module (FKPM) encapsulates the fluid components of the

simulation. It uses moments of the Boltzmann equation to determine the charged and

neutral continuity equations as well as the electron drift diffusion equation. The electric

field as a result of the distribution of the species is calculated semi-implicitly by Poisson’s

equation where the potential of a given cell in the simulation is using the potential in the

cell at the moment the calculation is carried out, plus an incremental prediction.

The prediction uses implicit electrons and predictor-corrector ions to account for changes

in these densities over the jump between iterations, where the divergence of the charged par-

ticle flux is solved using the principle of charge continuity. The spatially and temporally

resolved species distributions n(r,τ), fluxes Γ(r,τ), temperature T (r,τ), electrostatic poten-

tials φrf(r,τ) and electric field strength E(r,τ) are then passed to the EETM.

The EETM in this work utilises a Monte-Carlo algorithm to resolve the spatial distribu-

tion of the time averaged electron mobility µe(r), diffusion coefficient De(r), electron reaction

rates k e(r) and source functions S e(r).

The collisions for the electrons within the Monte-Carlo algorithm are treated stochasti-

cally, with the collision rates of the electrons interpolated from the energy and cross sections

defined in the plasma chemistry set. The time between collisions is determined using a
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collision-frequency model based upon the calculated collision rate with the stochastic com-

ponent. The electron collisions can either occur (a real collision) or not occur (a null colli-

sion) based upon a random “dice roll” for each of the simulated collisions determined by the

collision-frequency calculation. If a real collision occurs, the type of collision is determined

by another random number and normalised form of the collision cross-sections163. The pro-

cess is repeated for a number of cycles within the code (typically 5 RF cycles) and angularly

resolved electron energy distribution functions (EEDFs) are determined. The resulting elec-

tron mobility, transport and reaction rates are computed from the mean temperature of

the EEDFs which are passed back to the FKPM. The simulation then proceeds by loop-

ing through these modules until the change in the distributions between two iterations is

considered to be effectively zero, after which point the simulation has converged.

4.2.1 HPEM governing equations

The method of calculation employed by the HPEM for solving particle distributions requires

the understanding of how particle mobility and diffusion coefficients are calculated. Equa-

tions for the electron diffusion and mobility are given respectively by equations 4.1 and

4.2:

De =
kbT̂eµe
e

(4.1)

with

µe =
υed
eE

(4.2)

where T̂e is the mean electron temperature, υed and E are the scalar values of the electron

drift velocity and electric field, respectively. The ion mobility and diffusion coefficients are

calculated in a similar manner, with mean ion temperature and ion specific charge Zie.

The flux and temperature of species within the model are calculated using three moments

of the Boltzmann equation as shown in equation 4.3.

δf(ε)

δt
+ v · ∇f(ε)− Zse

ms
[E + v ×B] · ∇vf(ε) = |δf(ε)

δt
|coll (4.3)

where v = (υx, υy, υz) is the 3D velocity vector, E and B are the electric and magnetic

field vectors in real space (x, y, z ) respectively. Z s and ms represent the specific charge and

atomic mass of the species s, respectively.

In this form the Boltzmann equation is used to determine the evolution of the particle

energy distribution function in a seven dimensional geometry with three spatial vectors,

three velocity vectors and with respect to time. The exact treatment of the continuity of

each species in the simulation is dependent on the type of species being considered. In the

case of the conservation of mass, the treatment is similar for all species and is given by
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equation 4.4:

δns
δt

= −∇ · Γs + Ss (4.4)

where the flux of a particular species is Γs and S s is the particle source function. The

electron flux Γe and collisional energy transfer come from the second and third terms of the

Boltzmann equation. This gives the momentum conservation of electrons via drift diffusion

as:

Γe = −neµeE−De∇e (4.5)

with De and µe defined previously.

The ion and neutral momentum equation is given as:

δΓi
δt

= − 1

mi
∇(nikbTi)−∇ · (niv2

i ) +
qini
mi

E−∇ · ¯̄vi−
∑
j

mj

mi + mj
ninj(vi− vj)υij (4.6)

where n i , T i , m i and v i are species density, mean temperature, mass and velocity for the

ith (or j th) species respectively. ¯̄vi is the viscosity tensor for species i, υij is the collision

frequency between species i and j, E is the electric field strength and kb is the Boltzmann

constant.

The energy continuity equation is given as:

δniciTi
δt

= ∇ · κi∇Ti − Pi∇ · vi −∇ · (niv̄iεi)

+
niq

2
i

miυi
E2
s +

niq
2
i υi

mi(υ2
i + ω2)

E2
Θ

+
∑
j

3
mj

mi + mj
ninjυijkb(Tj − Ti)

±
∑
j

ninjk∆Hij∆H ±
∑
j

3ninjkijkbTj

(4.7)

where ci is the specific heat capacity, κi is the species conductivity, P i is the partial pressure

and ε = ciT i is the specific energy of species i. The change in the enthalpy for an exothermic

or endothermic reaction ∆H and the rate coefficient for a change in enthalpy is given as

k∆Hij . For neutral species the electric field term is neglected, whilst for ions the viscosity

is neglected due to the comparatively lower densities relative to the neutral particles. This

equation is necessary for enabling a self-consistent calculation of the temperature of the

heavy particle species within the simulation domain.

The simulation of ions impacting surfaces assumes that they lose their kinetic and any
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remaining potential energy to the material surfaces after Auger neutralisation185. The ex-

change of thermal energy of species with surface is carried out using a temperature “jump”

approach, across the computational cell next to the surface. This approach is outlined in Ref.

163. The gradient of the temperature jump is proportional to the gradient of the temperature

between the surface and the plasma species, multiplied by the thermal accommodation coef-

ficient. Thus, if the thermal accommodation coefficient is small, the temperature exchange

is small, and if it is large, the exchange is much higher. This has implications for accurately

modelling gas temperature dependent plasma processes186. The thermal accommodation

coefficient varies depending on the surface condition, the type of gas species used, and the

flow of the gas across its surface. A value of 0.4 is used in the simulation domain for all

surfaces to minimise the influence of surfaces on the plasma.

The equations defined above are close through the use of the semi-implicit Poisson equa-

tion, which updates the electric potential of the system163:

∇φ = − 1

ε0

ns∑
s

(eZsns −∇ · Γs) + (ene −∇ · Γe) (4.8)

where the charged species are as defined previously.

4.3 Development of the plasma chemistry reaction set

A reaction chemistry set, based upon that previously established in Ref. 187 for the study

of a 1D CCP is developed for use in the HPEM for the study of higher power density ICPs.

The reaction set includes 16 neutral species (H2, H2(vib = 1-14), and H), 4 types of ions

(H+ H+
2 H+

3 and H−) as well as the electrons.

The reaction set presented in this work has been developed further from what is already

established in the literature in the context of 1D kinetic simulations of hydrogen plasmas at

low pressures135. The development includes a conversion of energy dependent ion-neutral

collision cross sections into Arrhenius forms suitable for the HPEM code, the calculation of

gas temperature dependent reaction rates for V-V, V-T and V-T atomic reactions followed

by their conversion into the Arrhenius form required for HPEM, the inputting of all electron

impact reaction rates into the supporting files for HPEM, the inclusion of enthalpy changes

for each reaction in the reaction set, and an update to all of the references for each reaction

given in previously published work which has fixed some broken links.

4.3.1 Heavy particle reactions

Twelve heavy particle ion-neutral reactions are incorporated into HPEM from the cross

section data of Ref. 187, with updates made to include gas temperature dependent reaction

rates to two of the reactions. A requirement for the incorporation of these types of reactions
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into HPEM is the use of a form of the Arrhenius equation:

K(T ) = A

(
T

298

)n
exp

(
−Eact.

T

)
(4.9)

where A is the Arrhenius parameter in units of cm3 s-1, n is a dimensionless scaling parameter

and E act. is the activation energy of the reaction in units of Kelvin.

In order to determine the reaction rates, such that a Arrhenius equation can be fit to

the data, a process of detailed balance is carried out. The range of pressures of interest are

from 2.6 Pa to 26.6 Pa (15 mTorr to 200 mTorr). The Knudsen number, as determined from

equation188,189:

Kn =
λmfp
L

=
1

nH2σ(ε)H2L
(4.10)

where λmfp is the mean free path of the neutral species, L is the smallest length within the

plasma volume, nH2 is the density of the hydrogen, and σ(ε)H2 is the kinetic diameter of the

hydrogen molecule, taken to be 2.75�A190. The Knudsen number is estimated to be between

0.5 and 0.01 for the pressure range of interest. A value above 1 for the Knudsen number

would suggest that the gas is substantially rarefied. As Kn < 1, it is therefore reasonable to

consider the energy distribution of each heavy particle reactant to be reasonably described

by a Maxwellian distribution:

fm =
( mR

2πkT

) 3
2

exp

(
−
mRυ

2
R

2kT

)
(4.11)

which is then used to calculate the gas temperature dependent reaction rate using equation:

KAB(T ) = 〈σAB υR〉 =

∫ ∞
0

fmυRσAB(υR)4πυ2
RdυR (4.12)

whereKAB is the reaction rate between particles A and B, υR is the particle velocity, σAB(υR)

is the cross section in terms of particle velocity, mR is the reduced collisional mass, and T

is the gas temperature2.

The Arrhenius equation is fit using an unweighted least squares fitting routine. Each

reaction and the parameters within the Arrhenius equation are shown in table 4.1.
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The fit to the Arrhenius equation for each calculated reaction rate is performed between

gas temperatures of 200 K and 3000 K, except for reaction number 2 and 3 in table 4.1.

These were fit between 250 K and 9000 K on account of a higher threshold temperature.

The coefficients in the Arrhenius equation are then used in the FKPM to determine the rates

for the produced species.

No cross section data was available for reaction number 12, so the Arrehenius reaction

rate fit was calculated using a suggested rate equation from Ref. 52.

4.3.2 Heavy particle vibrational reactions

This work considers mono-quantum exchange of vibrational energy between hydrogen molecules

via Vibrational-Vibrational (V-V) and Vibrational-Translational (V-T) interactions as well

as multi-quantum exchange of energy via reactive and non-reactive atomic V-T processes.

The reaction set accounts for the neutral-gas temperature when calculating the reaction

rates, which builds upon the work of Ref. 187 where the background gas temperature is

isothermal and the V-V and V-T reaction had a fixed reaction rate.

The V-V reaction is defined as:

H2(υ) + H2(ω + 1)→ H2(υ + 1) + H2(ω) (4.13)

where υ and ω are the vibrational states of the interacting hydrogen molecules.

The reaction rates for the V-V reactions have been calculated using equation52:

Kυ,υ+1
ω+1,ω = k0,1

1,0 · (υ + 1) · (ω + 1) ·
[

3

2
− 1

2
exp(−δVV(υ − ω)

]
× exp(−∆1(υ − ω) − ∆2(υ − ω)2), (υ > ω)

(4.14)

where

K0,1
1,0 = 4.23 × 10−15

(
300

T

) 1
3

cm−3s−1

δ = 0.21

(
T

300

) 1
2

∆1 = 0.236

(
T

300

) 1
4

∆2 = 0.0572

(
300

T

) 1
3

(4.15)

As these reactions are directional for the case where υ > ω, the principle of detailed

balance is carried out using equation:
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Kυ,υ+1
ω+1,ω = kυ+1,υ

ω,ω+1 exp

(
2EI
kTg

(ω − υ)

)
(4.16)

where Kυ,υ+1
ω+1,ω is the reaction rate and T is the gas temperature. In a similar manner to

the heavy particle reactions described in section 4.3.1, the calculated reaction rates for these

reactions have then been fit using an unweighted least squared fitting routine to equation 4.9

between gas temperatures of 300 K and 1200 K.

The V-T reactions are defined as:

H2(υ) + H2 → H2(υ − 1) + H2 (4.17)

for the forward reaction and

H2(υ) + H2 → H2(υ + 1) + H2 (4.18)

for the reverse reaction.

The reaction rates for the V-T reactions are similarly calculated using equations from

52:

K
H2(ω)
υ,υ−1 = 7.47 × 10−12

√
T exp

(
−93.87 T−

1
3

)
υ

× exp
[
δVT(υ − 1) + δ′VTυ

]
cm−3s−1

(4.19)

where

δV T = 0.97

(
300

T

)− 1
3

, δ′V T = 0.287

(
300

T

)− 1
2

(4.20)

The equation is similarly directional, such that the vibrational state of the products is

lower than the reactants, meaning that the principle of detailed balance is again applied in

order to calculate the reverse reaction rate as given by equation:

Kv-1, v = kv, v-1 exp

(
− EI
kTg

(1 − 2χev)

)
(4.21)

where χe is the first anharmonic constant, equal to 0.02756854,194. The exchange of energy

between vibrational states can also occur through collisions with neutral atomic hydrogen.

H2(υ) + H→ H2(υ + 1) + H (4.22)

This reaction can occur through two reaction pathways, defined as reactive or non-

reactive, both have been added to the reaction set. Multi-quantum exchanges are also

accounted for. Cross sectional data for these reactions is taken from Ref. 53 and unweighted
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least square fits of the reaction rates to the Arrhenius equation 4.9 is carried out.

The V-V, V-T and V-T atomic reactions are listed in an abbreviated form in table 4.2.
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4.3.3 Electron impact reactions

This work includes: elastic scattering, inelastic scattering, superelastic scattering, electron

impact dissociation, electron impact dissociation with ionisation, dissociative attachment

and direct ionisation. These processes are shown in tables 4.3, 4.4, 4.5, and 4.6.
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4.3.3.1 Elastic scattering reactions

In low temperature plasmas, electrons have a higher translational temperature than the

neutral heavy particles, however the small mass of electrons compared to the heavy par-

ticles means the momentum of the heavy neutral species will be virtually unaffected by

collisions with electrons. The cross section for elastic scattering from hydrogen molecules

supplied to the HPEM is isotropic, however an energy dependent scattering parameter is

added to the cross section that accounts for anisotropic scattering as the electron energy in-

creases. This cross section and adjustment is assumed to be the same for all neutral hydrogen

molecules, H2(υ = 0 - 14)196.

4.3.3.2 Inelastic and superelastic scattering

The inelastic scattering via eV processes has a threshold of between 0.516 eV and 2.26 eV

and a relatively large cross section. These reactions are reversible and detailed balance has

been carried out to calculate the equivalent superelastic collision using equation:

σ(ε − ∆ε) = σ0(ε)
ε

ε − ∆ε

g∗
g

(4.23)

where g = g* = 1, ε is the electron energy, and ∆ε is the threshold energy for the inelastic

process. The cross sections for cases where υ > 5 have not been considered due to lack of

data51,200,202.

4.3.3.3 EV processes

As described in section 1.3, the EV process is a two step process where a electron collision

excites the hydrogen molecule into an excited state, which then spontaneously decays into

a excited vibrational level by the emission of a photon. This two step process means that

detailed balance for the reverse process is not required51.

4.3.3.4 Dissociative attachment process

The creation of negative ions in the bulk of a plasma is wholly due to the process of disso-

ciative attachment. The cross section for these processes increases by 5 orders of magnitude

from υ = 0 to υ = 719,205. This means that the creation of highly vibrationally excited

molecules is necessary for the creation of negative ions.

4.3.3.5 Dissociation processes

There are multiple processes that form hydrogen atoms. One important reaction is via

dissociation through a triplet state excitation by electron impact:
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e + H2 → e + H2(b3Σ+
u , c

3Πu, a
3Σ+

g , d
3Πu)→ e + H + H (4.24)

Of these reactions, the H2(b3Σ+
u ) excited state is repulsive, resulting in the creation of

hydrogen atoms with kinetic energy187.

Another process for atomic hydrogen production is through electron impact dissociation

towards excited atoms. The density of these excited states is not tracked directly. The

energy associated with their production and eventual decay to ground states through photon

emission is assumed51.

4.3.4 Ionisation

There are three ionisation processes, which include: dissociative ionisation, direct impact

ionisation, and atomic ionisation. The molecular ionisation process is split between two

processes, where H+
2 and H+ is produced. These processes have a branching ratio of 93%

and 7% respectively, which is captured within the associated cross sections51,140,187.

4.3.5 Plasma surface interactions

The surface interaction for plasma species with the walls of the reactor is modelled in the

HPEM with three parameters. The first is the sticking probability, which determines the

probability that an interaction of the species with the wall will occur. If a reaction is

determined to take place, a probability for a specifc species being returned to the plasma is

then calculated. This probability is defined by the return probability. The return species is

returned to the plasma with a temperature given by the thermal accommodation coefficient

which has been set to 0.4, as described in section 4.2. The sticking and return probabilities

and are given in table 4.7.

Table 4.7: Plasma surface interactions. The sticking probability is the likelihood a species undergoes
an interaction with the surface. The return probability is the probability of any interaction causing
a return species to come from the surface.

Wall interaction Sticking probability Return probability Ref.

H2 → H2 0 0 126

H → H2 0.1 0.5 126

H+ → H 1.0 1.0 126

H2
+ → H2 1.0 1.0 126

H3
+ → H2 and H 1.0 1.0 126

H- → H 1.0 1.0 126

H2(υ = 1 - 14) → H2(υ = 0) 0.02 1.0 187
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4.3.6 Reaction exothermicity

The exothermicity of a reaction is calculated by taking the difference in the formation energy

for the reactants and products. In the case of electron impact reactions, the threshold energy

for the process is included to account for the activation energy of the reaction. The enthalpy

change for the dissociative electron impact reactions (361 to 366) is set to zero due to the

energy of formation for the atomic hydrogen being lost through photon emission of the

excited hydrogen molecules, which is not followed in this reaction set. The exception to this

is reaction 363 where the excitation state is b3Σ+
u which is repulsive51. This means that the

hydrogen atoms produced in this dissociation reaction are given kinetic energy equivalent to

the difference in the energy of formation for the products and reactants187. The formation

energy for each species is listed in table 4.8.
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Table 4.8: Enthalpy of formation for each species in the model.

Species Enthalpy of formation (eV) Ref.

H2 0 206,207

H 2.26 206,207

H+ 15.91 206,207

H2
+ 15.49 206,207

H3
+ 11.47 206,207

H- 1.44 206,207

H2(υ = 1) 0.516 51

H2(υ = 2) 1.003 51

H2(υ = 3) 1.461 51

H2(υ = 4) 1.891 51

H2(υ = 5) 2.293 51

H2(υ = 6) 2.667 51

H2(υ = 7) 3.012 51

H2(υ = 8) 3.327 51

H2(υ = 9) 3.611 51

H2(υ = 10) 3.863 51

H2(υ = 11) 4.086 51

H2(υ = 12) 4.254 51

H2(υ = 13) 4.384 51

H2(υ = 14) 4.461 51

4.4 Comparison with experimental measurements

To build confidence in the simulations a comparison is made to previously published data

from Ref. 208. The experimental reactor differs from the simulation data in the following

ways. Firstly the electrode to dielectric spacing is 4 cm compared to 5 cm, the radius of the

lower electrode is 5 cm compared to 8 cm and the inductive coil used to power the plasma

is designed as a series of rings in the simulations but has a double spiral structure in the

experiments.

Since a detailed treatment of the plasma surface interactions further to that described

in section 4.3.5 is beyond the scope of this work, the comparisons are focused on the plasma

measurements made within the bulk of the plasma. This is distinct from previous work with

relatively high plasma surface to volume ratios209 or where measurements are undertaken in

the near-surface region210.
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4.4.1 Description of the simulation mesh

The geometry of the simulation mesh used in this study is shown in figure 4.2.

Figure 4.2: Schematic of the simulation geometry. The white space is the plasma volume. An
air surrounded 5 turn coil is separated from the plasma volume by a quartz dielectric window. A
grounded metal electrode is positioned below the dielectric window with a quartz dielectric spacer
separating it from the rest of the grounded metal reactor walls. A gas inlet is positioned at the outer
edge of the reactor and a gas outlet is positioned at the base of the reactor.

The simulation mesh represents an inductively coupled reactor similar in design to the

Gaseous Electronics Conference reference cell (GEC) reactor211. This particular design has

been chosen as a starting point for the development of these simulations due to technological

relevance and previous experimental work carried out in similar reactors208–210.

As shown in figure 4.2, the mesh represents a simulation space 12.0 cm in height and

12.0 cm in radius that is radially symmetric. A 5-turn planar coil of 10.8 cm diameter drives

the plasma and is separated from the plasma region by a dielectric window with a thickness

of 1.2 cm. The gap between this window and a metallic wafer holder electrode is 4.0 cm.

The wafer holder is 5.0 cm across and extends over a gas outlet at the base of the reactor.

A gas inlet at the side of the reactor injects ground state hydrogen into the system, whilst

the gas pressure in the system is maintained by an outlet at the base of the reactor.

The conditions of the simulations are selected such that the discharge can be reasonably

expected to be operating in the inductive H-mode.
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4.4.2 Mesh resolution and temporal convergence of the simulations

The mesh of the simulation 0.2 cm in the R and Z dimensions. The underlying structure

of the HPEM involves the process of iterating through the modular solvers, as described

in section 4.2. One complete cycle through the solvers is considered to be one iteration.

The system evolves from one iteration to the next towards a steady state solution163. The

steady state solution is assumed to be found once the change between iterations for the

reactor averaged species and properties of the plasma is less than 0.1%. An example of the

convergence of a simulation for an applied power of 300 W and a gas pressure of 20 Pa is

shown in figure 4.3

Figure 4.3: Iterative temporal convergence of the simulation of a GEC mesh geometry at a power of
300 W and 20 Pa.

Numerical acceleration is used to speed up the convergence rate of the FKPM module to

decrease the run time of the simulations to practicable levels (approximately one month)212.

The acceleration takes a specified averaging period and the densities of all of the species

are linearly extrapolated. The acceleration is turned off prior to the end of the simulation

to remove noise introduced into the simulations by the extrapolation process, as shown in

figure 4.3.

4.4.3 Spatial profiles for electron density and temperature

The radial distribution of electron density and temperature is shown in figure 4.4 for the

simulations and previously published experimental data of Ref. 208.
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Figure 4.4: Comparison between experimental and simulation results for: (a) electron density and (b)
electron temperature at 20 Pa. Experimental measurements taken by Kadetov in Ref. 208. Results
compared at a spatial location 1.25 cm above the electrode in experiment and at Z = 6.8 cm in
the simulations. Radius of the lower electrodes for the simulation and experimental data are shown.
Applied power of 300 W and 20 Pa.

In figure 4.4 , the electron density is observed to be approximately 0.6 times higher than

the experimentally measured electron density between a radial position of 0 cm and 5 cm.

The electron temperature across the reactor is shown in figure 4.4 (b). Qualitative

agreement is observed between the simulation and the experiment. The smaller gap between

the dielectric window and the electrode means that the power deposition to the plasma

from the coil will be closer to the electrode, resulting in higher electron temperatures in this

region183,213,214.

Ref. 208 also includes measurements of the electron temperature, gas temperature and

electron temperature from the centre of their GEC reactor. A comparison of these parameters

with the simulation results under similar conditions is shown in figure 4.5.
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Figure 4.5: Electron density on axis at a position Z = 6.8 cm in the simulations and 1.25 cm above
the electrode in the experimental data of Ref. 208, for (a) gas temperature (b) electron density and
(c) electron temperature. Comparison data from an analytical model presented in Ref. 208 together
with a 0D plasma chemistry (global) model from Ref. 48, are also included in (b). Dashed lines have
been added to guide the eye.
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It is observed in figure 4.5 (a) that the simulated gas temperature is higher than the

experimentally observed gas temperature by a factor of approximately 0.75. The trends

observed in the simulations appear to show an agreement to the experimental measurements.

The gas temperature is observed to increase from 2 Pa to 13.3 Pa in the simulation and then

to decrease as the pressure is increased from 13.3 Pa to 26.6 Pa. A similar trend is observed

in the experimental measurements, where the gas temperature increases from 2 Pa to 10 Pa,

and then decreases from 10 Pa to 30 Pa.

The effect of surfaces on the plasma properties is known to have a large influence on the

plasma volume. Previous work has demonstrated that varying the thermal accommodation

coefficient in HPEM simulations between 0.1 and 0.95 can cause the gas temperature in

the bulk plasma to vary over almost one order of magnitude186. The simulations currently

use an approximate thermal accommodation coefficient which is fixed for all materials and

pressures. It is reasonable to suggest a better approximation of this value in the simulations

for all materials may improve the agreement to the experimental measurements.

The electron density is shown in figure 4.5 (b) with two additional data sets, an analytical

model created by Kadetov, and a global model produced by Samuell and Corr48. It is

observed that in the global model and analytical model the electron density can be expected

to increase from a low pressure to a peak density between 2 Pa and 7.5 Pa respectively,

before decreasing as pressure is increased further. In the experiment, the electron density is

observed to increase consistently from 2 Pa to 20 Pa.

The electron temperature is shown for increasing gas pressure in figure 4.5 (c). The

electron temperature is observed to follow the trend observed in the experimental data. The

maximum electron temperature is observed at 2.6 Pa, which decreases at a similar rate to

the electron temperature observed in the experiment as the gas pressure increases.

In the simulations, it is observed in figure 4.5 that the electron density is higher than the

experimental data. As the simulation domain is slightly different to the reactor geometry

used in the simulations, with 1 cm (20% smaller) gap between the dielectric window and

the electrode, the observation of a higher electron density is consistent with relatively high

power density. The trend observed is consistent with that observed in the experimental data.

An increase in the electron density is observed between 2.6 Pa and 6.6 Pa after which the

electron density remains relatively constant as the pressure increases further.

Overall, a reasonable level of qualitative and quantitative agreement is observed for the

simulation, as compared to previously published experimental, simulation and analytical

results.
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4.5 Chapter summary

In this chapter, the Hybrid Plasma Equipment Model is introduced as a means to model low

temperature hydrogen plasmas in two dimensions, accounting for the full manifold of vibra-

tional states and self-consistent treatment of spatial heating. The addition of gas temperature

dependent reaction rates means the distribution of species in the plasma is influenced by the

temperature of the background gas, which is of interest when studying the distribution of

vibrational states. The radial distributions of electron density and the electron tempera-

ture are compared to previously published experimental measurements in a similar reactor,

showing reasonably good qualitative and quantitative agreement.



Chapter 5

Effect of the gas pressure and

spatially resolved gas heating on

vibrational kinetics and negative

ion production

Following the development of the hydrogen reaction set in chapter 4, the results of simulations

in a GEC reactor are presented. The simulations resolve the spatial distribution of plasma

parameters and vibrational states as they respond to gas heating, which is important for

the production of negative ions. The impact of self consistently determining the spatial

distribution of the gas temperature, as distinct from setting it as isothermal, is investigated.

5.1 Macroscopic plasma parameters

In the following sections, the spatial distribution of the electron density, electron tempera-

ture, plasma potential, and gas temperature are considered. This is followed by consideration

of the atomic hydrogen and negative ion spatial distributions to obtain an overview of the

plasma response at 6.6 Pa, 13.3 Pa, 15 Pa, and 20 Pa at 300 W applied power. These obser-

vations form the basis of the interpretation of the production of negative ions with respect

to vibrational kinetics and gas temperature in section 5.2.

5.1.1 Electron density

Figure 5.1 shows the spatial distribution of electron density with respect to pressure.

80
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Figure 5.1: Electron density for gas pressures of (a) 6.6 Pa, (b) 13.3 Pa, (c) 15 Pa, and (d) 20 Pa at
300 W applied power.

As shown in figure 5.1, the electron density has a lobe structure with the maximum

density positioned beneath the dielectric window, between R = 2.4 - 2.6 cm and Z = 5.0 -

5.2 cm. In figure 5.1 (a) for a pressure of 6.6 Pa, the maximum electron density is observed to

be 1.6×1017 m-3, this increases to 2.8×1017 m-3 at a pressure of 13.3 Pa in figure 5.1 (b) with

very little observable change in the overall distribution of the plasma. The maximum electron

density is observed to decrease from 13.3 Pa to 15 Pa in figure 5.1 (c) from 2.8×1017 m-3 to

2.6×1017 m-3, after which the electron density increases again from 2.6×1017 m-3 at 15 Pa

to 2.9×1017 m-3 at 20 Pa.

It is useful to consider the changes in electron density (ne) and electron temperature

(Te) in terms of power and particle balance for variations in the pressure of a plasma. Under

these electrical conditions the electrical energy from the coil can be reasonably expected

to be primarily coupled to the electrons and the absorption of energy by the ions will be

negligible1. At lower pressures, the production of electrons can be expected to be reduced

due to a reduction of the number of gas particles available for ionisation. A reduction in the

number of particles in the reactor means that the electrons have a longer mean free path

and so more readily reach the walls of the reactor to be lost from the system. This means

that a lower electron density can be expected at low pressures. In contrast to this, at higher
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pressures, the electron-neutral collision frequency increases and the mean free path decreases.

This reduces the loss of electrons to the surfaces of the reactor. This means that the electron

density can be expected to increase as the pressure is increased due to a reduction in the loss

of electrons from the plasma volume to the walls. In combination with a reduction in the

loss of electrons from the plasma to the walls, inelastic collisions between the electrons and

the background neutral gas will increase as the pressure in the reactor increases. An increase

in the inelastic collisions will reduce the average energy of the electrons. This will reduce

the number of high energy electrons in the plasma. High energy electron are necessary

to cause ionisation reactions in the plasma. This means that an increase in the electron

density through a reduction in the loss of electrons to the walls of the reactor is offset by

a reduction in the production of electrons through ionisation reactions1. Higher electron

densities have previously been observed in this pressure range in the global model in Ref. 48

and the analytical model according to Ref. 208. In general, the lobed spatial distribution

and increase in density is consistent with that observed in other simulations of planar coil

ICPs214–218.

5.1.2 Electron temperature

The spatial distribution of the electron temperature with respect to pressure is shown in

figure 5.2.
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Figure 5.2: Electron temperature for gas pressures of (a) 6.6 Pa, (b) 13.3 Pa, (c) 15 Pa, and (d) 20 Pa
at an applied power of 300 W.

In figure 5.2 we observe that the electron temperature peaks away from the axis of the

reactor, at a radial position of R = 3 cm and axial height of Z = 4 cm. This is the location

where power is deposited in the plasma and is similar to results in other work with a planar

coil183,213,214. The electron temperature within the reactor is observed to decrease as pressure

is increased. In figure 5.2 (a), the maximum electron temperature in the reactor is 5.1 eV,

this decreases to 4.2 eV at 13.3 Pa in figure 5.2 (b), and again at 15 Pa in figure 5.2 (c) to

4.0 eV until at 20 Pa it reaches 3.7 eV in figure 5.2. As previously discussed in section 5.1.1,

a higher gas pressure increases the likelihood of electrons colliding with neutral gas particles

in the reactor, which decreases the mean free path of the electrons. More frequent inelastic

collisions between the electrons and the background gas reduces the average energy of the

electrons in the plasma, which is observed as a reduction in the electron temperature1,2. This

appears to align with what is observed in the simulations, where the electron density increases

gradually as the pressure is increased and the average electron temperature decreases as the

pressure is increased.

5.1.3 Plasma potential

The plasma potential with respect to pressure is shown in figure 5.3.
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Figure 5.3: The plasma potential at gas pressures of (a) 6.6 Pa, (b) 13.3 Pa, (c) 15 Pa, and (d) 20 Pa
for an applied power of 300 W.

The plasma potential in figure 5.3 is observed to be relatively constant as the pressure

increases from 6.6 Pa to 20 Pa. In figure 5.3 (a) at 6.6 Pa, the maximum plasma potential is

15.0 V which decreases to 14.3 V in figure 5.3 (d) at 20 Pa. It is observed that the position

of the maximum plasma potential changes as the pressure is increased. In figure 5.3 (a) at

6.6 Pa the position of the maximum is at R = 2.4 cm and Z = 5.2 cm, whilst in figure 5.3 (d)

the position of maximum plasma potential is at R = 2.6 cm and Z = 4.8 cm. This movement

in the maximum potential suggests that increasing the pressure confines the plasma closer

to where the power is deposited and agrees with the increase in plasma density observed in

figure 5.1.

5.1.4 Gas temperature

The spatial distributions of the gas temperature with respect to pressure is shown in fig-

ure 5.4.



CHAPTER 5. 85

Figure 5.4: Gas temperature at a gas pressure of (a) 6.6 Pa, (b) 13.3 Pa, (c) 15 Pa, and (d) 20 Pa
with an applied power of 300 W.

It is observed in figure 5.4 that the gas temperature within the reactor is at a maximum

between the electrode and the dielectric window for all gas pressures. The gas temperature

is observed to be at a maximum in figure 5.4 (b) for a gas pressure of 13.3 Pa, reaching

approximately 750 K. The location of the maximum gas temperature moves as the pressure

is increased. In figure 5.4 (a), the maximum is on axis at a height of Z = 5.8 cm. Increasing

the pressure to 13.3 Pa in figure 5.4 (b), the position of the gas temperature maximum

moves outwards to a radial position of R = 1.2 cm. Further increases in gas pressure in

figure 5.4 (c) and figure 5.4 (d) increases the radial distance to R = 1.8 cm and R = 2.2 cm

respectively. At all pressures the gas temperature is relatively hot in the centre of the plasma

and decreases from the centre of the plasma to a temperature of approximately 450 K close

to the walls of the reactor.

5.1.5 Atomic hydrogen

The spatial distributions of atomic hydrogen with respect to pressure is shown in figure 5.5.
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Figure 5.5: Atomic hydrogen density distribution for a gas pressure of (a) 6.6 Pa, (b)
13.3 Pa, (c) 15 Pa, and (d) 20 Pa at an applied power of 300 W.

As shown in figure 5.5, the maximum atomic hydrogen density increases as the pressure of

the gas increases. The increase is from 3.1×1019 m-3 at 6.6 Pa in figure 5.5 (a) to 7.6×1019 m-3

at 20 Pa in figure 5.5 (d). This is consistent with an increase in the electron-neutral collision

frequency for increasing pressure. The distribution of the atomic hydrogen is observed to be

fairly uniform within the space between the electrode and dielectric window at pressure of

6.6 Pa and 13.3 Pa in figures 5.5 (a) and (b) respectively, whilst at 15 Pa and 20 Pa a peak

in the density is observed closer to the dielectric window.

5.1.6 Dissociation degree

The dissociation degree is shown with respect to pressure in figure 5.6.
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Figure 5.6: Dissociation degree at a gas pressure of (a) 6.6 Pa (b) 13.3 Pa (c) 15 Pa (d) 20 Pa for an
applied power of 300 W.

The dissociation degree of hydrogen is observed as being highest closer to the centre of

the reactor. This is not observed in the atomic hydrogen distribution. The dissociation

degree is observed as being highest in figure 5.6 (b) at a pressure of 13.3 Pa. Comparing

the dissociation degree to the gas temperature shown in figure 5.4, we observe that they are

maximised in similar locations.

The observation of a higher dissociation at a pressure of 13.3 Pa is consistent with

previous work in a similar GEC reactor. Here it was observed that the dissociation degree

increased from 6.6 Pa to a maximum at 10 Pa after which it decreased as pressure is increased

further209.

5.1.7 Density of negative ions, nH-

Of particular relevance for this thesis is the distribution of negative ions within the plasma.

As described in chapter 4, section 4.3, the production of negative ions in the simulations is

solely via the two step process of vibrational excitement of molecular hydrogen, followed by

dissociative attachment. The spatial distribution of negative ions is shown in figure 5.7.
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Figure 5.7: Negative atomic hydrogen ion density distributions at gas pressures of (a)
6.6 Pa, (b) 13.3 Pa, (c) 15 Pa, and (d) 20 Pa for an applied power of 300 W.

It is observed in figure 5.7 that the negative ion density is confined in the centre of the

plasma between the dielectric window and electrode with a maximum density of 2×1017 m-3

at a pressure of 6.6 Pa in figure 5.7 (a). The position of maximum density is the same for gas

pressures of 6.6 Pa and 13.3 Pa in figures 5.7 (a) and (b), at a radial position of R = 3 cm

and an axial height of Z = 5.2 cm. As the pressure is increased the position of maximum

density is observed to move closer to the radial axis of the reactor and the dielectric window,

with the radial position of the maximum moving to R = 2.8 cm and axial position of the

maximum moving to Z = 5 cm and Z = 4.8 cm in figures 5.7 (c) and (d) at 15 Pa and 20 Pa,

respectively.

As described in chapter 1, negative ions are confined to the centre of a plasma by the

positive potential of the plasma. Comparing the position of the maximum negative ion

density to the location of maximum plasma potential observed in figure 5.3, it is noted that

the axial position of the maximum negative ion density is the same for each pressure, but

the radial position of the maximum negative ion density is not.
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5.1.8 Electronegativity of the hydrogen plasma, nH-/ne

A measure of the influence negative ions have on the plasma as a whole can be given by taking

a ratio of the negative ion density compared to the electron density within the plasma.

This ratio is termed the electronegativity of the plasma. The spatial distribution of the

electronegativity is shown in figure 5.8.

Figure 5.8: Electronegativity within the reactor at gas pressures of (a) 6.6 Pa, (b) 13.3 Pa, (c) 15 Pa,
and (d) 20 Pa for an applied power of 300 W.

It is observed in figure 5.8 that the electronegativity has a maximum centred at all

pressures between the electrode and dielectric window. At 6.6 Pa, in figure 5.8 (a), the

electronegativity is at a maximum at R = 3 cm and Z = 5.2 cm, with a value of 1.23. A

value above 1 for the electronegativity of the plasma suggests that the dominant behaviour

of the negative charge within the plasma is determined by the properties of the negative

ions1. It is observed in figure 5.8 (b) and (c) that the electronegativity at a similar location

to figure 5.8 (a) decreases from 1.23 to 0.67 and 0.74 respectively as the pressure is increased.

This is in line with the observation in figure 5.7 that the negative ion density decreases as

the pressure in the reactor is increased, whilst the electron density observed in figure 5.1 is

observed to increase as the pressure is increased. It is also observed in figure 5.8 (d), and
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to a smaller extent in figure 5.8 (c) that the electronegativity increases in the region outside

of the gap between the electrode and the dielectric window. It is unclear why this is the

case, but it is reasonable to suggest that the electrons do not diffuse to this region due to

the higher gas pressure.

5.2 Spatial distribution of H2 vibrational states

The mechanisms for the production of vibrational states within a hydrogen plasma has been

extensively studied via both simulations and experiments104–106,219. The vibrational energy

distribution in a hydrogen plasma has been shown to have a particular structure, with a

superthermal plateau existing for the vibrational states v = 3 to v = 10 where electron

energies are high enough to excite the hydrogen molecules. This plateau is caused by the

interaction of EV reactions, which favour the production of higher vibrational levels between

v = 5 and v = 14, and the suppression of these vibrational states by the atomic V-T

reactions60.

To investigate the impact of gas pressure on vibrational kinetics in the planar ICP, we

focus on the maximum and minimum pressure cases, 6.6 Pa and 20 Pa. These are also the

pressures where the maximum and minimum negative ion densities are observed in figure 5.7.

As the distribution of vibrational states is low in the region outside of the gap between the

dielectric window and the electrode, and this is the region where the negative ions are formed,

a region of interest is focused upon. This is shown in figure 5.9
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Figure 5.9: Schematic of the simulation domain, as shown previously in figure 4.2, identifying the
region of interest for study of H2 vibrational states. Region of interest encompasses an axial distance
of Z = 3 cm to Z = 9 cm, and a radial distance R = 0 cm to R = 8 cm.

The vibrational states spatial distribution within the region of interest is shown in fig-

ure 5.10 for a pressure of 6.6 Pa and applied power of 300 W.



CHAPTER 5. 92

Figure 5.10: Vibrational density distributions for v = 0 and v = 14 at a gas pressure of 6.6 Pa and
applied power of 300 W.

The distribution of vibrational states in figure 5.10 is observed to be almost uniform

across the plasma for the first 5 vibrational states (v = 0 to v = 5). From v = 0 to v = 2,

it is observed that the maximum vibrational density decreases by more than 2 orders of

magnitude. At v = 2, the maximum density is observed to be on axis of the reactor and

close to the dielectric window and the electrode. Going to the higher vibrational densities,

between v = 3 and v = 7, the maximum vibrational density is observed to decrease by a

factor of 0.4. It is also observed that the vibrational states appear to move towards the

dielectric window in the region of interest. The density of the vibrational states at positions

more than R = 5 cm are also observed to decrease as the vibrational energy is increased past

v = 7. For v = 3, the vibrational density at a radial position R = 6 cm and axial height

of Z = 5 cm is a factor 3 higher than the density observed for v = 7 at a similar location.



CHAPTER 5. 93

This suggests that the higher vibrational states do not diffuse as far as the lower vibrational

states, or the rates of their production are not as high in this location. This is consistent

with the observation of electron temperatures in figure 5.2 (a) being highest between the

dielectric window and the electrode.

As the vibrational energy is increased past v = 7, the maximum density of the state

decreases further. For v = 7 to v = 10 the maximum observed density decreases by a factor

of 0.45 and then from v = 10 to v = 14 the maximum density decreases again by 2 orders

of magnitude. For vibrational states above v = 12, the location of maximum vibrational

density is observed to be at a position within the plasma volume. This is observed at a

radial location of R = 3.0 cm and Z = 4.6 cm for v = 14. This location within the plasma is

the same radial distance of the location of maximum negative ion density observed at a gas

pressure of 6.6 Pa in figure 5.7 (a), but 0.6 cm nearer the dielectric window than the position

of maximum negative ion density. This location for the maximum appears to be consistent

with the position of maximum electron temperature, which was observed at a radial position

of R = 3.2 cm and axial position of Z = 3.8 cm.

To contrast the low pressure case at 6.6 Pa, figure 5.11 shows the spatial distribution for

a gas pressure of 20 Pa.
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Figure 5.11: Vibrational density distributions for v = 0 and v = 14 at a gas pressure of 20 Pa and
applied power of 300 W.

The distribution of vibrational states in figure 5.11 is observed to be relatively uniform,

in a similar manner to 6.6 Pa across the region of interest, but instead of this being the

case for the first 5 vibrational states, at 6.6 Pa, at 20 Pa the uniformity is only observed

for the first 3 vibrational states (v = 0 to v = 2). Similarly to figure 5.10 at 6.6 Pa, from

v = 0 to v = 2, it is observed that the vibrational density decreases by more than 2 orders

of magnitude. At v = 2, the maximum density is observed to be on the axis of the reactor,

close to the dielectric window and the electrode. Going to the higher vibrational densities,

between v = 3 and v = 7, the maximum vibrational density is observed to decrease by a



CHAPTER 5. 95

factor of 5. This is much larger than the observed decrease at a pressure of 6.6 Pa. The

density of the higher vibrational states are also observed to decrease much more at the edges

of the reactor at 20 Pa compared to 6.6 Pa. For v = 3, the vibrational density at a radial

position R = 6 cm and axial height of Z = 5 cm is a factor 14 higher than the density

observed for v = 7 at a similar location. This reduction is much larger at 20 Pa than at

6.6 Pa. This suggests that the higher vibrational states at higher pressures do not diffuse as

far at lower pressures.

As the vibrational energy is increased past v = 7, the maximum density decreases further.

For v = 7 to v = 10 the density decreases by a factor of 1.6 and then from v = 10 to v = 14

the maximum density decreases again by 2 orders of magnitude. Similarly to the case at

6.6 Pa, the vibrational states above v = 11 have a maximum within the plasma volume, as

opposed to on the dielectric surface as observed for the other lower vibrational states. This

is observed at a radial location of R = 2.8 cm and Z = 4.4 cm for v = 14 at 20 Pa. This

location within the plasma is the same radial distance of the location of maximum negative

ion density observed at a gas pressure of 20 Pa in figure 5.7 (d), and 0.4 cm closer to the

dielectric.

Compared with figure 5.11, the vibrational states at 20 Pa have a larger gradient between

the maximum density observed for each state and the edge. This suggests that the distri-

bution of vibrational energy is more confined. It is reasonable to expect this as a higher

gas pressure will increase the number of collisions between molecules that in general will

decrease the population of vibrationally excited states via collisional quenching.

To help visualise how the vibrational states are distributed across the radial dimension

of the reactor, i.e. that of particular interest for uniformity in plasma manufacturing, the

radial plane at a height of Z = 5 cm is taken across the region of interest. This is shown for

the minimum and maximum pressure cases, 6.6 Pa and 20 Pa, in figure 5.12.
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Figure 5.12: Vibrational density distributions between v = 0 and v = 14 at R = 3 cm for (a) 6.6 Pa
and (b) 20 Pa with an applied power of 300 W.

The distribution of the vibrational states at 6.6 Pa in figure 5.12 (a) decrease from a

maximum at v = 0 to a minimum at v = 14. The rate of this decrease is observed to be

much slower at the vibrational states between v = 4 and v = 10, where it is observed that

the contour lines are much further apart. Across the radius of the region of interest at 6.6 Pa

it is observed that the density of the vibrational states stays constant from R = 0 cm to

R = 4 cm ,before decreasing at R > 4 cm.

In contrast to this, at 20 Pa in figure 5.12 (b), the density of vibrational states at R = 3 cm

from v = 0 to v = 14 is observed to be similar to 6.6 Pa, which suggests a similar rate of

production, however, the distribution radially is observed to be quite different. The density

of the vibrational states on axis is observed to be much lower than at 6.6 Pa, which increases

as radial distance is increased to a maximum at R = 3 cm, before decreasing for R > 3 cm.

It is also observed that the density of the higher vibrational states where v > 8 and R > 7

is lower than the density of any vibrational state density observed at 6.6 Pa.

The results in figure 5.12 highlight that the vibrational states are influenced by the gas

pressure. It is reasonable to suggest that the higher pressure prevents the diffusion of the

highest vibrational states to region away from where they are produced, which is the location

with the highest electron temperature.

Figure 5.13 shows the vibrational density distribution for a fixed point in the reactor, at

R = 3 cm and Z = 5 cm which is where the maximum vibrational density is observed for

the highest vibrational states at 6.6 Pa and 20 Pa. Also shown is the vibrational density

at R = 6 cm and Z = 5 cm which, in relation to figure 5.10 and figure 5.11, is where it
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was observed that there was a large change in the vibrational density distribution between

6.6 Pa and 20 Pa.

Figure 5.13: Vibrational density comparison at pressures of 6.6 Pa, 13.3 Pa, 15 Pa, and 20 Pa for
(a) R = 3 cm and Z = 5 cm and (b) R = 6 cm and Z = 5 cm at an applied power of 300 W.

As described previously in this section, the distribution of vibrational energy in the

plasma can create a superthermal plateau. In figure 5.13 (a), the distribution of vibrational

energy at a location close to the maximum observed density for each state is shown. The

superthermal distribution is clearly observed at all pressures. At the location R = 3 cm and

Z = 5 cm and for a pressure of 20 Pa, it is observed that the density of the vibrational states

between v = 1 and v = 9 is higher than the lower pressure cases. This is consistent with

expectation because as the overall gas pressure increases, the gas density increases which will

increase the number of molecules that can be excited. It is observed that the density of the

highest vibrational states, from v = 10 to v = 14, is lower for 20 Pa. This is consistent with

the expectation that a higher gas pressure will increase the rate of collisional quenching.

Figure 5.13 (b) shows the distribution of vibrational energy at R = 6 cm and Z = 5 cm.

The vibrational energy distribution at this location is notably different to that of figure 5.13 (a),

for which the vibrational density distribution was plotted at a location of maximum density

within the region of interest. At this location, for the vibrational states v = 1 to v = 3 the

density of the vibrational states is highest for a gas pressure of 20 Pa. However, where v > 3

the vibrational state density is highest for a pressure of 13.3 Pa between v = 3 and v = 9. For

v > 9, the highest density observed is for a pressure of 6.6 Pa. Overall, the vibrational en-

ergy distributions have similar characteristics to that observed in figure 5.13 (a), but at a gas

pressure of 20 Pa, the distribution begins to approach a Boltzmann distribution. This shift
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from a superthermal distribution to a Boltzmann like distribution has been commented on in

previous work using a CCP reactor, but in this work it appears much more pronounced190.

In the previous work, the spatial difference in the distributions was negligible across the 1D

reactor, and the superthermal plateau was visible for all pressures, which is distinct from

the present ICP results in 2D, where the spatial location of the maximum density of some

vibrational states is observed to change as shown previously in figures 5.10 and 5.11.

Linking back to the negative ion densities in figure 5.7, the higher negative ion density

observed in figure 5.7 (a) compared to figure 5.7 (d) can be correlated to a wider spatial

distribution of relatvely high (v = 6 to v = 14) vibrational states observed in figure 5.13 (b).

It may also be reasonable to suggest that the relatively small change in maximum negative

ion density observed between 6.6 Pa and 20 Pa is linked to the fact that the maximum

vibrational density is similar for all pressures, as observed in figure 5.13 (a).

5.3 Impact of calculating the spatially dependent gas tem-

perature

As described in section 1.3, the spatial distribution of the neutral gas temperature is in-

fluential to the distribution of vibrational energy within the plasma. This section explores

the impact that the use of an isothermal gas temperature has on the distribution of neutral

species within the plasma compared to the case where the gas temperature is calculated.

This is of importance, as many PIC and Monte-Carlo models of hydrogen assume an isother-

mal neutral species gas temperature60,111,134,190. Figure 5.14 shows the vibrational density

distribution in the region of interest highlighted in section 5.2 using an isothermal neutral

gas temperature at 450 K for a pressure of 20 Pa and applied power of 300 W.



CHAPTER 5. 99

Figure 5.14: Vibrational density from v = 0 to v = 14 using an isothermal gas temperature at 450 K
and 20 Pa with 300 W applied power.

The spatial distribution of vibrational states in figure 5.14 has some notable differences

compared to the calculated case shown in figure 5.10.

The position of the maximum vibrational state density is observed at a position away

from the surface of the dielectric window. This is unlike the case where the spatially resolved

temperature of the neutral gas is determined self consistently as shown in figure 5.11. In

this case, the maximum is observed to be close to the axis of the reactor and against the

dielectric windows.

To study the quantitative impact of determining the spatially resolved gas temperature,
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the spatial and isothermal gas temperature cases are plotted in the radial plane of the

maximum negative ion density, Z = 5 cm, for gas pressures of 20 Pa and 6.6 Pa as shown in

figure 5.15 and figure 5.16, respectively.
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Figure 5.15: Radial distribution of vibrationally excited state densities for spatial and isothermal gas
temperature gases at a pressure of 20 Pa. Data shown in the radial plane for Z = 5 cm with an
applied power 300 W.
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Figure 5.16: Radial distribution of vibrationally excited state densities for spatial and isothermal gas
temperature gases at a pressure of 6.6 Pa. Data shown in the radial plane for Z = 5 cm with an
applied power of 300 W.

Figure 5.15 highlights the difference in the distribution of vibrational states when using

an isothermal gas temperature. The difference is more notable for the lower vibrational
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states between v = 0 and v = 5. For higher vibrational energies, the difference decreases.

It is observed that for vibrational states higher than v = 6, the calculated gas temperature

case approaches a distribution that is similar to the vibrational density distribution observed

in the isothermal case. It is reasonable to suggest that at a pressure of 20 Pa, the diffusion

of the higher vibrational states is lower.

The differences in the isothermal and spatially determined gas temperature case are

broadly similar in figure 5.16 compared to figure 5.15. At lower energies, the vibrational

densities are observed to be the most distinct between the isothermal and the calculated gas

temperature case. As the vibrational energy increases the difference is reduced. For the case

where v = 12 to v = 14, the difference in the vibrational density is observed to be small.

This suggests that within the region of interest the use of an isothermal gas temperature

influences the distribution of the intermediate vibrational states (v = 3 to v = 6) more than

the lowest (v = 0 to v = 2) or the highest (v = 4 to v = 14).

5.3.1 Impact on the production of negative ions

As described in section 1.3, negative ions are produced in the bulk via dissociative attach-

ment. This is underpinned by the production of vibrationally excited states. The distribution

of vibrationally excited states shown in figures 5.15 and 5.16 can therefore be expected to

have an impact on the production of negative ions. Figure 5.17 shows the negative ion den-

sity within the region of interest for the spatially resolved and isothermal gas temperature

cases at pressures of 20 Pa and 6.6 Pa.
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Figure 5.17: (a) and (c) show the negative ion density determined using a spatially determined gas
temperature at 20 Pa and 6.6 Pa respectively. (b) and (d) show the negative ion density determined
using a 450 K, isothermal gas temperature at 20 Pa and 6.6 Pa respectively. The single contour line
highlights the location of negative ion densities of 0.6×1017 m-3.

It is observed in figure 5.17 that the peak negative ion density is similarly positioned,

at R = 2.8 cm and Z = 4.8 cm for a gas pressure of 20 Pa and for 6.6 Pa at R = 3 cm

and Z = 5.2 cm, for an isothermal and calculated gas temperature case. Comparing fig-

ures 5.17 (a) and (b), the negative ion density is observed to be lower when using an isother-

mal gas temperature, with the peak density observed to be 1.85×1017 m-3 for the spatially

resolved gas temperature and 1.83×1017 m-3 for the isothermal case.

In figure 5.17 (c) and (d), it is observed that the negative ion density is lower in the

spatially resolved gas temperature case, compared to the isothermal case, with the peak

density being 2.03×1017 m-3 and 2.01×1017 m-3 for each case respectively. The difference in

maximum negative ion density is observed as being approximately 0.01%, which is likely to

be smaller than overall uncertainty of the simulation, suggesting that any difference observed

between the two gas temperature cases is too small to be resolved using these simulations.

It is observed that the distribution of negative ions within the plasma is different when

using an isothermal gas temperature compared to a spatially resolved one. This is highlighted

in figure 5.17 where the addition of a single contour line at the density 0.6×1017 m-3 shows

that at both 20 Pa and 6.6 Pa, the density of negative ions is spatially larger in the Z axis

by 0.15 cm when using a spatially resolved gas temperature compared to the isothermal gas
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temperature.

To observe correlations in the distribution of negative ions with respect to gas temper-

ature, plasma potential, deposited power and the vibrational states v = 8, 10, 12, and 14;

normalised radial distributions across the plasma on the Z = 5.8 cm axial plane are plotted

in figure 5.18.

Figure 5.18: Radial distributions at Z = 5.8 cm for (a) and (c) spatially gas temperature
(b) and (d) isothermal gas temperature at 20 Pa and an applied power of 300 W.

In figure 5.18 (a) the negative ion density is observed to be spatially distributed within

the plasma with a peak in density at the location of maximum plasma potential. The gas

temperature is also observed as being at a maximum where the negative ion density is at

a maximum. In figure 5.18 (b) the negative ion density is observed to have a flatter peak

compared to figure 5.18 (a).

The negative ion density is compared in figure 5.18 (c) with the power density and the

vibrational states v = 8, 10, 12, and 14. It is observed that the vibrational densities correlate
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strongly with the location of power deposition and the location of maximum negative ion

density. It is observed that as v is increased, the density of the vibrational states becomes

increasingly confined to the location of maximum power deposition. This is also observed in

figure 5.18 (d), where it is observed that the distribution of the higher level vibrational states

is even more confined to the region of power deposition and appears to be consistent with the

diffusion of vibrational states being higher when using a spatially resolved gas temperature.

Figure 5.18 demonstrates that multiple factors determine the distribution of negative ion

density within the plasma. A strong correlation is observed between the plasma potential

and the negative ion density, as well as between the power deposition and the vibrational

states, with a weaker one observed between the lower vibrational states and the negative ion

density at this axial plane.

5.4 Chapter summary

In this chapter, the results of the simulation introduced in chapter 4 are presented. Changes

in the 2D distributions are described for a series of macroscopic plasma parameters. A par-

ticular feature of hydrogen plasma is the distribution of negative ions within the volume. In

this work, the distribution of negative ions is simulated within the reactor, with a maximum

density of negative ions observed at a pressure of 6.6 Pa. These negative ion distributions

are influenced by the vibrational energy distributions. It is of interest to contrast the vi-

brational energy distributions for the case when the negative ion density is at a maximum

and when it is at a minimum. No significant differences are observed in the distributions.

However, the maximum density of the vibrational states within the reactor is observed to

change as pressure is increased, with the higher energy vibrational states reducing in density

as pressure is increased. One important aspect of an ICP reactor used in these simulations is

that the gas is heated by the deposition of power into the reactor, resulting in the creation of

spatial gas-temperature gradients. To investigate the impact of this, simulations with both

spatially resolved and isothermal gas temperatures are compared. The vibrational distribu-

tions are observed to be distributed differently when using an isothermal gas temperature,

with the highest densities observed within the bulk of the plasma compared to a spatially

resolved gas temperature, where the highest densities were observed close to the dielectric

window. For vibrational states above v = 9, the differences in the radial distribution of the

vibrational states is similar when using an isothermal or a spatially resolved gas tempera-

ture. The differences in the spatial distribution of vibrational states appears to have only a

small impact on the maximum observed negative ion density, but does have an impact on

the distribution of negative ions in the plasma, where it is observed that the negative ion

density distribution is larger when using a spatially resolved gas temperature compared to

an isothermal gas temperature.
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Conclusions, future work and

outlook

This thesis focuses on the physics of negative ion production in low-temperature plasmas.

Using a combination of experimental and simulation techniques, the results address current

research challenges in the context of surface production and volume production.

6.1 Conclusions

In the context of surface production of negative ions, a new technique is demonstrated for

increasing the negative ion yield from diamond dielectrics via the incorporation of nitrogen

dopant, dc and pulsed voltage biasing. The results demonstrate that the incorporation of

nitrogen dopant can enhance the yield of negative ions from diamond. The results also show

that the use of a pulsed bias can be used to mitigate the effect of high energy positive ion

bombardment, and that the creation of a ratio of defects on diamond is of importance.

A new chemistry set is presented, built upon a previously established set used to study

low-power 1D systems. This new chemistry set enables a detailed study of spatial gas heating

and the impact this has on the vibrational kinetics and negative ion production in the bulk of

high-power ICPs. The simulations are used to show the distribution of macroscopic plasma

properties within an ICP reactor with respect to pressure. They are then used to demonstrate

that the vibrational densities within the plasma are significantly influenced by the presence

of temperature gradients and this has been observed to affect the distribution of negative

ions within the bulk of the plasma.

6.2 Future work and outlook

Future studies into the surface production of negative ions from alternative materials is

planned to investigate the results presented in this thesis in additional detail. The surface
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state of the samples undergoes a change during positive ion bombardment and it may be

possible to resolve this change through in-situ surface measurements of the diamond during

exposure to the plasma. Measurements of the sample surface before during and after exposure

to the plasma within the reactor are also of interest. The observation that nitrogen doping

of diamond can enhance negative ion yield opens up the possibility of using other dopants

or a combination of dopants.

The choice of the HPEM for the simulation framework is in part based upon the built

in features already available within the code to incorporate plasma-surface interactions.

For example, surfaces are known to influence the vibrational energy distribution within

hydrogen plasma through atomic recombination210,220. Surface recombination is also known

to influence the gas temperature of the plasma186. These simulations can be used to gain

insights into the role of surfaces and how this alters the distribution of vibrational states

within the plasma.

The combination of the simulations with the work on nitrogen doped diamond is also of

interest. Surface properties can be altered within the HPEM simulation framework to enable

the production of negative ions from materials to be observed. This presents the prospect

of further optimisation of the technological application of hydrogen plasma across a broad

range of technological applications.
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