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Abstract 

Sand injectites are observed in a wide range of locations and settings, both 

modern and ancient but little is known about the processes controlling their 

formation. The scale of these injections range from mm to km in size and 

represent the forceful injection of fluidised sand into host strata. Due to the 

difficulty of observing in-situ events and relative paucity of outcrop data 

interpretations, understanding of the flow processes during fluidisation pipe 

formation is lacking. Existing fluidisation models provide mechanisms for 

fluidisation but remain simplistic and do not capture the full dynamics nor the 

range of characteristics which are observed to vary both spatially and 

temporally across the system during the formation of sand injectites. 

Fluidisation theory relies on an understanding of both the velocity 

characteristics and the concentration characteristics of a fluidisation event but 

comprehensive evidence of these quantities has not previously been 

available.   

The novel application of experimental techniques in both two dimensions and 

three dimensions in this thesis provides both high resolution velocity data for 

the formation and quasi-steady state of fluidisation pipes along with high 

resolution concentration data for the first time. Complementing this, the novel 

application of numerical modelling provides insight into the early stages of void 

formation and demonstrates a new methodology for investigating flow 

processes during fluidisation. The products of the fluidisation events modelled 

are presented providing a direct link between fluidisation processes and 

products for reference in interpreting outcrop data. Residual morphologies are 

evidenced resulting in explanations of the poor detection rate of sand 

injections. New models of fluidisation and void formation are presented based 
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on the extensive characterisation of a fluidisation event achieved across 

multiple methodologies. 
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1 Thesis context, significance and structure 

1.1 Thesis rationale and objectives 

Sand injection occurs when fluidised sand is forced into host strata (Hurst et 

al., 2011). The forceful injection of an unconsolidated sand can occur in all 

directions and requires a parent body of sand and a mobilised fluid, although 

identification of a parent bed to the injected structures is often a challenge 

(Cartwright and Santamarina, 2015; Cobain et al., 2018). When sand 

injections breach the surface of the host strata, they are termed extrudites, 

sand volcanoes, blows or vents (e.g., Hurst et al., 2011; Ross et al., 2013). 

The remaining geological feature, visible as a depression on the sea-bed, is 

referred to as a pockmark (Andresen, 2012), a term that has been used to 

describe hydrocarbon, water and gas-fluidised events (Judd and Hovland, 

2009). Both injectites and extrudites are highly permeable and therefore 

increase reservoir complex connectivity, can provide permeability pathways 

to the sea floor and can also be a valuable hydrocarbon store in themselves 

(Hurst et al., 2011; Ross et al., 2014; Ravier et al., 2015). The correct 

identification and depth of understanding of such features is critical to the 

safe and responsible exploitation of deep-sea sedimentary basins (Huuse et 

al., 2010).  

Sand injectites are known to span a number of scales, outcrop datasets 

have been shown to span four orders of magnitude (Figure 1-1, Wheatley at 

al., 2019) and exhibit preserved flow features such as flow pathways, 

particle size sorting and segregation, and wall geometries which are used to 
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interpret the flow conditions at emplacement (Ross et al., 2014; Cobain et 

al., 2015). Dynamic properties of the flow during development are more 

difficult to determine and the propagation direction also has been the subject 

of much wider debate (Peterson, 1968; Taylor, 1982; Obermeier, 1998; 

Duranti, 2007; Hubbard et al., 2007; Hurst et al., 2011; Sherry et al., 2012; 

Ross et al., 2014; Cobain et al., 2015). Seismic examples of injections and 

fluidised pipes are observed known to span 10s to 100s of meters in width 

and commonly hundreds of meters in height (see Table 1, Cartwright and 

Santamarina (2015), included in Figure 2-4 of this thesis) and the large-scale 

architecture of the sea-floor examples of fluidisation pipes is evidenced in 

the seismic data sets (Figure 1-2 and also: Hurst et al., 2003; Huuse et al., 

2004; Cartwright et al., 2008; Vigorito et al., 2008; Szarawarska et al., 2010; 

Jackson et al., 2011). Despite the outcrop and seismic evidence of injections 

it is noted that, understandably there is no observational evidence of an 

active fluidisation process and so, the examples summarised thus far have 

been documented and interpreted after the event. It is critical then, that for 

the accuracy of those interpretations that the fluidisation processes present 

in fluidisation pipes are well categorised and that the resulting structures and 

Figure 1-1. Fluidisation pipes in outcrop showing the range of scales from 0.03 m to 
100 m. Composite image reproduced from Wheatley at al., 2019. Outcrop 
examples are from the Colorado Plateau. Image A is modified from Loope et al., 
(2013) – Zion National Park, Utah), images D and E are modified from Chidsey et 
al., (2012) - Glen Canyon National Recreation Area. 
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characteristics of the fluidisation processes be linked back to their formation 

structures. Despite previous investigations having experimentally modelled 

fluidisation events (Nichols et al., 1994; Frey et al., 2009; Ross et al., 2011), 

modelling permeable layers alternated with a less permeable seal to create 

an overpressure in the bed. There have been no experimental observations 

specifically considering the flow dynamics of pipe formation nor extrusion 

vents. This thesis aims to investigate the flow dynamics by providing 

quantitative data for the characterisation of fluidisation events and the 

variations observed both spatially and temporally in such processes.  

The mechanical behaviour of the fluidisation of granular materials applies to 

both industrial and geophysical processes (Rigord et al., 2005) and the 

Figure 1-2 Example of a seismic expression of a fluidisation pipe from the Lower 
Congo Basin West Africa. The pipe terminates in a typical “pockmark” at the 
seafloor. Reproduced from Andresen and Huuse (2011).  
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process of fluidisation is known to be influential in a range of geological 

features (Ross et al., 2011). Studies on monodisperse beds describe three 

flow regimes for localised flow through a bed: static flow through the bed, 

where particles remain stationary, the cavity regime where part of the bed is 

fluidised but is overlain by a layer of static bed , and the chimney regime 

where a fluidisation pipe reaches the surface (Zoueshtiagh and Merlen, 

2007; Philippe and Badiane, 2013; Mena et al., 2017). Fluidisation theory 

suggests more complex systems, such as bidisperse and polydisperse 

systems, can be modelled through a pseudofluid approach. A pseudofluid is 

where the fluid and the smallest particle class are treated as a single fluid 

and properties of that pseudofluid are assumed to be that of the suspension 

(Di Felice, 2010). Such an approach is necessarily dependent on knowing 

the concentration of the particles in the suspension in order to assign the 

properties of the pseudofluid as accurately as possible. Therefore this 

research aims to measure the concentration of a fluidisation event and 

provide understanding of how this changes with bed characteristics and 

through the different stages of fluidisation.  

Recently, geological models of pipe formation have been suggested by Ross 

et al. (2011) and Cartwright and Santamarina (2015). Ross et al. (2011) 

outlined the stages of pipe formation when a less permeable seal overlies 

more permeable sediment and developed a model showing the broad stages 

of pipe development. In contrast, Cartwright and Santamarina (2015) 

propose four modes of fluidisation pipe formation in a sediment bed: 

hydraulic fracture, erosive fluidisation, localised sub-surface volume loss and 

syn-sedimentary pipe formation (Figure 1-2). Both models cover the 

overarching dynamics of the formation of pipes but models for the range of 
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geomorphological and sedimentological features documented in fluidisation 

pipes, and mechanisms for the formation of common pipe and extrudite 

features, are not proposed. This research will propose new models for 

fluidisation, capturing the spatial and temporal variation of the events, and 

suggesting how this influences characteristics commonly observed at 

outcrop and their interpretation.  

Seismic data (Gay et al., 2007; Moss and Cartwright, 2010; Løseth et al., 

2012; Maestrelli et al., 2017), experimental data (Nermoen et al., 2010; Ross 

et al., 2011; Bureau et al., 2014) and outcrop interpretations (Ross et al., 

2014; Cobain et al., 2015; Wheatley et al., 2016; Chan et al., 2018) all 

contribute to the developing understanding of sand injectites and fluidisation. 

However, a previously unexplored avenue for investigation within sand 

injectites is the application of computational modelling to further understand 

the parameters affecting fluidisation. This research aims to demonstrate the 

feasibility of such approaches, specifically a two-way coupled Lattice 

Boltzmann Method and Rigid Body Solver. How the technique can be 

successfully implemented will be explored and the further understanding that 

can be gained beyond the measurements possible with existing 

experimental techniques.  
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Figure 1-3 Summary of fluidisation mechanisms proposed by Cartwright and 
Santamarina (2015). A. Hydraulic fracture. A.1 - The overpressure exceeds the tensile 
strength of the bed and a fracture occurs, fluid rushes into the fracture expanding the 
fracture. A.2 the overpressure causes more fractures surrounding the initial fracture 
and a network of fractures propagates. A.3 The network of fractures expands as more 
fluid is pushed in. A.4 The network reaches the surface and extrusion occurs. B. 
Erosive fluidisation. C. Localised sub-surface volume loss. D Syn-sedimentary 
deformation.  
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1.1.1 Research Aims 

1) What are the processes governing the formation of fluidisation 

pipes and how do the bed properties affect the formation? 

This question will be investigated using experimental modelling of 

flow processes across high porosity and low porosity beds and fast 

and slow inlet velocities. (Chapters 4, 6 and 7). 

2) What are the flow regimes present within a fluidisation event and 

how do the regimes affect the observed formation? 

Flow regimes are known to be governed by the velocity and 

concentration of the fluidisation event. High resolution data of both the 

velocity and concentration fields across bed porosities are presented 

and used to determine flow regimes (Chapters 4, 5) 

3) What sedimentological structures are formed in the bed during 

fluidisation and how are these structures ap after the cessation 

of flow? 

The formation of typical geological structures such as laminations, 

structureless sediments and presence of clasts are frequently used to 

interpret outcrop data. Here we will present evidence for the formation 

mechanisms of these structures and the residual structures linked to 

the formation (Chapters 4, 5 and 6). 
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1.2 Thesis structure 

The thesis is structured in 8 chapters: 

1 Introduction. The research aims and objectives are presented alongside 

an introduction to the research themes covered in this thesis and a brief 

outline of each chapter is provided.  

2 Literature Review. A literature review providing the background theory for 

the research conducted in this thesis and describing the current knowledge 

around sand injection systems and fluidisation events. A brief consideration 

of the governing parameters of the flow features of fluidisation events is 

given and the implications for injectites explained. 

3 Quantitative analysis of the influence of porosity and permeability on 

flow fields and injectite dynamics in bidisperse sediment beds. The 

methodology and instantaneous velocity results of two-dimensional 

experiments of bidisperse bed fluidisation are presented. Data were 

collected using Particle Image Velocimetry for high porosity and low porosity 

beds fluidised with fast and slow inlet velocities and the velocity features 

during formation and in the quasi-steady state are described. The results of 

the PIV data are analysed in terms of the flow regimes present in the 

fluidisation event and a flow regime categorisation for fluidisation events is 

proposed. The PIV data are used in a force balance approach to track 

particle paths through the fluidisation event and present a range of possible 

clast sizes that could be supported by the flow.  

4 Particulate concentration during fluidisation events. This chapter 

presents the methodology and results of three-dimensional experiments 
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using Computed Tomography. Time series are presented showing the raw 

CT data for every 0.5 s from the initiation of fluid flow. The characteristics of 

the wall regions are considered. Residual structures after the cessation of 

flow are given and a comparison to established fluid flow features and 

implications for detectability of in-situ fluidisation events studied. The three-

dimensional data are shown to have very similar geometry to the two-

dimensional experiments. The first concentration profiles of fluidisation 

events are given and discussed in the context of the velocity data. 

5 Formation sequences of fluidisation pipes for a range of porosity 

beds and the implications for in-situ injectites. The qualitative data 

collected from the two-dimensional experimental arrangements is outlined 

and the fluidisation sequences for different porosity beds are detailed. The 

flow regimes in the system are analysed and new models of fluidisation 

processes and products are developed and discussed.  

6 Numerical simulations of a bidisperse bed using a two-way coupled 

approach. The two Lattice Boltzmann implementations used in this thesis 

are outlined and the results generated using the Viper High Performance 

Computing facility are presented. The influence of bed heights on void 

development are considered and the velocities of the separate fluid and 

particle phases are presented in the early phases of fluidisation. The 

numerical model is shown to be a promising avenue for future research and 

understanding of fluidisation events.  

7 Synthesis and Conclusions. The synthesis chapter brings together all of 

the data sets presented in Chapters 4 – 7 and discusses the data in the 

context of the broader themes of: initial stages of fluidisation, the 
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development of geomorphological features, and the residual features formed 

from fluidisation events. Further avenues for research are proposed.  
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2 Literature Review 

2.1 Outline of the problem(s) 

There are numerous examples of sand injections, fluidised sands, intruding 

into host strata, and they occur over scales ranging from millimetre scale 

(Best, 1989) to kilometre scale (Løseth et al., 2012). Academic interest in 

injectites has increased as their significance for petroleum systems has been 

realized (Cobain et al., 2015). Injections of fluidised sand can serve as both 

hydrocarbon reservoirs and also form fluid migration pathways between less 

permeable host strata in marine environments (Hurst et al., 2011; Ross et 

al., 2014; Ravier et al., 2015). However fluid-escape structures have been 

documented in every sedimentary environment and may be damaging and 

costly such as sand volcanoes (also known as boils or blows) occurring 

close to rivers (Guhman and Pederson, 1992), damaging dams or levees (Li 

et al., 1996) or as a result of seismic activity (Quigley et al., 2013). The 

overall process of injection is widely accepted. However, the hydrodynamic 

processes during injection are not well understood and very few physical 

models of such processes are available (Rodrigues et al., 2009; Ross et al., 

2011). Determining the fluid dynamic behaviour of injected sand-fluid 

mixtures is critical to modelling the emplacement of sand injectites and is of 

great interest to basin analysis as a means to determining the fluid budget 

required to fluidize and inject sand (Vigorito and Hurst, 2010). 

Fluid escape structures are characterised by size segregated sediments – 

typically fines depleted cores surrounded by walls made up of finer particles 

(Hurst el al., 2009, Ross et al., 2014). The mechanisms of segregation in 
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such structures have thus far been documented and subject to multiple 

theories such as inertial migration, size segregation in high concentration – 

slow moving flows, and incorporation of bed particles at flow edges (Cobain 

et al., 2015). In the field of granular dynamics mechanisms such as axial 

size segregation, spontaneous stratification and percolation are well 

documented when mixed sizes of grains are in motion (Makse et al., 1998), 

but such approaches have not been applied to injectites. The segregation of 

different particle classes in fluidisation events is likely to be influential in the 

dynamics and evolution of fluidisation events.  

2.2 Geological studies of multiphase flows 

Sand injections have been documented in a wide range of sedimentary 

environments: glacial, lacustrine, deltaic, tidal, shallow marine, deep-water 

marine fans and turbidites (Jolly and Lonergan, 2002 and references 

therein). By comparing the literature documenting these structures, Jolly and 

Lonergan (2002) showed that these fluidisation structures appear 

significantly more frequently in deep-water marine channels and turbidites 

than in any other sedimentary environment, although no explanation for this 

was offered. Liquefaction and fluidisation are two related processes that are 

responsible for the formation of fluid escape structures (Mount, 1993). 

Liquefaction is the collapse of the grain structure in a bed due to the (rapid 

and temporary) increase in pore fluid pressure and subsequent loss of 

shear resistance. It is usually induced by cyclic loading of relatively high 

frequency (e.g., seismic tremors or machinery vibrations) (Craig, 2004). 

Fluidisation occurs when the drag forces on particles exceeds the 

submerged weight, and can occur during liquefaction processes or due to 
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flow through a bed from some underlying flow unit. Mount (1993) states that 

most water escape structures occur through cases of partial fluidisation 

(e.g., dish and pillar structures). Within a geological setting, full fluidisation 

results in complete disruption of the primary sedimentary structures (Duranti 

and Hurst, 2004). There are two types of fluidisation: particulate in which the 

suspension remains homogeneous, and aggregative in which 

heterogeneous instabilities are generated (Lowe, 1975; Roche et al., 2001). 

In particulate fluidisation, at very low velocities the bed is stable and pore-

fluid flow is governed by Darcy’s law. At slightly higher velocities, the bed 

expands smoothly, heterogeneities are negligible until the threshold 

minimum fluidisation velocity, 𝑢, is reached, at which point the entire bed 

becomes fluidised (Richardson, 1971, Roche et al., 2001). Particulate 

fluidisation is only possible in monodisperse or very weakly polydisperse 

materials when the density difference between particles is small 

(Richardson, 1971, Roche et al., 2001). Some instabilities result in 

channelling of the fluid phase and the formation of vertical pipes. Pipe 

stability is affected by the polydispersivity of the granular material and the 

minimum fluidisation velocity. Segregation of the granular material is 

common and enhances the stability of pipes. It is most effective when the 

ratio of the minimum fluidisation velocity of the coarse particles to that of the 

fine particles is greater than 2 (Richardson, 1971, Roche et al., 2001). 

All injectites are a result of the fluidisation of sediment (Jonk, 2010). For 

sediment to become fluidised, and hence remobilised, there must be a 

migrating interstitial fluid providing sufficient driving force (e.g., drag, lift) to 

overcome any forces resisting the movement of the particle (e.g., gravity, 

apparent cohesion or fluid-particle friction). The fluid is driven by a pressure 
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gradient caused by the over-pressuring of the pore fluid and its subsequent 

dissipation. The overpressuring is frequently ascribed to seismicity, rapid 

fluid migration into parent sands, rapid burial, or instability of overlying 

sediments (Cobain et al., 2015 and references therein). Cobain et al. (2015) 

suggested that these mechanisms for fluidisation remain relatively shallow 

and small scale, and that deeper, often larger scale, injections occur as a 

result of overpressuring due to fluid migration into a sealed sandstone body 

or compaction.  

The cohesive properties of the sediment are known to have an influence on 

the fracturing and initial formation of fluidisation structures (e.g Cosgrove, 

1995, 2001). More recently, blast test studies have demonstrated that 

sediments with cohesive properties are resistant to liquefaction and 

prohibited the formation of sand blows and volcanoes (Fontana et al., 2019). 

As such, this work focusses on cohesionless sediments that are more easily 

and predictably susceptible to fluidisation. Despite the resistance of cohesive 

sediments to fluidisation, it is suggested that once initial fracturing has 

occurred many of the flow processes associated with these structures can 

be expected to show similarities (Ross et al., 2011). 

As the vast majority of literature available on sand injectites is derived from 

outcrop studies and seismic data there are very few observations of the 

effects of changing the properties in the system on the fluidisation processes 

observed (Hurst et al., 2011; Cartwright and Santamarina, 2015). As a 

result, there is a lack of laboratory-derived evidence to provide a clear link 

between observed sediment qualities and the processes of fluidisation 

events, that in turn can provide analogue evidence for the processes inferred 
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from outcrop. These links can additionally be probed using numerical 

simulations to further constrain and expand the parameters tested in the 

laboratory. 

2.2.1 Injection Structures 

Hurst et al. (2011) provides a clear categorisation of the distinctive types of 

intrusion structures observed in geological settings (Figure 2-1). The 

intrusion features are commonly divided into four constructs: parent units; 

dykes; sills; and extrudites. Parent units (yellow arrows; Figure 2-1) are 

bodies of depositional sandstones that form an interconnected system of 

sandstones with sandstone intrusions. They often display features of post-

depositional sand and fluid mobilization. Sandstone dykes (red arrows; 

Figure 2-1) and sills (blue arrows; Figure 2-1) are intrusive structures that 

cross cut the host strata in the case of dykes and are generally concordant 

with the host strata in the case of sills. Dykes can take high or low angles to 

the host bedding and vary geometrically as linear pipes, bifurcating, bulbous 

and curved, tapering and planar (see Ross (2013) and references therein). 

Sills are generally tabular, although they may show some discordant 

bifurcating or stepped features relative to the host strata. Extrusive 

sandstones (or extrudites, green arrow; Figure 2-1) are where intrusive 

structures have vented sand onto the surface (e.g., the seafloor or Earth’s 

surface). Extrudites can vary vastly in size from sand extrusion sheets 

identified on seafloor basins, representing 10000 km2 (Løseth et al., 2012) to 

sand volcanoes (also known as boils, springs or blows; Guhman and 

Pederson, 1992; Quigley et al., 2013), representing centimetre to metre 

scales. 
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Large-scale architecture of injections is often identifiable in seismic datasets 

(Hurst et al., 2003; Huuse et al., 2004; Cartwright et al., 2008; Vigorito et al., 

2008; Szarawarska et al., 2010; Jackson et al., 2011). Some flow features, 

such as flow pathways, particle size sorting and segregation, and wall 

geometries are also identifiable in outcrop data sets (Ross et al., 2014; 

Cobain et al., 2015). However, the propagation direction and the dynamic 

Figure 2-1 An example sand injectite complex (light grey) based on outcrop and 
subsurface observations in host rock (dark grey). Remobilized parent 
sandstone units (yellow arrows); sandstone dikes (red arrows) and sills (blue 
arrows); irregular sandstone intrusions (orange arrow); sandstone extrudites 
(green arrow), overlaid by the sea floor typically unconsolidated sediments
(modified from Hurst et al., 2011).  
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properties of the flow during fluidisation pipe development are more difficult 

to determine and therefore more widely debated (Peterson, 1968; Taylor, 

1982; Obermeier, 1998; Duranti, 2007; Hubbard et al., 2007; Hurst et al., 

2011; Sherry et al., 2012; Ross et al., 2014; Cobain et al., 2015). Previous 

investigations have experimentally modelled fluidisation of layered beds 

(Nichols et al., 1994; Frey et al., 2009; Ross et al., 2011), whereby more 

permeable layers are alternated with a less permeable seal to create an 

overpressure in the bed. However, there have been no experimental 

observations specifically considering the flow dynamics of pipe formation 

and the resulting sedimentary structures, nor extrusion vents. 

2.2.2 Vertical Fluid Escape Structures 

Cartwright and Santamarina (2015) summarised the seismic studies that 

have clearly identified vertical or sub-vertical fluid escape pipes (associated 

with both injectites and extrudites) detected in three-dimensional seismic 

data. The published studies show that pipes range dramatically in size but 

that the detection of short pipes in this manner is limited by the vertical 

resolution of the data. The same restrictions apply when identifying pipe 

diameters as the smallest identified are at the lateral resolution minimum 

(i.e., a few tens of metres). Generally, the pipes were observed to have a 

circular or elliptical cross section, interpreted from the coherency, amplitude 

or dip in the seismic data (Gay et al., 2007, Moss and Cartwright, 2010; 

Andresen et al., 2011). Identifying the root zone may help to make 

inferences about the fluid composition in the fluid escape pipes. Commonly 

vertical pipes terminate at a surface pockmark, but many also terminate in 

convex upwards structures or paleo seafloor mounds, with some pipes 
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simply terminating upon meeting a surface that cannot be penetrated or 

deformed (Cartwright and Santamarina, 2015). 

2.3 Common Features and Inferences 

2.3.1 Grain Size and Distribution 

Roche et al. (2001) showed experimentally that vertical pipes are observed 

to be sorted vertically (as is observed in the industrial studies of fluidized 

beds) and, when unconfined, take the form of an upward flaring funnel. At 

higher velocities, the entire bed was shown to segregate vertically with larger 

particles remaining at lower elevations after fluidisation and fines migrating 

upwards. 

As well as the vertical migration of fines, fines are often observed to migrate 

radially outwards from the axis of fluid flow and are observed as "elutriation 

bands" or "haloes" interfingering the host strata (Hurst et al., 2011; Ravier et 

al., 2015). The migration of fines is often observed after emplacement and 

dewatering as a depletion of fines in the injection structure. Marchand et al. 

(2015) observed that the particle segregation and resulting fines content in 

the particle distribution directly effects the porosity and permeability of 

hydrocarbon reservoirs, directly affecting the productivity of the reservoir and 

the tendency to cause overpressuring, which could in turn cause triggering 

of fluidisation vents and rupture of the reservoir. The segregation of particles 

observed in injection structures can cause the fines depleted structures to 

act as high permeability conduits between strata, provide leakage pathways 

through hydrocarbon seals and facilitate pathways for gas migration thereby 

hindering carbon sequestration (Cartwright and Santamarina, 2015). 
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2.3.2 Grain Orientation 

For non-spherical sediments or particles, grain orientation can have a 

significant effect on the permeability of the injected rock. Sherry et al. (2012) 

observed laminations (segregated layers of particle classes) in outcrop 

proposed to be solely due to grain orientation-related permeability 

differences. At grain scale, the only observable differences between the 

clearly identifiable laminations were the grain orientations of the long axis of 

the grains. It was suggested that the alignment of the grains was altered 

after the termination of fluidisation and caused a feedback loop where higher 

permeability channels allowed more pore-water percolation, further aligning 

the grains in these regions to allow better fluid flow. Diggs (2007) also 

observed preferential grain alignment with the inferred direction of fluid flow 

and attributed this to a laminar flow regime causing traction at the walls. 

Ravier et al. (2015) observed both clasts and grains showing preferential 

alignment with the direction of fluid flow and also interpreted this as evidence 

for long periods of traction during injection. Hurst et al. (2011) states that 

there is scant coverage of observations of grain-alignment in the literature 

and that there is no unequivocal evidence that grain alignment is indicative 

of any particular flow regime, with evidence proposed for both laminar and 

turbulent cases. It remains that the factors that develop or inhibit grain 

alignment during injection are not well understood and in-situ observation of 

the development of grain alignment features, either experimentally or 

numerically, would greatly contribute to the understanding of the micro-

structures observed in outcrop. 
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2.3.3 Laminae and Banding 

Laminae and banding have been observed in outcrop studies of injectites 

(Hubbard et al., 2007; van der Meer et al., 2009; Scott et al., 2009; Sherry et 

al., 2012; Ross et al., 2014) and reproduced experimentally (Ross et al., 

2011). Laminae and banding structures are distinct layers of segregated 

particle classes. They are frequently observed to run parallel or sub-parallel 

to the margins of the injectite and can be identified by sharp boundaries  

between distinct microstructure features of the lamination (such as grain size 

or alignment, or presence and concentration of clay size particles). However, 

the interpretation of the cause of laminations and banding are wide and 

varied. From outcrop studies, the mechanisms of segregation leading to 

laminations have been ascribed to multiple episodes of injection (Diggs, 

2007; Scott et al., 2009), migration of clay-sized  

particles (Ross et al., 2014), waning flow velocities (Scott et al., 2009) and 

differing viscosities of carrier fluids (Sherry et al., 2012). Experimentally, 

laminations have been observed to result from the movement of a dynamic 

injectite, recording the path and advancement of the fluidised sediments 

(Ross et al., 2011). Jonk (2010), however, suggests that most injectites are 

devoid of sedimentary structures associated with the transport and 

settlement of high-concentration geological flows and that most laminations 

observed in outcrop are related to processes occurring after the cessation  

of the flow. Sherry et al. (2012) observe that the extent of the laminations in 

the Yellow Bank Creek complex are exacerbated by such processes in a 

feedback loop between small permeability differences and grain alignment 

during the de-watering process. Determining the mechanism for the 

segregation of particle classes leading to the formation of laminae and 
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banding is important as the interpretations imply very different flow regimes 

(Hurst et al., 2011). Laminae have been ascribed to flows with very different 

rheological characteristics and driven by different processes and without 

more extensive experimental observations of the laminae formation the 

origins and influences remain poorly constrained. 

2.4 Fluidisation Pipes and their formation 

2.4.1 Initialisation of Water-Escape Structures 

To mobilise a sediment particle, the driving forces provided by the migrating 

fluid must exceed the resistive forces acting on the particle. In the ideal case 

of monodisperse spheres, this requires only one minimum fluidisation 

velocity, 𝑢, and the transition to fluidisation is abrupt. In practice, the 

transition to fluidisation is gradual and is termed “incipient fluidisation". 

Incipient fluidisation occurs through the variability in particulate properties 

observed both in the field and in laboratory experiments. Nevertheless, the 

minimum fluidisation velocity of a single particle can be approximated by 

(Richardson and Zaki, 1954; Gibilaro, 2001; Jonk, 2010): 

𝑢 = 𝐾൫𝜌 − 𝜌൯𝑑ଶ𝑔/𝜇 for the viscous flow regime, 𝑅𝑒 ~ 1  (2.1) 

𝑢 = 𝐾ට൫𝜌 − 𝜌൯𝑑𝑔/𝜌 
For the inertial flow regime 𝑅𝑒 > ~1000 (2.2) 

where 𝑅𝑒 is the Reynolds number (defined in section 2.5.1) 𝜌 and 𝜌 are 

the density of the sediment particle and the fluid respectively, 𝑑 is the 

particle diameter, 𝑔 is the acceleration due to gravity, µ is the dynamic 

viscosity of the carrier fluid and 𝐾 is a constant incorporating other properties 

of the suspended phase including the drag coefficient of the particles.  
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There is extensive literature investigating the effects of fines on the 

behaviour of soil samples under loading but this research is limited to triaxial 

stress tests and geotechnical properties such as shear strength and 

porewater pressure (Lade and Yamamuro 1997; Yamamuro and Lade, 

1999; Chien et al., 2002;Ozener et al., 2009; Wand and Wang, 2010; Monkul 

and Yamamuro, 2011). Such tests measure deformation and pore water 

pressures under quasi steady loadings. However, fluidisation and 

liquefaction are dynamic processes. Yamamuro and Lade (1999) tested 

natural sands for their liquefaction potential and showed that there was a 

strong positive correlation between fines content (silts) and liquefaction 

potential. Further, it was concluded that neither void ratio nor density of sand 

should be used as an indicator of liquefaction potential. Nevertheless, at 

present evidence for the role of fines in liquefaction and fluidisation is limited 

and there is scope to investigate the effects of fines and the validity of the 

established equations in the context of initiation of fluidisation. 

2.4.2 Propagation and Stability Controls 

Cobain et al. (2015) provide a diagrammatic representation (Figure 2-2) of 

the interaction of a propagating injection with the host strata, in this case, 

mudstone. Figure 2-2 shows that a propagating injection continually interacts 

with the host strata to determine the structure and development of the 

injection. It is expected that propagation controls also vary with the 

material of the host strata and observations of propagation in a sand bed will 

differ from those in mudstone due to the lack of tensile strength in a sand 

body. In a mudstone body, the propagation of the injection advances as long 

as the hydraulic pressure gradient exceeds the tensile strength of the 

fracture (Davies et al., 2012). In cohesionless sediment there is no tensile 



- 23 - 

strength and so the propagation of the injection persists as long as the 

hydraulic pressure gradient persists and fluid velocity exceeds the minimum 

settling velocity of the sediment. This leads to rapid rupturing processes in 

cohesionless sediments (Ross et al., 2011). Ross et al. (2011) showed 

experimentally that, for sand extrusions in cohesionless sediments, pipes 

can take a variety of distinct morphologies: (i) vertical and narrow; (ii) vertical 

and wide; (iii) a funnel shape that widens towards the top; (iv) subvertical; (v) 

sinuous showing a dyke and sill, or stepped morphology; or (vi) a poorly 

defined, yet wide, zone of fluidized sediment. It was observed that once 

venting had occurred the flowrate in the pipe increased significantly. Further, 

the morphology obtained during fluidisation is not fixed and may transition 

from one form to the other throughout fluidisation. Some pipes were seen to 

migrate, leaving extensive areas of structureless sediment behind them. 

Ross et al. (2011) also observed that the pipe walls were often lined with 

fines, an observation made in outcrop by Mount (1993). Mount (1993) 

asserted that the stability of pipe walls is increased by the elutriation of fines 

radially out from the fluidised zone. It is suggested that when finer particles 

migrate away from the centre of the fluidisation zone and into the 

surrounding bed the porosity in these regions is reduced, reducing flow 

leaking out of the pipe and thus intensifying the flow within the pipe and 

sustaining the fluidisation process.  
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2.4.3 Termination of Fluidisation Pipes 

Best (1989) identified examples of fluidisation pipes terminating both before 

and after the injection was vented. Since fluidisation is driven by a hydraulic 

pressure gradient, it follows that the termination of an intrusion occurs when 

this gradient is dissipated. Best (1989) suggested a possible mechanism for 

the cessation of fluidisation is the local variation of the minimum fluidisation 

velocity caused by deviations in grain properties of the bed or indeed 

through the venting of the pressure as a sand volcano. Further, the 

dissipation of the gradient is inherently linked to the triggering mechanism; a 

sudden stop in the driving pressure will indicate the impending termination of 

Figure 2-2 Interactions of propagating injections with heterogeneities in host strata 
(reproduced from Cobain et al., 2015) 
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the injection. Jonk (2010) proposed that this sudden dissipation of the fluid-

pressure contributes to the observable structure of sand-injectites in outcrop. 

As the pressure-drop reduces below the effective stress of the fracture it is 

asserted that the fracture walls contract, effectively freezing the grains of the 

fluidised area in place and providing a frictional force, preventing further 

particle migration. 

2.5 Flow Regimes during Injection 

2.5.1 Classical approaches  

Fully laminar flow conditions are characterised by a stable and predictable 

system where at any point in space the velocity of the fluid remains the 

same over time. Within a laminar system, instabilities can arise, seemingly 

spontaneously, causing the flow to become unsteady and to display chaotic 

features, sensitive to the system conditions, that propagate over time and 

space (Tritton, 2012). 

Turbulent flow conditions are characterised by the chaotic advection of 

kinetic energy through rapid and irregular fluctuations of velocity in space 

and time (Tritton, 2012). In order to determine when dynamically similar 

systems can be expected, the Reynolds number is used to quantify the 

influence of the governing parameters and the characteristics of the flow that 

can be expected for that system. The Reynolds number is defined as: 

𝑅𝑒 =  
𝑈𝑙

𝜐
 

(2.3) 

where 𝑈 and 𝑙 are typical length and velocity scales of the system and 𝜐 is 

the kinematic viscosity (𝜐 =  µ𝜌). It is important to note that there are no time 

scales included in the determination of dynamical similarity through a 
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Reynolds number approach as steady imposed conditions are assumed; any 

resulting unsteadiness in the system is related to the length and time scales 

therein and is not independent. This approach also assumes geometrical 

similarity between the systems to be compared. Generally speaking, flow is 

fully laminar only at very low Reynolds numbers and can begin to 

display instabilities as a result of the system conditions as low as 𝑅𝑒 ≈  40, 

with more frequent instabilities and transitional regimes observed at around 

𝑅𝑒 ≈  400. Fully turbulent conditions can be expected from 𝑅𝑒 ≈  2000 

(Tritton, 2012). 

The classification of dynamical similarity is not absolutely determined by the 

Reynolds number if there are other influencing factors within the system. For 

example, convection problems must consider temperature fluxes and may 

not have a characteristic system velocity and so the Rayleigh number is a 

more appropriate measure of dynamical similarity. Injectites are known to be 

systems driven by pressure gradients (Hurst et al., 2011), a parameter that 

drives the fluid velocity of the system; temperature variations in the system 

are considered negligible. However, injectite systems contain density 

differences between the solid and liquid phases and this must therefore be 

accounted for in the consideration of dynamical similarity. 

The Archimedes number characterises the fluid flow due to density 

differences and is calculated as: 

𝐴𝑟 =
𝑑

ଷ𝜌(𝜌 − 𝜌)𝑔

𝜇
ଶ  

(2.4) 

where 𝑑 represents the particle diameter, 𝜌 and 𝜌௦ the density of the fluid 

and the sediment particles respectively, 𝑔 represents the acceleration due to 

gravity and µ represents the dynamic viscosity (Di Felice, 2010). 
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The fluid dynamics of systems with 𝐴𝑟 <  10 is dominated by viscous forces 

characterising the laminar flow regime, whereas systems with 𝐴𝑟 >  105 are 

dominated by inertial forces (turbulent flow regime) (Di Felice, 2010). The 

minimum fluidisation condition of the suspension is shown graphically as a 

function of the terminal (or particle) Reynolds number and the Archimedes 

number in Figure 2-3. For systems falling below the dashed line, the system 

cannot suspend the particles and fluid flow is termed "seepage". For 

systems between the two lines, the flow is a suspension and for systems 

above the black line, the drag force on particles exceeds the particle weight, 

which is only possible in fully confined systems.  

 

2.5.2 Alternative flow regime categorisation 

The mechanical behaviour of the fluidisation of granular materials applies to 

both industrial and geophysical processes (Rigord et al., 2005). Fluidised 

Figure 2-2 Minimum fluidization and terminal Reynolds number as a function of 
Archimedes number (reproduced from Di Felice, 2010).  
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bed studies have identified three flow regimes for localised flow through a 

bed that are not categorised by dimensionless numbers (Zoueshtiagh and 

Merlen, 2007; Philippe and Badiane, 2013; Mena et al., 2017): static flow 

through the bed (also known as Darcian flow), the cavity regime, and the 

chimney regime. The static regime is well categorised in all contexts and 

represents the case where the fluid passes through a bed without exerting 

sufficient drag force on the particles to cause their entrainment into the flow. 

Bed flow is governed by Darcy’s equation and the bed behaves as a 

saturated porous medium. The Darcy regime, as defined by Zoueshtiagh 

and Merlen (2007), allows for some dilation of the bed at the onset of fluid 

flow but no further particle movement. The other two regimes represent the 

cases where the fluid flow through the bed exerts sufficient drag force to 

cause particle motion. The cavity regime exists only for a very narrow range 

of fluid discharges (Zoueshtiagh and Merlen, 2007; Philippe and Badiane, 

2013; Mena et al., 2017). It occurs when the drag force exerted on the bed 

particles is sufficient to cause fluidisation and expansion of some of the bed 

but dissipates with bed height so that the bed does not become fluidised to 

the surface; there exists a fluidised region overlain by a static bed governed 

by Darcian flow. The chimney regime comprises the case of bed fluidisation 

where a central chimney forms over the inlet, carrying particles up through 

the bed to the surface where they then move outwards and away from the 

central jet to settle out. 
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2.6 Governing parameters and range of scales in injectite 
systems 

Injectites are formed from the fluidisation of sediment particles in water. It is 

this interaction between the solid and liquid phases that drives the 

complexity in accurately confining the flow regime when compared to a 

homogeneous fluid. Further complexity is added from the polydispersivity of 

particles, varying densities and shape factors contained within the sediment 

class. As a result, the system must be simplified and characteristic 

parameters are often chosen that approximate the system as accurately as 

is reasonable.  

2.6.1 Length Scales 

The two prevailing sources of injectite data are incidences of fluidisation 

pipes and extrudites in outcrop and identification from seismic data. 

Summaries of the published data are provided by Cartwright and 

Santamarina (2015) and Hurst et al. (2011) and are reproduced in Figures 

2-4, 2-5 and 2-6. Typically, the most appropriate length scale to use in 

determining the flow regime is the cross-sectional diameter of the conduit 

through which the flow is moving (Tritton, 2012), which is the pipe diameter 

for fluidisation pipes. Fluidisation pipes are shown in Figure 2-5 to have been 

identified at length scales of centimetres up to tens of metres and at seismic 

scales (Figure 2-4) from tens of metres to hundreds of metres, thus 

demonstrating that geological fluidisation features can span at least three 

orders of magnitude. 

Using the pipe cross-sectional diameter is relatively simple in slowly varying 

pipe structures but extrudites often do not demonstrate a regular cylindrical 

structure and often display conical or domed structures (Figure 2-6). Further, 
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the use of a fixed length scale in this manner does not account for the 

geometrical development of the system over time, which will be influenced 

by the flow regime of the system. For some systems, the result of such 

changes will be negligible as the flow regime will remain the same 

throughout the system and for the duration of the intrusion, however it is 

important to consider these points as they contradict the assumptions upon 

which the principles of assessing dynamical similarity are based. This has 

the implication that for other systems the flow regime may vary within the 

geometry and possibly over time.  

2.6.2 Viscosity 

For many fluids, the dynamic viscosity is not a constant but is a function of 

the shear rate. For dilute suspensions, the effect of the presence of particles 

is well established in the equations of Einstein (1905) for dilute suspensions 

and Batchelor and Green (1972) for extensional flows. The Einstein equation 

neglects the influence of other particles and defines the viscosity of the 

suspension as: 

 𝜈௦ = 𝜈(1 +
ହ

ଶ
𝜙) (2.5) 

where the subscripts 𝑠 and 𝑓 represent the suspension and the fluid 

respectively and 𝜙 remains the particle fraction or concentration. Batchelor 

and Green (1972) account for the presence of a higher fraction of particles 

by including higher order terms in 𝜙. This introduces significant errors when 

𝜙 is not appropriately constrained. There are no analytical solutions to the 

problem of high concentration flows. An averaging approach, assuming the 

effect of all the particles in the suspension is the sum of adding all the 

particles sequentially, has been applied by Ball and Richmond (1980) and 
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gives an equation effectively identical to the Kreiger-Doherty equation when 

accounting for particle shape: 

𝜈௦ = 𝜈(1 − 𝜙 𝜙௫⁄ )ି[ఔ]థೌೣ  (2.6) 

where the subscript 𝑚𝑎𝑥 denotes the maximum packing fraction and [𝜈] is 

the intrinsic viscosity of the particle, taken as 2.5 for a single smooth sphere. 

By assuming a pseudo-fluid approach, where the carrier fluid and the 

smaller particle class are treated as a single fluid with augmented properties, 

equation 2.6 can be used to predict the viscosity of a binary suspension: 

 𝜈௦ = 𝜈(1 − 𝜙 𝜙௫,ଵ⁄ )ି[ఔ]థೌೣ,భ(1 − 𝜙 𝜙௫,ଶ⁄ )ି[ఔ]థೌೣ,మ (2.7) 

 

 

 

 Figure 2-4 Table adapted from Cartwright and Santamarina (2015) showing the 
published literature on fluidisation pipes identified from seismic data. 

Figur552-3 Table reproduced from (Hurst et al., 2011) summarising the published 
literature on fluidisation pipes identified at outcrop. 

Figure 2-5 Table reproduced from Hurst et al. (2011) summarising the published 
literature on fluidisation pipes identified at outcrop. 
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where the subscripts 1 and 2 differentiate between the two classes of 

particulate. 

Polydisperse suspensions are more challenging as the effectiveness of 

equation 2.7 is limited by the need to appropriately evaluate the maximum 

packing fraction for each particle size class (Stickel and Powell, 2005). 

Therefore, effectively constraining the viscosity of the fluidising suspension 

during injections is next to impossible due to the need to account for the 

properties of all of the particle classes present and their respective 

concentrations within the suspension. The elutriation of particles from the 

system and the migration patterns of particles of different sizes and shapes 

indicate that the concentrations are also temporally and spatially dependent 

so the viscosity at the start of injection is almost certainly different to the 

viscosity at a later time. The challenge of defining a representative viscosity 

for geological settings is a contributing factor to the lack of agreement within 

the literature around the flow regimes that occur in injectites.  

Figure 2-4 Table reproduced from (Hurst et al., 2011) summarising the published 
literature on extrudites from outcrop. 
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2.6.3 Velocity 

Defining a characteristic velocity of the system poses yet more challenges 

since systems are often interpreted from outcrop data (post-event) or 

seismic data (largely consisting only of length scale data). A common 

approach defines the characteristic velocity as the minimum fluidisation 

velocity necessary to fluidise the largest particle observed in the system. The 

minimum fluidisation velocity of a single particle can be approximated by 

equations 2.1 and 2.2 (Richardson and Zaki, 1954; Gibilaro, 2001; Jonk, 

2010). For the inertial flow regime, the minimum fluidisation velocity is 

independent of the suspension rheology and dependent only on the density 

of the fluid and the particle properties. However, the fluid viscosity must also 

be well defined for the laminar and transitional flow regimes when viscous 

forces are important.  

2.7 Application of the discussed approaches 

2.7.1 Varying the viscosity as a function of concentration across 
multiple length scales 

By using a pseudofluid approach, Reynolds numbers have been calculated 

for a range of particle concentrations (Figure 2-7). The calculations have 

assumed a monodisperse suspension of 0.4 mm particles at a range of 

concentrations from 0.15 to 0.54 and the viscosity calculated using equation 

2.6. The exponent taken as −1.5, as derived empirically by (Ferreira and Diz, 

1999). The characteristic velocity was chosen to be the minimum fluidisation 

velocity calculated using equation 2.2, taking 𝐾 =
ସ

ଷ
 and the drag 

coefficient 𝐶ௗ  =  0.5, which is appropriate for rough spheres (Sherry et al., 

2012). The resulting Reynolds number-concentration curves show that for 
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large scale pipe structures the flow is always turbulent, yet at metre scale 

the flow regime is laminar above 𝜙 = 0.35. For the exact same suspension 

moving at the same characteristic velocity, this does not seem logical, 

particularly as the packing limit is approached. Using the suspension theory 

approach for the same suspension gives an Archimedes number of 𝐴𝑟 = 103 

and particle Reynolds numbers as shown in Figure 2-8. Plotting these values 

on Figure 2-3 shows that the suspension is expected to be static at higher 

concentrations, and the fluid motion would occur as 

seepage through the stationary bed (Figure 2-9). Since the Archimedes 

number is less than 105, the system is expected to always be in the laminar 

flow regime (Di Felice, 2010). Once again, this is not an appropriate 

prediction of the system dynamics since, for an injectite system, density 

differences do not drive the flow dynamics, although they will significantly 

affect it. The driving mechanism is the pressure difference exerted on the 

fluid, which in turn exerts a drag force on the suspended particles. 

Therefore, Reynolds number must also be considered when determining if 

the flow can be expected to be turbulent since the velocity term that 

encompasses the driving pressure. However, the values of particle Reynolds 

number at which each regime is well established have not been determined 

in the published literature.  
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Figure 2-5 Examples for Reynolds number calculation using a range of conduit widths 
(L) and concentrations (𝜙) for a monodisperse suspension made up of 𝒅𝒑 = 0.4 
mm, 𝒖𝒎𝒇 calculated using equation 2.2, 𝑲 = 𝟒/(𝟑𝑪𝒅 ) as applied by (Sherry et al., 
2012) and taking the drag co-effcient as 𝑪𝒅 = 0.5 for a rough sphere. Dotted line 
shows the transition to turbulence at 𝑹𝒆 ~ 4000 
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Figure 2-7 Concentrations (𝜙) for a monodisperse suspension made up of 𝒅𝒑 = 0.4 mm, 𝒖𝒎𝒇 

calculated using equation 2.2, 𝑲 = 𝟒/(𝟑𝑪𝒅 )as applied by (Sherry et al., 2012) and taking 
the drag co-effcient as 𝑪𝒅 = 0.5 for a rough sphere. 

Figure 2-6 Plot showing the range of values expected for the example suspension 
using a suspension theory approach. Blue line represents range of 𝑹𝒆𝒑 values 
obtained by varying the concentration 𝜙 and augmenting the suspension 
viscosity as before. The sediment is expected to be fluidised at 𝜙 < 0.4, for 
higher concentrations the bed is stationary. 
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2.8 Implications for Injectites 

Categorising dynamically similar systems is rarely attempted in the 

geological literature and is generally attempted using the assumption that 

suspensions can be treated as pseudofluids and through the calculation of 

the Reynolds number. The use of a pseudofluid assumes that all of the 

multiphase dynamics can be approximated with the use of an augmented 

viscosity. Although this rheological approach is often used in the fluidised 

beds literature (Di Felice, 2007), this applies to small scale laboratory 

experiments and unequivocally contains empirical assumptions relying 

heavily on small scale experimental data. It is therefore questionable 

whether such an approach is suitable for field-scale injectites. Further 

consideration should be given to the choice of the length scale when using 

this approach, as demonstrated in section 2.7.1. Clearly, at a certain system 

scale the pipe diameter is no longer the appropriate length scale to 

represent the flow dynamics of the system. The use of a particle Reynolds 

number and the Archimedes number considers the system at particle level 

and therefore is more appropriate in the determination of local scale 

dynamics. However, both the Reynolds number and the Archimedes number 

assume that an augmented viscosity can represent particle-fluid and 

particle-particle interactions, which still requires investigation. Although the 

augmented viscosity has been shown to be a reasonable approximation in 

some experimental work, it is used much more broadly than is suitable. 

Moreover, due to the nature of the Kreiger-Doherty equation (Equation 2.6), 

often the approximations for the particle properties contained in the 
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exponent are derived in unrepresentative experimental systems and used to 

circumvent the derivation of the rheological properties of the system at hand. 

The analysis of the rheological properties of geological flows is non-existent 

and without this this approach cannot be shown to accurately reflect the 

dynamics of the system. Di Felice (2010) asserts that the use of an 

Archimedes number fully characterises the flow dynamics in geological 

suspensions and states that flows with 𝐴𝑟 > 105 are turbulent and 

flows with 𝐴𝑟 < 10 are fully laminar. In reviewing the Archimedes equation, it 

is clear that the Archimedes number alone cannot possibly determine the 

flow regime as injectites are pressure driven systems and the Archimedes 

number has no factor containing this property of the system. Although this is 

well known to be appropriate for buoyancy driven-systems, density 

differences between phases will certainly influence the flow dynamics during 

injection but cannot determine the system dynamics. Both approaches make 

the assumption that a choice of velocity scale is suitable for determining the 

system properties however velocity can be highly variable across the 

system.  

Figure 2-10 shows the common conical shape typical of extrusive systems 

where velocities will be significantly higher at the pipe inlet and much 

reduced at the vent and across the radial cross section of the vent. Flow 

rate would provide a more suitable characterisation for specific points within 

the system as this could account for the geometric variation. However using 

the flow rate does assume that flow rate is a conserved property of the 

system which will not be the case for systems in porous host strata.  
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Cartwright and Santamarina (2015) acknowledged that the flow regime 

is highly dependent on the composition of the injecting fluid but noted that 

the identification of the root zone in seismic data is difficult because of the 

loss of imaging accuracy with depth. Also, the identification of unambiguous 

feeder structures is rare. However, some studies do find this data and, in 

these cases, more accurate assumptions can be made about the 

fluid properties in the fluid escape structure. Outcrop data is yet more 

challenging as, although particle properties can be well defined for the 

analysis section, the whole system has been dewatered. Concentration data, 

and therefore importance of particle-particle interactions, cannot then be 

inferred.  

Outcrop data also makes use of deformation features to determine if the flow 

regime was likely to be turbulent and erosive or laminar and traction based. 
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Reynolds number calculations based on the fall velocity of the largest clasts 

observed have been used to determine turbulent flow regimes (Scott et al., 

2009; Sherry et al., 2012; Ross et al., 2014; Cobain et al., 2015) and erosive 

features also suggested to indicate turbulent regimes (Cobain et al. (2015) 

and references therein). Laminations have been interpreted as in favour of 

both regimes (Hurst et al., 2011). Diggs (2007) suggests grain alignment at 

the walls of clastic dykes is indicative of a traction-based system and 

therefore a laminar process of injection. This approach often leads to 

much debate about the flow regimes involved during injection and 

much further investigation of active flow dynamics is needed. 

2.9 Scaling in Experiments 

Classical scaling analysis suggests that for an experimental model to be 

considered successful, it should be geometrically, kinematically and 

dynamically similar to its natural prototype (Hubbert, 1937; Rodrigues et al., 

2009). Geometrical similarity means that corresponding lengths are 

proportional and kinematic similarity means that corresponding time intervals 

are proportional (Rodrigues et al., 2009). As discussed in Section 2.5.1 

dynamical similarity means that forces at corresponding points should have 

the same direction and proportional magnitude. The proper scaling of 

experiments is widely acknowledged to be near impossible in most 

experimental arrangements (Hubert 1937; Peakall et al., 1996; Rodrigues et 

al., 2009; Mourgues et al., 2012) The power of such scaling (if achieved) is 

that any measurement taken from a perfectly scaled experiment could then 

be converted to that of the natural analogue by means of an algebraic 

transformation (Paola et al., 2009). However, using scaled experiments to 
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predict measurements in the natural analogue is not the only benefit of 

experimental models. Despite, most experiments not being dynamic scale 

models, they appear to capture the essence of many important processes in 

natural systems, this is termed “unreasonable effectiveness” by Paola et al. 

(2009).  

In order to successfully represent natural processes and mechanisms 

through an experimental analogue it is necessary in the design of the 

experimental arrangement to consider the processes which are to be 

observed and their relevant scales (Mourgues et al., 2012). Some qualities 

of the prototype and the natural event are scale invariant – such as sediment 

properties (density, particle size etc.) and the fluidising medium. As a result 

the minimum fluidisation velocity of a single particle is invariant across 

scales. There is however, a kinematic difference between the model and the 

natural event. Due to the difference in modelled and natural bed depths, the 

depth of the bed influences the fluid dissipation rates, any fluid seepage 

through the bed and the resistance of the bed to fluid flow. These properties 

then directly influence the pressure build up required to initiate a fluidisation 

event and also the temporal evolution of the fluidised flow through the bed. 

Experimental models are known to greatly speed up process times in 

comparison to large scale systems, for many variables (Peakall et al., 1996, 

Paola et al., 2009) due to the differing length scales. Figure 9.7 of Peakall et 

al. (1996) demonstrates that some variables may be faster in the model than 

in the prototype, examples from their analysed fluvial models being sediment 

transport and vertical erosion, whereas other quantities such as fall velocity 

and grain motion during saltation were shown to be slower in the models 
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than the prototype. This has the impact that the morphology observed in the 

models may be distorted in comparison to the natural analogue.  It is also of 

note that natural events tend to be intermittent while experiments, by their 

nature, are more tightly controlled and often reach a steady state quickly 

which is not likely to happen in a natural event (Paola et al., 2009). 

Therefore, different scales are likely to influence the different processes and 

mechanisms observed in experimental fluidisation events and as such the 

interpretation of observed measurements, particularly temporal 

measurements and results and resulting morphologies, should be carefully 

considered.  

2.10  Conclusions 

It is likely that a range of dynamical regimes occur across injectite systems 

and, in some cases, within the same system. It is the exact properties of the 

system that determine the dynamical properties of the flow and the resulting 

geological features after cessation. Classical approaches to dynamical 

similarity make use of many assumptions that are simply not valid for high 

concentration geological flows. Existing alternative approaches also use 

classification systems that consider the whole fluidisation event and do not 

capture the likely spatial and temporal variability within events. The 

approaches used are sensitive to changes in concentration and the resulting 

rheology of injection, which can vary temporally and spatially. Significantly 

more information is needed about the velocity and concentration properties 

of geological flows if these approaches are to continue to be the standard 

approach, or alternative methods of classification derived that accurately 

constrain injection systems. 
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3 Quantitative analysis of the influence of porosity and 
permeability on flow fields and injectite dynamics in 

bidisperse sediment beds  

3.1  Introduction 

Most of the known characteristics, in terms of large-scale morphology, of 

sand extrusions and fluidisation pipes have been inferred from high 

resolution seismic datasets (Cartwright and Santamarina, 2015). However, 

seismic reflection data rarely capture small-scale sedimentary structures and 

tend not to resolve steep features such as fluidisation pipes (Briedis et al., 

2007; Cobain et al., 2020). Furthermore, geometry is often poorly 

constrained when structures are of the order of the spatial resolution limits of 

seismic reflection data (Hurst et al., 2011). Nevertheless, analysis of seismic 

data suggests some common characteristics of fluidisation pipes (Table 3-1). 

Especially helpful are cases where: i) the root zone is identified, indicating 

the triggering mechanism; ii) where fluidisation pipes are large enough to be 

identified, the clustering of pipes or exclusion zones between pipes 

indicating shared fluid sources or drained root zones respectively, iii) large 

pockmark features indicate explosive or rapid events; or iv) diffuse 

terminations are present which are suggested as indicators of a sedimentary 

collapse or dissipation of flow where highly permeable layers are present 

(Table 3-1, taken from Cartwright and Santamarina, 2015). However, 

beyond these “indicators” of broader characteristics, seismic datasets are 

unable to provide detailed characteristics of the beds, the particle size, type 

and distribution within the pipe nor of the transporting fluid.  
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Table 3-1 Observed characteristics of fluidisation pipes from seismic datasets and 
their implication for fluidisation pipe genesis (modified from Cartwright and 
Santamarina, 2015) 

Observed Characteristics Implication for pipe genesis 

Formation in layered, clay-dominated sedimentary 
basins 

Low vertical hydraulic conductivity 

Either single-time formation event or episodic 
formation 

Sustained overpressure generation and sporadic release 
events 

Decisive vertical orientation Gravi-tropic guided formation mechanisms 

May exhibit pronounced 10:1 slenderness Length-persistent formation mechanism 

Often linked to high-pressure root zones, 
sometimes related to gas accumulation 

Fluid driven mechanisms 

Apparent exclusion distance between neighbouring 
pipes 

Drained root zone 

Some pipes form above collapse structures Not fluid driven 

Possible regional clustering Shared formation mechanism 

Alignment may reflect subsurface features Associated to fluid flow conduits or local strains that favour 
pipe nucleation 

Termination may take place at pockmarks or 
mounds on the seafloor or at similar palaeo-
features within the sediment 

Vigorous fluid flow and sediment erosion/transport 

Diffuse termination within the sediment Pipe genesis associated to a deep cavity collapse at the 
root zone, or a fluid-driven pipe formation that gradually 
dissipates into a highly permeable layers and can no longer 
sustain pipe growth 

The structure of the host sediment may be 
preserved -at least in large pipes- 

Fluid driven mixing is not enough to eradicate the 
sedimentation structure or formation does not involve high 
fluid flux 

Intermediate layers may be missing within pipes Selective fluid-driven removal 

 

Similarly, outcrop examples are scarce and often discontinuous or small in 

comparison to field-scale events (Hurst et al., 2011). Further, interpretations 

of those examples offer both the laminar (Dott, 1966; Peterson, 1968; 

Taylor, 1982; Sturkell and Ormö, 1997) and turbulent (Duranti and Mazzini, 

2005; Obermeier et al., 2005; Hubbard et al., 2007; Scott et al., 2009) flow 

regimes as potential explanations for observed characteristics, with some 

characteristics offered as evidence for both regimes (e.g., the contrasting 

interpretations of grain-size variation in sandstone dikes; Hurst et al., 2011). 

Early research cited normal grading in the walls of clastic dikes as evidence 
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of a laminar flow regime because of the presence of graded layering 

(Peterson, 1968), but more recent research has cited normal grading as 

evidence of fluid turbulence during sand injection (Hubbard et al., 2007). 

Some studies have attempted to use the Reynolds number, parameterised 

using velocities estimated based on the largest transported particles, to 

identify the likely flow regime and resolve this apparent dichotomy (Scott et 

al., 2009; Ross et al., 2014) however such approaches rely on the estimation 

of the flow concentration which is largely unknown. Aside from the question 

of whether the formative flow was indeed laminar or turbulent, additional 

processes inferred from outcrop evidence of fluidisation events remain 

unresolved, such as the cause of size segregation of fluidised particles and 

the movement of larger clasts through pipe systems towards the walls, with 

inertial lateral migration and local incorporation of the clasts being suggested 

as explanations (Segré and Silberberg, 1962a,b; Hogg, 1994; Macdonald 

and Flecker, 2007; Hurst et al., 2011; Cobain et al., 2015).  

Physical modelling offers the opportunity to further investigate flow 

processes and is able to shed light on characteristic behaviours of 

fluidisation events (Mörz et al., 2007; Zoueshtiagh and Merlen, 2007; 

Rodrigues et al., 2009; Ross et al., 2011; Philippe and Badiane, 2013; 

Philippe et al., 2017). Multiple experimental methodologies have been used 

to address the problem of visibility in high concentration systems: quasi-two 

dimensional configurations (e.g., Nichols et al., 1994; Nichols, 1995); three-

dimensional configurations with views at the surface and wall interface (Mörz 

et al., 2007; Zoueshtiagh and Merlen, 2007; Rodrigues et al., 2009; Ross et 

al., 2011); and three-dimensional configurations using newer experimental 

technologies such as refractive index-matched fluids and particles to aid 
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visibility (Philippe and Badiane, 2013; Mena et al., 2018). Previous 

experimental work can further be subdivided by the type of sediment used: 

monodisperse studies have provided a simple insight into basic fluidisation 

processes (Mörz et al., 2007; Philippe and Badiane, 2013; Mena et al., 

2017), while layered bi-disperse approaches have modelled “seal” failure 

and observed some segregation phenomena (Nermoen et al., 2010; Ross et 

al., 2011). Here, for the first time, the influence of a homogenous bi-disperse 

bed on fluidisation processes is assessed in order to understand the role of 

more realistic sediment and porosity variations on injectite dynamics and 

morphology. Furthermore, quantitative data of the flow fields are collected 

and integrated alongside observations of segregation and morphodynamics.  

This chapter will consider the velocity characteristics measured across 

laminar and turbulent fluidising conditions and high and low porosity 

systems, varied by changing the mixture of particles forming the bed. During 

the experiments reported herein, bi-disperse beds were locally fluidised 

while high speed imaging was used to capture observations of particle 

segregation behaviours and processes and to enable the extraction of high-

resolution Particle Image Velocimetry-derived velocity fields. These velocity 

fields are interrogated to draw conclusions about the turbulence 

characteristics that could be present in field fluidisation events. Section 4.2 

outlines the experimental approach used, with Particle Imaging Velocimetry 

data presented in section 3.3. The implications for fluidisation pipe flow 

characteristics are discussed and compared to the monodisperse data 

available in section 3.4 and the resulting conclusions are summarised in 

section 3.5. 
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3.2 Methodology 

The experiments presented herein were conducted in the Sorby 

Environmental Fluid Dynamics Laboratory at the University of Leeds. To 

enable the full characterisation of the fluidisation process in a high 

concentration system and to ensure reliable, high-resolution velocity 

measurements the opacity of the fluidised medium must be addressed. It 

has been demonstrated that it is possible to investigate high concentration 

fluidisation events using Particle Imaging Velocimetry (Nermoen et al., 2010; 

Ross et al., 2011). 

Particle Imaging Velocimetry (PIV) is a technique for measuring the velocity 

of a fluid flow. Velocity vectors are determined by comparing the 

displacement of “tracer” particles at two well-defined time instances (Adrian 

and Westerwheel, 2011). Each image is divided into interrogation regions 

and the displacement of the seeding particles in each interrogation region is 

measured by cross-correlating the images of the first and second frames to 

find the mean displacement that gives the maximum correlation 

(Westerwheel et al. 2011). Commonly PIV is applied to dilute flows and a 

Laser is used to provide a light sheet to enable the tracking of the tracer 

particles. In high concentration particulate systems this is not possible, due 

to the obscuration of individual particles, and as the particles have a different 

refractive index compared to the fluid phase. For these reasons it is not 

possible to use Laser illumination. Instead 20% of the coarse sediment class 

was dyed blue, this dyed fraction acted as the seeding particles. A constant 

LED light source with a red filter illuminated all the particles in the 

experiment. The combination of red light and blue particles distinguished the 
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dyed particle fraction from the non-dyed particles providing significant 

contrast for the dyed particles to tracked by the PIV software . 

This set of experiments used a similar approach to that of Nermoen et al. 

(2010) (Figure 3-1) to ensure a predictable point of fluidisation and to enable 

imaging of the fluidised area with high speed cameras. Using a two-

dimensional flat-walled cell removes the need to correct for cylindrical 

distortion in the images at the analysis stage. 

3.2.1  Experimental arrangement 

The arrangement consisted of a quasi-two-dimensional Perspex® tank 

(0.5m wide x 0.5m high x 0.02m deep) with a central circular inlet (diameter 

0.008m) at the base of the tank. Drainage at a height of 500 mm from the 

inlet was included to maintain a constant water surface elevation. Water was 

pumped in by gear pump to ensure a steady water discharge and each bed 

was 250 mm thick. A flow meter was used to maintain constant discharge for 

the duration of the experiment.  

Figure 3-1 Laboratory arrangement showing tank and drainage system, 
lighting arrangement and high-speed camera 
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3.2.2 Fluidised medium  

Solid glass spheres with a density of 2650 kg m-3 were used as the host 

strata since their density is equivalent to natural sand, the fluidised material 

in field fluidisation events. Unlike natural sands, however, solid glass 

spheres have a uniform sphericity (in this case 0.91) and narrow size 

distribution, allowing for greater control of experimental parameters. The 

friction angle of glass spheres is typically 24 – 26°, whereas angular granular 

materials have a much broader range, 24-35° (Makse et al., 1998; 

Klinkmüller et al., 2016).   

The particle size distributions and sphericities of the four classes of particle 

tested were measured using a Retsch Camsizer XT particle shape analyser 

(Figure 3-2). Three bidisperse bed mixtures of solid glass spheres (40% fine 

Figure 3-2 Particle Size distributions for individual particle size classes of sediment 
used to make bed mixtures in experiments (see table 4-2 for mixtures). T1 and 
T2 refer to the test number for the particle size measurements. 
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particle class, 60% coarse particle class) were tested to consider the effect 

of varying porosity on fluidisation (Table 3-2). Twenty percent of the coarse 

particle class were dyed blue to aid visualisation of the fluidisation event and 

optimise the contrast in the high-speed images.  

In order to generate a repeatable and homogeneous bed, a specific mixing 

protocol was developed: First, the tank was initially filled with 10 mm of 

water. Second, the weighed particle classes were combined and mixed until 

evenly distributed. Third, small batches of the mix were saturated and 

transferred into the tank through a funnel and filling pipe. Fourth, the layer 

was agitated until it became level across the tank and homogeneity was 

achieved. Agitation also served to remove any trapped air present in the 

saturated mixture. Five 50 mm-thick layers were built up in this manner until 

the complete mix had been transferred into the tank. Total bed thicknesses 

were 0.25 m ± 3.6%. The tank was then filled slowly with water from above 

so as not to disturb the homogeneous level bed until water reached the 

outflow pipes at the top of the tank. Each experimental run used a new set of 

sediment to ensure the correct ratios and volume of particle sizes as 

sediment lost to elutriation could not be quantified. 

3.2.3 Experimental parameters 

Experimental parameters for each run are summarised in Table 3-2. The 

flow rates at the inlet were chosen to represent a laminar flow regime and a 

turbulent flow regime when calculated as discussed in Sections 2.5 and 2.6. 

A pseudo-fluid approach was used for the a-priori calculations of Reynolds 

number across the range of possible concentrations and using the inlet 

diameter as the length scale. It was not possible to fluidise the beds 
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consistently at lower velocities than those sed for the slow inlet velocty 

cases.  

Table 3-2 Experimental parameters 

Configuration ID Fines Class 

Median Particle 

Size (µm) 

Coarse Class 

Median Particle 

size (µm)  

Porosity of 
undisturbed 
bed 

Flow Rate at 
inlet 

(m s-1) 

Reynold’s 
number 
range for 
pseudofluid 

LS (low porosity-slow 
flow velocity) 

51 754 0.247 0.317 ~350-2500 

LF (low porosity- fast 
flow velocity) 

51 754 0.247 0.919 ~1800-7000 

HS (high porosity- 
slow flow velocity) 

181 754 0.325 0.362 ~350-2500 

HF (high porosity- fast 
flow velocity) 

181 754 0.325 0.919 ~1800-7000 

VF (Very high 
porosity- fast flow 
velocity) 

330 754 0.377 0.919 ~1800-7000 

 

3.2.4 High-speed data capture 

High speed videos were collected at 400 frames per second using a Vision 

Research Phantom Miro M120C camera. Red lighting was used to provide 

additional contrast for the blue dyed portion of the particles. A calibration 

image was acquired prior to the commencement of each experimental run, 

facilitating the later conversion of each 1080 × 1920 pixel frame to SI units. 

The pixel resolution varied between 0.206 mm and 0.228 mm dependent 

upon the exact set-up of the camera per run (exact frame sizes shown in 

Table 3-3). The filling procedure outlined in Section 3.2.1 ensured a 

homogenous bi-disperse bed that was fully saturated.  

Three 10 s-long videos were collected at 0 s, 150 s, and 300 s from the 

onset of fluid flow, giving ~4000 frames per collection. The selection of these 

periods captures the development of the fluidisation structures at 

initialisation and two periods of quasi-steady flow.  
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Table 3-3 Frame sizes and mm per pixel for each run 

Run X (mm) Z (mm) Mm/pixel 

HS 438 246.6 0.228 

HF 427.8 240.7 0.222 

LS 395.9 222.7 0.206 

LF 401.7 225.9 0.209 

3.2.5 Particle Image Velocimetry (PIV) 

PIV was carried out on the collected video clips. Image sets were transferred 

as cine files from the camera to Dantec Dynamic Studio version 6.4. PIV 

vectors were generated using the adaptive PIV algorithm (Dantec Dynamics, 

2015). A grid step size of 16 pixels was used in the horizontal and vertical 

directions giving velocity vector maps comprising 64 × 117 vectors in the x 

and z directions, respectively (z being the dominant direction of fluid flow). 

The minimum and maximum specified interrogation areas were 64 × 64 

pixels and 128 × 128 pixels, respectively. Vector data were exported as .csv 

files and imported into Matlab. Raw vector data(U, V and Velocity 

Magnitude) were stored as matrices in x,z,t format and scaled using the 

calibration images acquired prior to the commencement of fluid flow. Since 

the PIV algorithm commonly produced unrealistic velocity vectors at the 

edges of image frames, five velocity vectors were discarded from each of the 

four edges of the dataset. A simple threshold was applied to the remaining 

data in each of the three matrices, removing any vectors with a magnitude 

greater than twice the inlet velocity in the dominant direction of flow (U and 

Velocity Magnitude) and half the inlet velocity in the cross stream direction of 
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flow (V). The incidence of spurious vectors removed from each data 

collection is shown in Table 3-4.  

Table 3-4 Velocity vectors removed from each dataset by range validation. 

Dataset Number of 
velocity vectors 
removed 

As a percentage of 
velocity vectors 
collected (%) 

HF 10s 169901 0.001848 

HF 150s 5763 0.000063 

HF 300s 82172 0.000894 

HS 10s 18657 0.000203 

HS 150s 36197 0.000394 

HS 300s 20388 0.000222 

LF 10s 22386 0.000243 

LF 150s 544758 0.005925 

LF 300s 410912 0.004469 

LS 10s 8249 0.000090 

LS 150s 257279 0.002798 

LS 300s 400695 0.004358 

 

3.2.6 Sources of Uncertainty  

Uncertainty or “error” is inherent in all experimental work. The sources of 

error can be split into two types: human error due to the limit of accuracy in 

operating measurement equipment and systematic error introduced in the 

processing of the raw data through PIV algorithms or other manipulation of 

the raw data sets. Sources of human error in this set of experiments include: 

mass of particles added to the system (± 0.005 kg), height of the bed 

produced in the tank (± 0.005 m), timing of data collection triggering (± 1 s), 

mass of seeding particles added to the system (± 0.005 kg).  

The error introduced by the PIV algorithm is more complex and also can 

propagate through into velocity statistics and derived quantities 

(Sciacchitano and Wieneke, 2016). The main sources of error in the PIV 

system are camera calibration, camera orientation, seeding density and out-
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of-plane particle motion. Error associated with differences in camera 

calibration (i.e., differences in object-space pixel sizes between experiments) 

was minimised by calibrating the camera prior to each run and applying each 

resulting scaling in post-processing. Discrepancies in camera orientation 

were minimised during experimental set-up by levelling both the camera and 

the tank independently. Unlike typical PIV arrangements, where a measured 

fluid is seeded with tracker particles, the present experiments track the 

fluidised bed particles in the flow field. It was therefore not possible to 

optimise the seeding density for the measurements.  

The out-of-plane motion of the particles is the most significant source of 

error in the PIV system (Nobach and Bodenschatz, 2009), and also is 

independent of the seeding density in the system (Nobach and 

Bodenschatz, 2009; Wieneke, 2015). The uncertainty contributed by the out-

of-plane motion varies with the proportion of out-of-plane motion, size of 

interrogation area and particle-image size (Figure 7 and 10 of Wieneke, 

2015). Taking Wieneke’s worst-case scenario of 30% out of plane motion, 

the associated error in between-frame particle displacement is 0.14 pixels. 

Error estimates for 10, 20 and 30% are given in Table 3-5, showing a range 

of possible uncertainties of the velocity measurements of the PIV datasets 

for each experimental arrangement. The significance of the error in the 

velocity measurements varies across the experimental domain. In the high 

velocity regions, the error in the measurements ranges from 0.3% to 15%. 

However, in the slow velocity regions, the potential error in the 

measurements is of the same order of magnitude as the measured velocity.  
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Table 3-5 Approximate error in PIV measurements of velocity due to out of plane 
motion using quantities from (Wieneke, 2015) 1) 

1) Instantaneous velocity measurements in the central core range from 0.036 m s-1 to 

1.67 m s-1 but in the slow flowing regions are of the order mm s-1, giving a range of 

uncertainty varying from the order of magnitude of the instantaneous velocity 

measurement to 0.3% of the instantaneous velocity measurement.  

3.3 Results (PIV Vector Output)  

3.3.1 Instantaneous Velocity  

3.3.1.1 Velocity features in Void Development 

The full velocity vector dataset is perhaps best viewed in an animated format 

(See Supplementary Material – HS_0s.avi, HS_150s.avi, HS_300s.avi, 

HF_0s.avi, HF_150s.avi, HF_300s.avi, LS_0s.avi, LS_150s.avi, 

LS_300s.avi, LF_0s.avi, LF_150s.avi, LF_300s.avi). However, example 

frame sequences have been extracted for the purposes of this thesis. The 

high resolution velocity data are able to capture the flow velocities inside the 

expanding void space (examples shown in  

Run Size of 

pixel 

(mm/px) 

10% out of plane motion  20% out of plane motion 30% out of plane motion 

Approximate 

Error (px) 

Error in 

Velocity 

(mm/s) 

Approximate 

Error (px) 

Error in 

Velocity 

(mm/s) 

Approximate 

Error (px) 

Error in 

Velocity 

(mm/s) 

HS 0.228 

0.04 

1.824 

0.08 

3.648 

0.14 

6.384 

HF 0.222 1.776 3.552 6.216 

LS 0.206 1.648 3.296 5.768 

LF 0.209 1.672 3.344 5.852 
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Figure  3-3 and 3-4). The injected fluid propagates upwards and is deflected 

along the intact bed. The fluid is then deflected downwards at the edges of 

the void space (Figure 3-3 and 3-4). Although the jet is central in the 

example cases shown, the void spaces formed were not of a regular 

geometry and, as a result, the deflected velocities are not symmetrical. The 

irregular void expansion is likely due to small heterogeneities in the bed at 

the earliest fluidisation. 
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Figure 3-3 Instantaneous velocities during void space development in High porosity - fast velocity (HF) bed. 
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Figure 3-4 Instantaneous velocities during void development for High porosity - slow velocity (HS) bed 
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Figure 3-5 Instantaneous velocities focussed on the void space for High porosity - 
fast velocity (HF) bed at 8.75 s 

 

Figure 3-6 Instantaneous velocities focussed on void space for Low porosity - fast 
velocity (LF) bed at 5 s 

 

3.3.1.2 Quasi-steady state velocity core 

At 150 s after the onset of fluidisation, all of the test cases reach a quasi- 

steady state. The time series of each dataset recorded in the quasi-steady 

state are shown in Figures 3-7 – 3-15. All of the cases show a steady central 

core, defined as the region above the inlet where the velocity vectors are 
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example vectors have been overlain on the original high speed image in 

Figure 3-7. 

For the high porosity - fast inlet velocity case, the series of measurements 

commencing at 150 s after the onset of fluid pumping shows a steady central 

core approximately ranging from 0.02 m (Figure 3-8, 157.5 s) wide to 0.04 m 

wide (Figure 3-8, 153.75 s) and varying in height from 0.13 m from the inlet 

(Figure 3-8, 151.25 s) up to 0.17 m from the inlet (Figure 3-8, 157.5 s). The 

width of the central core is calculated by choosing the widest point of the 

central core vectors in each plot and subtracting the X co-ordinates of the 

two vectors, the vectors are spaced 0.0109 mm apart. The fastest velocities 

are 0.59 m s-1. At 300 s after the onset of fluidisation, the properties of the 

central core are broadly the same as those for 150 s; the lateral spread of 

the core varies from 0.02 m (Figure 3-9, 302.5 s) to 0.03 m (Figure 3-9, 305 

s) and in height from the inlet from 0.13 m (Figure 3-9, 310 s) to 0.17 m 

(Figure 3-9, 307.5 s). Maximum velocities remain at 0.58 m s-1. 

The similarity between the two sets of measurements indicates that a quasi-

steady state has been reached by 150 s after the onset of fluidisation, in line 

with the qualitative observations in Chapter 6.  

For the high porosity - slow inlet velocity case (Figures 3-10 and 3-11), the 

geometric properties of the central core are largely similar to the fast inlet 

velocity cases (Figure 3-8 and 3-9). The width of the core varies from 0.02 m 

(Figure 3-10, 156.25 s) to 0.03 m (Figure 3-10, 158.75 s) and the height of 

the core varies from 0.13 m above the inlet (Figure 3-10, 151.25 s and 

156.25 s) to 0.18 m above the inlet (Figure 3-10, 157.5 s). As expected, 

maximum 
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Figure 3-7 Instantaneous velocities of the quasi-steady state overlaid on the original image file for all bed types at 151.25s after the initiation of the 
fluid flow. 

LS LF HS HF 
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velocities are slower than those observed in the fast inlet velocity case at 

0.29 m s-1. 

At 300 s, however, the steady core shows little variation in maximum width, 

with all instances displayed in Figure 3-10 showing a maximum core width of 

0.03 m. The height of the core also shows significantly less variation, with 

the minimum at 0.13 m from the inlet for all displayed instances except for 

301.25 s and 302.5 s when the height of the core is 0.15m from the inlet. 

The maximum velocity observed in the core is also slightly reduced at 0.27 

m s-1. 

Interestingly, the low porosity - slow inlet velocity case also follows very 

similar geometric properties (Figures 3-12 and 3-13) to the high porosity – 

slow inlet velocity cases (Figures 3-10 and 3-11), with a 0.03 m maximum 

width core evident in all displayed instances for both sets of measurements. 

The maximum height of the central core is slightly reduced to 0.11 m above 

the inlet (again for all displayed instances in Figures 3-12 and 3-13). The 

maximum velocity is 0.18 m s-1 for the dataset recorded from 150 s after the 

onset of fluidisation (Figure 3-12) and 0.17 m s-1 for the dataset recorded 

from 300 s after the onset of fluidisation (Figure 3-13). This shows a 

significant reduction in observed velocities relative to the corresponding high 

porosity - slow inlet velocity case.  

The low porosity - fast inlet velocity case shows a clear consistent jet to the 

bed interface with the overlying water column (Figures 3-14 and 3-15 all 

instances). The central core maintains the consistent width of 0.03 m but 

appears slightly narrower in Figure 3-14 since the vectors are reduced at the 

edge of the central core in comparison to the dataset taken at 300 s (Figure 
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3-15). Smaller vectors at the edge of the central core imply that the exact 

width of the core is narrower than for a central core with large vectors at the 

edges. The true location of the edge of the core must fall within 0.0109 mm 

of the vector point. There are strong upward-focussed vectors, in some 

cases reaching the free surface (Figure 3-14, 153.75 s, 155 s and 156.25 s), 

which implies that the central core reaches the free surface in these cases. 

At 151.25 s and 152.5 s, the jet appears slightly deflected from the central 

equilibrium position at 0.2 m from the inlet indicating a slight heterogeneity in 

the flow field. For the dataset recorded from 300 s after the onset of 

fluidisation (Figure 3-15), all cases have strong upward velocities reaching 

the overlying water column but most cases show a distinct narrowing of the 

central core at a height of approximately 0.17 m above the inlet. The 

maximum velocities for the instances displayed are 0.55 m s-1 for the 150 s 

dataset and 0.53 m s-1 for the 300 s dataset which is a slight reduction in 

maximum velocity from the equivalent high porosity cases (0.59 m s-1 and 

0.58 m s-1, respectively).  

It is clear from the geometric properties of the central jet core that inlet 

velocity has little control on the width of the central jet since this is consistent 

across all cases presented. It is likely then that this property is governed by 

the inlet diameter as this is also a consistent geometric property across all 

the observed cases (0.008 m inlet diameter). The maximum height of the 

steady core is governed by the inlet velocity as demonstrated. Furthermore, 

it is shown that the dynamics of the jet, governed by the inlet velocity and 

inlet diameter, are the greatest control on the velocities evident in each case. 

In contrast, bed porosity plays a less influential role. It is interesting, 
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however, that the effect of the porosity on the jet height is not consistent 

between fast and slow inlet velocities. For the slow inlet velocity, a lower 

porosity bed has the effect of reducing the maximum height of the central 

core in comparison with the equivalent high porosity case. In contrast, for the 

fast inlet velocity, a lower porosity bed has the effect of increasing the 

maximum height of the central core in comparison with the equivalent high 

porosity case.  

3.3.1.3 Quasi - steady state far from inlet 

Above the established central core, the jet within the slow inlet velocity 

cases for both porosities has a tendency to dissipate to very small velocities. 

This occurs in all instances for the dataset captured from 300 s after the 

onset of fluidisation for the high porosity - slow inlet velocity case (Figure 3-

11) and for all instances recorded in the quasi-steady state for the low 

porosity - slow inlet velocity case (Figures 3-12 and 3-13). The high porosity 

- slow inlet velocity case from 150 s after the onset of fluidisation (Figure 3-

10) shows a tendency for the jet to deflect from the equilibrium position then 

dissipate with distance from the inlet but some cases have visible jets 

reaching the interface with the overlying water column (Figure 3-10, 151.25 s 

and 152.5 s). This reflects the qualitative data recordings for this case 

(Chapter 5.4.2), where the jet was observed to be very mobile above the 

central core and there were regular instances of fast moving parcels of fluid 

reaching the interface with the overlying water column as the jet migrated. 

The dissipation of the central jet is observed as a decrease in magnitude of 

the velocity vectors, this occurs in a small spatial region immediately above 

the central core. In the low porosity case the vertical distance over which the 
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dissipation of the velocities occurs is smaller than the high porosity case 

which exhibits a more gradual dissipation (see Figure 3-16, which has been 

magnified for clarity). 

In the region far from the inlet it appears the porosity of the bed has a much 

greater influence on the velocity profile than is evident in the near-field. For 

the fast inlet velocity cases, all datasets show clear jets reaching the surface 

(Figures 3-8, 3-9, 3-14 & 3-15). However, the high porosity datasets are 

much more prone to deflections of the jet from the equilibrium position above 

the central core (Figures 3-8 and 3-9). These deflections are characterised 

by changes in lateral movement of the jet (e.g. see Figure 3-17). Figure 3-17 

also captures the re-entrainment of downward-moving fluid into the upward 

moving jet. As noted in Section 3.3.1.2, the low porosity case does not 

demonstrate the same tendency of the jet to deflect and the central jet does 

not deviate from the equilibrium position (Figures 3-14 and 3-15). This 

tendency to maintain a central upward jet with minimal deviations is 

consistent with the broader qualitative observations in Chapter 6. 

Despite the tendency to remain in the equilibrium position for the low 

porosity - fast inlet velocity case, there is a stronger recirculation of the 

particles on the left of the central jet, which is demonstrated more clearly in 

Figure 3-16. This is due to a heterogeneity in the developed fluidised zone 

not visible in the vector dataset but shown in the qualitative image in Figure 

3-19.  
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Figure 3-8 Instantaneous velocities of the quasi-steady state for high porosity - fast velocity bed (HF) commencing at 150s after the initiation of the 
fluid flow. 
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Figure 3-9 Instantaneous velocities of the quasi-steady state for high porosity - fast velocity bed (HF) commencing at 300s after the initiation of the 
fluid flow. 
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Figure 3-10 Instantaneous velocities of the quasi-steady state for high porosity - slow velocity bed (HS) commencing at 150s after the initiation of the 
fluid flow. 
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Figure 3-11 Instantaneous velocities of the quasi-steady state for high porosity - slow velocity bed (HS) commencing at 300s after the initiation of the 
fluid flow. 
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Figure 3-12 Instantaneous velocities of the quasi-steady state for low porosity - slow velocity bed (LS) commencing at 150s after the initiation of the 
fluid flow. 
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Figure 3-13 Instantaneous velocities of the quasi-steady state for low porosity - slow velocity bed (LS) commencing at 300s after the initiation of the 
fluid flow. 
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Figure 3-14 Instantaneous velocities of the quasi-steady state for low porosity - fast velocity bed (LF) commencing at 150s after the initiation of the 
fluid flow. 
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Figure 3-15 Instantaneous velocities of the quasi-steady state for low porosity - fast velocity bed (LF) commencing at 300s after the initiation of the 
fluid flow. 
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Figure 3-17 Instantaneous velocity vectors for high porosity - fast inlet velocity case 
showing a deflection of the central core at 0.18 m from the inlet. 
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Figure 3-16 Instantaneous velocities for the quasi-steady state of the low porosity - 
slow inlet velocity case (LS) left and the high porosity - slow inlet velocity case 
(HS) right showing the top of the visible jet and the dissipation of the central 
core. 
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Figure 3-18 Instantaneous velocities for the quasi-steady state of the low porosity - 
fast inlet velocity case (LF) showing the recirculating flow at the interface with 
the overlying water column. 

Figure 3-19 Image of the low porosity fast inlet velocity case showing the developed 
heterogeneity in the fluidised zone taken at 300s after the onset of fluidisation. 
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3.3.2 Mean Velocity Profiles.  

When the flow reaches a quasi-steady state it is possible to characterise the 

velocity through mean velocity profiles. Velocities averaged over 10 s are 

presented in Figure 3-20 for 50, 100, 150, 200 and 250 mm above the inlet. 

One standard deviation from the mean is shown as an error bar on each of 

the plots. Velocities have been normalised by the mean inlet velocity 

measured by the flow meter and the radial position from the centre of the 

inlet by the inlet diameter. Across all runs, it is clear that the maximum 

velocity decreases with increasing height in the fluidised zone (Figure 3-20). 

However, for the fast inlet velocity cases, the mean velocities at 50 mm are 

significantly slower than those at 100 mm (Figures 3-20 HF_150s and 3-20 

HF_300s).  

 The low porosity runs at both inlet velocities (LS and LF) exhibit negative 

velocities at a height of 250 mm at both 150 s and 300 s after the onset of 

fluid pumping (Figures 3-20 LS_150s, LS_300s, LF_150s and LF_300s). 

These runs showed high levels of elutriation of fine particles after extrusion, 

causing a reduction of the thickness of the fluidised zone. Therefore, the 

interface between the particle bed and the overlying fluid is no longer at 250 

mm for the low porosity runs and the measurements taken at 250 mm are in 

a dilute flow above the fluidised zone. It is likely that negative velocities are 

larger particles falling back out of the dilute zone above the bed and into the 

fluidised zone again. Negative velocities are often visible to either side of the 

central high velocities, quantifying the downward recirculation of particles 

identified in Section 5.2.6. The magnitudes of the negative, downward-
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directed velocities are significantly smaller than the upward-directed 

velocities (e.g., Figures 3-20 LF_150s and 3-20 HF_150s).  

Interestingly, for the low porosity - slow velocity case, the velocity profile 

shows no upward velocity in the central fluidised zone at heights of 150 mm 

and 200 mm from the inlet (Figures 3-20, LS_150s and 3-20 LS_300s). This 

could be indicative of the cavity regime, where a fluidised cavity is overlain 

by a static particle bed (Philippe and Badiane, 2013). However, small 

positive mean velocities are evident at 0.04 m on the x-axis which could also 

indicate an asymmetrical fluidised region (Figure 3-20, LS_150s and 

LS_300s). The fastest velocities are recorded at 100 mm from the inlet for 

both of the high velocity cases (Figures 3-20, LF_150s and 3-19 LF_300s), 

whereas the fastest mean velocities are recorded at 50 mm from the inlet for 

the low velocity cases (Figures 3-20, LS_150s and 3-19, LS_300s).  

In addition, for both bed porosities, the mean velocity profiles captured 300 s 

after the onset of fluid pumping show a reduction in velocities in comparison 

to mean velocity profiles captured 150 s after the onset of fluid pumping. 

This is barely perceptible for the low porosity - fast inlet velocity case (Figure 

3-20, LF_150s and LF_300s) but is much more obvious on the high porosity 

- fast inlet velocity case (Figures 3-20 HF_150s and 3-19 HF_300s).  

The mean velocity profiles shown in Figure 3-20 are comparable to typical 

velocity profiles obtained for a jet discharging into a fluid ambient (e.g. Pope, 

2000; Cushman-Roisin, in press; Fig. 9.3 therein). Moving from proximal to 

the jet orifice to distal to the jet orifice, a typical turbulent jet initially has a 

potential core, with length 6-10 times the orifice diameter (Albertson et al., 

1950), in which the fluid velocity is unchanged from that within the nozzle. 
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The shape of the velocity profile thus approximates a top hat. Downstream 

of the potential core, or “zone of flow establishment” (Albertson et al., 1950), 

the maximum velocity decreases exponentially with distance from the orifice 

(Fischer et al., 1979; Papanicolaou and List, 1988) and the velocity profile 

can be approximated by a Gaussian distribution multiplied by a stretching 

factor (Papanicolaou and List, 1988; Cushman-Roisin, in press). 

Entrainment of ambient fluid, enhanced by the formation of coherent 

turbulent structures at the shear layer between the jet and the surrounding 

fluid, dominate the flow processes in this “zone of established flow” 

(Albertson et al., 1950; Fischer et al., 1979; Papanicolaou and List, 1988). In 

the present experiments, only small scale turbulence is present since these 

large turbulent coherent structures are damped significantly by the high 

particle concentrations. Circular jets typically widen linearly with distance 

from the jet orifice (see Fischer et al., 1979 and many other studies), but the 

opposite occurs in the present study (Figure 3-20), with the high velocity 

region narrowing with distance. This, again, is attributed to the influence of 

the particles in the system. As the particles have a negative buoyancy in the 

system, the fluid velocity must exert sufficient drag force on the particle to 

exceed the buoyant weight of the particle. Thus the velocity profile is 

necessarily damped at all points where particles are present. Once the jet 

velocity has diffused to a point where the velocity acting in the dominant 

upwards direction is less than the required velocity to carry a particle the 

velocity profile becomes negative as at these points the particles are falling 

(Figure 3-20, HF-150 the profile at 200 mm demonstrates this particularly 

well).  
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Figure 3-20 Mean velocity profiles over 10 s for the quasi-steady state taken at 50 mm, 100 mm, 
150 mm, 200 mm and 250 mm from the base of the tank. One standard deviation error bars 
are shown. 
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3.3.3 Peak velocity and propagation of the fluidisation event  

The temporal evolution of the location of each peak velocity within the initial 

bed height was identified (Figure 3-21). During the void development phase 

(HS_0s, HF_0s, LS_0s, LF_0s), the peak velocity occurs within the void 

space. The location of the peak velocity subsequently propagates upwards, 

tracing the advancement of the void (shown most clearly in LF_0s). HF_0s 

has a shorter time to extrusion so also captures the advancement of the 

peak velocity following the void space and the beginning of the turbulent 

mixing phase (See Chapter 5.2.1). Figure 3-22 shows the height of the 

fluidisation event over time, this is measured as the greatest height at which 

a fracture or propagating void space can be identified in the bed. Both of the 

slow inlet velocity cases (HS and LS) show a broadly linear propagation of 

the void space over the 10 s measurement period. The low porosity – fast 

inlet velocity case (LF) follows the same propagation rate as the slow inlet 

velocity case (LS) for the first 2.2 s before the rate of propagation increases 

steeply. At 5.2 s and 6 s the rate of increase slows marking points at which 

the void space expands laterally. The high porosity – fast inlet velocity case 

(HF) advances linearly until 7.2 s where the rate of propagation increases 

with proximity to the free surface. It is noted that, when comparing Figure 

3.21 and 3.22 the peak velocity is often at a lower height than the advancing 

fluidisation front indicating that the peak velocity is within the jet channel or 

void not at the interface between the jet or void and the undisturbed bed.  

The quasi-steady state cases (150 s and 300 s from onset of fluid pumping) 

show that the location of the peak velocity is confined to a small region in 

each case. The peak velocities show some variability in the lateral direction 
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and fall within 10-36 mm of the central axis of the inlet (approximately 1 to 4 

times the inlet diameter) (Table 3-6). The greater spread of the location of 

the peak velocity in the lateral x-direction is seen in the faster inlet velocity 

cases (e.g. Figures 3-21, LF and HF). It is evident that the peak velocities in 

the quasi-steady state can only occur in the central core, as described in 

section 3.3.1.2. The regions where the peak velocity can occur outline the 

central core and this could be used as a means of determining the location 

in the fluidised zone where the dynamics are governed by the characteristic 

properties of the jet rather than the bed characteristics.  

Table 3-6 Mean and standard deviations of the vertical distance of the peak velocity 
from the inlet and the horizontal range of the peak velocity for each dataset. 

Run Mean vertical distance 

of Peak Velocity from 

inlet (m) 

Standard deviation of 

vertical distance of peak 

velocity from inlet (m) 

Range of location of 

peak velocity in the X 

direction (m) 

HS_150s 0.0720 0.0095 0.015 

HS_300s 0.0657 0.0069 0.015 

LS_150s 0.0642 0.0042 0.010 

LS_300s 0.0643 0.0053 0.010 

HF_150s 0.1009 0.0153 0.029 

HF_300s 0.1182 0.0152 0.036 

LF_150s 0.1060 0.0106 0.017 

LF_300s 0.1021 0.0112 0.027 
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Figure 3-21 Locations of the peak velocity within the original bed height. Points are coloured by timestamp with earliest points coloured red and  

latest timestamps yellow. Dashed-dotted black line indicates initial height of sediment bed at the start of the experiment.
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Figure 3-22 Height of fluidisation event against time. HS and LS did not reach extrusion over the 10 s measurement period. 
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3.4 Turbulence analysis 

3.4.1 Local Reynolds number 

Reynolds number is often used to determine the flow regime within a system 

and is calculated as 𝑅𝑒 =  
ఘ

ఓ
, where ρ is the density of the fluid (kg m-3), 𝑈 

is a characteristic velocity (m s-1), 𝑙 is a characteristic length scale (m) and µ 

is the dynamic viscosity of the fluid (kg m-1s-1). As the system has multiple 

zones of fluid flow, the local time-averaged velocity has been used to 

calculate a local Reynolds number at each data point in the system. The 

time-averaged velocity is only meaningful once the system has reached a 

quasi-steady state and so spatial variations of local Reynolds number are 

presented for the 10 second duration datasets taken at 150 s and 300 s for 

each configuration (Figure 3-23).  

The high porosity - fast inlet velocity (HF) case shows a region of higher 

Reynolds number, indicating higher turbulence in the turbulent zone, at 150 

s than in the wider turbulent zone visible at 300 s (Figures 3-23, HF_150s 

and HF_300s). Although the low porosity - fast inlet velocity (LF) case shows 

comparable Reynolds numbers (Figure 3-23, LF_150s and LF_300s), the 

turbulent zone does not widen over time and as such the turbulence is of 

comparable intensity at 300 s as at 150 s (Figure 3-23, LF_150s and 

LF_300s). The LF cases also show turbulence of a greater intensity at a 

greater distance from the inlet in comparison to the high porosity case (HF) 

(Figure 3-23, HF_150s and HF_300s). Conversely, there is a greater 

intensity of turbulence in the high porosity cases (HS) than the low porosity 

cases (LS) for the slow inlet velocity cases and this persists for a greater 
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height from the inlet (Figure 3-23, HS_150s, HS_300s, LS_150s and 

LS_300s).  

It is noted that a single length scale has been used across the system as is 

usual with a Reynolds number approach (Di Felice, 1995; Tritton, 2012). As 

the length scale is the inlet diameter this is consistent across all 

experimental runs, as is the density and viscosity properties of the particles 

and the fluids respectively. The local Reynolds plots are therefore a scaling 

of the local velocity. Using an alternate Reynolds number, such as the 

particle Reynolds number, would have the same effect. The particle 

Reynolds number uses the particle diameter as the length scale. The particle 

Reynolds number varies from 62 for the smallest particles to 499 for the 

coarsest particles used herein. It Is noted that this approach defines two 

particle Reynolds numbers for each system measured however still does not 

sufficiently describe the localised dynamics. Further, as the Rep in all cases 

is much greater than unity, and the surrounding flow is not dilute an alternate 

dynamical number, such as the Stokes number which describes creeping or 

viscous flow, will also not sufficiently describe the localised flow regimes.  

The system is known to vary in space and time. Consequently, the 

appropriate length scales and pseudo-fluid viscosity also vary across the 

system and so a local Reynolds scaling to characterise this system should 

be able to account for the local variations characteristic of each of the 

measured beds. It is proposed that for a system similar to those measured 

herein, with multiple particle classes and localised fluid behaviours an 

appropriate scaling would be able to define both the local pseudo-fluid 

viscosity and an appropriate local length scale. To quantify the pseudo-fluid 
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viscosity using the equations in Section 2.6.2 would require knowledge of 

the concentrations of each of the particle classes in a particular region. For a 

local characteristic length scale, an average separation distance between 

particles could be appropriate. However, the measurement of both such 

quantities would require an experimental arrangement capable of 

distinguishing between the two species of particle in the concentration data 

and tracking large volumes of particle locations. This could possibly be 

achieved through refractive index matching and particle laser induced 

fluorescence methods but is not attainable through the experimental 

arrangements detailed herein. 

 .
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Figure 3-23 Plots showing the local Reynolds number for the quasi-steady state datasets. Note the differing contour scales across the slow and fast 
inlet velocities.
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3.4.2 Lateral velocity gradients in the quasi-steady state 

The lateral velocity gradients are shown as a positive or negative velocity 

gradient (Figures 3-24 to 3-31). The sign of the velocity gradient indicates if 

the velocities are increasing or decreasing laterally with left to right 

representing the positive direction. The maxima of the velocity gradients for 

the low porosity, fast inlet velocity cases demonstrate the region of transition 

between the fast upward moving flow and the much slower falling particles 

(Figures 3-24 and 3-25). The minima between the two maxima in each frame 

represents the location of the maximum velocities in the upward moving jet. 

The central minima of the jet is not a consistent width across the flow field, 

for example at 151s in Figure 3-24 the region of minimum velocity gradients 

is approximately 3 mm at 0.11 m from the inlet but then narrows above this 

region. The location where the velocity gradient is a minimum between the 

two regions of maximum velocity gradients demonstrates the locations in the 

flow field where the upward moving flow is more homogenous and there is 

little variation in the velocity field. 

There is also variation in the regions of maximum velocity gradients, 154 s is 

a good example (Figure 3-24). A narrow region of positive velocity gradient 

maxima is shown in red. The negative gradients, shown in blue, are much 

wider and show more variation in the intensity of the lateral velocity 

gradients. The wider region of velocity maxima shows where there is greater 

turbulent mixing on this side of the jet and more entrainment of the 

downward falling slow particles with the rapid upward moving jet.  
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The low porosity cases in Figure 3-24 and 3-25 show little variation in the 

magnitude of the velocity gradients with height from the inlet, however for 

the high porosity fast inlet velocity cases (Figures 3-26 and 3-27) some 

timestamps show much more variation with height, though interestingly, not 

all. Figure 3-26, 151 s – 153 s shows similar characteristics to the low 

porosity cases in the region closes to the inlet, however in the upper half of 

the bed (above 0.11 m from the inlet at 151 s and above 0.18 m above the 

inlet for both 152 and 153 s) we see variations in the behaviour. At 151 s the 

velocity gradient maxima have lower magnitude than the lower bed and the 

edges of the higher magnitude gradients are less clearly defined. At 152 s, 

above approximately 0.18 m from the inlet, the regions of the maxima follow 

a clearer path but show significantly lower magnitudes than the velocity 

gradient magnitudes close to the inlet. At 153 s a wider region of high 

magnitude velocity gradients is visible and also higher magnitudes in 

comparison to the previous timestamp at 152 s. Following this, at 154 s, the 

velocity gradients behave much more like the channelised flow of the low 

porosity fast inlet velocity cases (Figure 3-24 and 3-25). This shows that in 

the upper bed of the high porosity fast inlet velocity case there is a lot of 

variation in the jet behaviour, notably In terms of the rate of change of the 

velocities across the flow field. At 152 s (Figure 3-26), there is a low rate of 

change of velocity across the flow field, whilst at 154 s there are rapid and 

large rates of change of velocity in the upper bed. This reflects the points 

where the chaotic jet in the upper bed is more spread laterally across the 

flow field and thus more diffuse, and when it is narrower and focussed, 

respectively. These temporal changes in the bed far from the inlet are due to 

the interaction of the upward moving jet with the heterogenous particle field. 
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Furthermore there is a variation between the 150 s data set and the 300 s 

data set for the high porosity fast inlet velocity case in that at 300 s (Figure 

3-27) the behaviour of the velocity gradients is less variable between 

timestamps and more closely aligned to the low porosity fast inlet velocity 

case (Figures 3-24 and 3-25). This indicates that the chaotic jet becomes 

more stable between 150 s and 300 s and there is less interaction between 

the falling particles and the upward moving jet. The gradual reduction in 

chaotic behaviour of the jet likely indicates that between 150 s and 300 s the 

particle migration of the smaller particle class becomes less dominant on the 

flow behaviour.  

The high porosity slow inlet velocity cases (Figures 3-28 and 3-29) also 

demonstrate different behaviours in the lower and upper bed. Between 150 s 

and 155 s the velocity gradients marking out a strong channel in the jet 

region grow in height from the inlet over time. At the top of the jet region is a 

deflection from the equilibrium position. The deflected jet is marked out by 

regions of visible velocity gradients but they are significantly lower in 

magnitude than in the jet region. The deflected jet behaviour in the 300 s 

dataset (Figure 3-29) is greatly reduced in comparison to the dataset 

collected at 150 s. Slight deflections of the jet from the equilibrium position 

are visible in the gradients but above the first visible deflection point of the 

jet there are barely any distinct areas of velocity gradients indicating the 

upper bed has stabilised into a homogenous region of diffuse flow (Figure 3-

29).  

Distinct from the previously discussed cases the low porosity slow inlet 

velocity shows little development between 150 s (Figure 3-30) and 300 s 
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(Figure 3-31) datasets. The magnitudes of the velocity gradients displayed 

are smaller and the maximum height at which the channelised jet region 

reaches is 0.1 m from the inlet. Above the jet region there are no distinct 

regions of velocity gradients indicating homogenous diffuse flow in this area. 

This is mostly due to the much higher particle concentration in this case 

acting to diffuse the velocity gradients across the bed.   
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Figure 3-24 Velocity gradients for the low porosity, fast inlet velocity case between 150 and 160 seconds after initiation of fluid flow (LF_150s). 
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Figure 3-25 Velocity gradients for the low porosity, fast inlet velocity case between 300 and 310 seconds after initiation of fluid flow (LF_300s). 
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Figure 3-26 Velocity gradients for the high porosity, fast inlet velocity case between 150 and 160 seconds after initiation of fluid flow 
(HF_150s). 
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Figure 3-27 Velocity gradients for the high porosity, fast inlet velocity case between 300 and 310 seconds after initiation of fluid flow 
(HF_300s). 
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Figure 3-28 Velocity gradients for the high porosity, slow inlet velocity case between 150 and 160 seconds after initiation of fluid flow (HS_150s). 
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Figure 3-29 Velocity gradients for the high porosity, slow inlet velocity case between 300 and 310 seconds after initiation of fluid flow (HS_300s). 
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Figure 3-30 Velocity gradients for the low porosity, slow inlet velocity case between 150 and 160 seconds after initiation of fluid flow (LS_150s). 
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Figure 3-31 Velocity gradients for the low porosity, slow inlet velocity case between 300 and 310 seconds after initiation of fluid flow (LS_300s). 
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3.5 Discussion 

3.5.1 Flow regimes in the fluidised zone 

In the case of monodisperse unconfined beds, three fluidisation regimes are 

acknowledged in the literature: the “static” regime, the “cavity” regime and 

the “chimney” regime (Philippe and Badiane, 2013; Mena et al., 2017, 2018). 

The static regime occurs when there is a slight expansion of the bed initially 

then flow occurs exclusively through the pore spaces. The cavity regime has 

a region of particles in motion directly above the inlet but only for a 

proportion of the bed and the remainder of the bed is in the static regime. 

The chimney regime has a column of moving particles from the fluid inlet to 

the free surface above the bed. The works of Philippe and Badiane (2013) 

and Mena et al. (2018) represent the onset of fluid flow in a monodisperse 

bed, and also demonstrated that the cavity regime was in itself, transient and 

if left for a sufficiently long period of time would develop into the chimney 

regime (Mena et al., 2018).  

In the geological literature, the debate focusses around evidence for 

turbulent or laminar flow regimes in the particle bed during fluidisation (Scott 

et al., 2009; Ross et al., 2011; Hurst et al., 2011; Cobain et al., 2015). The 

cases tested in this set of experiments demonstrate much more 

heterogeneity across the fluidised region than can be captured by attributing 

a single regime across a whole bed. There is both an observable difference 

in the turbulence characterised by the Reynolds Number that can be 

demonstrated across the flow field laterally (Figure 3-22) and differences in 

the characteristics across the flow field with distance from the inlet 
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demonstrated by the velocity fields (Figures 3-7 to 3-14) and the velocity 

gradients (Figures 3-23 to 3-30). The variations across the flow field exhibit 

behaviours more akin to jet dynamics in the near field region and more 

variable regimes in the far field region with the variability attributed to the bi-

disperse bed mixtures and the influence of the changing porosities within the 

bed spatially and temporally.  

In all cases, there was a region of fast, upward-moving, turbulent flow close 

to the inlet. Only in the low porosity - fast inlet velocity case did this zone 

reach the interface with the overlying water column and establish something 

comparable to the “chimney” regime (Figure 3-13 and 3-14). The low 

porosity - slow inlet velocity case perhaps most resembled the “cavity” 

regime, displaying a turbulent core overlain by a very slow velocity zone 

between the “cavity” and the interface between the fluidised bed and the 

overlying water column (Figure 3-11 and 3-12). However, the particles were 

still in motion, albeit orders of magnitude slower than within the turbulent 

zone (Figure 3-15).  

Intuitively it would be expected that the bi-disperse beds that resemble more 

closely a monodisperse bed would behave more like the experiments of 

Philippe and Badiane, (2013) and Mena et al., (2017). Herein, it is observed 

that the low porosity bed mixes behave comparably to the monodisperse 

experiments and the high porosity bed mixes do not. This is attributed to the 

changing concentrations across the bed over time, which adds more 

complexity to the system than can be observed in a monodisperse bed. 

Consequently, the previously observed regimes can only partially describe 

the flows across the whole domain in a bi-disperse bed.  
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Here the regimes present within a fluidisation event are analysed by flow 

region, in order to assess the influence of bed type. The flow is broken down 

into three characteristic regions: a jet region, a supra-jet region and a 

recirculating region.  

3.5.1.1 Jet region 

The geometry of the inlet and the velocity of the fluid flowing into the system 

appears to dominate the flow near the inlet in all cases. That is, the diameter 

of the inlet characterises the maximum width of the fast upward-moving flow 

(Section 3.3.1), and the mean velocity at the inlet characterises the 

maximum height of the fast upward-moving turbulent flow (Section 3.3.1), 

herein referred to as the “central core”. Bed porosity has a secondary 

influence on the height of the central core (Section 3.3.1). The central core 

occurs in all the observed cases of fluidisation to a greater or lesser extent – 

it was not possible in this set of experiments to fluidise the bed without a 

turbulent central core. 

The central core is identified as the region of fast moving upward flow, with a 

central minimum in velocity gradient flanked by a region of velocity gradient 

maxima to either side, demonstrating the boundary of the fast upward 

moving flow with the slow moving falling particles. The peak velocity of the 

fluidisation event occurs only after the quasi-steady state has been reached; 

the calculated Reynolds number indicates that the flow in this region is firmly 

in the turbulent regime. The scale and dynamics of the central core are 

governed by the dynamics of the jet at the inlet to a much greater extent 

than any characteristics of the bed.  
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In Chapter 5, it is shown that the initiation of fluidisation varied across 

porosities, with low porosity beds displaying behaviour resembling hydraulic 

fracture and void development and high porosity beds showing more 

turbulent mixing and entrainment. Despite large differences caused by the 

porosities in the early development of the fluidised bed, porosity does not 

appear to have a large influence over the central core behaviour once the 

quasi-steady state has been reached. This is most easily evidenced by the 

similarities between the HF and LF velocity field characteristics (Figures 3-7 

and 3-8 and Figures 3-13 and 3-14 respectively), mean velocity profiles 

(Figure 3-19), peak velocity locations (Figures 3-20 and 3-21) and the 

velocity gradients near the inlet (Figures 3-23 and 3-24 for the low porosity 

fast inlet velocity and Figures 3-25 and 3-26 for the high porosity fast inlet 

velocity). However, these two examples differ in that the low porosity case 

has a central core that meets the free surface and the high porosity case 

does not.  

Although all cases can be seen to have a central core demonstrating the 

characteristics discussed above, the low porosity slow inlet velocity case 

shows reduced magnitudes over all of these velocity characteristics in 

comparison to the other cases. It is considered that this is the influence of 

the porosity for this case. In Chapter 5.2.4, it was observed qualitatively that 

significantly more particles of the smaller size class left the fluidised zone 

and formed layers or mounds to either side of the fluidised region over the 

unfluidised areas of the bed in the low porosity high velocity case than in the 

low porosity slow inlet velocity case. This implies that, after initial fluidisation, 

the concentrations and thus porosities in the two beds are no longer 

comparable to each other and the slow velocity case has much higher 
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particle concentrations in the fluidised zone than the high velocity case once 

the quasi-steady state has been reached. Therefore, the higher particle 

concentrations in the low porosity slow inlet velocity case dampen the 

velocity field significantly in comparison to the other observed cases.  

3.5.1.2 Supra-jet region 

The region above the central core, where the flow field is no longer 

dominated by the jet dynamics, appears to be influenced more significantly 

by the porosity of the bed. In high porosity beds (Figure 3-7), above the 

central core the jet deviates from the equilibrium lateral position over the 

inlet and is deflected to a greater extent than in low porosity beds (Figure 3-

13). When the inlet velocity is fast in the high porosity bed, the supra-jet 

region above the central core is characterised exclusively by a fast upward-

moving turbulent jet that is very mobile laterally across the upper bed; this is 

captured in both the velocity vectors (Figure 3-7 and 3-8 to a lesser degree) 

and the qualitative observations (Chapter 5). The mobility of the chaotic jet 

decreases between the two quasi-steady datasets (150 s and 300 s from the 

onset of pumping). It is only by comparison with the qualitative data that it 

becomes clear that the chaotic jet motion in the supra-jet region is caused by 

deflections of the jet through the interactions of the jet with regions of dilute 

flow and concentrated particle flows. This also explains why the chaotic jet 

behaviour decreases over time as the segregation of the particles becomes 

more pronounced. It is also interesting to note that there have been no 

reported observations of a migrating or mobile jet in monodisperse 

experiments but pipe mobility has been observed in layered experimental 

work (Mörz et al., 2007; Ross et al., 2011). 
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For the high porosity slow inlet velocity cases, deflections are clear at the top 

of the central core (Figures 3-9 and 3-10) but then become more diffusive in 

nature with distance from the inlet. Regions of re-entrainment of falling 

particles into the flow are highlighted by larger regions of high velocity 

gradients (Figure 3-27 155 s). In the low porosity slow inlet velocity case, the 

supra-jet region, above the central core, is dominated by diffusive flow. 

Despite there being particle movement, the region above the central core is 

more homogenous (demonstrated by the minima in the velocity gradients; 

Figure 3-29 and 3-30). Velocities in this region are minimal and the bed 

more closely resembles a liquefied bed (loosely packed particles with no 

shear strength due to the pressure exerted by fluid in the pore spaces); there 

is little measurable particle movement in this region, although it is observed 

qualitatively. The diffusive flow is characterised by small velocities, laminar 

regime Reynolds numbers, and very low velocity gradients. The inlet jet has 

dissipated in this region and fluid flow is spread homogenously across the 

supra-jet region.  

The ability of a fluidisation event to elutriate particles is of critical importance 

to the flow regimes observed in the bed. In the low porosity fast inlet velocity 

case, the bed is characterised almost exclusively by the central core that 

extends to the interface between the fluidised bed and the overlying water 

column. This channelization of the flow in the upper bed is caused by both 

low porosity of the surrounding bed and also the very high porosity of the 

fluidised region (Chapter 5.2.6). The very high porosity observed in the “low 

porosity” case is only evident through comparison with the qualitative 

observations of the very high elutriation from this case. Therefore, counter 

intuitively, the flow that is more heterogeneous at the commencement of 
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fluidisation (low porosity has bigger difference between particle classes) 

behaves more like the homogenous monodisperse flows observed in the 

literature once a quasi-steady state has been reached. Conversely, the 

equivalent porosity but reduced inlet velocity case has a much reduced 

capacity to elutriate particles and therefore the regime observed is vastly 

different. 

Therefore, it is likely – yet unquantifiable from the present dataset – that, 

long after the onset of fluidisation, the “low porosity” bed has been reworked 

to such an extent that its porosity is significantly greater than that of the “high 

porosity” bed. It is therefore crucial for the advancement of our 

understanding of fluidised flows to quantify the concentration characteristics 

of fluidisation events.  

3.5.1.3 Recirculation region 

The upward-flowing regimes only represent one portion of the flow dynamics 

during fluidisation events. All of the cases presented herein also 

demonstrate regions of recirculation of particles and slow moving, 

downward, flow at the margins of each fluidised zone. When considering the 

low Reynolds numbers (Figure 3-22), small downward velocities (Figures 3-7 

to 3-14) and small velocity gradients (Figures 3-23 to 3-30), these regions 

can be characterised as exhibiting laminar flow. This demonstrates a distinct 

deviation from previous debates in the literature about the flow regimes 

evident in fluidisation events (Scott et al., 2009; Hurst et al., 2011; Cobain et 

al., 2015). Both the qualitative and quantitative data presented herein exhibit 

a fast moving turbulent core surrounded by slow moving laminar zones 

(Section 3.5.2 and 3.5.3). Slow inlet velocity cases exhibit laminar flows in 

both the upwards (supra-jet region) and downwards directions (recirculating 
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region) while fast inlet velocity cases exhibit a turbulent upward-directed 

core surrounded by laminar downward-directed margins where particles 

recirculate.  

The work in this chapter is limited by the measurement of the velocity of only 

the largest particles. Therefore, it cannot be determined whether the 

observed downward-directed motion is representative purely of falling 

particles or whether the suspending fluid is also directed towards the inlet. 

That is to say, it is not possible to determine at what point particle motion 

becomes decoupled from the fluid motion. Further work capable of 

measuring both the velocity of the fluid and the velocity of the particles and 

the coupling between the two would greatly enhance the understanding of 

such flow events. Additionally, as previously mentioned, quantification of the 

concentration characteristics of the flow at all locations during a fluidisation 

event should lead to improved understanding of the flow characteristics and 

the interaction between the concentration of the flow and the flow regimes 

observed in each zone in a fluidisation event.  

3.5.2 The presence of clasts in the fluidised zone 

The ability of a fluidisation event to carry or support a clast is often used as a 

method to estimate the minimum fluidisation velocity of that event (Scott et 

al., 2009; Sherry et al., 2012; Ross et al., 2014). The ability of a flow to 

support a measured clast is dependent on the concentration of that flow at 

the time of fluidisation (Di Felice, 2010) and therefore fluidisation velocity 

estimates have previously been calculated across a range of flow 

concentrations. However, all previous attempts of calculating the minimum 

fluidisation velocity from the size of the largest clast present have made the 
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assumption of a homogenous upward flow throughout the extent of the 

fluidisation pipe (Scott et al., 2009; Sherry et al., 2012; Ross et al., 2014). It 

is therefore of interest to consider the motion of a hypothetical clast in the 

flow regimes discussed in section 3.5.1. 

3.5.2.1 Force balance 

In order to simulate the motion of a hypothetical clast subjected to measured 

flow regimes, it is necessary to consider the force balance on that clast. 

Herein, a simplified version of the Maxey-Riley equation (Maxey and Riley, 

1983) was utilised, in which the drag, weight, buoyancy and pressure 

gradient terms were retained and all other terms, including those with non-

zero temporal derivatives are neglected. In addition, particle-particle and 

particle-wall collisions were approximated using the approach outlined by 

Matuttis and Chen (2014), in which the magnitude of repulsion forces are 

approximated as the amount of particle-object overlap multiplied by Young’s 

modulus and the direction of repulsion forces are estimated as ratio of the 

overlap and the vector norm of the overlap. The force balance can therefore 

be written as: 
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Where 𝑣 is a representative volume of a particle, 𝜌௦ and 𝜌are the density of 

the sediment and the fluid respectively, 𝑈 and 𝑉 represent the velocity of 

the fluid in the dominant (𝑧) and cross stream (𝑥) directions, 𝑔 is the 

acceleration due to gravity, 𝐴 is a representative surface area of a sediment 

particle and 𝐶 is the drag coefficient.  
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3.5.2.2 Particle tracking 

Equations 3.1a and 3.1b were coded within Matlab and solved using the 

ode45 function (Shampine and Reichelt, 1997). Hypothetical particles 

(diameter 100 µm) were added to the instantaneous velocity fields recorded 

for each data set and the flow path plotted in each case (Figure 3-31). The 

particle size was chosen to represent a particle likely to be easily entrained 

into the flow field. The recirculation of the particles in the supra-jet region is 

evident for the high porosity fast cases and the high porosity slow inlet 

velocity at 150 s (at 300 s the movement of the particle is slower so it does 

not leave the jet until late in the tracking). 

Interestingly, regardless of seeding position and although the simulated 

particles were smaller than the largest particles present in the experimental 

system, none of the flow fields were able to elutriate the simulated particle 

out of the top of the vent (Figure 3-31). The lack of elutriation may explain 

the very limited evidence available for extrudites in the field (Hurst et al., 

2011; Ross et al., 2013). Therefore, the reason that extrudites may be so 

infrequently documented is because even high velocity systems with high 

channelization may not be sufficient to extrude material after the first initial 

explosion. The capacity of a flow to support larger particles and clasts must 

be considered.  

The size of the clast will necessarily determine the ability of the fluidisation 

event to support the clast. If the clast is too great to be supported by the 

system it will either sediment and deflect the flow or sediment and block the 

flow completely – forcing another fluidisation event in a different location. 

However, if the clast is of a size that can be supported by the flow, the only 
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possible escape of a clast in this system is for the clast to sediment at the 

wall of the system.  

Assuming that a clast is small enough to be supported by the jet it will then 

either be moved around the supra-jet region by the deflecting jet if the flow 

behaviour is similar to the high porosity fast velocity cases, or be pushed to 

the side and sediment into the wall in slower velocity or highly channelised 

cases. It is unlikely that any significantly sized clasts would fall into the jet 

region as the geometry of the system is so much narrower in this region and 

the concentrated static bed is much closer to the flowing region. Also, in the 

jet region the transition between fluidised and non-fluidised is much narrower 

in the direction perpendicular to the flow, so that two possibilities are more 

likely. First, since the transition region is narrow, it is less likely that a clast 

would be re-entrained and therefore more likely that it will deposit in its 

location. Second, if a clast enters the jet region, it is more likely that it would 

become re-entrained into the flow. If multiple large clasts (re-)entered the 

system, this would further complicate the system, leading to a critical 

condition where the flow is unable to continue in this location and so 

fluidisation occurs elsewhere, or flow could become more channelised 

around the clasts.  

Since the particle tracking here (Figure 3-31) monitors the path of a single 

hypothetical particle in the velocity field there is no resistance or impediment 

to the particle motion due to the concentration of the particles present at any 

particular point in the system – including regions of undisturbed bed. The 

model therefore likely under predicts the extent to which a particle initially 

seeded in the centre of the jet would recirculate. In addition, re-entrainment 
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is likely to be less well modelled in the low porosity cases since particle 

concentration is significantly more heterogeneous in these cases and a 

particle is therefore unlikely to be able to free-fall at the margins of the 

fluidised zone (see Figure 3-31). 
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Figure 3-32 Particle tracking through the velocity domain. 
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3.5.2.3 Limiting clast size in the fluidised zone 

From the preceding discussion, velocity fields alone are not sufficient to 

predict the ability of a fluidisation event to support a clast or particle of a 

given size; we must know both the flow velocity and the density of the 

supporting fluid – in this case assuming a pseudo-fluid model. Simplifying 

equation 3.1a by assuming that, in the dominant direction of flow, the 

buoyant weight of the clast and turbulent drag are the only forces acting on 

the clast, it is possible to write: 

𝜌
𝑝
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1

2
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𝑓
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where ρs is the mass density of the clast, which takes a value of 2650 kg m-3 

for silica sand, V is the volume of the clast (m3), a is the acceleration of the 

clast (m s-2), A is the projected area of the clast perpendicular to the z 

direction (m2), Cd is the drag coefficient, which takes a value of 0.47-0.48 for 

spheres with Reynolds numbers ranging from 1×103 to 1×105 (Mikhailov and 

Freire, 2013), ρf is the mass density of the supporting fluid, which takes a 

value of 1000 kg m-3 for pure water to 2000 kg m-3 for a suspension with 

concentration of 0.6 (Di Felice, 2010), Uf is the velocity of the fluid (m s-1), Up 

is the velocity of the clast (m s-1) and g is the gravitational acceleration, 

which takes a value of 9.81 m s-2 at Earth’s surface.  

If it is assumed that the particles are spherical (i.e., projected area, 𝐴 = 𝜋

4
𝑑2, 

and volume, 𝑉 = 𝜋

6
𝑑3), that there is no net vertical acceleration of the clast 

(i.e., a = 0) and the clast is stationary (i.e., the weight of the clast is 

supported by the fluid and Up = 0), then: 
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Rearranging gives,  
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Substituting typical values for Cd, 

𝑑 =
0.3525ఘ

మ

ଽ.଼ଵ൫ଶହି ൯
        (3.5) 

Note that equation 4.4 is independent of the inlet dimensions; it describes 

the maximum particle velocity that can be supported by fluid within the 

central core. To arrive at equation 3.4, it has still been necessary to assume 

that the velocity field of the pseudo-fluid is steady in space and time, which 

is certainly not the case at the commencement of fluidisation (Figures 3-3 

and 3-4 for example) and is highly unlikely in the supra-jet region once the 

quasi-steady state has been reached (Figures 3-7 to 3-14). Since the 

concentration is the main variable in modelling a pseudo-fluid density, this 

must be established. Further, to fully understand particle motion and 

behaviour in a fluidisation event, it is necessary to model the two-way 

coupled interaction of the particles and the flow field. As previously 

established, the concentration of particles and interaction of the particle field 

is of fundamental importance to understanding the capacity of a fluidisation 

event to support clast material and affects the minimum fluidisation velocities 

required in a system. 

The above outlined approach is comparable to that used by Ross et al., 

(2014), yet has applied across a range of concentrations and velocities to 

identify possible clast sizes, where they used the clast size to determine the 

possible velocity for a range of concentrations. Figure 3-32 demonstrates the 

range of particle sizes a flow is able to carry when calculated using equation 

3.4. For a fluid composed purely of water with no particle concentration the 

particle size supported is 0.2 mm for a flow velocity of 0.1 m s-1 to 20 mm for 



- 115 - 

a flow velocity of 1 m s1. For a highly concentrated flow with a pseudo-fluid 

density of 2000 kg m-2 the maximum particle size that could be supported 

ranges from 1.2 mm to 100 mm for the same range of flow velocities.  

Figure 3-33 - Plot of relationship between clast or particle size, fluid density and 
velocity of the pseudo-fluid. 

3.6 Conclusions 

The quantitative analysis shows that a single flow regime cannot fully 

characterise the flow conditions of a fluidisation event into a bi-disperse bed. 

Further, laminar conditions are observed in recirculating and supra-jet 

regions and turbulent conditions are observed in the jet region. The different 

regions characterised herein (jet, supra-jet and recirculating), are influenced 

by both the inlet velocity and as a secondary influence in the supra-jet region 

the porosity. The previous attempts to characterise field observations in this 

way are therefore too simplified, and when considering the characteristics 

evident in the field the flow region should be identified. These data provide 
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the first quantification of both laminar and turbulent flow regimes within the 

same fluidisation event. 

Observing velocities alone in these systems is not sufficient to fully 

characterise the fluidisation properties of a fluidisation event – to do so 

would lead to erroneous conclusions about the nature of the geological 

properties observed in the field. These observations of the velocity field only 

make sense when considered in concert with the particle behaviours and so 

the locations of the particles during the fluidisation event must be quantified. 

Furthermore the surrounding bed is observed to not be an indicator of likely 

flow concentration during a fluidisation event, as the low porosity bed was 

shown to behave more like a mono-disperse bed than the high porosity 

case.  

The minimum fluidisation velocity is shown to be dependent on a number of 

inter-dependent factors and the largest clast size is likely to be insufficient to 

gain a reasonable understanding of the flow field alone. But in consideration 

with the flow region and concentration the particle size could be an indicator 

of flow velocity. The ability of an established flow to elutriate even small 

particles is demonstrated to be significantly lower than would otherwise be 

expected due to the diffusion of the flow velocities in the supra-jet region. It 

is proposed that this is likely the reason there are less examples of large 

extrusion events in the field than would be expected.  
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4 Particulate concentration during fluidisation events  

Given the lack of any direct observations of natural injectites and extrudites, 

there are no data on concentration. Instead, assumptions about concentration 

span large ranges, from low concentration right through to values approaching 

the packing limit (Scott et al., 2009; Ross et al., 2014). Similarly, experimental 

work has previously left the measurement of concentration unaddressed 

(Morz et al., 2007; Zoueshtiagh and Merlen, 2007; Rodrigues et al., 2009; 

Mourgues et al., 2012; Phillippe and Badiane, 2013; Mena et al., 2017), likely 

due to the limitations of the experimental techniques available. Thus, 

estimation of concentration remains a major challenge. 

The effects of particles in a fluid flow are known to be significant and attempts 

have been made to provide empirical relationships between flow behaviour 

and particle concentration (Di Felice, 1995 and references therein). Perhaps 

the most recognised of these is the Richardson-Zaki equation, which asserts 

that the velocity of a suspension can be quantified as a function of the settling 

velocity of a single particle and the voidage of that suspension (Richardson 

and Zaki, 1954; Di Felice, 2010). The Richardson-Zaki equation has 

previously been used to deduce flow characteristics from geological features 

and outcrops (Duranti and Hurst, 2004; Sherry et al., 2012; Ross et al., 2014; 

Cobain et al., 2015). It is valid for concentrated suspensions (up to 0.6) but 

only for those that can be classified as mono-disperse (Di Felice, 2010). For 

the relationship to hold across multiple particle classes, a pseudo-fluid 

approach is needed, where the properties of the fluid itself, in terms of density 

and viscosity, are artificially augmented by the presence of the smallest 
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particle class (Gibilaro et al., 2007; Di Felice, 2010). By assuming that the 

smallest particles and the fluid are one continuous phase, the Richardson-

Zaki equation holds for multiple particle phases and has been shown to be a 

reasonably good approximation of suspension behaviour and characteristics 

(Di Felice, 2010). To employ such an approach, one must then know the 

voidage or volume fraction of particles present and particle sizes contained in 

the suspension to be studied.  

However, in the absence of any observations, there are no data on 

concentration and particulate properties during natural fluidisation pipe 

formation and extrusion events (Scott et al., 2009). Previous attempts to use 

Richardson-Zaki (1954) based relationships in order to make inferences about 

the flow conditions of fluidisation events have countered the lack of knowledge 

of the flow concentration by using a range of values and thus obtaining a range 

of flow conditions which could be applicable (Scott et al., 2009; Sherry et al., 

2012; Ross et al., 2014; Cobain et al., 2015).  

Work on fluidised beds suggests that the fluidised suspension can in some 

circumstances have an apparent viscosity which is higher than that of the 

fluidising medium (Gibilaro et al., 2007). It follows then that this higher 

viscosity pseudo-fluid can support much larger clasts or particles than the 

equivalent particle-free fluid. To use a viscosity based on a pseudo-fluid to 

estimate the likely velocity or fluidisation characteristics of an injection 

assumptions must be made about that fluidised suspension. Usually such 

assumptions are made from characteristics derived from outcrop data (e.g 

Cobain et al., 2015) or inferred from empirical relations (Scott et al., 2009; 

Ross et al., 2014). However to date, there have been no measurements that 
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quantify the concentration properties during a sand injection or extrusion 

event. Further it is noted that when such characteristics are estimated or 

inferred by using a single concentration to characterise the fluidisation there 

is an assumption of homogeneity across the fluidisation event (e.g Scott et al., 

2009; Ross et al., 2014). It is likely that such an assumption is erroneous and 

a vast oversimplification of the concentrations that actually occur in 

subsurface sand remobilisation.  

Establishing the likely concentration at the time of sedimentary structure 

formation is almost impossible from outcrop and seismic data (Sherry et al., 

2012; Pau et al., 2014). By providing an experimental analogue of a bidisperse 

suspension undergoing fluidisation, pipe formation, extrusion and subsequent 

settling following the cessation of flow, the present work can establish a range 

of likely conditions to support interpretation of dewatered outcrop injectites 

and the injectites observed in seismic data, in the future and identify the limits 

of past approaches to understanding fluid flow conditions.  

Chapter 3 quantified the velocity characteristics of the different flow regions 

using high speed imaging. In this chapter, a non-intrusive experimental 

approach is used to quantify the concentration characteristics of a fluidisation 

event in three dimensions and compare this to the findings from previous 

chapters. Specifically, a Computerised Tomography (CT) scanner operating 

at 2 Hz is used to capture the previously unquantified concentration within the 

fluidisation process. Furthermore, the CT scanner enables the temporal 

variation of the concentration to also be assessed. 

By again varying the ratio of particle sizes in the bidisperse unconfined bed, 

the influence of bed porosity on fluidisation characteristics will be further 
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understood and contribute to a more holistic picture of the physical 

characteristics of fluidisation events. Final scans of the residual morphology 

following the cessation of flow provide clarity on the assumptions about what 

can and cannot be deduced about fluid flow from residual morphologies.  

4.1 Methodology 

This set of experimental runs were conducted in the Wolfson Multiphase Flow 

Laboratory at the University of Leeds. A GE Brivo CT386 CT scanner was 

used to collect the raw data. A cylindrical tank was designed to reduce the 

likelihood of interference due to the container shape (see partial-volume 

effects, Goldman, 2007). Three identical tanks were produced to enable the 

quick changeover of beds in the CT scanner and thus increase measurement 

efficiency. The tanks had an internal diameter of 145 mm and a longitudinal 

length of 180 mm. The centre of the inlet was located at 90 mm in the 

longitudinal direction. The front face of the tanks were transparent in order to 

aid the filling procedure.  

A single inlet was continuously fed by a BVP-Z Standard Gear Pump with a 

Z-201 pump head and a flow meter to monitor the discharge rate. The gear 

pump was located outside of the room housing the CT scanner and connected 

by long hoses to ensure that the experiment could be started at the same time 

as the scanner. Outflow pumps (Watson Marlow 520Du/R) maintained the 

fluid height throughout the experiment. Beds were created using the same  

procedure outlined in section 3.2.2 to a total bed height of 70 mm (Table 4-1).  
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Table 4-1 Sediment mixtures used to create bidisperse beds for experimental 
observations 

* Measurements in brackets correspond to the volume scan distance from the centre of the 
inlet in the longitudinal direction. 

 

The filled tanks were then placed into a long container box through which the  

 inlet hoses were connected (Figure 4-1). The box was then sealed to ensure 

no fluid from the overflows could make contact with the scanner.  

The GE Brivo CT385 is a 16-slice scanner manufactured by GE Medical 

Systems (GE Medical Systems, 2018). The slice resolution was 0.625 mm, 

which allowed the simultaneous collection of 10 mm sections (i.e., 16 × 0.625 

= 10 mm). Each image produced by the CT scanner comprises 512 × 512 

pixels, with each pixel representing 187.5 µm x 185 µm, yielding a total field 

of view of 96 × 96 mm. A full set of axial scans of the length of the bed was 

completed before the commencement of fluid flow. An axial scan is a scan 

where the reconstructed image is in the plane perpendicular to the axis of 

rotation of the gantry; with the gantry in the present set up in a vertical 

orientation. A cine scan takes repeated sets of 16 axial scans of the same 10 

Run Fine Particle 
Median (µm) 

Coarse 
Particle 

Median (µm) 

Percentage 
Fines (%) 

Velocity 
measured 

on flow 
gauge 
(ms-1) 

Low Porosity (0-10 mm) 51 749 40±2.7 0.53 

Low Porosity (10-20 mm) 51 749 40±2.7  

Low Porosity (20-30 mm) 51 749 40±2.7  

High Porosity (0-10 mm) 180 749 40±2.7 0.69 

High Porosity (10-20 mm) 180 749 40±2.7  

High Porosity (20-30 mm) 180 749 40±2.7  

Very High Porosity (0-10 mm) 333 749 40±2.7 0.6 

Very High Porosity (10-20 mm) 333 749 40±2.7  

Very High Porosity (20-30 mm) 333 749 40±2.7  
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mm volume for the duration of the scan. Cine scans were used during 

fluidisation events. Scans were completed at 2 scan volumes per revolution 

and the scanner completed revolutions at a rate of one revolution per second. 

Twenty six complete volumes were collected per complete cine scan, 

representing a time period of 13 s. Flow was allowed to continue for a further 

150 seconds to ensure the full development of the fluidisation feature before 

cessation of flow. Another set of axial scans covering the full length of the bed 

was then taken, showing the settled bed after the cessation of flow. Each 

sediment mix was fluidised three times, on a new unfluidised bed in a new 

tank for each fluidisation event (See Procedure 4-1). The first cine scan of 

each set scanned the volume from 0-10 mm from the centre of the inlet during 

a fluidisation event. The next cine scan, comprising the same bed mix in a 

new tank, would scan the volume corresponding to 10-20 mm from the centre  

Figure 4-1 Experimental arrangement. Three identical filled tanks were placed in the 
unsealed container box before the commencement of CT data collection. 
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of the inlet during a fluidisation event. The third cine scan would then be taken 

over the volume corresponding to 20-30 mm from the centre of the inlet, again 

recording a new fluidisation event. Thus the three separate fluidisation events 

yield three adjacent 10 mm long volumes but over independent fluidisation 

events of the same sediment mix. This gives the combined datasets a total 

coverage of 30 mm. The data collection volumes rely on the assumption that 

the flow field will be axisymmetric. The full list of runs completed is shown in 

Table 4-1 and the procedure for a “set” of runs is outlined in Procedure 4-1. 

Axial scan – slices taken consecutively through the 

Cine scan – 16 slice scans taken repeatedly over the same volume for 

13 s. Repeated for three volumes (see Procedure 4-1)  

Figure 4-2 Diagram of scan procedure for axial scans (top) and cine scans 
(bottom). 



123 
 

  

 

CT scanners measure the attenuation of X-rays and store the recorded values 

in Hounsfield Units, represented as relative grey scale values per pixel 

(Hounsfield, 1973; Reilly et al., 2017). The attenuation of X-rays is a function 

of both the density and atomic number, but the measurement of X-ray  

attenuation can also be affected to a much lesser degree by surface 

properties, proximity of material interfaces to the measurement zone, and the 

size of the object (Bolliger et al., 2009). The materials used in this study were 

kept consistent; the atomic number of the particles and the material density 

remained constant across varying particle sizes. It is therefore assumed that 

a reduction in CT attenuation, and consequent Hounsfield Unit, corresponds 

to a reduction in the proportion of glass spheres present in the measurement 

zone.  

Hounsfield Units are defined relative to the attenuation coefficient (µ) of water, 

which is by definition 0. 

𝐻𝑈 = (𝜇௦ − 𝜇௪௧ )/𝜇௪௧ × 1000 

The resolution of the CT scanner used in the present experiments was 187.5 

µm per pixel. For the very high porosity sediment mixes, the particle size of 

both particle classes used in the mixture was greater than the pixel resolution. 

For the high porosity mix some of the fines class is about the same resolution 

as the scanner and for the low porosity mix the fine particle class is much less 

than the resolution of the scanner (particle size distributions for each separate 

particle size class are shown in Figure 4-3), and so some pixels may be 

resolved as entire particles. Where and when the particles are smaller than 
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the pixel resolution or a void space is present, the Hounsfield Unit recorded 

represents the average radio-density over that pixel (Mena et al., 2015). The 

Experimental Procedure – to be repeated for each bed mix: 

 Fill 3 identical tanks with the same bed mix, Tanks 1, 2 & 3 

 Place tanks in protective box for scanning and place box on 

scanning table (See Figure 4-2) 

 Move the scanning table so Tank 1 is in the focus of the scanner 

- Full set of axial scans Tank 1 - unfluidised bed 

- Set scanner to scan volume from 0 – 10 mm from the inlet 

in longitudinal direction. 

- Simultaneously commence fluid pumping and start cine 

scan of volume (0-10 mm from inlet) 

- Allow fluidisation to run for 150 s 

- Stop fluid pumping 

- Full set of axial scans Tank 1 residual bed 

 Move the scanning table so Tank 2 is in the focus of the scanner 

- Full set of axial scans of Tank 2 – unfluidised bed 

- Set scanner to scan volume 10 – 20 mm from the inlet in 

longitudinal direction. 

- Simultaneously commence fluid pumping and cine scan of 

volume (10-20 mm) 

- Allow fluidisation to run for 150 s 

- Stop fluid pumping 

- Full set of axial scans of Tank 2 – residual bed 

 Move the scanning table so Tank 3 is in the focus of scanner 

- Full set of axial scans of Tank 3 – unfluidised bed 

- Set the scanner to scan volume 20 – 30 mm from the inlet 

in longitudinal direction. 

- Simultaneously commence fluid pumping and cine scan of 

set volume (20-30 mm) 

- Allow fluidisation to run for 150 s 

- Stop fluid pumping 

- Full set of axial scans of Tank 3. 

 Empty all three tanks and refill each with next bed mixture. 

 

Procedure 4-1 – The procedure undertaken for each set of bed mixtures for recording 
fluidisation events in the CT scanner. 
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recorded Hounsfield units in this study are used as an indicator of relative 

density to inform discussions about typical relative concentrations of regions 

throughout the stages of fluidisation. To enable relative densities across each 

bed to be examined, a linear scaling was applied to the recorded Hounsfield 

Units. The mean HU for water was thus set to 0 for each new run and the 

mean HU of the saturated sediment bed prior to fluidisation, was set to 1. This 

assumes that the maximum particle concentration occurs prior to fluidisation 

(i.e., prior to the expansion of any interparticle void spaces caused by excess 

pore-water pressures). Therefore, in the foregoing, this normalised Hounsfield 

Unit scale will be referred to as the relative concentration. CT Scanners 

produce large volumes of data that are stored in the DICOM file format (Mena 
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Figure 4-3 Particle Size distributions for individual particle size classes of sediment 
used to make bed mixtures in experiments (see table 4-1 for mixtures). Dotted 
line shows the limit of the resolution of the CT scanner indicating some of the 
fine particles are smaller than the resolution of the scanner. T1 and T2 refer to 
the test number for the particle size measurements. 
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et al., 2015). These files were exported from the scanner and subsequently 

imported into Matlab for post-processing. DICOM data files retain both the 

recordings of the Hounsfield Units for each pixel interrogated but also store 

information detailing scan settings and pixel locations. This allows the 

reconstruction of the spatio-temporal position of the recorded pixels into 

Matlab matrices and the visualisation of the recorded Hounsfield Units. Since 

the matrices generated were square images with dimensions 512 × 512 pixels 

but the scanner recorded a circular diameter interrogation area, pixels that lay 

outside of the interrogation area were assigned a blanking value of −2000.  

4.2 Results  

4.2.1 Raw CT data 

Raw CT datasets are shown in Figures 4-4, 4-5, 4-6 for different bed types 9 

s after the onset of fluid pumping. For all sediment mixes at 0 mm from the 

centre of the inlet there was a dilute region corresponding with the centre of 

the upward-directed fluid flow. This dilute region is more visible in raw CT plots 

for the low porosity mixture (Figure 4-4) than the high porosity mixture (Figure 

4-5) because the smaller particle class in the low porosity mixture had a 

median diameter of 51 m, that is much smaller than the resolution of the 

scanner at 187.5 m (Figure 4-3). For the high porosity mixture the smaller 

particle class had a median diameter (180 m), that was in the region of the 

resolution of the scanner (187.5 m) and the smaller particle class for the very 

high porosity mix had a diameter (333 m), that was much greater than the 

resolution of the scanner (187.5 m). Therefore, where the particles had a 

scale around or less than the resolution of the scanner the pixel values plotted 
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represented an average x-ray attenuation for the sample area. By virtue of a 

majority of particles being larger than the scanner resolution, more individual 

particles were visible in the very high porosity mixture than in the lower 

porosity mixtures (Figures 4-6). The low porosity and high porosity mixtures 

appear more homogenous in the raw data due to the pixel averaging over the 

smaller particles classes used in these mixtures (Figures 4-4 and 4-5 

respectively). However it is noted that the lack of clearly defined particles does 

not necessarily mean an area devoid of particles. The dilute regions visible in 

the channels in Figure 4-4 are much darker – indicating there are indeed fewer 

particles present whereas the dilute regions in Figure 4-5 are lighter indicating 

greater particle presence.  

The morphologies visible for the low porosity set of experiments appears to 

vary between the three runs (corresponding to the three sample volumes 0 – 

10 mm, 10 – 20 mm and 20 – 30 mm). At 0.625 mm (Figure 4-4, A) the 

fluidised zone shows a wider “bulb” mostly dilute with few particles detectable 

in the HU measurements. The bulb measures approximately 32.4 mm in 

diameter at the widest point 38 mm above the inlet, the fluidised zone then 

narrows to a diameter of 21.9 mm (assuming the fluidised zone is 

approximately axisymmetric) 53.6 mm above the inlet. At 6.875 mm 

longitudinally from the centre of the inlet (Figure 4-4, F), the widest part of the 

bulb remains at approximately the same diameter (32.3 mm) at a height of 35 

mm above the inlet. However in the zone above the dilute bulb significantly 

more particles are visible in the HU measurements. This dilute region above 

the bulb has a typical funnel shaped geometry, and is characterised by a 

higher number of particles than the dilute bulb but still visibly less than the 
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Table 4-2 Mean attenuation of X-rays (Hounsfield Units) for the mixed sediment beds 

   

undisturbed bed. The diameter of this supra-jet region narrows to 19.9 mm, at 

a height of 52.9 mm above the level of the inlet but widens to approximately 

50 mm at the bed surface. The dilute bulb is narrower at the last slice location 

for this bed, 9.375 mm longitudinally from the centre of the inlet, with the 

widest point measuring 30 mm in diameter 27.2 mm in height from the level 

of the inlet. The supra-jet region shows similar particle concentrations above 

the bulb to the undisturbed bed, but closer to the surface the top of the funnel 

is visible as a very slightly more dilute region of particles at the bed surface in 

comparison to the undisturbed bed. This indicates that the bulb is wider closer 

to the inlet and narrows closer to the surface with some parts of the bulb 

overlain by undisturbed bed. Furthermore, the geometry of the fluidisation 

event is approximately axisymmetric. A bulb overlain by undisturbed bed is 

Run 

Mean ± 1 standard deviation attenuation of X-rays 

(Hounsfield Units) 

Sediment bed Overlying water 

Low Porosity (0-10mm) 2326.3 ± 197 1064.1 ± 0.0 

Low Porosity (10-20mm) 2729.0 ± 179 978.0 ± 0.0 

Low Porosity (20-30mm) 2721.1 ± 193 986.3 ± 0.0 

High Porosity (0-10mm) 2269.5 ± 135 1057.6 ± 0.0 

High Porosity (10-20mm) 2650.0 ± 140 973.2 ± 0.0 

High Porosity (20-30mm) 2647.8 ± 125 976.4 ± 0.0 

Very High Porosity (0-10mm) 2487.1 ± 126 979.3 ± 0.0 

Very High Porosity (10-20mm) 2515.0 ± 105 984.4 ± 0.0 

Very High Porosity (20-30mm) 2493.1 ± 112 984.1 ± 0.0 
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evident in each of the three volumes tested for this bed mix despite different 

morphologies between the 10-20 mm volume and the other two. The columnar 

void observed in Figure 4-4 I-N still narrows in proximity to the surface, and a 

much wider void space is shown in Figure 4-4 Q – V with no connection to the 

surface observed in these slices. This morphology would indicate that in the 

low porosity cases the extrusion occurs via a narrow pipe propagating from 

the much larger void space, this mechanism is addressed in more detail in 

Chapter 6.  

In comparison to the low porosity case, at 0 mm longitudinally from the centre 

(Figure 4-5, A) the high porosity case shows significantly higher 

concentrations of particles in the fluidised zone. The dilute zones itself is much 

harder to define in the raw data set as the boundaries between the dilute and 

concentrate regions are more diffuse. Approximately, the dilute region is 10.9 

mm wide just above the inlet, widening to a 22.5 mm diameter at 28.7 mm 

from the inlet and a 32.6 mm at the top of the bed. The dilute zone with very 

few visible particles in only persists for the first 6.4 mm above the inlet and 

there are no points with very dilute spaces in a scan slices taken more than 

2.5 mm longitudinally from the centre of the inlet (i.e. Figure 4-5 D–X). Aside 

from the very dilute zone, the morphology shows very little difference with 

longitudinal distance from the centre of the inlet for the first 8.75 mm (Figure 

4-5, A-H); there is a gradual increase in particle concentration around the 

edges of the fluidised zone with increasing distance of the measurement slice 

away from the centre of the inlet. From 10 mm to 15 mm from the centre of 

the inlet there is decreasing visibility of any dilute regions (Figure 4-5, I – J, 

note these data are from a separate fluidisation event) and from 16.25 mm 
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onwards (Figure 4-5, N-X) there is very little evidence of the fluidised zone 

and so it is likely that this area remains undisturbed.  

The very high porosity case has the narrowest fluidised zone of the three 

sediment mixtures tested (Figure 4-6), and shows the least variation in width 

of the dilute zone with height from the inlet. At 0 mm from the centre of the 

inlet (Figure 4-6, A), the pipe ranges from 9.75mm in diameter 17.1 mm in 

height from the inlet, to 17.81 mm in diameter at the top of the bed. There is 

little variation in the longitudinal direction for the first 3.75 mm (Figure 4-6 A-

D), after this point however the measurement slices have reached the edge 

of the pipe and there is reduction in the size of dilute regions with distance 

from the centre. At 8.75 mm (Figure 4-6, H) there is only a small dilute region 

visible in the upper bed. At 10 mm onwards in the longitudinal direction there 

is only a small region of particle disturbance visible at the interface of the bed 

with the overlying water indicating the pipe is not located in this region. This 

shows that at this timestamp for the pipe formation in the very high porosity 

case the pipe already has the typical geometry of a funnel with a narrow base 

widening with proximity to the surface. 



131 
 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

A B C D E F G H 

I J K L M N O P 

Q R S T U V W X 

Figure 4-4 Raw CT data showing Hounsfield Units for low porosity bed mix 9s after onset of fluid pumping. 0 -10 mm (A-H) shows a bulb formation of the void 
space which narrows with height from the inlet. 10 mm – 2 0 mm(I-P) shows the void space or channel forming away from the assumed equilibrium position. 
20 - 30 mm (Q-X) shows the edge of a void formation which appears to be overlain by undisturbed bed. 
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A B C D E F G H 

I J K L M N O P 

Q R S T U V W X 

Figure 4-5 Raw CT data showing Hounsfield Units for high porosity bed mix 9s after onset of fluid pumping. A – H show an asymmetrical pipe indicating the 
fluidised zone has been deflected .I-J show laminations indicative of particle size segregation to either side of the dilute zone. Some layers of segregated 
particles visible at the very top of the bed in Q-S, Q-X does not show the fluidised zone as this is beyond the diameter of the pipe and is mostly undisturbed 
bed. 



133 
 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

A B C D E F G H 

I J K L M N O P 

Q R S T U V W X 

Figure 4-6 Raw CT data showing Hounsfield Units for very high porosity bed mix 9s after onset of fluid pumping. A much narrower fluidisation pipe is observed in 
A-H . I -P show surface disturbances at the top of the bed indicative of the top of the funnel or surface disruption of particles. Q-X is undisturbed bed as this 
is far from the fluidisation pipe. 
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4.2.2 Time series 

Time series of the bed concentrations (normalised Hounsfield Units) are 

shown for each run at the point closest to the centre of the inlet (0 mm, 10 mm 

and 20 mm for each porosity) (Figure 4-7 to 4-9). The normalised HU values 

a normalised against the mean HU value of the undisturbed bed as calculated 

from the initial axial scans pre-fluidisation, the HU value of water is 0 in these 

plots. Therefore any individual pixel with a HU value greater than the mean 

bed value will have a normalised HU value greater than 1m, this is not 

uncommon in pixels completely or mostly filled with a single particle and 

therefore is also more prevalent in the very high porosity bed (as most of the 

particles in these runs are greater in size than a pixel).  

4.2.2.1 Low porosity bed mixture 

In Chapter 3 (and in more detail in Chapter 5 to follow), it was observed that 

the low porosity bed mixtures began the fluidisation process with a process 

that appeared similar to hydraulic fracture. This was expected to be observed 

in the 0 mm set of CT Slices (Figure 4-7). However, in the present 

experiments, the start of the fluidisation occurred away from the central point 

of the inlet (Figure 4-7, 0 – 4.5 s). At 5 s, a plume of particles appeared above 

the bed (Figure 4-7, 5 s), indicating that extrusion had occurred. In the 

following timestep (Figure 4-7, 5.5 s), a fluidisation pipe that reached the top 

of the bed is visible. It is likely that between these time steps, the pipe moved 

longitudinally into the focus of the CT scanner. However it is possible the 

original fracture was slightly offset from the centre but was very narrow and 

as the pipe expanded over time the dilute flow reached the focus of the 
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scanner similar to the advancement of the fracture recorded in the qualitative 

2 dimensional case. At 5.5 s there were very few particles in the centre of the 

pipe and more particles were entrained into the centre of the fluidised pipe in 

the subsequent timesteps.  

As observed in the raw data at 9 s, the pipe that formed in the low porosity 

bed at 0 mm had an interesting morphology, with a bulb shape in the lowest 

part of the bed that narrowed with height (Figure 4-7, 5.5 -12 s). This 

morphology became wider over the time period but retained this form. The 

slices of raw data shown in figure (4-4, A-H) show that the bulb shape is 

approximately axisymmetric. The pipe continued to develop by becoming 

wider over time (Figures 4-7, 6 – 12 s) expanding from 15.9 mm at the widest 

part of the bulb (12 mm in height from the inlet) at 5.5 s to 33.2 mm wide at 

the widest part of the bulb (36.8 mm high from the inlet) at 12.5 s after the 

onset of fluid pumping. Also notable in the low porosity run is that the transition 

from the bed to a relatively homogenous dilute zone was fast, especially in the 

“bulb” which echoes observations of the wall regions for this mixture reported 

in section 6.2.6. In addition, there was a region of increased concentration in 

the dilute zone above where the bulb narrowed, indicating that there is more 

recirculation of particles in the flow in this region (Figure 4-7, 10–12 s).  

The low porosity bed data that were captured at 10 mm from the centre of the 

inlet (Figure 4-8) show the fluidised pipe again widening over time and 

emerging into the focus of the scanner. Interestingly this pipe has stabilised 

offset from the centre of the inlet in the lateral direction. And although this pipe 

expands over time as seen in the dataset at 0 mm (Figure 4-7), it does not 

migrate laterally to the centre of the inlet. At 10 mm longitudinally from the 
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centre of the inlet (Figure 4-8) from 7 s to 9 s the pipe is expanding and 

entraining more particles into the fluidised region. From 9.5 s onwards the 

expansion of the pipe appears to slow and more particles are entrained into 

the pipe lower down the bed. Without velocity data it is unclear if this is a 

region still flowing but with a higher concentration of particles such as a 

recirculation zone or if the particles have settled and the morphology in the 

longitudinal direction has changed.  

At 20 mm from the centre of the inlet in the longitudinal direction, the 

development of the very edge of a bulb type morphology can be seen (Figure 

4-9). At 3.5 s a small dilute zone is visible approximately 37.1 mm in height 

from the inlet and 10.9 mm in diameter, the centre of the dilute zone has a 

concentration relative to the original bed concentration of 0.26. At 4 s the dilute 

zone expands laterally and vertically, before decreasing in size again for the 

next three time steps (4.5, 5 and 5.5 s). The dilute zone then expands again 

until 8.5 s becoming much larger in the vertical direction (21.6 mm at the 

maximum depth) and from 9 s onwards the lower part of the dilute zone again 

becomes more concentrated with particles. At this longitudinal distance from 

the centre of the inlet it is assumed the observations are at the edge of the 

fluidised zone and in the recirculation zone. It is likely these temporal changes 

are showing small fluctuations in the number of recirculating particles in this 

spatial location as the jet stabilises. 
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Figure 4-7 Normalised Hounsfield units low porosity bed at 0 mm from the centre of the inlet. From 0s to 4.5s after the onset of pumping there is no 
effect on the bed at this measurement point. 5s shows particles in the fluid above the bed indicating extrusion has occurred away from the 
centre of the inlet. 5.5s to 12s shows the bulb morphology developing over time. 
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Figure 4-8 Normalised Hounsfield units low porosity bed at 10 mm from the centre of the inlet. 0s to 5 s shows little evidence of fluidisation despite 
fluid pumping 5.5 s to 12 s shows the development of a fluidisation pipe offset from the centre of the inlet. 
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Figure 4-9 Normalised Hounsfield units low porosity bed at 20 mm from the centre of the inlet. 3.5 s onwards shows the formation of a void space. 
After 8.5 s the void space appears to begin refilling with particles indicating the void space is either moving out of the focus of the scanner or 
becoming smaller as particles and fluid are elutriated from the system after extrusion. 
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4.2.2.2 High porosity bed mixture 

Void development is visible for the high porosity run (Figure 4-10, 0.4-2 s & 

Figure 4-11, 1-3s). As previously seen, the void expansion then develops into 

turbulent mixing and chaotic jet features. This is evident In the sinuous pipe 

features captured in Figures 4-10, 3-6 s and 4-11, 3.4-5.5 s. For both 

examples, after 6 s the pipe becomes more central. In Figure 4-10 6 s onwards 

the concentration is characterised as being dilute at the base of the pipe – 

close to zero and having a greater concentration of particles higher up the bed 

at approximately 0.4 of the unfluidised bed average. The high porosity mix 

shows less stability than the low porosity pipe, as seen in previous chapters. 

This is likely due to the falling streams of particles that were observed to 

characterise this bed mix and are discussed in more detail in Chapter 6. The 

diameter of the high porosity pipe varies between 10.9 mm and 22.8 mm at 

the centre of the inlet (0 mm in the longitudinal direction once the pipe 

develops; Figure 4-10). The data set collected at 20 mm from the inlet is at 

the very edge of the pipe boundaries. The data in Figure 4-12 show a dilute 

zone fluctuating in and out of the focus of the scanner between 1.5 s and 7 s. 

This is the very edge of the turbulent mixing zone entering the focus of the 

scanner as the pipe develops. After 7 s, the pipe is much more stable and in 

this data set the pipe no longer deviates from the equilibrium position 

significantly enough to come back into the focus of the scanner.  

After extrusion particles can be seen in the overlying water column at all 

timestamps plotted when measurements are taken close to the centre of the 

inlet (Figure 4-10). They are particularly visible at 7s, here it is observed that 

the fluidisation velocity is sufficient to carry the particles above the original bed 
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height however they do not travel far from the vicinity of the fluidisation event. 

Therefore it is likely that the particles are fluidising upwards and falling back 

into the fluidised zone in very close proximity. Further from the centre of the 

inlet (Figure 4-11 and 4-12) fewer particles are observed in the overlying water 

column, however where the jet is observed to be breaching the bed surface in 

the focus of the scanner particles are once again observed (e.g. Figure 4-11, 

5.5 and 10 s and 4-11 , 2.5 , 5, 5.5 s). 
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Figure 4-10 Normalised Hounsfield units high porosity bed at 0 mm from the centre of the inlet. Turbulent mixing observed until extrusion at 3.5 s, 4 s 
- 12 s shows chaotic jet behaviour. 
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Figure 4-11 Normalised Hounsfield units high porosity bed at 10 mm from the centre of the inlet. Turbulent mixing observed before extrusion at 3.5 s. 
Particle segregation is visible at 4 s. From 5 s the jet moves out of focus of the scanner however bed disturbance is visible at the surface of the 
bed. The jet returns to the focus of the scanner in the lower bed from 8 s. 
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Figure 4-12 Normalised Hounsfield units high porosity bed at 20 mm from the centre of the inlet. The edges of the turbulent mixing are visible from 
1.5 s to 2.5 s. At 2.5 extrusion is visible at the surface. Some edges of the chaotic jet visible from 3.5 s to 6.5 s. 
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4.2.2.3 Very high porosity bed mixture 

The very high porosity runs do not show a void developing, more a vertical 

pipe propagation directly to the surface with little sinuosity or deviation from 

the central axis (Figure 4-13, 7-12 s). This is characteristic of mono-disperse 

beds (Philippe and Badiane, 2013). There is some small movement visible in 

the 10 mm time series (Figure 4-14), representing more dilute regions passing 

in and out of focus of the measurement point but this is significantly less 

obvious than for the high porosity bed and not as self-stabilising as the low 

porosity bed. Interestingly at the 20 mm longitudinal measurement point the 

pipe is not detectable at all (Figure 4-15). This could be that any movement 

was focussed in the opposite longitudinal direction, however as the dilute zone 

in this fluidisation pipe is only between approximately 10 – 18 mm wide when 

measured in the field of view shown in Figure 4-6 and assuming axisymmetry, 

it is likely that the bed is actually undisturbed in this measurement region.  

In comparison with the high porosity case, particles are again observed to be 

persistent in the water column above the fluidised zone. The particles appear 

to be immediately above the dilute zone and do not travel away from the vent. 

If particles were travelling away from the vent, layers of settling particles would 

be expected to be observed over the undisturbed bed (Figure 4-13 8 s 

onwards, 4-14, 5 – 8.5 s). This lack of layers of vented sediment implies that, 

although the particles are travelling higher in the water column than the 

original bed height, they are not elutriated from the system. Instead the 

particles are recirculated in close proximity to the vent. 
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Figure 4-13 Normalised Hounsfield units very high porosity bed at 0 mm from the centre of the inlet. No fluidisation is evident until 7 s. The pipe 
forms rapidly from 7 s and is very stable with little deflection. 
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Figure 4-14 Normalised Hounsfield units very high porosity bed at 10 mm from the centre of the inlet. Some turbulent mixing is visible at 3.5 and 4 s. 
The top of the fluidisation pipe is visible in the upper bed from 5 s onwards. 
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Figure 4-15 Normalised Hounsfield units very high porosity bed at 20 mm from the centre of the inlet. Pipe diameter is only 10 mm for the other 
measured cases therefore it is likely these data represent the undisturbed bed in this fluidisation event. 
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4.2.3 Wall regions 

The wall regions in each of the characteristic fluidisation pipes have distinctive 

characteristics for each porosity (Figure 4-16). In the very high porosity pipe, 

the edges of the pipe have a region more concentrated with particles at 

approximately 0.65 of the mean value of the unfluidised bed (Figure 4-16 A). 

The width of this transition to undisturbed bed varies but is roughly of the order 

of a few millimetres, and contrasts with a more dilute fluidised central region 

with a HU of around 0.3-0.5 of the mean unfluidised bed. However this is not 

consistent across the height of the pipe. Above 60 mm the wall boundaries 

become less clear and there is a greater concentration of particles across the 

whole diameter of the pipe.  

The high porosity bed (Figure 4-16 B) shows a much more gradual transition 

in the wall region back to undisturbed bed than for the other observed bed 

mixes. The centre of the pipe is around 0.5 of the HU value of the undisturbed 

bed and the wall regions approximately 0.6 – 0.8 of the HU value of the 

unfluidised bed. The thickness of the wall region ranges from approximately 3 

mm wide to 6 mm. The very dilute central fluidised zone is present only for the 

first 24 mm above the inlet, above this there is a greater concentration of 

particles in the fluidisation pipe. The region of higher porosity in the central 

zone is much more variable than for other bed mixes and ranges between 10 

mm and 20 mm diameter implying that the walls in this sediment mix are 

significantly less stable for this case at this stage of fluidisation. 

The low porosity bed (Figure 4-16 C) has the most distinct wall formation 

observed within a pipe, showing an abrupt change between an undisturbed 

bed and a fully dilute flow region that narrows with height. The dilute region 
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towards the top of the narrowing pipe does not appear to have a greater 

concentration of particles than is observed lower down the pipe – as is evident 

in the higher porosity cases. This shows an abrupt difference in wall structure 

and dilute region characteristics between the low porosity and the higher 

porosity cases. 
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Very High Porosity High Porosity Low Porosity 

C B A 

Figure 4-16- Zoomed CT data measured at 0 mm from the centre of the inlet in the longitudinal direction for all bed mixes, A – Very high Porosity bed mix at 
8 s, B – High porosity bed mix at 7 s , C – Low porosity bed mix at 8 s. 
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4.2.3.1 Temporal variation in wall dynamics 

In comparison with the time series of the Hounsfield Unit data (Figures 4-7, 4-

10 and 4-13) it is observed that the process of pipe formation and thus wall 

formation is different for each sediment mix. The low porosity bed shows a 

pipe that expands by eroding the undisturbed bed and thus the transition 

between fluidised zone and undisturbed bed is sharp and coherent. 

Temporally the wall is moving laterally across the fluidised zone as more bed 

is entrained however the location is relatively predictable. In contrast, the high 

porosity mixture fluidises by turbulent mixing and for the time period measured 

(0-12.5 s ) the pipe has not fully stabilised and thus the structures at the walls 

of the pipe are less clear in these data. The transition between dilute flow and 

undisturbed bed is difficult to determine likely as the walls are not yet stabilised 

and it is postulated herein that this mix is likely to have more easily identifiable 

wall structures much later in the flow sequence. The chaotic mixing and 

chaotic behaviour of the jet in the upper bed of the high porosity case mean 

the high and low concentrations of particles within the fluidised zone are 

moving frequently and so the walls of this pipe are unstable and unpredictable. 

The very high porosity mixture fluidised in a similar manner to a mono-

disperse bed, as an advancing turbulent jet with little chaotic mixing, as such 

the higher concentration walls are visible and relatively stable across the 

temporal evolution of the pipe yet are wider than the low porosity walls 

indicating a region od segregated particles of the fine particle class at the 

interface between the fluidised zone and the undisturbed bed.  
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4.2.4 Residual morphologies 

4.2.4.1 Surface depressions 

Axial scans were taken after the cessation of fluid flow capturing the full 

volume of the sediment mixture in order to observe the structures that remain 

in the fluid bed after a fluidisation event. The surface views showed discernible 

differences between the remaining surfaces of the plots (Figure 4-17). These 

plots are analogous to what is visible on the sea floor following a sand injectite 

event reaching the surface and also bear similarities to seafloor features 

termed “pockmarks” formed from fluid flow (Hovland et al., 2010). Very high 

porosity beds - where the two particle sizes used in the bidisperse bed were 

the closest in size - showed the smallest surface depressions for both 

diameter and depth (Figure 4-17 A-C). High porosity cases showed the largest 

diameter surface depressions with sharply angled ridges surrounding the 

central depression (Figure 4-17 D-F). The depression itself appeared smooth. 

The low porosity case showed the most uneven surface depressions with 

rings of particles visible in the depression and the most variation between 

repeats (Figure 4-17 G-I). The low porosity run capturing the volume from 10 

mm to 20 mm from the centre of the inlet in the longitudinal direction shows a 

lateral offset from the centre indicating that the fluidisation pipe stabilised in 

the offset position for the duration of the fluidisation and dewatering. 
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Very High Porosity 

High Porosity 

Low Porosity 

A B C 

D E F 

G H I 

Figure 4-17 Residual morphologies visible from the bed surface 
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4.2.4.2 Interior structure of residual morphology – low porosity bed 

mixture 

Contour plots of the interiors of the beds after the cessation of fluid flow show 

that the residual structure is not geometrically similar to the structure during 

the first 12.5 seconds of fluidisation for the low porosity runs (Figure 4-18, 4-

19, & 4-20). The low porosity runs had very steep almost vertical walls within 

the first 12 s of flow that had an abrupt change between dilute flow and the 

wall of the fluidised pipe with a bulb at the base narrowing with height (Figure 

4-7). In contrast the residual beds show an easily identifiable region of 

disturbed bed where the bed concentration is significantly lower, this region is 

narrow at the base and widens at the surface. This is likely to be partly to do 

with the duration of the fluidisation event captured. Qualitative observations in 

the two dimensional arrangement for the low porosity bed showed the stages 

of a fluidisation event (Chapter 5.2.1). For the low porosity case with a high 

inlet velocity, extrusion occurred at 9 s but geometry was only fully regular 

after several minutes of fluidisation (Figures 5-2 and 5-3). Therefore the 

residual upward flaring funnel morphology developed between the end of the 

CT recording and the cessation of flow 2.5 minutes later. 

The low porosity runs capturing the 10 – 20 mm and 20 – 30 mm volumes 

both show evidence of asymmetry in the flow. The 10 - 20 mm dataset shows 

the residual morphology is offset as was the flowing region recorded which 

implies the flow stabilised here and did not migrate to the central position 

(Figure 4-19). This is interesting in itself as after 2.5 minutes it would be 

expected that the fluidised zone would migrate to the central position over the 

inlet due to the inlet position being fixed and the erosive nature of the upwards 
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jet (Chapter 5.2.6). Further the axial scan of the residual morphology of the 

run capturing the 20 - 30 mm volume shows that this fluidisation was also 

offset but in the longitudinal direction (Figure 4-20), evidenced by the visible 

porous region being much larger from -20 - 0 mm than from 0 -18.75 mm. For 

this run the measured region during fluidisation was 20 - 30mm in the positive 

direction. The asymmetry of this flow in the opposite direction to that which 

was measured explains why there is very little visibility of the fluidised zone in 

Figure 4-9.
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Figure 4-18 Axial scan of the residual morphology for the low porosity run that captured 0 – 10 mm volume during fluidisation. 
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Figure 4-19 Axial scan of the residual morphology for the low porosity run that captured 10 – 20 mm volume during fluidisation. 
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Figure 4-20 Axial scan of the residual morphology for the low porosity run that captured 20 – 30 mm volume during fluidisation. 
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4.2.4.3 Interior structure of residual morphology –high porosity bed 

mixture 

The high porosity residual morphologies and the very high porosity cases 

(Figures 4-21 to 4-23 and 4-26 to 4-28) have been plotted with a restricted 

range of values to aid the visibility of the residual structures; values shown 

range between 0.6 and 1.2 of the original mean bed value. For the high 

porosity residual beds (Figures 4-21, 4-22 and 4-23) there is a visible residual 

structure in each case, similar to the low porosity residual morphologies, 

showing an upward flaring funnel. The transition between the region that has 

been fluidised and the undisturbed bed is much more gradual than in the low 

porosity case. The transition is in fact only distinguishable from the 

surrounding bed because of the value clamping. However, this is still 

indicative of a region of higher porosity than the undisturbed bed as blue 

values represent 0.6 or less of the mean unfluidised bed value. This means 

that there is a region of higher porosity evident in the remaining bed as a result 

of the fluidisation event. 

Figure 4-22 shows lamination structures in the residual morphology. That is 

layers of higher porosity and lower porosity sequentially surrounding the 

central fluidised zone. Figure 4-24 shows an example of these structures after 

the cessation of flow during the qualitative experiments; blue particles form 

20% of the large particle class. It should also be noted that the bed is 25 cm 

deep in the qualitative runs. Although the laminations in the experiment are 

not regular they show definitive regions of varying grain sizes. Such layers of 

varying porosity are reflected in the normalised bed concentrations shown in 

Figure 4-25. As the bed depth is much smaller for the concentration 
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experiments, the regions are significantly smaller than in the qualitative 

experiment. 



162 
 

  

 

 

Figure 4-21 Axial scan capturing the residual morphology of the high porosity run that captured 0-10 mm volume during fluidisation. 
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Figure 4-22 Axial scan capturing the residual morphology of the high porosity run that captured 10-20 mm volume during fluidisation. 
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Figure 4-23 Axial scan capturing the residual morphology of the high porosity run that captured 20-30 mm volume during fluidisation. 
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Figure 4-24 Qualitative Experimental Image of laminations formed for 
a high porosity bed mix. Figure 4-25 Residual Bed morphology for a high porosity mix 

showing normalised bed concentration. 
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4.2.4.4 Interior structure of residual morphology – very high porosity 

bed mixture 

Plots of the bed interiors showed no discernible differences in the fluidised 

region and the undisturbed bed post-fluidisation for the very high porosity mix 

in the axial scans taken for the bed mixes that collected data for the volumes 

10 – 20 mm and 20 – 30 mm (Figures 4-27 & 4-28). The CT numbers across 

the bed remained largely homogenous indicating the bed largely resembles 

its initial state in terms of bed density. This bed behaved much like a 

monodisperse bed (Mena et al., 2017) and it is likely that the overlap in the 

class sizes is such that the smaller particle class cannot migrate through void 

spaces as the smaller class does when the ratio of particle classes is greater. 

However, there was a very slight residual morphology detectable in the HU 

data for the bed that recorded data from 0 – 10 mm (Figure 4-26). Between 0 

mm from the centre of the inlet to -20 mm from the centre of the inlet in the 

longitudinal direction a very wide funnel outline is slightly visible and for the 

qualitative experimental runs there was a visible residual morphology (Figure 

4-29). There is evidently a small layer of segregated particles from the smaller 

particle class which, if this also occurred in the three dimensional runs is not 

detectable in the recorded Hounsfield Units.  

The porosity for the very high porosity sediment mix is 0.377, the fine particle 

class has a porosity of 0.434 and the coarse particle class has a porosity of 

0.431, representing a difference in porosity between the mixed bed and the 

segregated particle classes of 5.4-5.7% making it difficult to distinguish 

between mixed and unmixed sediments when averaging over pixel spaces 

and imperceptible if particle sizes have fully segregated from each other. 
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Figure 4-24 Axial scan capturing the residual morphology of the very high porosity run that captured 0-10 mm volume during fluidisation. 
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Figure 4-25 Axial scan capturing the residual morphology of the very high porosity run that captured 10-20 mm volume during fluidisation. 
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Figure 4-26 Axial scan capturing the residual morphology of the very high porosity run that captured 20-30 mm volume during fluidisation. 
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Figure 4-27 Residual morphology of a very high porosity qualitative experiment 
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4.2.5 Three dimensional morphology during fluidisation 

The data slices were concatenated in order to create volumes of CT data and 

plot isosurfaces of specific HU-values (Figures 4-30 – 4-33). The mean HU-

value for the unfluidised bed mixture was plotted in cyan, a HU-value 

approximately 3 standard deviations lower than the mean unfluidised bed 

value was plotted in yellow, and the mean HU-value of water was plotted in 

blue. By selecting a Hounsfield Unit outside of the range of values within the 

unfluidised bed, distinct regions of higher concentrations of particles, than the 

dilute region, but less concentrated than the unfluidised bed are identified.  

These volume sections show 0 – 10 mm from the centre of the inlet with the 

centre of the inlet furthest from the field of view and 10 mm closest to the 

viewer. It is also noted that the vertical scale here is reversed in comparison 

to previous plots, with vertical measurements taken from the top of the slice 

(note this is not the top of the tank) and 96 mm representing the location of 

the inlet in the vertical direction.  

This approach identifies the settling zone for each run and likely characterises 

the wall formation for each sediment mix. Blank zones are caused by the 

choice of discrete values in such plots and indicate that there are no data in 

that region exactly corresponding to one of the chosen isosurface numbers.  

If the dilute zone were completely devoid of particles it would be expected that 

this region would show up as blue on the isosurface plots. However, the dilute 

region in the centre of each pipe shows as white for the very high porosity and 

high porosity cases (Figures 4-30 and 4-31 respectively). This indicates that 

no pixel in that region has the exact HU value of water and therefore must 

have a particle wholly or partially present in that particular pixel.  
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At 2 s the high porosity case shows the fluidisation event immediately prior to 

extrusion (Figure 4-30, 2 s). Interestingly two separate regions of dilute 

particles are advancing towards the surface with a chunk of undisturbed bed 

visible between the two advancing turbulent jets. As this is not visible in the 

time series presented for the centre of the inlet this must occur offset from the 

centre point In the longitudinal direction. At 3 s the turbulent mixing has eroded 

the undisturbed bed and has entrained much more of the upper portion of the 

bed. At 4 s however, there again appears to be large sections of particles with 

the same HU as the undisturbed bed (Figure 4-30, 4 s, right of the fluidisation 

pipe). As the previous time stamp (3 s) shows this location to be in motion, 

this indicates that when this bed is not actively fluidised it returns to the same 

HU value and thus porosity of the undisturbed bed very quickly. Therefore for 

this bed mix, there is little hysteretic effect of the fluidisation on the porosity of 

the bed even at small timescales.  

The chaotic nature of the jet is once again evidenced across the timesteps for 

the high porosity bed and it is interesting to note that regardless of the location 

and timestamp the central dilute zone is always flanked by a less dilute zone 

immediately before transitioning to stationary bed (Figure 4-30, yellow zones). 

It is proposed that the regions shown in yellow in Figure 4-30 represent settling 

particles. As it has been observed that stationary particles appear return to 

the HU of the undisturbed bed, it follows that these regions must have a higher 

fluid content than a corresponding stationary bed. These regions are likely to 

be slow moving particles falling under their own weight after the chaotic jet is 

further from this location than some critical length scale.  
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In agreement with the corresponding time series (Figure 4-13), the very high 

porosity case (Figure 4-31) shows no evidence of fluidisation prior to 7 s. 

However at 7 s, a wide region of more dilute bed is observed close to the inlet 

and this is not evident in the time series. This could perhaps suggest that as 

this bed begins the process of fluidisation, there is a much wider region of 

dilute bed than would be expected to be directly influenced by the jet 

dynamics. These dilute regions at the base of the bed could be representative 

of a wider region of liquefaction, where the bed has dilated in response to the 

inflow of fluid but only expanded enough to show as more dilute in the 

recorded HU (as could be expected with a loss of grain to grain contact). It is 

noted however that it is unlikely that the fluid influx that caused such an 

expansion would be sufficient to push all the particles in this region into 

motion, as there is no evidence of wide fluidised regions at the base of pipes 

in corresponding qualitative data. At 8 s, extrusion has occurred and the wide 

region of expanded bed has shrunk significantly, indicating a loss of the 

previously mentioned excess fluid. In the following timesteps this liquefaction 

zone persists at a reduced size. It is likely that the presence of a liquefaction 

zone is a result of the very high porosity of this bed allowing some fluid flow in 

all directions as it is expelled from the inlet. In comparison to the other 

sediment mixes, the very high porosity bed presents the least resistance to 

fluid flow through the bed and so it is likely that fluid migrates, albeit at a slower 

velocity than is observed in the fluidised jet, in all directions.  

As observed in the high porosity case, the very high porosity case shows a 

region of more dilute particles surrounding the dilute fluidised zone in all 
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timestamps where the bed has been fluidised. It is again assumed this 

represents the fraction of particles settling at the margins of the fluidised zone.  

The high and very high porosity cases show no discernible pixels of pure water 

in the volume sections (fluidised zone is blank indicating no pixels with the HU 

value of pure water). In contrast, the low porosity case does demonstrate 

regions completely devoid of particles. Once again the extrusion event occurs 

out of the focus of the scanner, however at 5 s a blank zone has emerged 

above the bed surface, indicating particles are now present in this region, and 

a dilute bed zone is beginning to become visible (Figure 4-32, 5 s, yellow 

regions). At 6 s the fluidised pipe is visible with a small bulb at the base and 

blue regions already visible indicating that there are pixels of clear water in 

the fluidised pipe. 7 - 12 s shows the bulb expanding steadily. With increasing 

bulb size fewer pixels of water are visible, implying that more particles are 

being entrained into the bulb as it expands. Above the bulb is a dilute bed 

zone outlining a funnel shape overlying the bulb, again the yellow regions are 

interpreted as falling particles. In this case the recirculation zone appears to 

meet the top of the bulb which would imply that the particles recirculate in the 

upper bed and few recirculated particles fall into the lower bulb. 
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Figure 4-28 High porosity volume 0-10 mm, 10 mm is closest to the viewer - time series of isosurfaces at 980HU (blue) representing the HU of water, 
2245HU (yellow) representing the HU value 3 standard deviations lower than mean HU value of the undisturbed bed and 2650HU (cyan) 
representing the mean HU value of the undisturbed bed value for this high porosity mix. 
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Figure 4-29 Very high porosity volume 0-10 mm, 10 mm is closest to the viewer - time series of isosurfaces at 980HU (blue) representing the HU of 
water, 2185 HU (yellow) representing the HU value 3 standard deviations lower than mean HU value of the undisturbed bed and 2500HU (cyan) 
representing the mean HU value of the undisturbed bed value for this high porosity mix. 
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Figure 4-30 Low porosity volume 0-10 mm, 10 mm is closest to the viewer - time series of isosurfaces at 980HU (blue) representing the HU of water, 
2200HU (yellow) representing the HU value 3 standard deviations lower than mean HU value of the undisturbed bed and 2750HU (cyan) representing 
the mean HU value of the undisturbed bed value for this low porosity mix. 
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4.2.6 Analysis of regions of fluid flow and particle content 

In order to quantify the content of the dilute region, plots of the particle volume 

fraction at the location at the centre of the inlet in both the longitudinal and 

lateral directions, against height above the inlet are shown in Figure 4-33 for 

6, 8, 10 and 12 s after the onset of fluid pumping. The volume fraction is 

calculated by multiplying the relative bed concentration (calculated from the 

HU data) by the particle volume fraction of the unfluidised sediment mix (Table 

4-2).  

All of the beds and time stamps in Figure 4-33 show significant fluctuations in 

the particle volume fraction; this is due to the largest particles (which are 

consistent across all runs) being larger than the pixel resolution. However 

larger features of the concentration profiles are still observed. At 6 s after the 

onset of fluid pumping the very high porosity bed (Figure 4-33, 6 s, blue 

triangles) has not yet been fluidised at the location plotted and so the particle 

volume fraction is steady, aside from the fluctuations previously mentioned. 

The original bed height is marked with a black dashed line. In comparison the 

high porosity bed has been fully fluidised at 6 s. Interestingly at the base of 

the flow the particle volume fraction is between 0.45 and 0.5 and shows a 

decreasing volume fraction to 0.28 approximately 30 mm above the inlet. 

Above 30 mm, the particle volume fraction remains steady at 0.33 mm for a 

further 12 mm displaying only the particle size fluctuation seen in the 

unfluidised bed. Above 42 mm the variation in the particle volume fraction 

increases indicating the volume fraction is less homogenous in this region. 

The low porosity bed shows an initially very high particle volume fraction, 0.8, 

very close to the inlet, at 7 mm above the inlet the particle volume fraction 
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Figure 4-31 Particle volume fraction against height for each run measured at 6, 8, 10 and 12 s after the onset of fluid pumping in the centre of the 
inlet. Black circles - low porosity bed, red crosses - high porosity bed, blue triangles - very high porosity bed, dashed line represents the 
location of the original bed height. 
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drops significantly to around 0.33 before increasingly steeply again to 0.7 at 

19.6 mm above the inlet. This dilute zone represents the particle volume 

fraction in the dilute bulb discussed in Section 4.2.2. At the top of the bulb 

there is a region of higher concentration that could be undisturbed bed that is 

not yet eroded into the flow. This is likely as the particle volume fraction is very 

high at around 0.73. The particle volume fraction is then approximately steady 

for the next 12.3 mm up to 31.9 mm above the inlet. Between 41 mm and the 

original bed height (dashed black line) the particle volume fraction shows a 

steadily decreasing profile. Indicating that the fluidised zone has fewer 

particles with increasing distance from the inlet. This would indicate that in this 

region (41 mm and 70 mm) the bed is no longer undisturbed and we are 

observing the overlying funnel where there is a recirculation of larger falling 

particles. 

At 8 s after the onset of fluid pumping the fluidised zone for the low porosity 

bed has expanded and this is reflected In the profile of the particle volume 

fraction (Figure 4-33, 8 s, black circles). The dilute bulb begins at around 8 

mm above the inlet and persists to 37.5 mm above the inlet with the particle 

volume fraction fluctuating around at 0.12. Above 39.9 mm the particle volume 

fraction is fluctuating around approximately 0.8 and above 58 mm from the 

inlet the particle volume fraction displays the same steadily decreasing profile 

with distance from the inlet as at 6 s, indicative of a recirculating region. The 

high porosity bed (Figure 4-33, 8 s, red crosses) also displays this decreasing 

profile in the upper bed above 22.1 mm, decreasing from a particle volume 

fraction of 0.49 to 0.25 at the interface with the overlying water column. 

However the concentration profile for this bed differs from the low porosity 
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case in that the most concentrated part of the bed is closer to the inlet and is 

relatively steady at 0.48 for the first 22.1 mm above the inlet. By comparing 

the vertical concentration profiles with the equivalent contour plot (4-10 8 s) 

we can see that at 8 s the dilute zone has been deflected away from the 

centre-line. As such, this region of higher volume fraction is likely to be the 

falling particles which will then recirculate back into the flow as the jet moves 

again. At 8 s the very high porosity bed once again shows the steadily 

increasing volume fraction with height which could be representative of the 

velocity diffusion observed in the supra-jet regions in Chapter 4 or, as this is 

still early in the pipe development, could be indicative of recirculating particles 

typical of the turbulent mixing stage discussed in Chapter 6.  

It is interesting to note that the very high porosity case has increasing particle 

volume fractions with distance from inlet whereas, in the upper flow region of 

the high porosity and low porosity fluidisation events there is a decreasing 

volume fraction with height from the inlet. This could be due to the number of 

particles elutriated from each system. Very few particles can be elutriated from 

the very high porosity case as the particles are much larger and therefore 

require greater velocities to be fully removed from the system. In comparison 

the low porosity case has very fine particles in the fine particle class and, as 

previously discussed, many particles in this class can be elutriated, therefore 

in the upper bed the particles that persist in the system are of the coarse 

particle class. This would suggest that the high concentrations observed in the 

upper bed are recirculated in this region as fluid velocities are not exerting 

sufficient drag force to carry the particles away from the fluidisation pipe. 
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At 10 s after the onset of fluid pumping the dilute bulb In the low porosity case 

has expanded again and now persists to 44.6 mm above the inlet but the 

profile largely follows the same characteristics as at 8 s (Figure 4-33, 10s, 

black circles). However the more variable high porosity case shows a different 

particle volume fraction profile again (Figure 4-38, 10 s, red crosses). From 3 

mm to 16 mm above the inlet is a dilute zone with a particle volume fraction 

of around 0.35, the particle volume fraction then steadily increases to around 

0.55, 54.9 mm above the inlet. Above this point the particle volume fraction 

steeply decreases back to the clear water zone. The very high porosity case 

shows a slight change in profile in that instead of increasing in particle volume 

fraction for the full height of the fluidisation pipe the concentration becomes 

relatively steady at 43.3 mm above the inlet, the particle volume fraction 

fluctuates around 0.34 and this persists into the water column up to 87 mm 

above the inlet.  

The very high porosity case continues these profile characteristics and 

remains largely unchanged at 12 s (Figure 4-33, 12 s, blue triangles), similarly 

there is little development between the 10 s profile and the 12 s profile for the 

low porosity case (Figure 4-33, 12 s, black circles). Once again however for 

the high porosity case (Figure 4-33, 12s red crosses) the particle volume 

fraction profile has changed. The initial dilute zone profile largely remains the 

same as for 10 s, however above this there is a less steep increase in particle 

volume fraction which becomes relatively steady above 36 mm fluctuating 

around a volume fraction of 0.38 which continues to the interface with the 

overlying water column. 
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4.3 Discussion 

4.3.1 Comparison to the two dimensional case 

By comparing the time series generated in this run of experiments to the two 

dimensional experiments (See Chapter 5 for qualitative images), it is clear that 

the two dimensional experiments are a comparable analogue for the three 

dimensional system. Geometrically there is only a small difference between 

the 3D measurements of the residual geomorphology and the two dimensional 

scans. Measurements were taken on the residual morphologies after the 

cessation of flow as there can be no further change in the morphology after 

this point and it is no longer subject to the temporal variation in the fluidisation 

process. The two dimensional high porosity bed yields a residual fluidised 

morphology diameter of 62.6 mm at a height approximately 70 mm above the 

inlet (Figure 4-22, 0 mm) and the equivalent three dimensional case is 68 mm. 

The low porosity three dimensional fluidisation event has a diameter at the top 

of the fluidisation pipe in the centre of the inlet approximately 70 mm above 

the inlet of 66.2 mm (Figure 4-18, 0 mm) and in the two dimensional 

fluidisation event there is a 72.5 mm diameter residual fluidised morphology. 

This represents an 8.7% variation between the two pipe diameters. This could 

perhaps be considered a significant difference, however the same 

measurement from the subsequent three dimensional runs yields a residual 

fluidised morphology diameter of 44 mm (Figure 4-19) and 64 mm (Figure 4-

20) as such the variation between the two dimensional and three dimensional 

morphologies appears to fall within the expected variation of the pipe 

geometry. The time taken for the fluidisation pipe to reach the surface 
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necessarily varies between the three dimensional and two dimensional 

examples as the initial bed height varies between the two sets of experiments. 

The initial bed height for the two dimensional experiments is 250 mm and for 

the three dimensional experiments is 70 mm.  

The high porosity case is seen in the time series of the CT data to fluidise 

through chaotic mixing (Figure 4-10), qualitatively this is incredibly similar to 

the fluidisation process seen in the qualitative and quantitative data in the two 

dimensional experimental runs, examples of which are shown in Figure 4-34 

(left and middle).  

The low porosity case however is observed in the two dimensional system to 

fluidise by hydraulic fracture followed by erosion of the undisturbed bed and 

turbulent mixing (Figure 4-35, left and middle). As the initial fluidisation 

happened outside of the range of the scanner (i.e offset from the centre 

location – Figure 4-7 particle extrusion evident at 5 s), it is unclear if a hydraulic 

fracture also occurred in the three dimensional cases. However an offset of 

the initial fracture is also evident in the 2D image (Figure 4-35 left). The three 

dimensional concentration images are characterised by an expanding dilute 

bulb with low particle concentrations and a narrow dilute pipe connecting the 

flow with the surface for one fluidisation event in the low porosity sediment mix 

(Figure 4-7) and a highly stable dilute pipe in another (Figure 4-8). Two 

dimensional runs were characterised by an expanding void space – which 

could be analogous to the bulb in three dimensions – and a channelised pipe 

reaching the surface. An example of how the narrow pipe in Figure 4-35 

expands over time to a wide channel, via a dilute bulb is shown in Figure 4-

36. 
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Figure 4-32 Qualitative image at approximately 10 s after the onset of fluid pumping for the High Porosity bed (left), corresponding PIV data at 
10 s for the high porosity bed (middle), qualitative image at approximately 150 s after the onset of fluid pumping for the High Porosity 
bed (right) 
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Figure 4-33 Qualitative image at approximately 9 s after the onset of fluid pumping for the Low Porosity bed (left) corresponding PIV 
data at 8.75 s for the low porosity bed (middle), qualitative image at approximately 150 s after the onset of fluid pumping for 
the Low Porosity bed (right) 
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Figure 4-34 Qualitative two dimensional image showing geometry and fluidisation similar to concentration time series shown in Figure 4-7. Wider 
fluidised bulb is overlain by undisturbed bed to the left of the fluidisation zone, to the right a chunk of undisturbed bed is falling into the bulb. 
The fluidisation zone is observed to narrow above the bulb before widening into a typical funnel shape. 
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An interesting feature of the qualitative two dimensional data is that the 

segregation of the particle classes is very evident in the high porosity case 

(Figure 4-34, right), however this is not as clearly evident in the CT data. As 

discussed in Section 4.2.4, this could be due to the very similar porosities 

between the two particle classes which is difficult to discern when averaging 

over pixel spaces. It is also possible that due to the much smaller bed height 

in the three dimensional experiments the segregation is significantly less 

pronounced. Alternatively the accumulation of large volumes of segregated 

particles in the qualitative data could itself be a result of a two dimensional 

arrangement and the corresponding segregated particles are, in fact, spread 

more widely around the circumference of the pipe. The argument for the latter 

two options is perhaps made more robust when considering the low porosity 

case. In Figure 4-35, right, accumulations of particles are visible at the edges 

of the top of the funnel. Such accumulations of segregated particles would be 

expected to be evident in Figures 4-18 to 4-20. As such accumulations are 

absent, it can be assumed that they are either a result of the two dimensional 

arrangement or a result of a much deeper initial sediment bed (or perhaps 

both).  

4.3.2 Concentration characteristics of bidisperse beds 

These data provide the first estimates of concentration during a fluidisation 

event and represent the influence of the porosity of an undisturbed bed on the 

concentration profiles observed during a fluidisation event. It is evident from 

the fluidisation events represented in these data that there is no “typical” 

concentration or even concentration profile that characterises a fluidisation 

event. As observed in the velocity data presented in Chapter 4, the profile or 
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concentration at a particular location in a fluidisation event is influenced 

significantly by both the porosity of the undisturbed bed, the time of the desired 

profile, and the degree of recycling of material in the supra-jet regions.  

The most predictable concentration profile was observed in the very high 

porosity bed. The fluidisation mechanism was that of an advancing erosive jet, 

and after the jet had reached the surface there was very little change in the 

pipe morphology (Section 4.2.2) or the profile of the particle volume fraction 

(Figure 4-33, blue triangles). The particle volume fraction varied from 0.2 to 

0.4 falling within the previously extremely broad estimates of pipe 

concentration used in velocity predictions (Scott et al., 2009; Ross et al., 

2014).  

After extrusion, the concentration was shown to steadily increase with height 

from the inlet (Figure 4-33, blue triangles, 8, 10 and 12 s ). The higher 

concentration persisted for approximately 15 – 20 mm above the original bed 

height before dropping off dramatically back towards 0. The increasing 

concentration with height is indicative of a flow that does not have sufficient 

energy to elutriate particles away from the system. It is interesting to consider 

how this would develop for a much taller pipe. If the concentration profile were 

to continue in such a manner the fluidisation pipe could conceivable reach a 

point where it becomes “self-plugging”. Where far from the inlet the velocities 

have dissipated to the point where the fluid velocity no longer exerts sufficient 

drag force the particles will no longer be fluidised and could remain in a state 

of liquefaction (grain-to grain contacts but no shear strength in the bed) or 

form a static bed. Such cases of fluidised zones overlain by static particles 

have been observed in monodisperse beds and are classed as beds in a 
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“cavity regime” (Philippe and Badiane., 2013; Mena et al., 2017). However, it 

is considered that such a regime cannot be stable over long time periods 

(demonstrated by Mena et al., 2017). In a fluidisation pipe setting, the 

“plugged” region will necessarily cause a build-up in pore pressure closer to 

the fluid inflow. In such a case it is suggested that fluidisation could become 

episodic, and periods of active fluidisation, plugging, pressure build up and re-

fluidisation follow on in sequence. Alternatively, the pressure build up from a 

plugged fluidisation pipe could cause fluidisation to occur elsewhere in the 

same region of the over-pressured fluid. Regions of multiple extrusion events 

or pockmark fields in proximity to a known source of injection are not 

uncommon (Moss and Cartwright, 2010; Moss et al, 2012) and it is postulated 

here that these may, at least in part, be the product of some new fluidisation 

events undergoing self-plugging and finding new ways to the surface.  

The low porosity mixture shows more temporal and spatial variation than the 

very high porosity case. As was observed in the velocity data the 

concentration profile can be split into two distinct regions, the dilute bulb, and 

the flow region overlying it. The concentration in the bulb is very dilute varying 

from 0.1 – 0.2 (corresponding to the lower bound of the concentration 

estimates used in Ross et al., 2014), however in the region overlying the bulb 

the particle volume fraction is significantly higher than previous estimates 

(maximum 0.54 in Ross et al., 2014). The porosity of the unfluidised bed for 

the low porosity sediment mixture is 0.753 (especially high as smaller particles 

are able to largely fill the pore spaces between larger particles), therefore in 

regions where the porosities are around the value of the unfluidised bed it is 

likely that the concentration data is capturing an uneroded “chunk” of the bed 
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or a portion of the bed currently being eroded. An example of such a “chunk” 

falling into the fluidised pipe is seen on the right hand side of the fluidisation 

pipe in Figure 4-41. It is noted then, that the highest concentrations are likely 

to represent undisturbed bed and the decreasing profile above this, represents 

the recirculating flow. 

Where maximum data points exceeding 0.8, it should be noted that the coarse 

class of the particles is greater than the pixel size and so particle fractions of 

0.8 represent a pixel with a large area inhabited by a particle. 

The high porosity case produces no characteristic profiles during the 

fluidisation event. The high porosity bed is highly changeable due to the 

chaotic jet and turbulent mixing (Figure 4-39 left and middle) which does 

characterise the fluidisation events observed for this bed mix. Therefore it can 

be expected that the particle volume fraction profiles for this bed mix will 

continue to be unpredictable and show greatly varying values of particle 

volume fraction until a quasi-steady state is reached. The velocity data in 

Chapter 5 show that over a long period of time the chaotic nature of a 

fluidisation event in a high porosity bed does dissipate. Future work capturing 

the concentration profiles in the steady state would provide further insight into 

the particle volume fractions in the quasi-steady flow field.  

These first data of concentration in fluidisation events show that the broad 

range of 0.2-0.4 is a reasonable estimate of the concentration in a dilute 

flowing region that breaches the surface. The ranges may of course be 

different for cases which do not reach the surface, as discussed by Cobain el 

al. (2015), however such cases are not addressed herein. The first order 

estimates can then be used in a broad sense to constrain the velocity 
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estimates calculated from outcrop data and based on particle size and 

concentration estimates. For example, the estimates given in Ross et al. 

(2014) span two orders of magnitude, and suggest a velocity of 0.01 m s-1 at 

a concentration of 54% concentration , 0.21 m s-1 at 30% concentration and 

0.87 m s-1 at 15% concentration. It is likely the representative concentration is 

somewhere near the 30% estimate in a dilute flowing region.  

Whilst these results may provide a first order estimate of concentration to 

constrain velocity estimates using the pseudo-fluid approach, they also reveal 

that there are significant spatio-temporal variations in concentration, 

particularly during this initial period of fluidisation. The pseudo-fluid approach 

relies on ascribing fluid properties to the fluid and particle volume and treating 

the mixture as a continuous fluid. The density of the fluid is averaged over the 

volume based on the concentration of particles and the viscosity is also 

augmented accordingly (Di Felice, 2010). Such an assumption could 

reasonably be applied to the very high porosity case to provide a rough 

estimate of the flow, however for the other cases the variation and temporal 

instability is much more significant and perhaps an approach accounting for 

this variation is more appropriate. It is not clear from the present study what is 

the porosity at which the characteristic behaviours in the concentration 

changes from one profile to another. Furthermore, it is not clear if over longer 

timescales as the flow moves to an equilibrium morphology (as seen 

qualitatively in the form of a funnel geometry, Figures 4-34 and 4-35), whether 

the concentration characteristics may become more homogenous. 
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4.3.3 Residual morphologies, outcrops and seafloor 
observations.  

The residual morphologies presented in Section 4.2.4 show both surface 

views (Figure 4-17) and internal porosity characteristics for fluidisation events 

that are no longer undergoing active fluidisation (Figures 4-18 to 4-26). The 

surface morphologies are observed to bear a striking resemblance to seafloor 

geological features known as “pockmarks”. Often ascribed to migrating 

gasses, smaller pockmarks have been acknowledged as the result of pore-

water seepage (Hovland et al., 2009) although this may be induced by 

unerupted gasses. Forwick et al. (2009) observe a range of pockmarks on the 

seafloor noting varying characteristics of the pockmarks in the region, such as 

sharply outlined, less sharply outlined and pockmarks with raised rims. 

Forwick et al. (2009) assume that raised rims are upward vented debris. They 

further suggest that the cause of the variations between the smooth-rimmed 

and sharply rimmed pockmarks is due to the age of the pockmark; with smooth 

rims representing older pockmarks that have since been reworked and sharp 

rims newer or active pockmarks. Whilst this may be the case where sediment 

beds are well known and consistent across the study area, herein we observe 

similar features that occur as a result of the varying compositions of the 

sediment mixes (Figure 4-17). Therefore, it is suggested that the range of 

observable pockmark morphologies is a function of bed type, sediment size 

and the distribution of particles in the vent relative to the applied seepage 

characteristics, such as velocity.  

Surprisingly, the internal residual morphology of both the high porosity and 

very high porosity beds (Figures 4-21 to 4-26) are extremely difficult to 
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observe and data clamping was required to observe the structures that were 

there. This indicates there is a very small difference between the porosity of 

the unfluidised bed and the previously fluidised zone in these cases. It is also 

noted from the volumetric timeseries of the high porosity case (Figure 4-31), 

that the timescale to return to a porosity similar to that of the undisturbed bed 

is less than a second from the active jet moving away from the region under 

consideration. For examples with similar porosity variations, the present work 

suggests that fluidised features may not be detectable in cases such as 

seismic data sets and the difference between the undisturbed bed and the 

remaining morphology of the fluidisation event would have to be significantly 

more obvious such as in the low porosity examples (Figure 4-18 to 4-20). 

 The residual morphologies visible in Figures 4-18 to 4-20 bear very little 

resemblance to the geometry observed during initial fluidisation. It would 

appear that the bed has slumped into a typical funnel shape with a very wide 

opening at the surface in comparison to the diameter at the surface during 

initial fluidisation. This also has implications for predictions made based on 

outcrop data, where residual morphologies are used to justify assumptions 

based on the pipe geometry. It may be assumed in these cases that the final 

morphology resembles the likely structure during all phases of fluidisation and 

this may not be the case.  
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4.4 Conclusions 

These first estimates of concentration during a fluidisation event show that, in 

addition to the velocity data the concentration profiles are highly variable both 

spatially and temporally during a fluidisation event. However, a means of 

constraining first order estimates of concentration for outcrop data is now 

provided for the first time, thus enabling more accurate estimates of likely flow 

velocities and regimes. The three porosities investigated during this set of 

experiments show distinct fluidisation processes with equally distinct 

concentrations profiles corresponding to the particular bed. Thus a range of 

field porosities can be better understood and the fluidisation characteristics 

estimated with greater accuracy. As a result of highly spatially and temporally 

varying concentration profiles it is observed that a pseudo-fluid approach to 

characterising a complete fluidisation event cannot accurately portray the 

event particularly during the onset and early evolution of fluidisation within a 

bed. However the dilute fast flowing region can now be estimated and the 

recirculating regions and behaviours understood and interpreted. 

Concentration profiles of high porosity beds are presented as a mechanism 

for episodic pipe growth or regionally extensive pockmark fields. The final 

preserved morphologies of the three cases tested are observed internally and 

from the surface and show that the morphologies of pockmarks observed on 

the seafloor may be indicative of the bed porosity, particle size and velocity 

characteristics of the formative event.  

Whilst the three dimensional experiments reveal the full 3D structure of the 

fluidisation zone, they also show that in many respects the two dimensional 
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experiments used to observe the velocity field provide a good analogue. For 

instance, the 3D experiments here corroborate the findings of regions of less 

dilute flow at the margins of the fluidisation zone, observed to be settling 

particles in qualitative data sets.  
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5 Formation sequences of fluidisation pipes for a range of 
porosity beds and the implications for in-situ injectites 

As discussed in Chapter 2.2, fluidisation events are necessarily observed from 

surface or seafloor observations (Loseth et al., 2011; Cobain et al., 2020 and 

refs therein), or as outcrop examples after dewatering and many other 

geological processes ultimately expose the fluidisation pipe (Mount, 1993; 

Loseth et al., 2011; Ross et al., 2014; Duarte et al., 2020). As a result the vast 

majority of the information available about fluidisation pipes is observed after 

the event is no longer active. Therefore experimental analogues are the only 

way to directly observe fluidisation events.  

Previous chapters have shown that the velocity fields in active fluidisation 

events have significant spatial and temporal variation (Chapter 3) and that this 

is intrinsically linked to the concentration features at each spatio-temporal 

location (Chapter 4). This chapter observes the physical processes occurring 

during each fluidisation sequence and determines the implications for 

resulting characteristics of geological fluidisation events through the 

development of a new sequence based model.  

5.1 Methodology 

5.1.1 Experimental arrangement and procedure 

The experiments described in this chapter were performed using the same set 

up described in Chapter 3.2. For brevity the reader is referred there for a 

detailed description. As before, each sediment bed type was fluidised using 

two different inlet velocities in separate experiments, corresponding to the 
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Reynolds laminar and Reynolds turbulent regimes, to assess the influence of 

flow regime on fluidisation dynamics (Section 3.2.3). Three bi-disperse bed 

mixtures of solid glass spheres (40% fine particle class, 60% coarse particle 

class) were tested to consider the effect of varying porosity on fluidisation 

(Section 3.2.3, Table 3-2). The bed was built up using the method outlined in 

section 3.2.2. Each configuration was repeated a minimum of three times and 

a maximum of 12 times, depending on the variability between repeat runs. 

Alongside, measurements of the fluidised flow as detailed in previous 

chapters, the qualitative development of the fluidisation event was captured 

at 24 frames per second using a Nikon D7200 and an Omega PX409-

030GUSB pressure transducer recorded pressure in the manifold from before 

the onset of pumping to the cessation of flow at a frequency of 1 Hz.  

Before the onset of fluid pumping, the pressure transducer and the qualitative 

camera started recording. In all cases, fluidisation was evident within a few 

seconds of the onset of pumping. Each experiment continued for at least 310 

s and then the fluid flow ceased and residual morphology was captured. 

5.2 Results 

5.2.1 Sequence of fluidisation and pipe formation 

For low porosity bed mixtures, the sequence of fluidisation was: (i) hydraulic 

fracture, (ii) void formation and expansion, (iii) propagation of an erosive jet 

towards the surface, (vi) extrusion and transportation of some fine particles 

away from the vent site, (v) collapse of the overbed and turbulent mixing, (vi) 

unstable jet propagation, (vii) jet stabilisation (Figure 5-1 and 5-2). Conversely, 

for the three higher porosity cases (very high porosity – fast inlet velocity, 
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Figure 5-3, high porosity – fast inlet velocity, and high porosity – slow inlet 

velocity Figure 5-4 and 5-5), the sequence of fluidisation was: (i) erosive void 

formation, (ii) turbulent mixing within a propagating zone of reduced particle 

numbers, (iii) extrusion, (iv) collapse of the overbed and turbulent mixing, (v) 

wall formation and unstable jet propagation, (vi) gradual stabilisation of the 

extrudite geometry. It is important to note that the sequence of fluidisation 

remained the same regardless of the inlet velocity of the fluid injection, 

demonstrated in the fast and slow inlet velocity sequences shown side-by-

side in Figures 5-1, 5-2 and 5-4, 5-5. However, although the inlet velocity did 

not influence the sequence of fluidisation, it did control the rate at which it 

progressed; fluidisation rates were significantly accelerated for faster inlet 

velocities (Table 5-1, Figures 5-1,5-2 and 5-4,5-5). 

Table 5-1 Expansion ratio and time to extrusion 

Configuration ID Expansion 

Ratio* 

Time to 

extrusion (s) 

Low porosity – slow velocity 14.4 24 

Low porosity – fast velocity 24.1 9 

High porosity- slow velocity 10.9 15 

High porosity – fast velocity 21.3 8 

Very high porosity – fast velocity 13.8 5 

* Expansion Ratio is calculated as the ratio of the diameter of the fluidised zone at the top of the bed to 

the diameter at the inlet.  
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Figure 5-1 Qualitative images of the fluidisation sequence for the low porosity cases, 
low porosity - slow inlet velocity (LP-S), left, low porosity - fast inlet velocity 
(LP-F), right. 
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Figure 5-2 Images of the fluidisation sequence for the low porosity cases, low 
porosity - slow inlet velocity (LP-S), left, low porosity - fast inlet velocity (LP-
F), right. 
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Figure 5-3 Images of the fluidisation sequence for the very high porosity - fast inlet 
velocity case (VHP-F) 
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Figure 5-4 Images of the fluidisation sequence for the high porosity cases, high 
porosity - slow inlet velocity (HP-S), left, high porosity - fast inlet velocity (HP-S), 
right. 
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Figure 5-5 Images of the fluidisation sequence for the high porosity cases, high 
porosity - slow inlet velocity (HP-S), left, high porosity - fast inlet velocity (HP-S), 
right. 

 



- 205 - 

 

 

 

5.2.2 Onset of fluidisation 

 Within each experiment, pressure increased initially as a result of input of fluid 

into the base of the system. In all cases, fluidisation occurred within a few 

seconds of opening the valve. The pressure data shown in Figure 5-6 begins 

at the onset of fluidisation, not the onset of pumping. The induced 

overpressure begins to dissipate immediately following the onset of 

fluidisation, rapidly in the high porosity cases (Figure 5-6, C and D) and at a 

reduced rate in the low porosity cases (Figure 5-6 A and B). Note that Figure 

5-6 presents multiple pressure data sets for each sediment bed mix as all of 

the sediment bed mixes were repeated multiple times. The numbers in the 

Figure 5-6 Pressure data for multiple runs for A, low porosity - slow inlet velocity, B 
low porosity - fast inlet velocity, C, high porosity - slow inlet velocity, D, high 
porosity - fast inlet velocity. Each bed type has pressure data for multiple runs 
presented with the experimental number of that run identified in the legend. For 
each run the solid filled square represents the point of extrusion.  
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legends in Figure 5-6 refer to the pressure data collected for that run number 

for that particular sediment mix. 

The response of the bed at the onset of pumping was immediate in all cases. 

For the very high porosity and high porosity cases (very high porosity – fast 

inlet velocity, Figure 5-3, high porosity – fast inlet velocity, Figure 5-4 and 5-5 

and high porosity – slow inlet velocity Figure 5-4 and 5-5), porosity of 0.325 

and 0.377 respectively, the bed was forced to expand by an erosive jet that 

propagated rapidly (Figure 5-3 a, 5-4 a and b). The surface area of the jet 

increased with time, entraining more of the overbed. Conversely, for low 

porosity cases (porosity of 0.247), onset of fluidisation caused a hydraulic 

fracture to form (Figure 5-1 a and b). Due to the lower porosity, the bed 

behaved as if there was a small amount of tensile strength due to the inter-

particle friction and the lithostatic load. This caused the failure to display 

features more common of a cohesive bed. The fracture formed when the 

forcing of the fluid into the bed exceeded the residual strength of the bed. The 

fracture was purely fluid and contained very few particles. It was not possible 

to quantify the rate of entrainment of the overbed in the different experiments 

but it appeared qualitatively similar in all cases, despite the porosity being 

varied from 0.247 to 0.377.  

5.2.3 Void expansion and erosive jet 

The propagation and surface expansion of the void caused the overbed to 

form a mound directly above the erosive jet in high and very high porosity 

cases (Figures 5-3 b, 5-4 c and d). The height of bed expansion caused by 

the turbulent erosive jet was smaller for the very high porosity bed than for the 



- 207 - 

 

 

 

other high porosity cases (Figure 5-4 c and d) because more fluid was able to 

pass through the void spaces in the intact bed. In the low porosity beds, the 

mound was exaggerated due to the reduced porosity hindering the passage 

of fluid through the bed (Figure 5-1 e and f). Greater numbers of bed particles 

were observed to be entrained into the void space in the low porosity cases 

than for the higher porosity mixtures, but only fine particles persisted in the 

void. Coarse particles were dislodged from the overbed and fell through the 

void, forming a persistent region of coarse particles near the inlet. As with the 

high and very high porosity beds, the void space expanded laterally with 

increasing height. The rate of expansion of the void space reduced once a 

propagating erosive jet formed.  

5.2.4 Extrusion and elutriation 

Upon reaching a critical point, a narrow erosive jet formed in the low porosity 

bed. Although the void space continued to expand, this jet separated from the 

void and propagated at a much faster rate to the bed surface (Figure 5-1 e 

and f). Upon breaching the bed surface (Figure 5-1 g and h), venting of the jet 

caused the immediate collapse of the overbed into the void space and 

particles were immediately elutriated from the system. In the low porosity high 

inlet velocity, the particles were transported much further from the vent site 

than in the slow inlet velocity case and the rate and transport distance of 

elutriation continued to correspond to the fluid injection velocity through the 

subsequent stages of fluidisation. For low porosity beds, the jet most 

commonly formed to one side of the propagating void space and a second 

weaker jet often formed simultaneously at the other side of the void space 

(Figure 5-1 e, f and g). The formation of the dominant and weaker jets formed 
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much earlier after the onset of fluidisation for the fast inlet velocity case than 

for the slow inlet velocity case. The erosive jet did not separate in the very 

high porosity case (Figure 5-3), but instead an expanded turbulent mixing 

zone began to entrain the undisturbed bed particles at a greatly increased 

rate. In comparison to the low porosity cases, the high and very high porosity 

cases (very high porosity – fast inlet velocity, high porosity – fast inlet velocity 

and high porosity – slow inlet velocity) exhibited an increased rate of bed 

entrainment and mixing as the void expanded. However some cases also 

demonstrated the branching of an erosive jet that propagated more rapidly 

towards the surface (Figure 5-7). In all cases, the fluidised region continued 

towards the surface, showing an increase in the rate of propagation with 

decreasing overbed thickness. Irrespective of the bed porosity, the magnitude 

of the extrusion event and the rate of elutriation of particles was dependent on 

the inlet velocity: slower velocity injections were not able to transport particles 

from the vent site and significantly fewer particles were elutriated from the 

system. 

Figure 5-7 - High porosity fast inlet velocity case showing the advancing erosive jet 
"branching" and propagating more rapidly to the surface. Jet and dilute zone 
outlined in red for visibility. 
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5.2.5 Turbulent mixing 

 Following extrusion, a period of turbulent mixing commenced where the fluid 

jet was unsteady and frequently deflected by the inhomogeneous nature of 

the bed structure. Following extrusion, the mound that formed during 

preceding stages collapsed back into the fluidised region in all cases. In high 

porosity beds that had already been extensively mixed due to the erosive jet, 

mixing continued but with a narrowed region of fluidised particles (Figure 5-4 

g and h). In low porosity beds, the overbed remained intact throughout the 

void formation and expansion and so the overbed collapsed back into the void 

space on extrusion, with sections of bed falling largely intact (Figure 5-2 a and 

b). It took significantly longer for these initially intact parts of the overbed to 

become completely remixed into the fluidised region in both these cases. 

These observations are reflected in the pressure data, which show that, after 

extrusion (shown as a solid square in Figure 5-6 A to D), pressures took longer 

to reach a stable equilibrium for the low porosity beds than high and very high 

porosity beds. There was also an inlet velocity control on the rate of pressure 

equilibration: for the low porosity - slow inlet velocity case (Figure 5-6 A), this 

took up to 3 seconds in some examples, but occurred much faster in the fast 

inlet velocity examples (Figure 5-6 B). For the high porosity cases, however, 

the pressure was at the equilibrium point at the time of extrusion and both the 

reaching of a pressure equilibrium and the point of extrusion appear to 

coincide (Figure 5-6 C and D). The dissipation of the overpressure in the 

system occurs significantly faster in the higher porosity beds (C and D) since 

the initial mounding caused by the expanding void space is less in comparison 

to the low porosity beds. 
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5.2.6 Wall formation and stabilisation of geometry 

For the high porosity cases, the geometry immediately following extrusion is 

largely irregular and dictated by the advancement of the erosive jet (Figures 

5-3 e and 5-4 g and h). In several cases, these irregular bed features were 

erased as the chaotic active jet eroded the structures formed earlier in the 

sequence. As the jet migrated back and forth across the fluidisation zone, 

particles were continually entrained, transported, deposited and re-entrained 

into the chaotic jet. Particles were falling in areas far from the jet, but were 

entrained and transported to the bed surface in areas near to the jet. Smaller 

particles were transported a greater distance than larger particles, forming 

regions of exclusively fine particles at the extremes of the fluidized zone 

(Figure 5-3 f and 5-5 a and b). Gradually these fine particles formed stable 

walls. As the walls formed thicker layers of fine particles, they became 

increasingly difficult for the jet to entrain and so gradually stabilised. The 

stabilisation occurs as the walls of fine particles are less permeable and 

therefore more resistant to the fast moving fluid flow than the central dilute 

zone, as the fluid takes the “path of least resistance” the flow becomes more 

focussed in this central region.  

In all cases, the final stabilised geometry resembled an upward-flaring funnel 

(Figure 5-3 g and 5-5 c and d). Higher velocity injections showed a wider flare 

angle and greater diameter of the fluidised region (Figure 5-5 c and d). 

Coupled to the formation of the stable walls, small mounds of fine particles 

lateral to the vent site formed in all cases. As the accumulated fine particles 

exceeded their ability to self-support, they fell back towards the active fluidised 
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zone. In some cases, this would form alternating layers, with regions of mixed 

particle classes and layers exclusively formed of fines (Figure 5-8). 

For the lower porosity bed, the fine particle class was significantly smaller than 

the other tested cases. As such more of the fines class was able to be 

supported by the flow and ultimately elutriated from the system. Therefore in 

these cases the mounds to either side of the vent were more laterally 

extensive, spreading along the entire bed.  

 In the low porosity - slow inlet velocity case, a deep layer of fines covered the 

bed because the jet imposed insufficient force to transport the fine particles 

high into the overlying ambient fluid (Figure 5-2 e). Conversely, in the low 

porosity - fast velocity case (Figure 5-2 f), the layer of fines was thinner 

because fines were transported further into the ambient fluid and were then 

removed from the system by the drain tubing.  

Figure 5-8 A high porosity fast inlet velocity example showing the formation of 
alternating mixed and exclusively fine particle layers. 



- 212 - 

 

 

 

All investigated cases exhibit features formed from the passage of a widened 

fluidised region early in the flow sequence and later cessation of the flow in 

that region (Figure 5-9). The high porosity cases tended to form erosive 

structures lower in the bed and then formed size-segregated layers higher in 

the bed (Figure 5-9 a and b). The coarse and fine particles segregated and 

formed layers with the passage of the void space, with fines falling at the 

margins and coarse particles forming the rest of the feature. Following the 

initial passage of the void, a static bed formed and fluid flow could not be 

detected in these regions, although there may have been some small-scale 

Darcian flow within the bed. The low porosity cases tended to develop regions 

of irregular bed structure discordant with both the surrounding bed and the 

active fluidised zone (Figure 5-9 c and d). As with the other flow features seen 

in the development of the sequence, the flow velocity at the inlet did not exert 

a large control on the spatial form of the observed formations. In some cases, 

the erosive features or early size-segregated structures were erased following 

re-entrainment into a fluidised zone, while in others they persisted after the 

cessation of flow (notably, residual structures remain visible in Figure 5-5 e 

and f) . Features were more likely to persist in low inlet velocity cases, since 

the steady fluidised zone is generally smaller in those cases. The diameter of 

the fluidised zone increased with inlet velocity. This can be characterised for 

each fluidisation event after the cessation of fluid flow through an expansion 

ratio , calculated as the ratio of the diameter of the fluidised zone at the top of 

the bed to the diameter at the fluid inlet. The fluidised zone was characterised 

as the central region where the bed is composed of coarse particles since this 
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was easily identifiable across all cases. Although this does not capture the full 

variability in the final geometry in each example, the expansion ratio does 

show a dependence with both inlet velocity and bed porosity. Notably, 

increasing porosity results in a narrower coarse fluidised zone profile while 

increasing velocity gives a wider profile (Table 5-1).inlet velocity and bed 

porosity. Notably, increasing porosity results in a narrower coarse fluidised 

zone profile while increasing velocity gives a wider profile (Table 5-1).  

Figure 5-9 Residual features from the original passage of the fluidised zone 
highlighted in yellow for each case. 
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5.3 Flow regime 

Injectite evolution for comparable bed compositions but different injection 

velocities was strikingly similar. Comparing the same element of the 

fluidisation sequence across Reynolds number-based regime classifications 

show the same qualitative behaviours and characteristics. It is evident from 

the fluidisation events reported herein that many of the fluidisation stages can 

neither be categorised as wholly-laminar nor wholly-turbulent. Instead, at any 

instant in time, active regions of the bed exhibit elements of laminar or 

turbulent flow but the spatial locations of these regions are not necessarily 

constant nor clearly defined. This is especially clear after extrusion, where, 

regardless of inlet velocity, bed regime or duration of fluid flow, a highly 

turbulent, dilute jet is flanked by slow moving, dense, falling particle regions 

that circulate back into the jet, forming a continuous recirculation loop of 

particles. In the experiments reported herein, the falling-particle regions 

furthest from the jet were often composed exclusively of fine particles.  

The flow through the bed is not homogeneous and although the bed had some 

interaction with the fluid motion, it did not act to dissipate or damp the 

heterogeneity caused by the injected fluid. In contrast, the bed often acted to 

increase channelisation of the jet or redirect the flow path. Streams of falling 

fine particles deflected the dilute turbulent jet on several occasions. Often, a 

chaotic jet with a migrating path was evident. Further, in the high porosity 

cases, regions of little or no flow formed and persisted within the initially 

fluidised zone when the chaotic jet was active far from that region. 
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5.4 Discussion 

5.4.1 Flow regime 

As previously addressed, the chimney regime in a fluidized bed system is the 

case where a region of particles move exclusively upwards breaching the 

surface of the bed (Phillippe and Badiane, 2013). This definition of a “chimney” 

can be applied to the turbulent jet observed herein: a clear, stable upward-

directed jet is easily identifiable using the PIV data (Chapter 4, Figures 4-7 

and 4-13, for example). Additionally, a continuous particle feed to the chimney 

is provided by downward moving particles surrounding it.  

Mena et al. (2017) tested the influence of a range of parameters on the 

established fluidised bed regimes outlined in Section 2.5.2, including bed 

thickness, particle diameter, minimum fluidisation velocity, chimney diameter, 

and flow velocities. They showed that the threshold flow velocity for cavity and 

chimney regimes is dependent on bed thickness, the critical values of which 

are strongly dependent on particle size. Although Mena et al. (2017) tested 

particles with diameters between 3 mm and 11 mm, significantly larger than 

those assessed herein, critical bed thickness at which the behaviour of the 

bed becomes independent of bed height was below 50 mm for their smallest 

particle sizes. This critical height increased with particle size. This would 

imply, by extrapolation, that the bed thickness used herein, 250 mm, is 

adequate to render the flow regime independent of bed thickness. However, 

Zoueshtiagh and Merlen (2007), Philippe and Badiane (2013) and Mena et al. 

(2017) all used mono-sized spheres for their porous medium and as such, 

report no chaotic characteristics of the jet and no instabilities caused by the 
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falling of particles. Each of these studies using mono-sized spheres reached 

a steady state, where the cavity or chimney was clearly defined.  

Through the use of bidisperse particle size distributions, this study has 

explored the influence of particle size segregation on the bed fluidisation 

process for the first time. The low porosity cases (Figures 5-2 e and f) formed 

a stable jet much more easily and consistently than the high porosity cases 

(Figure 5-5 c and d). This is likely because the fine particles in the low porosity 

cases are small enough to pass through the pore spaces of the coarse particle 

class. Therefore, the fine particles are much easier to transport to the margins 

of the fluidised zone, leaving a narrowly distributed, uniform coarse fraction in 

the central fluidised zone. As a result, in the low porosity cases, the behaviour 

within the central fluidised zone is much closer to the behaviour of a coarse-

grained mono-disperse bed. Conversely, as discussed further in the next 

section, the high porosity cases display more interesting behaviours as a 

result of particle size segregation within the fluidized zone.  

It was not possible to replicate the cavity regime (defined as a dilute cavity 

with fluidized particles overlain by a static bed governed by Darcy bed flow) in 

the course of these experiments. Although in some low velocity runs 

movement in the upper regions of the fluidised zone was small and slow (for 

example, Chapter 3, Figures 3-10 and 3-12), particles were still observed to 

be in motion and did not make up a static bed above the inlet at any height. It 

is possible that the varying local porosities caused by introducing multiple 

particle diameters narrows the range of particle sizes at which it is possible to 
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observe the cavity regime even further or possibly prohibits the formation 

altogether.  

The influence on fluidisation pipe dynamics of whether flow is laminar or 

turbulent is often debated in geological literature. Specifically, studies have 

often considered whether the preserved lithology visible in outcrop examples 

shows characteristics that indicate laminar or turbulent flow (Peterson, 1968; 

Taylor, 1982; Obermeier, 1998; Duranti, 2007; Scott et al., 2009, Ross et al., 

2014, Cobain et al., 2015). In this study, it has been observed that only laminar 

flow is visible at the margins of the fluidisation pipe, regardless of the flow 

regime calculated using traditional Reynolds numbers. The present 

experiments suggest that the walls of a fluidisation pipe will always form from 

laminar flow processes while the central region will always be turbulent, 

correlating well with the assertion of Cobain et al. (2015) that flow in clastic 

injections is either dilute and turbulent or concentrated and laminar. However, 

the experiments herein demonstrate that both regimes coexist within the same 

system, simultaneously. More strikingly, these characteristics of laminar flow 

propagation will be in the opposite direction to the predominant and driving 

flow direction in the vertical pipe. These findings suggest that many studies 

that have inferred flow regime from observations of outcrop data (Duranti and 

Hurst, 2004; Scott et al., 2009; Sherry et al., 2012; Ross et al., 2014), are 

flawed. 

5.4.2 Pipe mobility 

Within a monodisperse bed, particles are more easily re-entrained and beds 

more easily re-fluidised after a fluidisation event (Mena et al., 2017). This 
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hysteretic effect of fluidisation is key to considering the lithology remaining at 

any instant in time during fluidisation. Particle segregation, winnowing and wall 

formation all exacerbate the dependence of a polydisperse bed on its 

fluidisation history. The present experiments demonstrate that size 

segregation occurs within polydisperse beds, since the jet is able to transport 

fine particles further both laterally and vertically than coarse particles. 

Fluidisation thus evacuates fines from the central region of pipes, yielding a 

uniform, coarse, funnel-shaped deposit. In the high and very high porosity 

cases, the residual funnel is flanked by fine-grained walls that are formed by 

fines settling at the pipe margins (Figures 5-3 h, 5-5 e and f). In the low 

porosity case, there is no fine-grained wall in the lower bed, only an abrupt 

change between the undisturbed bed and a funnel depleted of fines (Figure 

5-2 g and h). However, there is a layer of deposited fine particles on the 

undisturbed bed to either side of the fluidised zone (Figure 5-2 e, f, g and h). 

The formation of lower porosity walls relative to the previously fluidised funnel 

will deter any further pipe mobility. Thus, in comparison to a previously 

unfluidised bed that could allow some fluid to dissipate through the unconfined 

bed, the formation of fine-grained walls around the coarse-grained funnel will 

act to concentrate any future fluidisation episodes through this path. This will 

provide permeability conduits even after cementation, providing preferential 

dissipation of fluid overpressure by this route.  

In some respects, the two-dimensional data shown in this chapter compare 

well to the three-dimensional experimental results shown in Chapter 5. For 

example, the low porosity cases exhibit an abrupt change between the fine-

grained, low porosity wall and a coarser-grained, higher porosity funnel. 
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However the 3D concentration data (Figures 5-18 to 5-26) do not appear to 

show the accumulations of elutriated fines that are visible to the eye in the 

present qualitative data. It is likely that, in three-dimensions, segregation still 

occurs as is visible in the two-dimensional data but the difference in porosity 

between exclusively fine-grained regions and the undisturbed bed is very 

small. Similarly, the high porosity CT data do not clearly show funnel formation 

without “value clamping” of the data set. Nevertheless, wall formation was 

visible for the very high porosity and high porosity cases during fluidisation 

because the difference in porosity between the slow moving falling particles 

forming the walls and the dilute zone is more pronounced (See Chapter 5 

Figure 5-16). 

In some cases during pipe formation, fines accumulated in sufficient quantities 

to form a falling stream. These streams of fine particles have a higher 

suspended sediment concentration and thus a significantly reduced 

permeability relative to their surroundings and therefore can “deflect” the 

turbulent jet. In the higher porosity cases, the fluid is not able to transport the 

fine particles away from the fluidised zone and so fine particle accumulation 

is more likely thus causing more jet deflections and decreasing the stability of 

the jet in the higher porosity cases. In the present experiments, the jet has a 

fixed inlet and so deflections are variable in time but often revert to a central 

jet location. Ross et al. (2011) observe migrating jet behaviour but do not 

determine why some jets migrate and others stabilise. It is hypothesised that 

bed heterogeneity caused by particle segregation is a driving force for jet 

migration when the fluid flow inlet is not fixed. 
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5.4.3 Sequence of fluidisation  

It is apparent that the mechanisms for fluidisation proposed by Cartwright and 

Santamarina (2015) are too simplistic to appropriately capture the range of 

fluidisation behaviours catalogued in the present experiments (see Figure 5-

10). Although there is evidence for both hydraulic fracture and erosive 

fluidisation within the behaviours, the observed sequences of fluidisation differ 

according to the respective porosities of the tested beds. Therefore, two new 

models for fluidisation are now presented. These models will be compared to 

existing models in section 6.4.5.  

5.4.4 New models of fluidisation 

The consistency of the sequence of fluidisation across nominal flow regimes 

necessitates the development of new models for identifying a range of 

geological features observed in outcrop and seismic data. Herein, it has been 

shown that the geometry of the intrusion shows a much stronger dependence 

on the stage of the formation process relative to the intrusion velocity rather 

than the intrusion velocity alone. Furthermore, the sequence and mechanism 

of fluidisation is dependent on the porosity of the bed. As such, a range of 

complex geometries can be developed from a single set of inlet parameters. 

Figure 5-11 demonstrates the range of possible geometries from a high 

porosity bed and Figure 5-12 demonstrates the range of possible geometries 

from a low porosity bed.  
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Figure 5-10 Summary of fluidisation mechanisms proposed by Cartwright and 
Santamarina (2015). A. Hydraulic fracture. A.1 - The overpressure exceeds the 
tensile strength of the bed and a fracture occurs, fluid rushes into the fracture 
expanding the fracture. A.2 the overpressure causes more fractures 
surrounding the initial fracture and a network of fractures propagates. A.3 The 
network of fractures expands as more fluid is pushed in. A.4 The network 
reaches the surface and extrusion occurs. B. Erosive fluidisation. C. Localised 
sub-surface volume loss. D Syn-sedimentary deformation.  
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5.4.5 The effect of the fluid content on the residual structure 

In the low porosity model, fluidisation initiates with a small hydraulic fracture 

that expands to a void space. The bed is raised intact. If a dilute fluid flow 

were to cease at this point, the fluid in the void space would dissipate slowly, 

most likely through weaknesses formed where the undisturbed bed meets the 

disturbed bed that has been raised by the temporary formation of the void. 

The previously raised bed will fall downwards after fluid dissipation, still intact 

but disjointed from the original, unfluidised, strata. It is likely that the fluidised 

column will settle back down lower than the original strata because of the 

particle segregation and transportation out of the system due to the fluidisation 

process. Thus, such features could easily be misinterpreted as a localised 

sub-surface volume loss. However, if the injection is a multiphase mixture of 

sediment and fluid, the overlying sediment bed will remain raised upon 

dewatering and a region of injected sediment will sit below the raised, 

disjointed bed. This mechanism of sand remobilisation and subsequent 

mounding of the bed has been proposed by Wild and Briedis (2010) as the 

formation mechanism for the Palaeocene mounds observed in the Balder and 

Ringhorne Tertiary oil fields of the Utsira High. In line with their model, this 

would cause a convex doming effect directly over the injected sand (see Fig. 

14 of Wild and Briedis, 2010). Therefore the concentration of the particles in 

the injected fluid is crucial to the residual structures observed. Future work 

modelling the influence of injecting high concentration slurries would provide 

evidence for formation of such structures by this mechanism.   
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5.4.6 Established mechanisms of fluidisation 

The established formation mechanisms for fluidisation pipes are summarised 

in Figure 6.10 (adapted from Cartwright and Santamarina, 2015). Hydraulic 

fracture is the most commonly cited mechanism for fluidisation pipe genesis 

(Davies et al., 2012). Hydraulic fracture is described as a propagating network 

of fractures finally resulting in a widening, linkage of the network with 

increasing flow that eventually results in an expulsion at the seafloor (Figure 

5-10 A). Other cases purported to propagate via hydraulic fracture propose a 

more rapid and explosive fracture mechanism (Loseth et al., 2011; Davies et 

al., 2012). Erosive fluidisation is established as a necessary and widely 

observed phenomenon (Nermoen et al., 2010) but cannot explain some 

features of in-situ pipes such as continuity of stratigraphy across the pipe 

(Cartwright and Santamarina, 2015). Localised sub-surface volume loss could 

explain a continuous stratigraphy across a fluidisation pipe but then a 

mechanism for such a loss must be identified (Quilang et al., 2013). The model 

of fluidisation proposed herein differs from previous models in that, rather than 

looking to single mechanisms to explain the characteristics observed in in-situ 

fluidisation pipes, the interaction between the well-established mechanisms 

and the stage in the flow sequence is considered. 

It is demonstrated in these experiments that a range of processes and 

sediment reworking occurs in the formation of fluidisation pipes. The likelihood 

of any one fluidisation event reaching the stabilised state is heretofore 

unconsidered and therefore unquantified. A fluidisation event can only last as 

long as the overpressuring mechanism persists and has not dissipated 

(Davies et al., 2012). Once the overpressure has dissipated fluidisation must 
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necessarily cease and so the duration of the fluidisation event relative to the 

stage in the sequence is the key determining factor in the geological features 

observed both on the seafloor and in outcrop. This model extends the model 

proposed by Ross et al. (2011), by establishing the range of likely 

characteristics that could be observed following the fluidisation event and 

considering the interaction of the particle segregation effects on the wall 

formation features, although in contrast to the Ross et al., (2011) model the 

inlet of the fluid was deliberately fixed to prevent pipe migration so that the 

quantitative data collection could be optimised. 
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Figure 5-11 - Model of fluidisation for high porosity sediment beds. S refers to stage in the fluidisation sequence and P refers to the potential morphology that could be produced as a result of the cessation of 
flow at each stage in the fluidisation sequence. 
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Figure 5-12 Model of fluidisation for low porosity sediment beds. Qualitative images of the fluidisation sequence for the low porosity cases, low porosity - slow inlet velocity (LP-S), left, low porosity - fast inlet 
velocity (LP-F), right. 
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5.5 Conclusions 

An experimental model of the fluidisation of a sediment bed has been used to 

demonstrate the fluid dynamics of fluidisation pipe and extrudite formation. It 

has been shown that the porosity of the bed determines the initial mechanism 

for fluidisation but that the duration of fluidisation is of critical importance in 

determining the remnant geomorphology after the cessation of fluid flow and 

de-watering. It was observed that the nominal flow regime of the fluidisation 

event calculated as a Reynolds number a-priori bore no influence on the flow 

dynamics observed in the formation of the extrudite. In all cases, a central, 

dilute turbulent jet propagated upwards and a slow-moving laminar re-

circulation of the particles was observed to either side of the central jet. The 

ratio of the particle size to the flow velocity governed whether winnowing or 

particle segregation was observed in the fluidisation pipe. In the cases where 

particles were too large to be elutriated from the system, they were segregated 

and in some cases were observed to interact with the upward moving jet, 

causing it to become more mobile within the fluidised zone. New models of 

fluidisation that capture the dynamics observed and documented herein have 

been presented for both low and high porosity cases. The likely 

geomorphological features that could be formed as a result of the fluidisation 

stages are proposed.  
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6 Numerical simulations of a bidisperse bed using a two-
way coupled approach 

In Chapter 3, experimental data were used to investigate particle motion 

through the flow field during a steady state fluidisation event (section 3.5.2). 

The data collected experimentally were used to make estimates about the 

capacity of a flow to support a given particle. This chapter seeks to use 

numerical modelling to investigate the particle behaviours at the onset of 

fluidisation and the coupling between the fluid and the particle velocities. The 

use of a Momentum Exchange Method (Ladd, 1994) facilitates coupling of 

the discrete phases and estimation of the forces exerted from the fluid to the 

particle and vice versa. This produces a simulation that is qualitatively and 

quantitatively comparable to the experimental analogue in the early stages 

of fluidisation.  

Preceding chapters have established concentration as a critical parameter 

during fluidisation events. A numerical model of the flow field allows the 

definition of the exact locations of particles. The experimental modelling in 

previous chapters used particles to measure the velocities of the flow field 

but assumed that the particle had the same velocity as the fluid. This chapter 

will quantify the velocity of the fluid and the particles separately and outline 

progress towards modelling the full fluidisation sequence. The chosen 

approach is flexible in terms of permitting increased domain scale, bed 

thickness, and complexity in the form of polydisperse beds and non-

spherical particles. 
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6.1 Methodology 

Two approaches were used to model the fluidisation of a bidisperse bed: 1.) 

a commercial software suite, DigiPac produced by Structure Vision; and 2.) 

a freely available open source code, waLBerla produced by researchers at 

Friedrich-Alexander University, Germany. Both approaches rely on the 

Lattice Boltzmann Method implemented over a D3Q19 lattice model (Figure 

6-1,taken from Iglberger et al., 2008) to model the fluid phase coupled to a 

model to solve for particle-particle interactions. The D3Q19 model uses 19 

particle distribution functions (PDFs) to represent the 19 modelled directions 

possible from each node. For brevity, only the implementation of the two 

approaches through the software used and the computational architecture 

on which they were implemented are outlined here; both the underlying 

numerical codes and the computational architectures on which they were 

implemented were vastly different. Although the DigiPac suite is presented 

for completeness, it became apparent that it was not possible to use DigiPac 

to model the fluidised beds studied herein because it was impossible to 

scale the model domain to the size needed.  

Figure 6-1 D3Q19 Lattice (Iglberger et al., 2008) 
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6.1.1 Structure Vision DigiPac software suite 

The DigiPac software suite relies on multiple interacting modules that model 

different parts of the domain. First, the DigiUtility module – a module 

specifically used for creating the necessary .bin geometric input files – was 

used to build digital representations of the solid phase structures (e.g., 

particles, boundary walls; see examples in Figure 6-2). Second, the 

DigiDEM module was used to simulate particle motion. DigiDEM employs 

the Discrete Element Method (DEM) to model particle interactions as a “soft 

collision model” such that individual particles are permitted to overlap other 

particles when a collision occurs (DigiDEM user guide, 2012). It is then 

assumed that contact forces that result during collision are proportional to 

the degree of overlap of the particles. In order for simulations to run 

effectively within DigiDEM, each modelled particle must be composed of at 

least the minimum permissible number of voxels. Since the maximum 

permitted overlap in DigiDEM is 10% of the particle diameter (DigiDEM user 

guide, 2012), the minimum recommended diameter of particles is therefore 

10 voxels to ensure a minimum permitted overlap of 1 voxel.  
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It is not necessary to model the spheres and inlet at the scale of the 

experimental models, however it is important that the whole system is 

geometrically similar to allow a reasonable comparison between the 

experimental and numerical models. Therefore, the ratio between the 

diameters of the modelled coarse and fine spheres should approximate the 

ratio between the diameters of the coarse particle class and the fine particle 

class in the experimental analogue and the ratios between the diameters of 

the inlet and the particles should also be similar. The domain is configured 

so that Z represents the vertical direction corresponding with the positive 

fluid flow direction, X is the cross-stream direction across the width of the 

tank and Y represents the cross-stream direction corresponding with the 

depth of the tank, arranged to align with the experimental configurations in 

A 

B 

C 

Figure 6-2 Representations of a sphere produced in DigiUtility with a diameter of 25 
voxels rendered in two (A) and three (B) dimensions and a digitised tank (C). 
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preceding chapters. However, owing to computational limitations, it was not 

possible to ensure geometric similitude for the bed height because the 

number of particles in the model would be prohibitive.  

The general process for running a DEM simulation in DigiDEM was: 

1. Fill the virtual tank with a specified number of particles (e.g., Figure 6-

3); 

2. Allow the virtual bed to computationally settle to a (quasi) static state; 

3. Pause the simulation. Add a drag force model by changing the 

selected drag force model from “none” to “LBM-Two way coupled”. 

Set X boundaries as periodic boundaries and Z boundaries as virtual 

boundaries in order to allow fluid to flow into and out of the domain 

and to more appropriately model the lateral bed properties. Specify 

the inlet velocity in the drag force model parameters; 

4. Resume the simulation. 

It was only possible to use the DigiPac software suite on a computer with a 

Windows-based Operating System, which somewhat limited the usability of 

the software in terms of scaling up the number of particles involved in the 

simulation. Initial simulations were run on a high-powered Windows Server 

2012-based system comprising 2 × 18 core Intel Xeon E5 2699v3 

processors with 512 GB of RAM (system name Wylye; see Table 7.1 for 

system architecture). It should be noted that DigiPac was not parallelisable 

across multiple processors so even though Wylye had two processors and 

36 cores available, only 18 cores were available to the software at any one 

time. Executing simulations within DigiPac thus necessitated reaching a 

compromise between the desired domain size and the CPU and RAM 
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available. In addition, simulation run time was limited owing to IT-

administration imposed policies that forced system restarts every 7 days. 

Furthermore, since DigiPac is a commercial package it was not possible to 

view, analyse or edit the underlying code. This proved problematic when 

encountering errors and problems with the implementation of the fluid phase 

model within the domain. After several months of trials and meetings with 

the software developers, it became apparent that these limiting factors would 

not permit the investigation of the research questions. As such, the decision 

was taken to use an open source implementation of the LBM suitable for use 

on a larger, Linux-based, High Performance Computing architecture 

 

 

 

 

Figure 6-3 Example bed composed of 5,000 25 voxel particles produced by the 
DigiDEM DEM software. 
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Table 6-1 Details of the computational architectures employed for simulations using 
both DigiPac and waLBerla 

 Wylye Viper compute nodes* 

Operating System Windows Linux 

Processing cores 2x18 core Xeon E5 

2699v3 processors 

180 compute nodes each with 

2x14-core Xeon E5-2680v4 

processors (5040 potential 

processes) 

Processing speed 2.3-3.6 GHz 2.4-3.3 GHz  

RAM 512 GB  128 GB DDR4 per node 

 * The simulations reported herein were executed on the standard compute nodes, but Viper 

has a range of other nodes also available. 

6.1.2 waLBerla and physics engine (pe) theory 

The widely applicable Lattice Boltzmann framework from Erlangen 

(waLBerla) is an open source numerical code created and maintained by the 

Friedrich-Alexander University, Erlangen, Germany. The code is highly 

parallelisable as it has been designed to run on the largest research 

computers available (Bauer et al., 2020). waLBerla and physics engine is 

implemented mostly in C++. Computational load is shared across the 

computational architecture though the partitioning of the simulation domain 

into a number of “blocks”; each process is then assigned to one or more 

blocks. Limiting data transfer between processes is important for high levels 
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of efficiency in a parallel environment (Bauer et al., 2020). The “BlockForest” 

part of the code monitors the distribution and load balancing amongst blocks 

and ensures that each process only “knows” about its assigned block and 

essential data from neighbouring blocks. The ability to parallelise simulations 

over large numbers of processes meant that it was possible to significantly 

increase the domain size and number of particles in the proposed 

simulations and increase the real-time computation output while still 

reducing computational time in comparison to DigiDEM.  

The domain was modelled on a cuboid lattice, with each lattice node 

designated as solid or fluid. The fluid was approximated by Particle 

Distribution Functions (PDFs), the number of which was determined by the 

selected lattice; similar to DigiDEM, waLBerla uses a D3Q19 lattice by 

default (Figure 6-1), although this can be changed if required. The D3Q19 

lattice results in 19 PDFs per lattice node (Figure 6-1, taken from Iglberger et 

al., 2008). The fluid field is calculated in two steps. First, the collision step, 

which has the effect of relaxing the PDFs towards their local equilibrium 

values, is computed as: 

 𝑓
෩ (𝒙, 𝑡) =  𝑓(𝒙, 𝑡) + Ω(𝑓) (6.1) 

where 𝑓ሚ(𝒙, 𝑡) is the post-collision PDF at node location 𝒙 and time 𝑡, 

𝑓(𝒙, 𝑡) is the pre-collision PDF at node location 𝒙 and time 𝑡, Ω(𝑓) is the 

inter-particle collision operator, and the subscript 𝑞 (1 to 19 ) represents the 

direction of the PDF (Figure 7-1). The simplest collision operator available in 

this implementation is a single relaxation time approach first proposed by 

Bhatnagar et al. (1954): 
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Ω(𝑓) =  

𝑓
(𝒙, 𝑡) − 𝑓(𝒙, 𝑡)

𝜏
 

(6.2) 

where 𝑓 is the local equilibrium PDF and 𝜏 represents a characteristic 

collision time. The local equilibrium PDF is given by:  

 
𝑓

(𝒙, 𝑡) = 𝑤 ቈ𝜌(𝒙, 𝑡)

+ 𝜌 ቆ
3(𝒄𝒖(𝒙, 𝑡))

𝑐ଶ
+

9(𝒄𝒖(𝒙, 𝑡))ଶ

2𝑐ସ
−

3𝒖(𝒙, 𝑡)ଶ

2𝑐ଶ
ቇ 

(6.2) 

where 𝒖(𝒙, 𝑡) is the fluid velocity, 𝜌(𝒙, 𝑡) is the macroscopic fluid density, 

𝜌 is set to 1 in lattice units, 𝑐 is the lattice speed Δ𝑥 Δ𝑡⁄ , Δ𝑥 is the grid 

spacing, Δ𝑡 is the timestep, 𝒄 is the lattice velocity for the direction q, and 

𝑤 represents the weighting factors. The weighting factors for the D3Q19 

stencil are: 

 

𝑤 =

⎩
⎪
⎨

⎪
⎧

1

3
 , 𝒄 = (0,0,0)              

1

18
 , 𝒄 = (±𝑐, 0,0), (0,0, ±𝑐), (0, ±𝑐, 0)   

1

36
 , 𝒄 = (±𝑐, ±𝑐, 0), (±𝑐, 0, ±𝑐), (0, ±𝑐, ±𝑐)

 

(6.3) 

However, equation 7.2 is known to cause slip at no-slip boundaries 

(Ginzburg et al., 2008; Rettinger et al., 2018). Therefore, a two relaxation 

time collision operator is implemented (Ginzburg et al., 2008; Rettinger et al., 

2018) that splits the PDFs and the equilibrium values into symmetric and 

asymmetric parts with 𝑞ത representing the inverted direction 𝑞: 

 
𝑓

ା =
1

2
൫𝑓 + 𝑓ത൯  

(6.5a) 

 
𝑓

ି =
1

2
൫𝑓 − 𝑓ത൯ 

(6.5b) 
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(6.5c) 

 
𝑓

ି
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2
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ି
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ି
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(6.5d) 

This gives the collision operator: 

 
Ω(𝑓) = −

1

𝜏ା
൫𝑓

ା − 𝑓
ା

൯ −
1

𝜏ି
൫𝑓

ି − 𝑓
ି

൯ 
(6.6) 

with the two relaxation times, 𝜏ା and 𝜏ି related by 
ଷ

ଵ
= (

ଵ

ଶ
− 𝜏ା)(

ଵ

ଶ
− 𝜏ି) 

(Ginzburg et al., 2008; Rettinger et al., 2018).  

Second, the streaming step, which acts to translate the particle distribution 

functions to the neighbouring lattice cells, is computed as: 

 𝑓൫𝒙 + 𝒄Δ𝑡, 𝑡 + Δ𝑡൯ =  𝑓
෩ (𝒙, 𝑡) (6.7) 

where 𝒄 is a discrete lattice velocity associated with each node direction 𝑞 

and Δ𝑡 is the timestep (Rettinger et al., 2017). Emboldened variables in 

equations 7.1 to 7.6 are vector quantities with three spatial dimensions (X, Y 

and Z). 

The solid particles are mapped onto the fluid domain by means of a 

“FlagField” where each cell is designated as either solid or fluid. The 

interaction between the two fields is modelled by means of a Momentum 

Exchange Method (Ladd, 1994). This method asserts that the total 

hydrodynamic force exerted on a particle can be estimated as the sum of all 

of the momentum contributions from the fluid to the solid along the boundary 

between the solid and the fluid. Multiple LBM steps can be averaged before 

executing the rigid body solver to reduce fluctuations due to the solid bounce 

back condition at the boundary between the solid and fluid. After the force on 
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the particles is calculated they are streamed throughout the computational 

domain and the new locations of the particles updated. For this to be 

appropriate, a suitable boundary condition must be employed along the 

boundary between the fluid and the solid. Necessarily the flag field is 

updated with the new fluid and solid locations and the nodes will change 

from solid to fluid and vice versa. Where a solid cell has become a fluid cell 

the fluid field must be reconstructed in this location and this is done simply 

by setting the fluid field to the equilibrium function, 𝑓
.  

The rigid body solver can be changed in waLBerla depending on the system 

at hand. The first sets of simulations employed a DEM solver as used in the 

Structure Vision software, but this caused errors in the code execution due 

to the very large numbers of overlapping particles and large contact forces 

from the high fluid velocities tested. Therefore, a Hard Collision Semi Implicit 

Time Stepping solver (HCSITS) was employed which prevents particle 

overlap and calculates the contact forces at the point of a collision using 

small time steps and a semi-implicit Euler method (see section 3.3.2 and 

equations and implementation in Rettinger et al., 2017). The HCSITS solver 

executes multiple iterations before passing the collision and particle mapping 

data back to the LBM field, and uses a different time step to the global time 

step. This collision solver allowed longer simulations and for the simulation 

to execute throughout the available run time without error. 

The outline algorithm employed for the simulations is shown in Algorithm 6-1 

(adapted from Schuster, 2017 for this implementation).  
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6.1.3 waLBerla and physics engine (pe) inputs 

6.1.3.1 Initialising a packed bed 

In a similar manner to the DigiPac software, waLBerla requires a bed to be 

initialised before the onset of fluid flow. The first challenge is to make a well 

mixed bed with the correct amount of particles of the two chosen radii. The 

bed is created in the physics engine module of the implementation. The 

specification of the spheres required for the simulation was based on the 

number of spheres of each species, their respective radii, the initial distance 

between them and a small initial velocity. The initial distance and initial 

velocity choices determine how quickly the particles settle into a packed bed. 

Algorithm: One time step of LBM coupled with rigid body solver  
1. for each time step do  
2.  for each body do  
3.   Map body into lattice domain  
4.   Reconstruct missing PDFs in case of cell changes  
5.  end for  
6.  for two LBM time steps do  
7.   for each lattice cell do  
 7.  Apply boundary conditions and execute communication 

between blocks  
9.  Stream and collide PDFs and evaluate forces on moving 

obstacles  
10.   end for  
11.  end for  
15.  for each body do  
16.   Add gravitational and buoyancy forces  
17.   end for  
1 7.  for each rigid body solver time step do  
19.   for each body do  
20.    Calculate displacement and resolve collisions  
21.   end do  
22.  end do  
23. end do  

Algorithm 6-1 Algorithm showing the coupling between the fluid-field model and the 
solid phase collision model (adapted from Schuster, 2017) 
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The bidisperse packed bed is generated sequentially. First a particle of 

species A is created at the first location. The location was then incremented 

and the code determined the species (A or B – properties of each species 

assigned in the input file) of the new particle. The species (A or B) was 

chosen by ascertaining the ratio between number of particles already 

created for each species and comparing to the total ratio between species 

specified in the input file. The particle was then assigned the properties 

(diameter and density) for the chosen species (See Table 6.2). Finally the 

location was incremented by the specified distance between particles. This 

process was repeated until the total number of particles had been created. 

The packed bed simulation commenced by releasing all the particles from 

the initial location with an initial velocity and allowing them to settle. The 

simulation creating the packed bed terminated when all of the particles had a 

velocity below a threshold velocity. At this point, the locations and properties 

of all of the particles were transferred to the LBM blocks and the main 

fluidisation simulation commenced. As there was a run-time limit on the 

computational architecture, it was important to minimise the duration of the 

packed bed simulation.  

Generally, it was found the initial distance between spheres needed to be 

greater than the diameter of the largest sphere to avoid initial large 

collisions. The settling check velocity needed to be much greater than the 

initial velocity or the LBM simulation would commence before the packed 

bed formed. After several trials, it was found that an initial velocity of 0.001 

ms-1, an initial spacing between particles equal to the median diameter of the 

largest particle class, and a packed bed particle termination velocity of 0.002 
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ms-1, built a reliable packed bed structure; these parameters were used for 

all subsequent simulations. 

6.1.3.2  Distributed computing architecture and simulation parameters 

waLBerla and physics engine were implemented on the Viper high 

performance computing (HPC) facility at the University of Hull (see Table 6.1 

for architecture details). The simulations reported herein used between 

30,000 and 120,000 particles and 153.6 million and 640 million cells, utilising 

between 160 and 320 processors, or 44-89% of the entire compute node 

capability of VIPER. As each node has 128 GB of RAM available, 

simulations were utilising between 10.24 TB and 20.48 TB of RAM. 

Distributed computing within waLBerla and physics engine employed Open-

MPI as implemented in gcc compiler version 6.3.0. 

waLBerla and physics engine were executed by means of a batch 

processing script instructing the HPC how many processors were required 

and an input file with the simulation details. The inlet conditions were 

adapted from the default waLBerla settings (waLBerla Framework, n.d) by 

adding in a circular inlet and a parabolic velocity profile calculated from the 

inlet velocity specified in the input file. The boundary conditions were set to 

solid with a no slip condition for the boundaries simulating the front and 

sides of the tank. The top of the tank was designated an outlet and the 

bottom boundary was solid with a no slip condition but also had a circular 

spot inflow to correspond to the experimental tank inlet. Initial simulations 

aimed to produce an output comparable in geometry to the experimental 

analogue and to be able to run for a sufficient amount of simulation time to 

reflect the full process of fluidisation. Therefore, multiple domain sizes and 
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numbers of particles were trialled with varying numbers of processors, 

dependent on the availability of the HPC facilities. In order to model the 

same initial conditions as the laboratory example, all of the simulations set 

the inlet velocity to 0.9 ms-1, 0.02 in LBM units, the lattice cell size was 50 

μm and the time step 1.1 x 10-6 s, giving a scaling factor of 45 between the 

lattice speed and the SI velocity. The largest particle class had a diameter of 

750 µm, approximating the median diameter of the coarse particle class in 

all of the experiments documented herein (both two dimensional – Chapters 

3 and 5, and three dimensional – Chapter 4), and the fine particle class had 

a diameter of 300 µm, approximating the median diameter of the fine particle 

class in the very high porosity experiments (Chapters 4 and 5). This gave a 

bed mixture analogous to the very high porosity cases in the experimental 

work however, here was no variation in particle diameter across the particle 

class (compare with section 5.2). Using a cell size of 50 μm, particles in the 

fine class thus have a diameter of 6 lattice cells and particles in the coarse 

class have a diameter of 15 lattice cells. The parameters employed in the 

simulation that completed the most time steps in the available computation 

time had the input parameters specified in Table 6-2. Results from this 

simulation are discussed in the next section.  

Results were outputted as a collection of “vtk” files, with selected data 

characterising the fluid fields and the particles field. The vtk files were then 

opened and post-processed in the open-source software, Paraview. As the 

domains tested were often of the order of hundreds of millions of cells the 

output files were correspondingly large (~5 GB per timestep of fluid field 

recorded), making data transfer, storage and management challenging.  
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6.2 Results 

6.2.1 Influence of bed thickness on void space development 

The development of the void spaces for simulations of a range of bed 

thicknesses is shown in Figures 6-4 A-D. All of the simulations used the 

same inlet velocity and simulation parameters as shown in Table 6-2. The 

domain parameters were changed for each simulation and these are shown 

in Table 6-3. 

The expansion of the void space has the same geometric properties for each 

bed regardless of the number of particles for the timesteps 10,000, 20,000. 

Table 6.4 shows that at 10000 timesteps the height of the top of the void 

from the inlet ranges from 4.32 to 4.50 mm. A maximum difference in height 

of 180 µm, this is less than the smallest particle diameter. Similarly, the 

maximum width of the void space varies by a maximum of 300 µm between 

the narrowest and widest void space across the range of particle beds. This 

indicates that across the range of bed heights tested numerically at 10000  

 timesteps (or 0.01 s) the void development is the same to within a particle 

diameter. At 20000 timesteps (0.02 s), the range in height of the void space 

is 280 µm, and the range in width is 650 µm.  The smallest bed of 30,000 

particles (Figure 6-4 D) then appears to grow faster in terms of height of void 

from the inlet for the following timesteps. The range in void heights begins to 

increase and is broadest between the thickest bed (120000 particles) and 

the smallest bed (30000). However it is noted that at 40000 timesteps the 

hight difference between the two void spaces has reduced again. This is 

likely because the differences in heights observed are to within a small  
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Table 6-2 Input parameters for simulation with 30,000 particles and 153.6 million 
cells 

Width  40 mm 

Depth 10 mm 

Height 48 mm 

Cell size 50 μm 

Blocks width 10 

Blocks depth 2 

Blocks height 15 

Inlet diameter 8.0 mm 

Diameter Particle A 750 μm 

Diameter Particle B 300 μm 

Number of Particle A 18000 

Number of Particle B 12000 

Density Particle A 2.6 

Density Particle B 2.6 

Density fluid 1 

Gravity 9.81 ms-2 

Inlet velocity 0.9 ms-1 

LBM velocity 0.02 

 

Table 6-3 Domain parameters for particle beds compared in Figure 7-4 A-D 

Run 

Name 

Number of 

particles  

Cells in 

domain 

CPUs used for simulation 

(RAM in brackets) 

Maximum number 

of LBM timesteps 

1.2 120000 640 000 000 320 (20.48 TB) 41000 

1.3 60000 640 000 000 160 (10.24 TB) 44000 

1.10 45000 160 000 000 160 (10.24 TB) 32400 

1.11.2 30000 153 600 000 300 (19.20 TB) 120000 
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number of particles and thus are not representing any meaningful 

differences between the void space developments of the bed thicknesses 

tested.  

The diameters of the growing void spaces are remarkably similar between 

bed heights and at corresponding timesteps. Therefore it is concluded that 

the diameter of the void space in the very early stages of development is 

governed by the inlet geometry rather than the bed geometry. This could be 

further investigated by testing the influence of particle geometry on the void 

development in the system.  

Despite the similarities in the void formation in these early timesteps, the 

overlying bed characteristics do show differences between bed thicknesses. 

For the 120000 particle bed (Figure 6-4 A) there is no detectable 

deformation of the interface of the bed with the overlying water column. At 

40000 timesteps the height of the bed surface has increased by 

approximately 5 mm, but the bed surface remains level. At 40000 timesteps 

the 60000 particle bed (Figure 6-4 B) shows a small amount of “mounding”. 

There is a difference in the height of the bed surface at the centre (above the 

developing void) and the height of the bed surface at lateral tank walls of 

approximately 1.2 mm. At 45000 particles (Figure 6-4 C) and 30000 

timesteps the mounding is even more pronounced, despite 10000 fewer 

timesteps than the other modelled beds. The bed surface height above the 

void is 2.5 mm higher above the base of the tank than at the walls. The 

30000 particle bed (Figure 6-4 D) shows significantly more pronounced  

 mounding than is observed in the other beds. The mounding is visible at all 

plotted timesteps following the onset of fluid flow. At 40000 timesteps the 
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difference in height of the bed surface over the void to at the walls is 

approximately 6.5 mm. The bed deformations produced by the numerical 

model demonstrate that the model is able to qualitatively replicate the bed 

behaviour observed in the experimental work.  

 

 

 

Timestep 10000 20000 30000 40000 

Number of 

particles  

height 

(mm) 

diameter 

(mm) 

height 

(mm) 

diameter 

(mm) 

height 

(mm) 

diameter 

(mm) 

height 

(mm) 

diameter 

(mm) 

120 000 4.5 12.9 6.8 15.5 9.2 17.35 10.8 16.6 

60 000 4.45 12.65 7.1 15.35 9.6 17.66 10.2 21.7 

45 000 4.4 13.6 7 15.5 9.75 17.4 - - 

30 000 4.32 12.3 6.82 14.85 10.32 17.1 11.42 17.09 

Table 6-4 Geometry of void spaces for each particle bed in Figure 7-4 A-D 
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Figure 6-4 Results of multiple simulations showing the development of the void space during the initial stages of fluidisation. A - 120000 
particles, B - 60000 particles, C- 45000 particles & D - 30000 particles. Where possible results are shown representing up to 40000 
timesteps equating to 0.04 s of real-time simulation.  
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6.2.2 Onset of fluidisation 

Results are shown from the simulation that completed the most timesteps, 

which comprised 30,000 particles, 153.6 million cells and ran to 122000 time 

steps (0.14 s of simulation time). The sequence is shown in Figure 6-5. The 

fluid velocity contours represent a slice through the centre of the tank and 

inlet (Y plane). The spheres shown are not clipped and show all of the 

particles in the domain coloured by velocity in the direction of fluidisation (Z), 

the particle velocity values have been clamped (-0.0014 to 0.11 ms-1) here 

for clarity between the fluid and particle fields, however are shown 

unclamped in the sequence included in Figure 6-6.  

Interestingly, the sequence in Figure 6-5 shows that after an initial period of 

expansion, from 0.066 s onwards the diameter of the void space remains at 

around 24.8 mm, approximately 3 times the diameter of the inlet. The fluid 

field also appears largely invariant from 0.044 s onwards. The velocity 

profiles in Figure 6-6 also reflect that the fluid field remains mostly invariant 

after 0.044 s.  

Within the central jet region, velocity profiles plotted at multiple heights from 

the inlet show that once the void has passed a particular height, velocity 

profiles reach an equilibrium form (e.g., compare the profiles at 3 mm from 

the inlet in Figures 6-7 b-g, or those at 12 mm from the inlet in Figures 6-7 e-

g).  

The initial bed thickness for this simulation was approximately 17 mm. In the 

first captured data set at 5000 LBM timesteps (0.005 s), the void space had 

begun to develop and was 3 mm above the inlet. The fluid had a velocity of 

around 0.9 m s-1 close to the inlet but decreased approximately linearly to 
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around 0.18 m s-1 immediately beneath the particles (Figure 6-7, 0.005 s, 

right). The particle velocity in the region immediately above the void space 

was around 0.16 m s -1, showing that the particles immediately above the 

void space were very slightly lagging the fluid velocities. Even at the first 

recorded dataset, the void space had expanded to the front and back faces 

of the simulated tank (20 mm wide), and had a diameter in the x direction of 

10.4 mm.  

At 0.022 s from the onset of fluidisation, the void space had expanded to 

6.84 mm from the inlet in the vertical direction, and had a diameter in the X 

direction of 14.4 mm. The velocity profile still showed a linear decrease in 

velocity magnitude with height from the inlet to 0.14 m s-1. Some particles 

from the largest size class were falling within the void space with a very low 

fall velocity (Figure 6-7, 0.022 s).  

The void space had reached a maximum diameter of 24.8 mm by 0.066 s 

and was 17.6 mm vertically above the inlet, having now expanded past the 

original bed thickness (Figure 6-7, 0.066 s, left). The fluid filled void still 

supported the largely intact overlying bed which had a thickness of 10.2 mm. 

Above the particle bed, the fluid velocity remained constant at 0.098 m s-1 for 

the remaining height of the domain (Figure 6-7, 0.066 s, right). 

The void space continued to grow until the final recorded dataset at 0.133 s 

(120,000 LBM timesteps), but appears to become asymmetrical towards the 

right of the void space (Figure 6-7, 0.133 s, left). At timestep 120000, the 

void space was 31.4 mm in height from the inlet at the centreline. At 6 mm to 

the right of the centre of the inlet the void space reached 32.3 mm in height 

from the inlet, indicating that the void space is beginning to become 
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asymmetric. The asymmetric void development possibly represents the 

beginning of jet branching as observed in sections 5.2.5 and 6.2.4.  
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Figure 6-6 Velocity profiles for 3 mm, 6 mm, 12 mm and 24 mm from the inlet 
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0.022s 

Figure 6-7 Particle field coloured by velocity of particle (left image of each timestep) and velocity plot of the fluid field (right image of each timestep), showing how the fluid velocity varies with height from the inlet along the 
centreline of the domain (line shown in the particle images). 
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6.3 Discussion 

6.3.1 Comparison to experimental work 

The numerical work herein simulate only a tiny amount of the data that was 

modelled experimentally, however it is still valuable to compare the data sets 

as an indicator of the potential of the model to be further developed in the 

future. Qualitatively the numerical model appears to be a good analogue for 

a fluidisation event. The qualitative analysis in Chapter 6 shows that all of 

the fluidisation events modelled begin with the formation of a void space in 

the bed, and this is replicated in the models shown in section 7.2.1 for 

multiple bed heights. The fluidisation sequence for the bed with a 

comparable porosity, particle sizes, and inlet diameter and velocity is shown 

in Figure 5-4, that is the very high porosity run detailed in section 5.2.3. 

Figure 6-11 shows the equivalent experimental analogue at approximately 

0.5 s. The numerical model herein does not have equivalent tank 

dimensions, the depth of the tank in the experiments is 0.02 m and in the 

numerical models this is 0.01 m. So although Figure 6-8 shows a void 

diameter of 12 mm the void is only visible further from the inlet than is visible 

in the numerical model. The experimental analogues were also 

Figure 6-8 Zoomed in image of comparable experimental analogue. The distance 
between the screws is 100 mm. 
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characterised by mounding developing above the void as it formed and 

expanded, which is also seen in the numerical models. The three 

dimensional experimental data set showed a columnar fluidised zone, while 

the two dimensional experimental data set has a much more exaggerated 

funnel shape. However in the numerical case the bed height is significantly 

smaller so it is difficult to say exactly how the model compares to either 

case. It is likely that with greater computational power a deeper bed would 

resemble more closely the two dimensional analogues as the domain has 

been specified in this quasi-two dimensional way.  

The velocity profiles presented in the quantitative data sets in Figure 3-19 

share the same general profile, however in the numerical model the 

velocities appear to dissipate much more with increasing height than is seen 

in the steady states in Chapter 3. This could be due to the much reduced 

bed heights tested in the numerical simulation or alternatively could be due 

to the differences in permeability between the experimental bed mixture and 

the numerical bed mixture or a combination of both. As the numerical bed 

mixture is made up of spheres with no variation of particle diameter with 

spheres in the same class. This means that the pore throats will be larger 

between particles in the bed and thus it is significantly easier for the fluid 

velocities to dissipate through the bed. This has the implication then that the 

numerical model may never reach extrusion. If the fluid velocities have 

dissipated beyond the minimum fluidisation velocities the bed could remain 

in a quasi-steady state of a void overlain by the raised particle bed. This 

would appear similar to the cavity regime observed by Mena et al., (2017). 

Additionally, the much smaller bed thickness will allow more fluid to pass 

through as the flow path to clear water is much shorter. Future models could 
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test how increasing bed heights affect dissipation of velocities in the fluidised 

zone.  

It is noted that even directly above the propagating void space there is a 

slight lag between the fluid and particle velocities (Figure 6-7). The 

difference between the two velocity fields is more pronounced away from the 

centreline of the velocity field. Figure 6-5 shows that the fluid field does not 

have any areas of negative fluid velocities, although there are very small 

fluid velocities, whereas falling particles are expected at the margins of the 

fluid flow and in the void space. This would imply that the velocities 

measured in the PIV data, which are measured by tracking the larger 

particles in the flow field, are affected by the particle drag forces and particle 

interaction forces during the fluidisation event. Further work could develop 

the numerical model to be able to quantify the lag between the two velocity 

fields more exactly and thus quantify the drag coefficients appropriate for 

high concentration fluidisation events.  

As was also observed in the experimental work, it appears the propagation 

of the void space accelerates with proximity to the free surface. In this 

chapter it was observed that this appears to happen at the half-thickness of 

the bed. However, it is likely this is related to the small scale of the numerical 

experiment. In qualitative experiments of ‘very high porosity beds’ the void 

did not persist to the half-thickness of the bed. After a relatively small height 

the mechanism changed from a void propagation mechanism to an erosive 

turbulent mixing mechanism that entrained the bed as the fluidisation 

advanced towards the surface. It is unclear at this stage in the simulation if 

the model would have replicated this behaviour on the deeper beds or at 
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extrusion. It is noted however, that the instantaneous velocity profiles are 

comparable to the mean velocity profiles of the experimental data. This 

would imply that the fluid flow field in the numerical model displays fewer 

turbulent fluctuations than is observed experimentally, thus some kind of 

turbulence model could be required to increase the turbulence behaviour in 

the fluid in the void and central core.   

6.3.2 Further model development 

The model presented in this Chapter shows what is possible to simulate on 

approximately 160 processing cores on the Viper HPC facility (full capacity 

outlined in Table 6-1) (some simulations were able to use more due to quiet 

periods on the HPC facilities) and using a code that has been optimised for 

parallelisation. With access to a greater number of processing cores or 

longer simulation times the models used here would be capable of producing 

much greater insight into the fluidisation processes. The waLBerla and 

physics engine numerical models scale linearly with particle numbers and so 

by improving the number of blocks and simulation time much larger beds 

would be able to be modelled. Increasing the computational power would 

allow more timesteps and therefore enable simulation of the full fluidisation 

process. It would be beneficial to determine if the model displays the same 

turbulent mixing features observed higher in the fluidising bed as seen in 

Chapter 5.  

The original aim of using the numerical model in this work was to investigate 

how a greater range of polydispersivity in the particle classes affects the 

fluidisation and segregation features observed in fluidisation events. 

waLBerla and physics engine are able to achieve this (Eibl and Rüde, 2018; 
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Schruff et al., 2018), but again this was not possible with the limited run 

times and processing power available during this work. It is possible to 

specify a particle class by a mean and standard deviation in the input 

parameters selected and so, this would be a relatively simple adaptation to 

the model arrangements presented here. For details of how waLBerla and 

physics engine are optimised for polydisperse simulations see Eibl and Rüde 

(2018).  

The physics engine module stores multiple data fields for the particles and 

the orientation field and flag field allows for angular and asymmetrical 

particles to be modelled (Fischermeier et al., 2014; Bartuschat et al., 2018). 

Future models could take advantage of these features and investigate how 

the angularity of the particles affects the fluidisation features of the bed as 

this will likely induce more local variations in porosities.  

Although waLBerla has the in-built functionality to create checkpoint files 

(Bauer et al., 2020), thereby allowing a simulation to be stopped and 

restarted (accounting for run time limits often employed on HPC systems), it 

was not possible to successfully restart simulations on the Viper architecture 

(Table 6.1). The initial simulation was able to run successfully however 

restarts failed at the first timestep, the error messages cited stability issues, 

and unfortunately these were unable to be resolved in the time available. 

Further work would resolve issues that prevented the interruption and 

temporary pausing of simulations, facilitating much longer run times.  

This work models the highest porosity sediment mix that was modelled 

experimentally in Chapters 4 and 5 however, the sediment classes were 

modelled without any variation of diameter. This sediment mix was chosen 
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as it allowed for the smallest number of cells in the domain and thus 

optimised the available compute time and capacity. Future work should 

could expand the cases tested to the high porosity and low porosity cases 

and thus allow a direct comparison between the PIV velocity profiles and 

those produced by the numerical model. Such numerical models would 

require an even smaller cell size, further increasing the number of cells in 

the domain and thus the compute capacity and run time required.  

6.4 Conclusions 

This study is the first to demonstrate that LBM and rigid body modelling can 

be used to examine fluidisation processes within sediment beds. The 

numerical model and resulting simulations modelled a fluidisation event that 

is qualitatively comparable to the experimental analogue. The model 

successfully replicated the development of a void space, the mounding of 

the overbed and the beginning of an asymmetry in the upper part of the void 

something that has been observed experimentally prior to larger-scale 

failure. The difference in permeabilities between the experimental analogue 

and the numerically simulated bed is expected to be the driver behind the 

greater dissipation of the velocity field observed in the numerical model. The 

void space generated by the model also appeared to have fewer falling 

particles than the experimental model, however this could be due to the 

difference in domain size. It has been demonstrated that, when using 

between 160 and 300 cores, it is possible to use numerical modelling to 

further investigate the fluidisation behaviour of bidisperse beds. By 

comparing multiple bed heights it is demonstrated that in the very early 

stages of fluidisation the geometry of the fluidisation event is independent of 
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the bed thickness. Further development of the numerical model offers a 

potential avenue to investigate the effect of adding more complexity to the 

models herein. There is a detectable difference in the velocities of particles 

and the fluid field in close proximity (Figure 6-7) providing a mechanism to 

quantify drag coefficients in high concentration events with further 

development. This initial demonstration of the power of LBM based models 

to simulate fluidisation events, has the potential to open up a whole field of 

study where velocity and concentration can be examined in detail for all the 

particles within a system and for a broader range of parameters.  
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7 Synthesis and Conclusions 

This thesis has examined the processes and products of fluidisation events 

through both physical and numerical modelling. In Chapter 3 velocity data 

were captured using a two dimensional experimental arrangement. In Chapter 

4 the novel use of Computed Tomography provided the first concentration 

data of a fluidisation event and also provided justification for the use of two 

dimensional arrangements for data capture. Chapter 5 utilised the qualitative 

data produced in the two dimensional arrangement to provide detailed 

sequences and processes of fluidisation and propose new models of the 

geological features that can be produced in fluidisation events. Chapter 6 used 

numerical modelling to elucidate the processes of void development and 

demonstrated that a numerical approach can improve understanding of 

sedimentological processes and form a basis for further investigations. This 

chapter will synthesise these data and contextualise the results, new models 

and understanding generated from these experimental and numerical models 

with the wider literature. 

7.1 Initial stages of fluidisation 

7.1.1 Initiation of fluidisation via shock or gradual onset 

The present experiments (Chapters 3, 4 and 5) and those of Frey et al. (2009) 

and Ross et al. (2011) used a sudden onset of fluid flow to initiate fluidisation. 

This resulted in a sudden increase in the overpressure that the bed responded 

to by forming an expanding void space. In the present experiments, the cases 

where small void formation occurred were the very high porosity cases (Figure 
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5-3). In contrast, in the experimental arrangements of Philippe and Badiane 

(2013) and Mena et al. (2017), the fluid velocity was gradually increased until 

fluidisation of their monodisperse beds occurred and they did not report void 

formation. A further example is Mörz et al. (2007) who investigated fluidisation 

of a selection of natural and artificial soils and sands, covering a range of grain 

sizes. They also gradually increased inlet fluid velocity until fluidisation and 

did not observe the formation of voids, instead observing a gradual dilation of 

the bed until fluidisation. 

This raises the question of whether the porosity of the bed governs the 

presence and magnitude of void formation or is the presence of voids related 

to a sudden onset of inlet fluid velocity? When the fluid velocity is gradually 

increased, the bed responds to small increases in pressure by dilating slowly, 

expanding the pore spaces between grains and causing a gradual transition 

from Darcian flow to dilation, liquefaction and finally fluidisation once the fluid 

velocity exceeds the minimum fluidisation velocity of a single particle. As such, 

the bulk density of such systems changes slowly and gradually in a 

homogeneous manner. If allowed sufficient time and the inlet velocity is only 

slowly increased, this behaviour is theoretically achievable for all beds 

irrespective of porosity. However, when a sudden onset fluid flow is used, the 

porosity of the bed is necessarily critical to the production of a void space. For 

a low porosity bed, the fluid flow cannot pass through the bed quickly enough 

to dissipate the induced overpressure. As such, a void forms that is capable 

of supporting a bed. Void formation may also be exaggerated by the two 

dimensional configuration of the present experiments, but although void 

formation was not visible for the low porosity cases in the three dimensional 

experimental runs due to the initial fluidisation occurring outside of the focus 
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of the CT scanner, void formation was captured in the high porosity cases 

(Figure 4-10, 3.5 - 4.5 s and 4-11, 3.5 – 5s). The very high porosity case was 

less dilute in the forming fluidised zone and also showed a more cylindrical 

geometry and so may not have formed a void space but a propagating erosive 

jet (Figure 4-13 7 s). Void formation was observed to occur in all of the tested 

numerical cases (Figure 6-4). At early timesteps, the geometry of the 

developing void was observed to be independent of the bed thickness, 

indicating that bed thickness is not a control on the geometry of the developing 

void (see Section 6.2.1).  

As a direct result of the inability of the excess fluid to dissipate, the present 

experiments demonstrate that larger void spaces are generated by low 

porosities and large inlet flow velocities (Figures 5-1 and 5-4). The very high 

porosity bed was observed to expand through turbulent expansion and the 

bed could not be fluidised at a lower inlet velocity (Figure 4-13, 5-3). 

Therefore, the existence and magnitude of a void space is both a function of 

the bed porosity and the timescales of the change in fluid velocity. This raises 

further questions about the probability of seeing void behaviour in geological 

water escape systems. An analysis of the timescales and fluid velocities 

needed specifically to form void features is beyond the scope of this work.  

7.1.2 Formation mechanisms of voids in early fluidisation 

The formation of voids has been recognised in previous experimental work 

(Mörz et al., 2009; Ross et al., 2011; Bureau et al., 2014) but neither the 

sensitivity of formative mechanism to porosity nor the extension of voids to 

either form fluidisation pipes or steady-state fluidisation features have been 

identified previously. It was observed in Chapter 5.2.1 that all bed porosities 

and inlet velocities show some form of void development. The voids were 
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observed to initiate by mechanisms described by Cartwright and Santamarina 

(2015), but their models were developed to describe entire fluidisation pipes, 

not the void formation process specifically. The porosity of the bed was seen 

to be the controlling factor for the formative mechanism (Chapter 5.2.1), with 

the inlet velocity observed as a secondary control dictating the timescale of 

development and to a lesser degree the maximum size of the void space 

formed (see Figures 5-1, 5-3 and 5-4). The initiation of the fluidisation in the 

two dimensional cases is shown in Figure 7-1. Qualitative observations did 

not capture the initial liquefaction of the very high porosity bed (Figure 4-31), 

as this is very difficult to observe visually. Liquefaction is the process of the 

pore fluid pressure becoming sufficient to remove the grain-to-grain contacts 

and thus shear strength of the bed, but not sufficient for full fluidisation. Di 

Felice (2010) therefore identified liquefaction as a potential preceding step to 

full fluidisation, when the drag force exerted by the fluid exceeds the inertia of 

particles and causes entrainment. Pore-scale dilation of the bed resulting from 

liquefaction (Figure 6-2, H) could only be observed in the concentration data 

of the very high porosity case (see Chapters 4.2.5 and 5.2.5) immediately prior 

to the void development by erosive fluidisation (Figure 7-2, G-I). The wider 

liquified zone persisted through the erosive void formation and only regained 

the structure of an unfluidised bed several seconds after extrusion (Figures 4-

31 6 – 11 s, 7-2 I). The present study is the first to observe a liquified base 

surrounding the fluidised region in a fluidisation zone. 
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The formation mechanisms for void spaces are shown in Figure 7-2. Erosive 

fluidisation is the simplest mechanism, shown in Figure 7-2, D-F. First, an 

initial erosive jet forms the void and entrains the bed. Second, as the void 

grows, the bed can be seen to mound over the expanding void and particles 

fall to the bottom of the void space and are re-entrained into the jet (Figure 7-

2 E and 7-2, F). Erosive fluidisation was also simulated numerically in section 

6.3 for a high porosity bidisperse bed but each particulate class was assigned 

a specific constant grain size without any deviation from the assigned 

diameter. It was therefore proposed that it is possible that the permeability of 

this bed may be large enough that the fluidisation may never reach extrusion 

(Chapter 6.3.1).  

The formation of voids via hydraulic fracture was observed in low porosity 

beds. This mechanism was also addressed in Cartwright and Santamarina 

(2015), although after initial fracture the development process differed 

significantly. Cartwright and Santamarina (2015) posed that the initial fracture 

expanded slightly, leading to more fractures that would expand a little and so 

on, propagating as a network of fractures. Herein, the initial fracture was either 

Figure 7-1 Formation of void space. Hydraulic fracture is observed for the low porosity 
case (A), and Erosive void propagation for high porosity (B) and Very High 
Porosity (C). 

A B C 
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initially oriented in a quasi-perpendicular direction to the fluid propagation 

direction (low porosity, fast inlet velocity case, Figure 7-1 A), or was initially 

vertical before rotating to a quasi-perpendicular orientation at some elevation 

within the bed (Figure 7-1 a and c). In all observed cases of the low porosity 

mixture, at some stage the bed had a quasi-perpendicular fracture from which 

the void space expanded (Figure 7-2 A). As more fluid was pumped into the 

system, the void further expanded in the vertical direction, causing mounding 

above the void space and the formation and near-vertical propagation of two 

planes of weakness from the upper lateral edges of the propagating void to 

the edges of the mounded bed surface (Figure 7-2, B, dashed lines). When a 

jet propagated to the surface from the void space it would always be along 

one (or both) of these planes of weakness (Figure 7-2, C), providing a 

mechanism for the bowl structures seen in many seismic studies (for example 

Cobain et al. 2020). The difference in the hydraulic fracture mechanism 

observed herein and that described by Cartwright and Santamarina (2015) 

might be caused by a difference in the intruding fluid; experimental work 

injecting gas into saturated beds identified a propagating network of fractures 

(see Varas et al., 2011 and Varas et al., 2015), reflecting the Cartwright and 

Santamarina (2015) mechanism. 
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Figure 7-2 Formation mechanisms of void spaces shown for increasing porosity top-
bottom and over time left - right. A-C hydraulic fracture: A is the initial fracture 
in quasi-perpendicular orientation to the lithostatic load, B shows expansion, 
mounding and planes of weakness, C shows further expansion and the 
formation of a jet along one of the planes of weakness. D - F erosive void 
formation: D shows initial formation, E widening of the void and mounding of 
the overbed F much larger mounding and recirculation of particles within the 
void space. G-I shows the very high porosity case where erosive formation 
sequence is preceded by the liquefaction of the bed region close to the inlet. G 
shows formation of a liquefaction zone H is a close up of the liquefaction 
process showing fluid supporting the grains overlain by the undisturbed bed 
and I shows erosive void passing through the liquefied sediment. 
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7.1.3 Presence of heterogeneities/faults/weak spots to exploit 

Nichols et al. (1994), Frey et al. (2009) and Ross et al. (2011) observed that 

extrusions occurred at the apex of a regularly expanding void space. For a 

fixed inlet position, this occurs directly above the inlet. This behaviour is also 

observed in some cases herein, but this is not the case in all experimental 

arrangements, nor the case consistently within a set of experimental 

parameters. For low porosity cases, it was observed that an erosive jet or 

sometimes two erosive jets formed (Figures 5-1), and the dominant jet would 

propagate to the bed surface. The formation of such jets is intrinsically related 

to the exaggerated void formation and subsequent mounding of the overbed 

observed alongside this behaviour. Since the bed resists the passage of the 

fluid, the bed is pushed upwards en masse by the expanding void space. The 

kinetic energy of the jet is not dissipated in this manner, instead the force of 

the jet from the velocity of the fluid is partly deflected by the overbed and so 

propagates sideways along the roof of the void space until a point of lesser 

resistance is found. This weak point coincides with where the bed is already 

fractured from the upwards movement of the overbed (Figure 7-2 B and C) 

and so an erosive jet forms along these planes of weakness and propagates 

to the surface. Interestingly jet formation along a plane of weakness due to 

void-induced fracturing was not observed in the three dimensional 

configuration. However, one three dimensional low porosity run did form and 

stabilise away from the centreline equilibrium position (Figure 4-8), indicating 

that heterogeneities in the low porosity beds are the preferred location of 

fluidisation events. This mechanism of an injection exploiting bed 

heterogeneities is addressed by Cobain et al. (2015) for propagating injections 

in mudstones (Figure 2 of Cobain et al. 2015). Herein we observe that, in 
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addition to mudstones, a plane of weakness will also be the preferred location 

of fluidisation in a low porosity sand bed.  

In higher porosity cases, extrusion is also observed to occur through an 

erosive jet. The high and very high porosity beds do not have such easily 

exploitable weak zones. However, there are still instances of jet deflection 

caused by a lower porosity heterogeneity, for example the jet splits around an 

undisturbed bed zone in Figure 5-30 at 2 s after initiation of fluid flow, 

demonstrating that even in high porosity cases small heterogeneities can 

influence fluidisation locations. It was also observed that in the higher porosity 

cases, void expansion is much less regular, demonstrating that the system is 

very sensitive to small scale heterogeneities. 

7.2 Development of geomorphological features 

7.2.1 Wall formation and particle transport in fluidisation pipes 

In all cases observed herein, the steady-state stabilised walls in the upper part 

of the funnel were formed and shaped by the slow-moving, high concentration, 

particle flow to either side of the dilute turbulent jet (Figures 3-7, 3-9, 3-11 and 

3-13). This is in direct agreement with the observations of Frey et al. (2009) 

and provides a logical explanation for the downward dipping laminations often 

seen in seismic and outcrop studies (Obermeier, 1996; Kawakami and 

Kawamura, 2002; Macdonald and Flecker, 2007) on the flanks of in-situ 

fluidisation pipes (see also Figures 4-24 and 4-25). In all cases, the walls are 

clearly identifiable and, after sufficient time has passed, relatively stable. In 

low porosity beds, sharp transitions between undisturbed bed and regions of 

mainly coarse particles with very few fine particles are characteristic; the 
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presence of the walls of the fluidisation pipe are only evident by these 

discordant margins with the undisturbed bed (Figures 4-16 C, 5-3 e and f). 

Both particles classes are transported upward in the central jet (Figure 7-3 

left, red and blue arrows). At the interface with the overlying fluid the fine 

particle class is elutriated away from the fluidisation event (Figure 7-3 left – 

blue arrows). The three dimensional cases showed that recirculating coarse 

particles were located above the “bulb” (Section 4.2.2.1). The walls of the bulb 

had a sharp interface with the undisturbed bed, interpreted as forming via 

erosion by the upward moving jet (Figure 4-32 and 4-33). Therefore, in these 

low porosity cases, walls in the lower pipe would display evidence of turbulent 

upward erosion while walls in the upper pipe would display evidence of 

laminar falling particles (Section 4.2.5 and Figure 7-3 left). In the two-

dimensional low porosity beds falling laminar particles formed the walls for the 

full height of the fluidisation event (Section 4.3.1). As it was not possible to 

collect three dimensional data for the steady state it is not clear from this data 

set if the upward moving erosive wall formation continues into the steady state 

or if recirculating particles migrate further down the pipe walls over time. 

Future work measuring the three-dimensional steady state could establish if 

this phenomena is time-dependent or a feature of the geometry of low-porosity 

fluidised beds.  

For the high porosity cases, walls are lined with fine particles (Figures 4-16 A 

and B, 5-6 c and d and 5-4 h). When the absolute size of the finest particle 

class is greatest, the walls are most clearly defined (see Sections 5.2.6). This 

is due to the mechanism of formation: small particles are more easily elutriated 

from the system and have more potential to filter into the pore spaces of the 

coarse particles. In the highest porosity case, the particle size ratio between 
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the two classes is smallest. At high densities, fine particles cannot filter 

through the spaces in the coarse particle class. This is further evidence that 

the walls are formed by falling particles. Smaller particles can be transported 

further by the energy of the dilute turbulent jet, so they are translated further 

from the turbulent region and group together on the flanks of the sand volcano 

(Figure 7-3 right, blue arrows represent fine particle class, red arrows 

represent coarse particle class). When enough particles have accumulated, 

they slow the flow of the recirculating coarse particles and fall downwards, 

lining the fluidised zone. This layer is less permeable and less easily 

remobilised by the slow moving, larger particles and so stable walls are 

formed. Radial flow properties or turbophoresis (the inertial migration of 

particles away from a central region of turbulence) is a possible mechanism 

for the lining of fluidisation pipes with fine particles (Segre and Siberberg, 

1962a, 1962b; Hogg, 1994; Ross et al., 2014). However, there is no evidence 

Figure 7-1 Sediment transport and erosion mechanisms in fluidisation events. Red 
arrows represent the coarse particle class and blue arrows represent the fine 
particle class. Low porosity beds (left) display erosion of the walls in the 
upward direction in the lower bed, elutriation of the fines particle class and 
downward erosion at the walls by falling coarse particles in the upper bed. High 
or very high porosity beds (right) have slow downward-moving fine particles 
forming the walls of the pipe as the fine particles are not able to escape the 
fluidisation pipe but are transported further from the central jet.  
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that either of these mechanisms apply in the cases observed herein. In fact, 

the identification of a shear zone indicated by very high velocity gradients 

between upward and downward flow regions would imply that it is impossible 

for a wall of fines to form in this way in the present geometries (Figures 3-23 

to 3-30). It is more likely that the fines in the walls are formed by the 

recirculation cell and the smaller fluidisation velocity required by smaller 

particles of the same density. The formation of walls by falling particles means 

that when using the interface between the pipe walls and undisturbed bed in 

outcrop data, the propagation direction identified could be the reverse of the 

true propagation direction in a vertically oriented injection system. In all cases, 

more recirculating particles were accumulating in the upper funnel of the pipe 

(Figures 4-30 to 4-32 and also observed in Figures 5-1 to 5-5). Further, the 

wall formation in the steady-state is unequivocally laminar, as identified by the 

PIV data in Chapter 3 and the qualitative data in Chapter 6. It is noted that as 

there is no steady-state three dimensional data it is unclear if the falling 

particles in a laminar regime would recirculate from the free surface back to 

the inlet if there were a pipe circumference where deposition is possible (ie 

not made smaller by the two-dimensional tank geometry). Nevertheless, it was 

impossible to fluidise any of the beds without the formation of a turbulent core 

(see sections 3.4.1 and 3.5.1). Therefore, when interpreting laminar wall 

formations this is also likely to lead to unrepresentative assumptions of the 

whole pipe.  

Chapter 5.2.6 identified that, in some cases, the passage of the void space 

and turbulent mixing of the bed as it propagated left residual structures in the 

bed (Figure 5-9). Interestingly, Ross et al. (2014) identified structures in 

outcrop interpreted to have formed by some sort of vortical structure (Figure 
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7-4). The structures appear similar, although in contrast to Ross et al. (2014) 

who interpreted the vortical structures to indicate that flow was likely from right 

to left, here a similar structure has been shown to form through vertical flow. 

The vortical formation process is likely similar to the two dimensional rotational 

vectors seen in the PIV data (Figure 3-3, repeated here in Figure 7-4, right).  

7.2.2 Flow regimes 

The flow regimes of fluid injections have often been discussed (Peterson, 

1968; Taylor, 1982; Obermeier, 1998; Duranti, 2007; Hubbard et al., 2007; 

Hurst et al., 2011; Ross et al., 2014; Cobain et al., 2015). The PIV data show 

that both laminar and turbulent regions of flow occur in the same fluidisation 

event when the steady-state has been reached (Figure 7-5) and this is true 

for both high and low porosity beds and fast and slow inlet velocities. It was 

not possible in the present experiments to form a fluidisation event without the 

formation of a turbulent core. The local Reynolds numbers calculated in 

Figure 7-2 Columnar intrusion (left) taken from Ross et al. (2014) with vortical 
structures. Middle image shows similar structures created in two 
dimensional experiments formed by passing of a void and resulting 
turbulent mixing in the early stages of formation. Right image shows 
turbulent vectors during the passing of an erosive void space. 
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section 3.4.1 were calculated using the viscosity of the fluid in the system (i.e., 

water). However, using a pseudo-fluid approach to characterise the system 

as described by Di Felice (2010) would require using an augmented viscosity 

and density to account for the concentration of particles in the system. Herein 

it is observed that after extrusion and even in the steady-state, the pseudo-

fluid properties of the fluidised suspension vary spatially (see Section 4.2.1). 

However, these first observations of concentration data in a fluidisation event 

and comparable velocity data provide a basis to further understand outcrop 

and seismic pipes, and the likely regimes within the anatomy of the injection 

at each fluidisation stage. 

The velocity and concentration data presented herein further support the 

assertion of Cobain et al. (2015) that the flow regime of an injection is critically 

Figure 7-3 Local Reynolds numbers for steady-state two dimensional data sets as 
presented in section 4.4.1. 
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dependent on the concentration of the fluidised injection. The high 

concentrations of particles in the supra-jet region act to damp the turbulence 

of the upward moving fluid and dissipate the high fluid velocities (Figures 3-7 

to 3-14). In the recirculation zones, downward-moving particles have 

significantly reduced velocities and it is noted that, by comparison with the 

numerical data, it is highly likely that in these regions the particulate phase is 

fully decoupled from the fluid phase (Figure 6-7). In light of these observations, 

it is therefore interesting to consider how the central core would present if a 

slurry was injected at high pressure instead of a single-phase fluid. Future 

work could address this and, by capturing the velocities of the separate 

phases in three dimensions, compare the dynamics of fluid-only injections to 

multiphase slurry injections.  

7.2.3 Timescales 

The laboratory scale experiments show that the time to extrusion on the 

laboratory scale beds is of the order of seconds (Chapters 4 and 5). The two 

dimensional beds were 250 mm thick and the three dimensional beds were 

70 mm thick (Chapter 3.1, 4.1 and 5.1). However, the formation of stable, well-

defined, walls and stabilisation of the jet took significantly longer (Figures 5-1 

to 5-5). The mechanisms controlling the timescales of formation should then 

be considered. Necessarily the total bed thickness will be a major control on 

total time to extrusion, but this does not appear to affect the rate of propagation 

of the void space in early fluidisation as demonstrated by the numerical model 

in section 6.2.1. The rate of propagation of the void space is observed to be 

non-linear, increasing with proximity to the surface. Cathles et al. (2010) 

provided a quantitative analysis of the growth rate of a gas fluidised pockmark 
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(Figure 7-6). It was proposed therein that the total time for the gas chimney to 

traverse the bed from the gas reservoir to the surface of a sediment bed was 

a function of the ratio of the thickness of the overlying bed to the height of the 

gas reservoir, the ratio of bed porosity to bed permeability, the density 

difference between the gas and water, the viscosity of water and the radius of 

the gas chimney (Cathles et al., 2010). This system derived by Cathles et al. 

(2010), is modelled on the driving system for a gas-fluidised pockmark, i.e. the 

buoyancy of the gas in the system. Herein, we do not have a system driven 

by the buoyancy of gas but a system driven by the migration of water pumped 

into the system. However, the buoyancy of that system does not change with 

the advancement of the gas chimney and, comparably, herein a constant rate 

of fluid pumping is used. Therefore, it could be argued that merely with a 

substitution of a suitable parameter as the driver of this system, the model of 

Cathles et al. (2010) would also be applicable to a water-fluidised system. As 

proposed in section 7.3.1, it is observed by Cathles et al. (2010), that the point 

at which the fluidisation rate increases is half the total bed thickness as this is 

the point at which the excess fluid pressure equals the buoyant weight of the 

Figure 7-4 Modelled propagation rate of a gas chimney rising from the top of a gas 
pocket to the ground surface (reproduced from Cathles et al., 2010) 
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overlying sediments. The sediment density or particle size is not considered 

in the Cathles et al. (2010) model, rather they are likely captured in the ratio 

of the porosity to permeability. If such a model is considered applicable to a 

water-fluidised bed it is noted that the timescale for the formation of an in-situ 

pipe should scale linearly with the bed thickness and substituting an 

appropriate descriptor of the driving mechanism. Although this makes it 

possible to quantitatively model time-to-extrusion, the parameters involved do 

rely on homogeneity of the overlying bed as the fluid propagates. Bed 

heterogeneities have been demonstrated in Chapters 3, 4 and 5 to strongly 

influence the fluidisation process and so while such a model may provide a 

good approximation for fluidisation timescales it may not adequately simulate 

cases of localised low permeabilities.  

The time to reach a quasi-steady state and the formation of stable walls 

cannot be quantified in such a simple linear model as these stages of fluid 

flow are driven by relative inhomogeneities of the bed caused by particle size 

segregation. Future work could investigate the rate of propagation of the water 

fluidised-pipe through a bed and modify the Cathles et al. (2010) model to 

provide an estimate of timescales of injection for active sea-floor fluidisation 

events.  

7.3 Residual features 

7.3.1 The influence of fluidisation stage on residual structures 

The qualitative data in Chapter 6 demonstrated that fluidisation processes are 

critically time dependent and are described by a sequence proposed in 

Figures 5-11 and 5-12. It was also concluded that the residual flow features 
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observed after the cessation of fluid flow will be determined by the stage in 

the flow process at which fluidisation ceased (see Section 5.4.6). The 

integration of numerous discrete mechanisms across the fluidisation 

sequence differs from the mechanisms proposed by Cartwright and 

Santamarina (2015) in that only one mechanism is proposed therein for the 

formation of a pipe. Herein, it was observed that multiple mechanisms occur 

in sequence and, crucially, multiple directions of particle transport and regions 

of flow regimes are present at the same time.  

The formation of void spaces is recognised in multiple data sets with 

polydisperse beds (Bons and van Milligen, 2002; Nermoen et al., 2010; Ross 

et al., 2011) and the mechanisms of void formation are addressed in section 

7.1.2. The passing of the void space through the bed is also recognised to 

leave residual features within the fluidised bed (see section 5.2.6 and Figure 

5-9). The residual features of the passing void space are formed by downward 

oriented vectors at the walls of the void in the early stages of fluidisation 

(Figure 7-7).  

The void space is wider than the stabilised pipe and so the particle 

segregation that occurred within this wider mixing zone is preserved in the 

early stages of fluidisation and in some cases indefinitely (Figure 5-9). The 

residual features of passing void spaces are not visible in the CT data, which 

may be due to fluidisation voids forming out of the focus of the scanner or the 

(un)detectability of such features in porosity and density data (see section 

7.3.4).  
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As posed in section 5.4, if fluid flow ceases during void formation there are 

two possible residual bed structures. First, if fluid flow was as modelled herein, 

it is likely that the overlying bed would collapse back into the void space in 

high porosity cases. As the lithostatic load of the overbed would no longer be 

supported by the overpressure, the porosity of the bed is such that the fluid 

could migrate out as the bed sinks. This would likely present as a structure 

that appears similar to subsurface volume loss (see section 5.4.6). If the 

sediment bed were of low porosity, seepage of the void fluid could take much 

longer as only small fractures caused by the raising of the bed could be easily 

used for fluid migration. However, if the injected fluid were a slurry, upon the 

cessation of flow the collapse into the void space would be significantly 

reduced since the grain structure emplaced by the slurry would support the 

lithostatic load of the raised bed. Such mounds would likely be visible on the 

sea floor, even after the cessation of flow.  

In both the qualitative two dimensional observations (Chapter 5) and the three 

dimensional data (Chapter 4), fluidisation events showed a tendency to form 

the typical funnel shape after the cessation of flow (Figures 4-18 to 4-23 and 
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5-1 to 5-5). This shape is partly formed by the recirculation of particles at the 

edges of the fluidised zone (see sections 3.5.1.3, 4.2.5, and 5.4.3) and likely 

exaggerated due to a slumping of the bed into the dilute zone central jet 

region.  

7.3.2 Pockmarks and mud volcanoes  

Pockmarks are described as the seafloor expression of vertical focussed flow, 

result from explosive fluid venting (Judd and Hovland, 2009; Andresen, 2012) 

and are observed in a variety of contexts (Judd and Hovland, 2009, Pau et al., 

2014) . Often, they are interpreted to be formed by gas fluidisation of 

sediments in methane rich environments. However, the term has also been 

used to describe water fluidised events (Judd and Hovland, 2009). Pockmarks 

are identified by the imprint left on the seafloor. They display a range of 

geometries, including ellipsoidal or asymmetrical geometries, sharp sided or 

shallow depressions (Forwick et al. 2009; Judd and Hovland, 2009). Figure 4-

17 (reproduced here as Figure 7-8) demonstrated that the surface of water-

fluidised event is largely indistinguishable from a gas-fluidised event (Figure 

7-8). Further, the differences in geometry such as steep angled ridges as 

outlined in observations by Forwick et al. (2015) can be a result of the bed 

grain characteristics.  

In the three dimensional experiments, it was also observed that high porosity 

beds had a concentration profile that increased with height. It was suggested 

that this could be indicative of fluidisation events that would eventually “self-

plug”, leading to episodic pipe growth or perhaps a complete plug. If this is 

true, excess pressure would need to dissipate by fluidising elsewhere. This 

self-plugging behaviour of pipes could also be a mechanism for the formation 
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of pockmark fields (Figure 7-9 right). However, plugging of pockmarks and 

formation of new pockmarks would not explain the coeval formation a 

pockmark field (e.g., as suggested by Ross et al., 2013).  

Mud-volcanoes form by the extrusion of mud-slurries and tend to form ridges 

of extruded material that can form classical conical shapes and grow with self-

channelisation and continuing extrusion (Mazzini and Etiope, 2017). However, 

it is recognised that the formation of such vertical conical volcanoes relies on 

frequent viscous eruptions; short explosive blasts result in morphologies much 

more comparable to a typical pockmark (Figure 3 of Mazzini and Etiope, 

2017). Mud volcanoes are able to self-channelise easily because the cohesion 

in the sediment produces a highly viscous slurry and resists the fluidisation 

mechanisms observed herein. As the channel resists erosion and entrainment 

much more than a fluidisation event in a non-cohesive bed, the system is able 

to grow with the continuing flow of the slurry. The non-cohesive, high porosity 

High Porosity 

Low Porosity 

Very High Porosity 

A B C 

D E F 
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Figure 7-6 Reproduction of Figure 4-17 showing the surface presentation of the three 
dimensional experiments after the cessation of fluid flow. 
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beds observed herein show a decoupling of the sediment from the fluid flow 

in the upper bed and so the system becomes self-organising. The funnel 

widens as the sediment is reworked and little growth or development is seen 

once the steady state is reached.  

7.3.3 Extrudites 

Extrudites form as material is elutriated from the fluidised system and occur in 

a wide range of deposits (Ross et al., 2013 and references therein). The 

experiments presented herein have shown that both high porosity and very 

high porosity systems do not easily remove material from the system (section 

5.2.4). The velocity data in section 3.3.1 showed that velocities were barely 

detectible in the upper bed of the low inlet velocity cases, while velocities were 

significantly slowed near to the surface in high inlet velocity cases. The supra-

Figure 7-7 Images of pockmarks on the seafloor. Left - mega pockmark on the 
western Niger Delta slope taken from Benjamin et al., (2015). Right pockmark 
field on the Witch Ground Basin, UK North Sea taken from Judd and Hovland, 
(2009). 
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jet region was characterised as having a diffuse flow field (section 3.5.1.2) and 

the numerical model echoed this finding, showing significantly slowing 

velocities with distance from the inlet (Figure 6-6). The qualitative data showed 

characteristic funnel-shaped formations in all cases, but high porosity cases 

showed very little elutriation and all of the particles were recirculated within 

the system, tending to a quasi-steady state. These observations identify the 

presence of feedback loops and self-organisation during the formation of 

fluidisation pipes in high porosity beds (see Bons and Milligen, (2001) for 

further examples feedback and self-organisation in sedimentology). High 

particulate concentrations in the upper bed cause enhanced dissipation of 

fluid velocities. This encourages previously entrained particles to fall out of 

suspension until the supporting fluid is able to exert sufficient drag to re-

entrain them. Thus, particles recirculate between two zones of relatively high 

concentration and enhanced velocity damping . If particles are unable to be 

carried out of the system, extrudites cannot form. In both the high porosity and 

very high porosity cases, at high velocities particles were able to be carried 

into the overlying water column (Figures 4-10 and 4-13) but were observed to 

fall back into the system relatively quickly. If currents were active in the 

overlying water column, it is likely that more material would be transported out 

of the system. In contrast, the low porosity system was able to elutriate 

significant amounts of material from the system, in some cases forming layers 

exclusively of fines on the surface of the bed (Figure 5-2), directly modelling 

the formation of an extrudite sheet. The elutriation of particles was only 

possible to such an extent because the presence of the fine particles in the 

bed provided reduced porosity in the undisturbed bed (Figure 4-16 C). The 

channelling of the flow caused higher velocities in the low porosity fast inlet 
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velocity beds (Figure 3-13) than in the beds with a higher porosity that allowed 

more diffuse flow (Figure 3-19). Although the channelisation mechanism 

provides a means for greater elutriation in the early flow stages, soon after 

extrusion, these analogues also quickly reached a steady state where 

elutriation was minimal. This suggests that all of the particles capable of being 

carried away by the fluid velocities had been elutriated. It is likely then, that 

there are two requirements for large scale extrudite formation. First, a 

sufficient number of fine particles are needed in the bed to provide the reduced 

porosities for channelisation and thus the reduced dissipation of the flow field. 

Second, a sufficient supply of material to be extruded, i.e. the injection of a 

particulate flow. However, it is noted that the suspension itself would have to 

be of a form able to be carried by the focussed flow.  

7.3.4 Detectability of dewatered structures on the sea floor 

It has long been recognised that detection of fluidisation events on the seafloor 

is challenging and impossible below the scale of the seismic data capture 

(Hurst et al., 2011; Ross et al., 2011). In the three dimensional experiments 

presented in Chapter 5 it was observed that only the low porosity system left 

easily detectable differences in the CT data after the cessation of flow (Figures 

4-18 to 4-20). The residual structures of the higher porosity beds were much 

more difficult to detect in the CT data (section 4.2.4.3). This is due to the CT 

data detecting density differences caused by the presence of particles and 

water in each sampled cell. If the difference in porosity is not great enough to 

provide a big enough contrast between the residual pipe structure and the 

undisturbed bed it is simply not visible through such a means of detection. 

Figure 7-10 B shows a high porosity bed with the HU values clamped between 
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0.6 and 1.2. Conversely, qualitative observations identified very visible 

residual structures from the fluidisation event (Figure 7-10, A), including a 

distinct region of segregated particles at the walls. Such structures are visible 

in outcrop examples (such as Ross et al., 2014). Therefore, it is likely that 

when using data collection techniques reliant on distinct differences in porosity 

or resulting density differences between the injection and the undisturbed bed, 

such as seismic data collection, only injections into low porosity beds with high 

fines content will be detectable. This is likely the reason for the paucity of sand 

injectite detection into sand beds evidenced in the sea floor datasets in the 

literature to date (Palladino et al., 2020).  

7.4 Further work 

A number of areas provide opportunities to further advance the analyses and 

conclusions derived in this work. In Chapter 5.4, it was observed that some 

structures could be formed by the injection of slurry instead of clear fluid, and 

thus this presents a particularly interesting field of research. Injection of 

Figure 7-8 Residual structures of high porosity beds in qualitative data (A) and 
as detected by computed tomography (B). 

A B 



- 285 - 

slurries would likely impact the range of residual morphologies observed and 

also the typical formation mechanisms. It may also provide material to enable 

more extensive extrusions. However, it would also introduce complexities 

typically observed in slurry flows, such as jamming and plugging flows and it 

would be fascinating to observe how the injection of a slurry behaves in 

unconfined beds.  

Much of the pockmark literature identifies methane seeps and other gaseous 

injections to be the fluidising medium in many geological examples (Judd and 

Hovland, 2009; Forwick et al., 2009; Hovland et al., 2010; Pau et al., 2014). 

Varas et al. (2011) and Varas et al. (2015) injected gas into a saturated bed 

and observed hydraulic fractures. Observations of the interaction of a water-

fluidised system with trapped gases would help extend current knowledge of 

the dynamics involved in fluidisation events and also explore the influence of 

the additional buoyancy on the system.  

The present experimental work could be further advanced by developing a 

method of measuring both the velocities of the fluid and the particle classes 

simultaneously and quantifying the concentration in three dimensions. One 

possible approach for the synchronized measurement of both the fluid and 

particle phases is Planar Laser Induced Fluorescence (PLIF) coupled with 

refractive index matching (RIM) as employed by Phillipe and Badiane (2013) 

and Mena et al., (2017) for monodisperse fluidisations. Although this 

technique allows for the simultaneous tracking of the fluid field (through the 

Fluorescence induced by the laser) and the particle trajectories (using Particle 

Image Velocimetry on the “dark spots”), this has yet to be developed for use 

over multiple particle size classes. Such synchronized datasets would allow 
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the true drag coefficients of the high concentration flows to be calculated and 

lead to further understanding of multiphase interactions. The observation of 

angular particles and particles with cohesive properties, which are likely to 

behave differently to pure spheres, would expand the range of systems thus 

far observed. In such systems, porosity will become even more 

heterogeneous, possibly increasing channelization and resistance to 

fluidisation.  

Numerical modelling has been presented as a means to understand the 

influence of different parameters on the system. Further work in this field could 

investigate the influence of particle shape such as highly ellipsoid or plate-like 

particles and parameterise the polydispersivity of the particle classes. 

Development in numerical modelling would greatly enhance the 

understanding of the flow in fluidisation pipes. The numerical model adopted 

herein is capable of such parametrisations but is currently restrained by the 

availability of computational power and run time.  

7.5 Conclusions 

This thesis has presented the results of multiple methods of investigation into 

the flow processes and dynamics of water fluidisation events in bidisperse 

beds 

This thesis has presented the results of multiple methods of investigation into 

the flow processes and dynamics of water fluidisation events in bi-disperse 

beds. The physical mechanisms of particle segregation and transport, and 

processes documented herein are applicable to a number of fields.  
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The findings of the three-dimensional experiments demonstrate that the 

preserved geological feature can be difficult to detect through geophysical 

methods based on density contrasts within sediments. This has implications 

across wider geological fields as fluidisation pipes are known to behave as 

permeability pathways. In the petroleum industry this means the fluidisation 

pipe can act as a reservoir seal bypass (Hurst et al., 2011). In the developing 

field of carbon storage and sequestration leakage through caprock is also 

critical (Song and Zhang (2013), and characterisation of the sealing lithology 

of paramount importance to identifying suitable sites. These experiments 

demonstrate that there is a risk of not detecting these potential seal bypasses 

in the conventional seismic mapping approach.  

The numerical modelling demonstrated a viable approach for the modelling of 

bi-disperse beds across a range of scales and turbulent regime inlet velocities. 

This presents an additional approach to the advancing field of fluidised bed 

modelling which has previously only investigated fixed bi-disperse beds or 

mono-disperse beds at low Reynolds numbers (Duan et al., 2020). Modelling 

in this field is used to optimise the drag on the particles in fluidised bed 

reactors.  

The geometries and formation mechanisms of the resulting fluidised structure 

can be used to inform the likely resulting bed geometries and refine required 

injection velocities in sea-floor piling (de Brum Passini et al., 2018) as these 

are known to be underpredicted quantities in this field. Furthermore, the 

resulting geometries observed herein bear obvious similarities to a number of 

other geological processes such as pockmarks (Forwick et al., 2009, 

Andresen and Huuse., 2011), sand blows after seismic activity (Quigley et al., 
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2013, Mazzini et al., 2017) and even pyroclastic flows (Roche et al., 2001). 

Although each of these scenarios demonstrate deviations from the prototypes 

modelled here comparisons around the spatio-temporal variation of flow 

regimes during formation and wall formation processes can be used to inform 

the likely processes in these broader fields.  

The main outcomes are summarised as: 

Two dimensional experimental modelling provided comprehensive velocity 

data across flow regimes investigating the influence of both inlet velocity and 

porosity on the flow fields within the bed. Multiple characteristic regions (jet, 

supra-jet, recirculation) were quantified and described. Evidence of multiple 

flow regimes, more specifically both laminar and turbulent flow regions, within 

the same fluidisation event were presented for the first time. It was 

demonstrated that the surrounding bed is not a good indicator of likely flow 

concentrations during a fluidisation event as low porosity beds were shown to 

behave more like a monodisperse bed than high porosity beds.  

It was shown that the largest clast size observed in a deposit is unlikely to 

yield sufficient understanding of the flow field, as the minimum fluidisation 

velocity is dependent on a number of factors. The capacity of a fluidisation 

pipe to elutriate particles has been demonstrated to be significantly lower than 

previously expected due to the diffusion of the flow velocities in the supra-jet 

region. It is proposed that this is likely the reason there are less examples of 

large extrusion events in the field than would be expected. 

Qualitative data from the two dimensional experimental arrangement were 

used to interpret flow regimes and propose new models of processes and 

products for sediment beds of different characteristic porosity. It was observed 
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that the nominal flow regime of the fluidisation event calculated as a Reynolds 

number a-priori bore little influence on the flow dynamics observed in the 

formation of the extrudite. Alternative formation mechanisms for wing-like 

structures, bowls, sub-vertical pipes, jack-up structures and laminations were 

proposed.  

Three dimensional experiments demonstrated the novel use of Computed 

Tomography to further understanding of fluidisation events and presented the 

first concentration data for fluidisation pipes in bidisperse beds. As was 

observed with velocities, concentration profiles were demonstrated to be both 

spatially and temporally variable and, due to the differences in fluidisation 

sequences, showed a dependence on the porosity of the undisturbed bed. 

The concentration data provide a means of constraining first order 

estimates of concentration for outcrop data for the first time enabling more 

accurate estimates of likely flow velocities and regimes. Concentration profiles 

of high porosity beds are presented as a mechanism for episodic pipe growth 

of regionally extensive pockmark fields. 

The novel use of a fully two-way coupled Lattice Boltzmann Method and rigid 

body solver to model fluidisation in a bidisperse bed was demonstrated. 

Qualitative agreement was observed between the experimental and the 

numerical analogues by successfully replicating the formation of voids, 

mounding of the overbed and development of asymmetry in the late void 

formation stage. The development of the early stages of void formation were 

seen to be independent of bed height. The approach was shown to be a 

promising avenue for future development and will permit exploration of the 

various influencing parameters on fluidisation events.  
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The residual structures and detectability of fluidisation pipes were discussed 

in light of the data presented and the impact on the observation of such 

structures considered. The final preserved morphologies of the three cases 

tested are observed internally and from the surface, showing that the 

morphologies of pockmarks observed on the seafloor may be indicative of the 

bed porosity, particle size and velocity characteristics of the formative event.  

New models of the formation of void spaces in water-fluidised pipe formation 

were developed based on experimental and numerical data and the void 

formation mechanisms observed to be dependent on bed porosity. For the 

first time quantitative data showing void formation through a liquified zone was 

presented. 

The data and interpretations presented in this thesis provide comprehensive 

evidence for the flow processes, characteristics and mechanisms of the 

formation and quasi-steady state of fluidisation pipes across bed heights and 

fluid injection velocity. The evidence presented herein can be used to support 

improved interpretation of common geological features observed in outcrop 

and seismic data and can be used to justify the inferences made on data sets 

collected after the cessation of flow on in-situ and ancient fluidisation events.  
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