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Abstract

Early diagnosis and targeted disease treatment are essential elements of healthcare
provision. Current systems often revolve around symptomatic diagnosis and
laboratory testing when needed. These systems often result in semi-blind treatment
or long wait times. Point-of-care biosensors that can quantify specific biomarkers
have an important role to play in this context as they bridge the gap of quick and
specific testing in healthcare provision.

Photonic biosensors have been demonstrated as a laboratory diagnostic tool with
well-established advantages, achieving low limits of detections for protein
biomarkers. Several issues remain before they can be translated into commonly used
point-of-care instruments. Ideally, integrated photonic biosensors should be
inexpensive, sensitive and easy to use. However, many existing photonic biosensors
require complex readout equipment, such as external spectrometers, or precise and
bulky optical coupling.

Presented in this thesis is the development of a low-cost photonic biosensing
instrument. The modality used is that of a chirped one-dimensional guided mode
resonance sensor. When used in conjunction with a monochromatic source,
detection can be accomplished simply by a camera in a compact microscope-style
configuration.

A study into the performance of low-cost components was conducted to understand
the sources of noise. With the understanding gained from this study the instrument
was able to achieve a bulk refractive index sensitivity of 3.1 £0.6 x10° Refractive
Index Units. This limit of detection is comparable to other laboratory based
modalities and so the device was tested with C-Reactive Protein and
Immunoglobulin G assays as example proteins. The best performance achieved was
detection of 1 ng/mL for C-Reactive Protein, well below the clinically relevant range.
The limits of detection achieved using low-cost components indicates that photonic
biosensors are well suited to clinical situations and have the potential to play a
significant role in the development of diagnostics in the future for healthcare.
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1. Introduction

As of 2020, the world has changed profoundly. The COVID-19 pandemic has had wide
reaching implications, from people's approach towards disease transmission to the
general public's understanding of healthcare. Furthermore, the pandemic has
accelerated research in some areas, such as vaccines, due to a huge funding push [1]
resulting in the fastest vaccine approval in history. Questions have also been raised as
to whether our current systems and technology are as good as they can be [2]. While
institutional and societal changes will take years or decades to come to fruition, the
pandemic has created a space for new healthcare innovation, especially rapid testing.

Despite the perceived slow pace of healthcare decision making, there have been
significant developments in diagnostics. As one example of biosensing development,
DNA sequencing first emerged in the 1970s but has developed into the chip based ion-
torrent system that was released in the 2010s [3]. To put this in context, the Babbage
Difference Engine - often considered the start of computer development, was invented
in the 1830s. It could be said then that biosensing has come further in 40 years than
computers have in a decade. While this is the case, it is not a wholly fair comparison
as a lot of the development in the biosensing field has benefited from advances in
integrated circuit development.

One area that has benefited greatly from the development of computer technology is
photonics, which often uses similar fabrication techniques (cf. chapter 3) and has
parallels in the underlying principles (cf. chapter 2). A recent report has shown that
the global Biophotonics market was worth $31.6 billion in 2015 and is estimated to
grow to $63.1 billion by 2022. [4]. The clear implication is that such devices are not
only desirable but they will solve many problems we currently face in diagnostics.

1.1. Thesis scope

The approach of this work was to take a sensor proven successful in a laboratory
environment and, by using low-cost components, create an instrument that drives the
technology towards commercialisation. Components and fabrication techniques were
considered carefully in order to create a device suitable for a healthcare setting.
Achieving this goal mostly relies on the hallmark of the photonic device, the chirped
guided mode resonance (GMR), used as the active sensing component. The basic
principle of operation of GMR is illustrated in Figure 1. While achieving the goal of
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generating a highly sensitive device for label free detection is desirable, this is not the
full picture and should not be the sole focus. The GMR modality chosen is compared
to other photonic sensors to give a perspective on its merits and shortcomings.
Furthermore, the broader picture of how this device may fit into a healthcare setting
will be considered as well as some hurdles that may be encountered in development,
to pre-empt or avoid them.

N
—/

Reflectivity

Wavlength

Figure 1. a) Light coupling into a GMR. b) Waveguide mode with evanescent tail probing
protein binding. ¢) Measured response of wavelength shift due to change in the photonic
modes effective index, Ar.s = nerpa where a is the period of the structure.

An in-depth look at the theory behind the GMR modality is provided in chapter 2. The
corresponding fabrication process for the sensor is presented in chapter 3. This chapter
also presents the technologies needed to manufacture the housing, using additive

manufacturing as a rapid low-cost approach. The device development and final
configuration is outlined in chapter 4 to give context to the two main results chapters.

As economic considerations were a key part of the development of this device a study
was undertaken into the noise of the instrument when using low-cost components (cf.
chapter 5). Light source and camera noise were the main aspects considered, although
the effect of pixel size and resonance linewidth has also been studied. Once again, the
key aim is not to achieve the highest performing technology, as such, my results were
compared to those of other low-cost photonic biosensors. The perspectives gained
from these studies informed not only the choice of configuration moving forward, but
also added context to the decisions made.
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With a biosensor configuration identified and optimised, an exploration into its use as
an immunosensor is presented in chapter 6. First the functionalisation process is
detailed, describing how capture molecules are bound to the sensor surface.
Immunoglobulin G and C-Reactive protein assays were used due to their clinical
relevance and availability. Initial exploration into the assay was conducted on a
commercial quartz crystal microbalance system before being tested on the GMR
instrument developed in this work. The results are once again discussed in comparison
to other photonic biosensors.

The work contained within this thesis had many engineering challenges which has
highlighted several aspects of technology development often ignored in the literature.
The originality of this work comes from the requirements resulting from the self-
imposed constraints of creating a low-cost and compact device. These constraints have
delivered a device that is commercially viable in a point-of-care setting and therefore,
the outlook of this thesis is mainly focused on how to propel this work into future
commercialisation.

1.2. Figures of merit for sensing

1.2.i.Limit of detection

When discussing the performance of photonic biosensors, it is important to have a way
to compare the variety of modalities presented in the literature. We use a figure of
merit (FOM) that is applicable across the field. A FOM is important as it allows us to
compare different implementations and also to benchmark improvements, for example
in chapter 5. The FOM often employed for photonic sensors is the limit of detection
(LOD). LOD is the smallest measurable value which, in photonics, is often expressed in
terms of refractive index shift e.g. An =10~. Refractive index is used due to its intrinsic
link with how photonic biosensors work (cf. chapter 2). The LOD [5] is defined as:

LOD = LOB + 30

Here, the limit of blank (LOB) is the sensor measurement when there is no analyte
present, essentially, a baseline for the sensor’'s measurement. For this reason, the LOD
is often just approximated to three times the standard deviation (30), simply put, the
LOD is three times higher than the noise of the system [6].

Measuring the LOD in this way is highly convenient, however, it is hard to translate
this number into a biological LOD. Generally, the biological LOD is measured directly
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through the smallest concentration that can be seen above the noise. Consideration
must therefore be given to; electronic, biochemical and photonic factors when
discussing the performance range of a sensor. The first two factors discussed here are
also dealt with in later chapters (electronic factors - chapter 5 and biochemical factors
- chapter 6) and the photonic considerations are touched upon in section 1.2.ii and
chapter 2.

Electronic factors: Essentially describing noise, the electronic factors arise from a
multitude of sources in a system. The light source will not be perfectly stable in
intensity or wavelength noise. Detectors will also suffer noise from the discretisation
of the data and the thermal noise that is generated in operation. Most noise sources
can be mitigated using either post processing techniques, such as algorithms, or by
experimental improvements such as temperature stabilising the source or changing
the integration time. Such control measures could lead one to assume that optical
sensing is limited by photon shot noise, in practice however, other sources of noise
will prevent this limit being reached. This is especially true when considering cheaper
sensors like the one considered in this work.

Biochemical factors: Using biochemistry provides the highest source of variability in
the LOD. This arises from multiple sources such as difference in the capture molecule
that will bind to a target, like a protein in blood e.g. is it naturally derived or synthetic?
Is there a difference in affinity? How the capture molecule is bound to the surface also
matters e.g. does its conformation change affect the availability of binding sites? The
analyte also matters, e.g. is it a buffer or a clinical matrix such as plasma, which can
affect the amount of non-specific binding; the surface density, fluidic delivery, pH and
temperature. There are a multitude of factors to consider even before trying to
compare different molecules of similar size. For this reason, most biological LODs
should be as directly comparable as possible. However, this is often not possible and it
should be expected that even if two modalities have similar photonic limits of
detection the reported biological LODs could vary by several orders of magnitude.

1.2.ii. Q-factor and sensitivity

Beyond the LOD, the Q-factor and the Sensitivity are other essential figures of merit
that are essential for assessing the performance of a resonant photonic biosensor. |
discuss these and their relationship next.

Q-Factor: The photonic modalities of relevance to this thesis employ some form of
resonance. The resonance has an inherent property called the quality factor or Q-factor
which is related to the energy stored in the resonator. The Q-factor for photonic
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systems is typically defined as the ratio of the resonance’s central wavelength to its
full width at half maximum:
Ao
Q=1
A
This very simple and convenient formula relates the 1/e decay time of a resonance to
its spectral half-width and assumes a Lorentzian oscillator. The Lorentzian line shape
is equivalent to a Fano line shape which has no asymmetry [7] (cf. chapter 2). Generally
speaking, the higher the Q-factor of a sensor, the better its performance, as a sharper

resonance is easier to track. Therefore, the smallest detectable wavelength shift is
directly proportional to the Q-factor [6].

Sensitivity: Bulk sensitivity is the property that expresses the shift of the resonance in
terms of wavelength shift (A1) which is a function of the change of the external
refractive index (An) [8];

A

S=—
An

The units of sensitivity are nm/RIU, with RIU being refractive index unit, a
dimensionless quantity. Since Q-factor and bulk sensitivity are both related to the
sensor performance it seems clear that the product of both is a good starting point for
the desired figure of merit used in comparison. Thus, this metric is typically used to
compare the different configurations as discussed in section 1.3.

1.2.iii. Evanescent tail sensing

The bulk sensitivity of a system is only a proxy for its performance due to the nature
of the evanescent tail used in photonic sensing. The evanescent tail describes the
overlap of the resonance mode with the analyte that forms the upper cladding of the
waveguide. The tail of the electric field can be described in terms of the effective index
of the mode (n.r¢) and the index for the cover material (n¢oper) [8.9]:

2n
E(Z) = Eoe(_Zp) p= TJ(ngff — n%over)

Here the decay constant (p) and electric field (E(z)) are in the z direction as this is
above the structure, transverse to the propagation direction of the mode, with E, being
the initial and maximum field intensity. It is clear to see that the decay length is related
to the contrast between the indices of the cover and the resonance mode. Since the
sensitivity of the system is directly related to the overlap of the field with the analyte
[10], a disconnect emerges between bulk sensitivity and biological sensitivity.
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Typically, photonic systems such as the GMR and the surface plasmon resonance (SPR)
have evanescent tails of a few hundred nanometres [8]. In contrast, common proteins
such as 1gG are only 10-15 nm in their longest dimension [11]. This means that target
analytes will not fully overlap with the evanescent tail in the same way as a bulk
solution will. These factors, in addition to the biochemical factors previously discussed,
make a FOM that is applicable across all biosensors and all analytes difficult to define.
It is therefore important to consider the LODs in terms of the FOM relating to Q-factor
and bulk sensitivity (S X Q) as well as considering the surface sensitivity for specific
target analytes.

1.3. Comparison between GMR sensors and other sensing
modalities

1.3.i. GMR - a historical perspective

The guided mode resonance phenomenon has roots in the Woods anomalies described
in 1902 [12], where Wood observed that there were drops in intensity from incident
light diffracted from ruled gratings. Five years later it was explained by Rayleigh that
the anomaly occurred when the light is scattered at 90° to the grating surface [13].
Later in the 1990s Magnusson developed the discovery further by creating a grating
using highly refractive material to support a guided mode for the light that is coupled
tangentially to the surface [14]. Thus was born the term “Guided Mode Resonance
(GMR)". A more in-depth look at GMRs is detailed in chapter 2. The key feature of GMRs
are their wavelength specific reflection and the ability to couple into them at normal
incidence.

Since 1990 there has been much development in the use of GMRs for applications such
as transmission bandpass filters [15] and, more pertinent to our discussion, for
biosensing [8,16-18]. There are some clear advantages to using GMR such as the ease
of light in-coupling. This however is often traded off against lower Q-factor compared
to other sensor modalities, so it is very instructive to tension the GMR against
competing approaches. The most obvious of the competitors are; the widely
considered “gold standard” of label-free biosensing, namely SPR commercialised by
Biacore (now GE®), the Microring Resonator, commercialized by Genalyte®, and the
Bimodal Waveguide Interferometric biosensor, pioneered by Lechuga's group at ICN2,
Barcelona.
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1.3.ii. Surface plasmon resonance

Surface plasmon resonance (SPR) biosensors were developed in the 1980's as one of
the first embodiments of optical biosensors [19]. Like GMR, they use out-of-plane
excitation, which makes it relatively easy to couple to. The mode that is used for
transduction is a surface plasmon mode, however, which is based on a surface charge
oscillation at a metal-dielectric interface. The surface plasmon can be understood as a
travelling wave and as such, it is excited by k-vector matching at the interface; the
incident light is directed through a prism or a high-index hemisphere, and by adjusting
the angle, its propagation constant can be adjusted to match that of the plasmon
mode, illustrated in Figure 2a. When the k-vectors do not match, the light from the
prism does not couple into the plasmon and the light is reflected. When the angle
varies and they do match, the light does couple and the plasmon is excited. Since the
plasmon is a lossy mode, a lot of the light is dissipated before it couples back, so a
characteristic dip is observed in reflection (Figure 2b). It is the travelling wave nature
of the surface plasmon that gives it its exquisite sensitivity, because the smallest
changes in effective index of the plasmon mode will lead to a resonance shift [20]. As
a result, sensitivities of several 1000 nm/RIU have been reported [21].
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Figure 2: a) Operation principle of a surface plasmon resonant sensor and b) observation of
the characteristic dip in reflectance spectrum upon coupling. Reprinted with permission
from [8] © Elsevier.

Because of the lossy nature of the plasmon mode, SPR systems have very low Q-factors,
i.e. of the order of Q = 10-20 which is the lowest of the sensing modalities | explore
here. The low Q-factor is offset by the high sensitivity, previously mentioned, so the
overall figure of merit S X Q = 10*-10°nm/RIU which is comparable to most bio-sensing
platforms including the GMR. As a result, the typical implementation of SPR, such as in
Biacore's SPR system, exhibits a limit of detection in the ng/mL range [22,23], making
it useful for immunoassays, while it is not the most sensitive of all available biosensors.
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1.3.iii. Nanohole arrays

Plasmonic nanohole arrays represent a hybrid between SPR and GMR, because they
merge plasmon modes with periodic arrays. Nanohole arrays first came to the fore
upon the observation of extraordinary optical transmission (EOT). EOT describes the
phenomenon whereby light is observed to transmit through an array of sub-
wavelength holes with a transmission that is much higher than expected from
geometry alone. EOT is typically explained as a three-step process whereby light first
couples to the surface plasmon at the metal interface, the plasmon then propagates
through the holes and couples back to a free-space mode on the other side [24]. The
conversion to plasmons explains how light can transmit through tiny holes that are
well below any classical cut-off [25,26], which is why the effect is termed
“extraordinary” optical transmission.

The recognition that nanohole arrays can be used for sensing came later with key
demonstrations by Altug et al. who explored the resonance characteristics and relevant
sensing applications [27]. The resonances they studied usually exhibit Q-factors of the
order of Q = 100 when working with liquids [28] and sensitivities of up to 650 nm/RIU
which yields a FOM of § X Q ~10*-10°nm/RIU, which is comparable albeit slightly higher
than SPR and GMR structures. As a result, nanoholes have exhibited impressive
detection limits down to 500 pg/mL for the real-time molecular binding of IgG and 145
pg/mL for VEGF [29].

These values demonstrate the strength of the nanohole array method as it combines
the benefits of GMR with its ease of coupling with the sensitivity of SPR. The only
downside is that the transmission is relatively low (T = 10-20%) which results in weak
signals. Since plasmonic nanoholes only work in transmission, it also means that the
collection optics interferes with the fluidic access, i.e. detection electronics and fluidics
are on the same side of the device. As stated previously, the fact that GMR and SPR
can operate in reflection means that the optics and the electronics can be placed on
one side of the device and the fluidics on the other, which is much more elegant for
practical implementations.

As a counterpart to the plasmonic nanoholes is an array of nanoholes in dielectric
material by Conteduca et al. [30]. This dielectric configuration operates as a 2D GMR
and so can perform in reflection which is advantageous compared to the plasmonic
variety. The work presented by Conteduca et al. demonstrated a Q = 450 and a bulk
sensitivity of 140 nm/RIU yielding a FOM comparable to other implementations of GMR
of § X Q = 6.3x10*. While this FOM is in the region of other sensors the performance is
seen more acutely with the demonstrated LOD of 1 pg/mL for 1gG [30].
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1.3.iv. Microrings

Microrings are guided-mode devices where light propagates in the form of a
whispering gallery mode which is resonant when an integer number of wavelengths fit
into the circumference of the ring. The mode is strongly confined to the waveguide
(Figure 3) and is a proper long-lived guided mode (unlike the leaky mode of the GMR
or the very lossy mode of the SPR), so very high Q-factors can be achieved. In fact, Q-
factors into the Q = 108-10° have been achieved with microdisk resonators [31] but these
are not typically used for sensing as the Q-factors are impractically high; as explored
by Hu et al. [32], Q-factors above 10° are not useful in this context because the
wavelength noise of typical lasers then limits the accuracy of determining the
resonance. In terms of sensitivity, microrings tend to be worse than the other
modalities, because the same strong confinement to the waveguide that is needed for
the high Q-factor tends to limit the overlap of the mode with the analyte, such that
sensitivities of S = 50-80 nm/RIU are typically being achieved [33,34]. Nevertheless, due
to the high Q-factor, the overall figure of merit tends to be quite high,
i.e. S X Q =10°-10° nm/RIU, which is higher than the other modalities explored so far.
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Figure 3: Operation principle of microring resonator sensor with the top view also showing the
access waveguide. Reprinted with permission from [8] © Elsevier.

1.3.v. Bimodal waveguide

Bimodal waveguides represent the class of interferometric waveguide sensors. Bimodal
waveguides obtain the sensing information by interfering two modes that co-exist in
the same waveguide. The advantage of this approach is the “common-path” nature of
the interferometer, which ensures high stability due to the fact that the signal and the
reference experience exactly the same external influences. This feature is in contrast
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to the more commonly employed Mach-Zehnder geometry whereby the signal and the
reference experience different paths, so any noise source that is specific to one path
does not occur on the other so cannot be normalized out.

The principle of the bimodal interferometer is sketched in Figure 4. The device starts
with a single mode input. The waveguide thickness is then changed at the mode
splitter which serves to excite the first order mode. The two modes then propagate
with different propagation constants and have a different overlap with the analyte, so
they experience a different phase delay on interaction. At the output, the two modes
are made to interfere and the interference pattern represents a direct measure for the
relative phase change between the two modes [35]. Bi-modal waveguides are an
elegant solution because they are less complex than conventional interferometers and
they have demonstrated detection limits of 2.5x107 RIU [36]. Bi-modal waveguides have
thus achieved a limit of detection of 10 pg/mL of human growth hormone (hGH) [37].
A brief note, while this could be compared to the 1 pg/mL result of the nanohole arrays,
hGH is ~6x smaller in terms of mass than 1gG which makes a direct comparison difficult.
Nevertheless, this performance is an impressive feat.
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Figure 4: Operation principle of a bimodal waveguide sensor. Reprinted with permission from
[8] © Elsevier.
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1.3.vi. Comparison summary

The various forms of optical biosensor all have benefits and drawbacks, each taking

advantage of the modal properties of light. By considering the various modalities, it

becomes clear that a higher Q value tends to dominate the S x Q figure of merit,

however due to biological considerations, this does not always lead to a low LOD in

terms of bio-particle detection. A high Q tends also to reduce the sensitivity, although

this reduction is small compared to the gain in Q-factor.

Table 1: Comparison of different sensing modalities. The relative similarity in performance is
quite striking, although the microring and bimodal waveguide clearly have the advantage.

Array (2D GMR) [30]

Bulk FOM
Structure Analyte Q-factor | Sensitvity SxQ LOD
(nm/RIV) (nm/RIV)

SPR (Biacore) [22] CEA antigen ~20 ~10° ~2x10* 3ng mL"

Different
GMR [38] ) ~85 510 4.3x10* -

Solutions
GMR [39] Streptavidin ~150 88 1.3x10* Tng mL"
Micro Rings [40,41] 2 | MCP-1 2x10% 65 [33]° 1.3x10° 0.5 pg mL"
Bi-modal Waveguide | HCL 6x10°

. - - 2.5x107 RIU

[36] Solutions nrad/RIU
Bi-modal Waveguide 6x10?

hGH - - 10 pg mL"
[37] mrad/RIUC
Nanobeam Cavity .

CEA antigen 1x10* ~70 ~7x10° 0.1 pg ml”
[42]
Plasmonic nanohole

1gG <100 700 ~7x10* 145 pg mL"
Array [29]
Dilectric nanohole

1gG 450 140 6.3x10* 1pg mL"

2 Multiple references used as specific details on Genalyte Maverick™ systems are difficult to

find.

b Sensitivity used as approximate to determine the FOM.
‘Assumed to be the same as other work(s) from the same research group due to the same

structure being used.
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1.4. Economic considerations

In the literature, photonic biosensors are often compared only in terms of raw
performance. Considerations of the cost of implementation is rarely mentioned or only
considered once a technology is ready to spin out. While it is clear that research
institutions like universities encourage spin out companies due to the utilisation of
intellectual property, there is a disparity between research output and technology
reaching the market.

Here | will briefly cover some concepts that are worth considering in device
development.

1.4.i.The valley of death and technological lock-in

In 2013 the UK government released a report aimed to highlight the issues of
translating technology from research to industry, i.e. bridging the valley of death [43].
The valley of death pertains to the lack of resources either from research funding or
industry to develop technology. This gap is illustrated in Figure 5. One reported issue
is that researchers do not consider or do not understand needs that are only relevant
to industry and commercialisation [44]. While such understanding will clearly have an
impact on the ability to translate technology the main issue is the lack of capital
needed to fund translation, which was also identified in the 2013 report [43]. While
there is some small resource overlap which supplies the trickle of technology from
academia to the market, there are clearly issues on both sides. Industry is not willing
to take risks on technology that is only reported to work in a handful of publications,
in contrast academia loses interest when trying to develop technology as the perceived
novelty decreases.

Beyond the barrier of funding is the issue of technological lock-in [45]. Technological
lock-in describes the fact that the market tends towards a standard technological
solution and so generates hurdles for innovations that deviate from this standard.
Many new technologies do have clear advantages but struggle to compete with the
maturity of current technology. One way around this is to create a loss leader where
the product makes a loss until the economies of scale arise but this requires heavy
initial investment and a willing company. A solution is to find a niche market where
either the advantages outweigh the cost or there is an unmet need for the current
attributes of the technology [46].
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Figure 5: A representation of the valley of death where there is a lack of resources available to
develop technology.

A final approach, utilised in this work, is to exploit already available technology. For
example, using off-the-shelf components or established manufacturing processes that
already exist as a foundation for development. The advantage of this approach is that
it is applicable to both industry and research, although it may lead to a lack of
perceived novelty in academia. There is some funding from sources such as the
Knowledge Transfer Partnership and Innovate UK which aim to address the gap
between industry and academia thereby aiding in bridging the valley of death.

1.4.ii. Point-of-care testing

For biosensors and medical diagnostic technology, there are several other
considerations needed before market entry [47]. Some hurdles to overcome are
regulatory approval processes and the need to go beyond incremental technological
improvements. For example, if a new test is invented that is 10% (being more than just
a marginal improvement) more accurate than current tests but costs the same, it is
unlikely to break ground in replacing the old technology. A better approach is to invent
a new technology that can do something that was not possible before. For example,
one can design technology to be used at the point-of-care (POC), e.g. the patient’s
bedside or in GP surgeries and pharmacies, which provides results that could previously
only be obtained in a laboratory, thereby significantly reducing the time to result. For
POC testing to be implemented, it therefore needs to be low-cost and rapid, but also
as highly performing as the laboratory test it aims to replace. Figure 6 presents a
simplified flow chart of how a health service like the NHS currently operates and how
POC testing may simplify the timeline. An excellent example is continuous glucose
sensors for diabetics. This has eliminated the need for very involved and time
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consuming laboratory testing. The use of glucose sensors has surged in recent years
as approaches like this improve health outcomes and lift pressure off resources within
the healthcare system [48].

Patient becomes ill L Treatment

(Current methods) il administered Patient is well

Treatment
Sample to Lab Informed
(hours to weeks)

Patient becomes ill Point of Care Treatment

(Future) Testing administered Patient is well

Figure 6. Flow diagram of traditional compared to point-of-care diagnostics.

Despite the perceived advantages of such diagnostic devices, there are several
boundaries to health services like the NHS moving towards new approaches which
have been laid out by the British In-vitro Diagnostics association [49]. These include,
but are not limited to, the structure of health system funding and a lack of
understanding of the benefits and implications of point-of-care diagnostics [50].
Despite the inertia of health systems to take up technology there is some adoption,
albeit slowly, and so POC should be considered as an approach for developing new
devices. By considering a point-of-care approach and the barriers described in Section
1.4.i, new technology can be realised and thereby increase technological innovation in
healthcare [47].

Having now considered the motivations for my project and the key aspects involved
in technology development, | will now discuss some theoretical background. This
background will focus on the operation and underlying physics of the GMR modality.
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2.Theory

Electromagnetic radiation is a fundamental part of the universe, with the cosmic
background radiation indicating that it played an integral role in its development. The
study of light has always been a key component of science, from the early practices of
modern optics in ancient Greece all the way to Einstein's theory of relativity. Photonics,
as a field, looks beyond utilising light as it is, such as using a telescope to observe the
night sky, and aims to move towards controlling the flow of light in new and wonderful
ways. A particular type of nanostructure termed “photonic crystal” is especially good
at manipulating light. Photonic crystals are analogous to the crystal lattices of solid-
state physics. Solid-state photonic crystal lattices have a similar effect on photons as
solid state lattices have on electrons. In a photonic crystal, the electrons are replaced
by electromagnetic waves and the atoms by modulation of the dielectric material on
a wavelength-scale. Atomic lattices are described by the Schrédinger equation and
photonic crystals are described by Maxwell's equations. The two theoretical
frameworks are, in fact, quite similar and it can be observed that a photonic crystal
can produce effects such as band gaps [51]. A simple embodiment of a structure that
utilises a ‘'stop band’ is a dielectric mirror which is made up of alternating high and low
refractive index materials. By tuning the thickness of the layers to match the phase of
the propagating light, constructive and destructive interference can be achieved, so
the transmission or reflection can be tailored. Structures for controlling light have a
wide variety of applications, for example the use of a dielectric stack in Fabry-Perot
filters, vertical-cavity surface-emitting lasers (VCSELs) and more. The structures of
most interest for this work are periodic one-dimensional gratings.

2.1. Describing light

2.1.i.Maxwell’s equations

Light, when considered as a propagating plane wave, consists of an oscillating electric
(E) and magnetic (B) field. Both the electric and magnetic components are in phase
and are perpendicular to each other and also to the direction of travel. The direction
of travel for the wave is described by the wave vector k.
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The full description of the propagation of light is contained in Maxwell's equations [52]:

V-B=0 VxE=—‘;—’:
vV-E=2L VX B =] — oo =
Eo t

where p and J are the charge and current densities, pg and g, are the permeability and
permittivity of vacuum, respectively. A full treatment is laid out by Joannopoulos et al.
[51]. For the description of light propagation in a dielectric structure, we typically make
the following assumptions to simplify the treatment [51] as follows:

e There are no sources of light in the structure and it is free from charges or
currents,so p=0and ] = 0.

e The field strengths are small enough such that we can neglect non-linear effects
that arise from the constitutive relationships of D (displacement field) to E and
H (magnetic induction field) to B. (D, = ¢&y&,.E, and H, = pou,-B,)

e The materials are macroscopic and isotropic.

e The permeability of all materials is assumed to be y, , i.e. u, = 1 (they are non-
magnetic).

e As the wavelength ranges considered are small, the material dispersion (i.e
frequency dependence of g,) is discounted.

e In the wavelength ranges considered, the materials are taken to be fully
transparent as absorption is sufficiently small (i.e. the relative permittivity is
purely real and positive).

With these assumptions the equations above reduce to the following:

V-B=0 UxE= -2
ot
V-E=0 VX B = —poeo

The two curl equations are of key interest; they present as a coupled first order pair of
differential equations, which can be decoupled by taking the curl of both sides and
substituting accordingly, arriving at [53]:

X 82E " 5°B
VEzliofom VB:HOEOF
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These equations now describe the propagation of a wave. Assuming that the wave
propagates in a vacuum (&, = 1 and p,- = 1), the speed of propagation of the wave is
given by:

1
v Ho€o

which we know as approximately 3 x10® ms™. As we are concerned with the speed of

CcC =

light in a material, the relative permittivity and permeability needs to be accounted
for. This can be achieved by using the refractive index as a scaling factor:

Ue
n= |—

Ho€o
Using this expression, the speed of light in a material is now given as c/n; as already
mentioned, the materials considered here have a i, = 1, which leads ton = +/e,.

If we take the second order differentials and only look at the electric field (because
this is the only field we can manipulate) and consider the electric field in one direction
only, we can write the decoupled equations as follows:

5%E, 5%E,
2 = Hofos 7
6x ot

A straightforward solution to this equation is harmonic,
Ey — Eoei(kx—wt)

which describes a wave propagating with a velocity ¢ = kw = fA. Expressed more
generally, the electric and magnetic fields can be written as follows:

E(T, t) = E(r)e_iwt B(T, t) — B(T)e_iwt

These equations now give a way to represent the ‘'modes’ we see in a structure with a
spatial profile (e.g. E(r) multiplied by the complex angular frequency). Here the spatial
profile depends on the distribution of the permittivity in the material or structure. By
combining Maxwell's equations under the assumptions stated previously, a master
equation can be produced [51]:

v x (év x B(r)) _ (%)2 B(r)

where this equation can be treated as an eigenvalue function for which the spatial

profiles (B(r)) are operated on by (V X Liv x]) [51]. The modes or eigenvalues of the
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2
system ([%] ) described in this way are determined by the frequencies, often denoted

as angular frequency (w). The master equation is in the form of the magnetic field
because of the convenience of its form, however the electric field can be recovered as
both the electric and magnetic fields are linked [51].

2.2. Periodic structures

2.2.i. General periodic structures

When dealing with structures of periodic refractive index, we can make use of Bloch's
theorem, which describes the modes as propagating waves operated on by a function
ug (r) (by definition, u;, has the same periodicity in k-space as the structure) [54]. This
gives us an equation of the form:

Ep(r) = u (r)e'®n

If we modulate epsilon, and thus uy, in terms of a grating vector G = 27T/a with
period a, the description of the modes takes the form,

Ex(r) = X2 _ o Ey tFmeT where m is an integer

IL ncover
tT Ng
—
axFF N,
m, m, inc
z m, M, m,
TMi«=— TE: <=
y "X E — B -

Incident light

Figure 7: Diffraction orders occurring from a basic periodic grating of refractive index ng with
polarisation notation used in this work. TE is when the electric field is parallel to the grating
lines, while TM has the magnetic field parallel to the grating lines. The grating parameter’s
period a, thickness t and filing fraction FF are labelled.
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This describes the conditions for the diffraction orders that the incident wave splits
into when incident on a periodic structure. The response of a plane wave diffracted by
a periodic structure is illustrated in Figure 7.

The wave vector k describes the propagation of the wave and due to the boundary
conditions imposed by the field and the conservation of momentum, we can treat the
grating vector as a phase matching condition for the periodicity (here only given in
the x-direction).

kym = Kyinc —mG where m is an integer

Here, m denotes the diffraction orders, which are described by integer multiples of the

grating vector G = Zn/a‘ By further substituting ki inc = ninci—”sin(einc) and
0

kym = neffi—"sin(em) ., we arrive at the familiar grating equation.
0

_ . mA
Nefs sin(0,) = Ny SIN(Ojnc) — O/Cl
. Nine m/lo
sin(6,,) = sin(Binc) —
m Mo inc Nesra

0., is the diffraction angle of the m*" order mode and 6;,. is the incident angle and 4,
is the wavelength of the resonance. In the same way that the speed of light is affected
by the refractive index of the material, the wavelength of the diffracted modes is

described by ’1;

— In this context n.s is the electric field weighted average of the

f
refractive index 'seen’ by the mode in the grating. As seen in section 2.2.iv, tuning the

parameters of the grating equation gives us a way to utilise our grating in interesting
ways and to tune the wavelength of this mode.

2.2.ii. Guided mode resonance

When considering the types of structures used in this work, a useful tool has been the
“S4" software. The S4 tool box is an implementation of the rigorous coupled wave
analysis (RCWA) method by Moharam and Gaylord [55] which has been compiled by
researchers at Stanford [56]. | have employed S4 to study relevant parameters and to
design my structures. All photonic structures described in this thesis were simulated
using the S4 toolbox.

Depending on the size of the structure relative to the wavelength of light, we observe
different regimes. Figure 8 plots the reflectivity of a 1D periodic structure made of
silicon nitride (SisN4+ n = 2) at normal incidence for varying thickness and wavelength.
Both axes are normalised to the grating period and we see three distinct responses
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which are marked out. Also present in Figure 8 are schematics providing a
representation of how the light responds to the grating structure. Each schematic
describes a different regime, depending on the ratio between the incident wavelength
and the grating period (4,/a).
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Figure 8: Reflectivity response of thickness vs wavelength for a grating structure with
parameters a = 439 Nm, Ninc = 1.45, Ng= 2, Ncover= 1.33 and FF = 0.7 illuminated by TM polarised
light. The schematics illustrate the interactions with incident light for the different regimes of
the plot.

The three regimes are as follows:

Diffractive(t—os 1.4): The grating is purely diffractive and generates modes at

different angles, seen as the faint lines at 0.8, bounded by the constraints of the grating
equation. The Fabry-Perot response of the thin film is seen to modulate the response.
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Near-A (1.4 < t—o < 1.8): For the near wavelength regime, it can be seen that there

are modes of high intensity. These are the guided mode resonances, which occur for

the special case when the final term in the grating equation is unity, i.e. =1t

Nefra -
is important to note that the n,f is the key factor in satisfying the grating equation.
Consider light incident normal to the grating (8, = 0) in this special situation. The
grating equation then becomes:

sin@,, =m

In this form, the solutions are limited to two modes, one of which is transmitted
(@, =0°when m=0) and the other diffracted into the grating layer
(0, = 90° when m = +1). The mode that is coupled into the grating layer is guided
by the high n. s index layer [57].

Destructive interference at A .

0" order Leaky mode
—a_, Neover
EPdE@EPED &S
axFF n,.

Incident light A, reflection

Figure 9: Light interaction with a periodic structure with period near-A with light coupling into
a guided mode in the grating layer and leaking out to produce a high reflection resonance.

Despite the mode being guided, the periodic nature of the grating layer causes
scattering at each interface, which causes the mode to lose energy, hence the reason
for referring to it as a quasi-guided or leaky mode. The leaked energy then interferes
with the zero-order transmission and by fine-tuning the parameters, the phases of the
quasi-guided and transmitted mode can destructively interfere. Due to this destructive
interference, the energy of the reflected mode can achieve unity reflectivity at the
resonant wavelength. A pictorial representation of this description is shown in
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Figure 9, showing the leaky guided mode in green, with a representation of the
evanescent tail discussed in section 1.2.iii that is utilised for sensing. It is this
phenomenon which is called the Guided Mode Resonance (GMR) [14, 16,58-60].

Sub-A (18 < ’}1—" ): The final region to mention from Figure 8 is when the grating period

is sufficiently small compared to the wavelength that the light does not 'see’ the
grating. In this case, light simply behaves as if it was incident on a thin film with
refractive index n.ss between the cover index and the substrate index. The response
of the light at each interface is described by the Fresnel equations regarding reflection
and transmission.

2.2.iii. Polarisation and resonance properties

The resonance seen when the grating period approaches the wavelength of the
waveguide mode is described by the Fano-function. The Fano-resonance line shape
asymmetry is described as arising from the interference of the discrete resonance
states with broadband states [7]. In practice, this means that the resonance is
asymmetric due to the interference between the broad Fabry-Perot response of the
thin film and the grating resonance. The equation that describes a Fano resonance is
as follows:

(bc + [x — d])?

)= Frazaz T¢

where a is the amplitude, b is the asymmetry factor of the resonance, c is half the
linewidth, d is the resonance position and e is an offset coefficient.

The resonance in the structure has different properties depending on the polarisation
of the incident light. We typically define the Transverse Magnetic (TM) mode as the
mode that has the magnetic field oscillations aligned parallel to the grating lines
(perpendicular to grating vector) and the Transverse Electric (TE) mode as the mode
with electric field oscillations parallel to the grating lines (perpendicular to grating
vector). This notation of TE and TM modes is equivalent to that used in Figure 7.

The first difference between TE and TM can be seen in the spectra and field plots of
Figure 10 where the electric field is used to gain information of how the light sits in
the structure [10]. The TM has a significantly higher Q-factor than the TE, which arises
from the asymmetry (around x = 0) in the electric field profile. While the field
intensities of the TM lobes are equal in terms of absolute intensity, the mirror
symmetry of the lobes on each side of the grating ridges are of opposite sign.
Therefore, the scattered components are equal and opposite, so cancel each other out,
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leading to a higher Q-factor of the mode [61]. Conversely, the TE mode has a symmetric
field profile (around x = 0) and so is more easily radiated away from the structure,
hence possesses a broader resonance.
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Figure 10: Spectra for both TE and TM polarised light incident on a structure where a = 439 nm,
= 150 nm, Ninc = 1.45, Ng = 2, Ncover = 1.33 and FF = 0.7. The inserts present S4 simulations of
the electric field profile of the mode in the structure for each polarisation.
The second difference is the mode profile. For the TE mode, the predominant field
intensity is in the groves of the structure, while the TM mode has a stronger modal
field on the surface. This leads to TM being more surface sensitive which is beneficial
for the sensing application. As such, further sections focus on the TM mode due to its
benefits regarding peak tracking (cf. chapter 5) and surface sensitivity
(cf. section 1.2.iii).

2.2.iv. Grating parameters

When considering the guided mode resonance created by such a 1D grating, it is useful
to consider how the different parameters of the structure affect the phase matching
of the leaky and O™ order modes. Figure 11 presents a sweep across multiple
parameters for TM polarisation. The design is a SisN4 grating on a glass substrate
(t =15 nm, a =440 nm, FF = 0.7) covered in H;0. Individually, each of these parameters
were swept against wavelength and plotted in terms of reflectivity, as these are all in
the near-A region of Figure 8.
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Figure T11: Reflectivity response against wavelength, for a) period a, b) filling fraction FF, c)
thickness t, d) cover index ncovwer. The baseline parameters are: a = 439 nm, t = 150 nm, Ninc = 1.45,
Ng = 2, Neover= 1.33 and FF = 0.7 illuminated by TM polarised light.

Period (Figure 11a): The relationship of period to wavelength is linear and therefore
has the simplest relationship which makes sense if we consider the scalability of
Maxwell's equations. When considering changing a structure to resonate at a new
wavelength the first parameter to change should be the period as it is the easiest to
predict.

Filling fraction and Thickness (Figure 11b and c): Both of these parameters follow
the same trend of increasing the resonance wavelength as they increase. This is a
result of the effective index of the mode increasing as the proportion of high index
material increases in the waveguide layer. The filling fraction has an upper value,
defined by the grating structure becoming a slab waveguide, and a lower value, limited
by the effective index n.sr needed to support a GMR. The thickness has a similar lower
limit but no upper limit. As thickness increases, the GMR will support multiple
resonances as the waveguide becomes multimodal. This can be seen in Figure 8, as
the structure grows in thickness value there are multiple wavelengths exhibiting high
reflectivity.
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Cover Index (Figure 11d): As the refractive index of the cover medium increases, the
mode moves further into the cover, as the contrast of the waveguide layer and cover
decreases. The eventual result is that the mode is not supported and will fully leak into
the cover. This situation is analogous to an asymmetric waveguide with light not fully
confined on all sides [57]. The resonance shape will vary with cover index as indicated
by the narrowing of the reflectivity line in Figure 11d. For biological assays, the
refractive index change is small enough that the resonance shift will appear linear and
the change of resonance linewidth is of no concern.

2.2.v. Effect of incidence angle

One final parameter to consider is the angle of incidence. While | use normal incidence
and have endeavoured to collimate the incoming light, in reality, the use of extended
sources such as LEDs leads to a range of input angles. Accordingly, Figure 12 presents
the resonance wavelength plotted against incident angle. The structure has the same
parameters as those previously. | note that as the angle increases, the resonance
wavelength also increases. As the incoming k vector moves off-normal while being
imparted with the same momentum by the structure, the resonance condition is
fulfilled for a longer wavelength.
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Figure 12: Reflectivity response against incident angle. Structure parameters were: a = 439 nm,
Ninc = 1.45, Ng = 2, Ncover= 1.33 and FF = 0.7 illuminated by TM polarised light.

When considering this angle-dependent response in terms of sub-optimal collimation,
we can understand a range of input angles as the superposition of multiple resonance
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conditions. On the other hand, as long as the angles are small (<1°) the resonance
wavelength does not change markedly. For example, assuming the numerical aperture
of the collimating lens (0.725 for 12 mm focal length lenses cf. chapter 4) is greater
than that the source (~0.5 for LED used cf. chapter 4 ) the beam divergence after
collimation can be approximated by the following relationship [62]:

Oty = 2=

aw fcol
where 8,4, is the divergence angle in radians, Ds is the source diameter and f.,, is the
focal length of the collimating lens. The LED used in this work has an emission aperture
of 80 um and the collimating lens has a focal length of 12 mm which yields a divergence

of 0.0067 Radians or 0.38°. As this is well below 1° the effect of the extended source
should be negligible.

2.3. Chirped guided mode resonance

A fundamental part of my research has been working with chirped GMRs, a geometry
first realised by Triggs et al. [63]. The chirp is used to translate the spectral response
into a spatial response, which allows for a simple readout of the spectrum with a
camera.

2.3.i. Spectral-spatial equivalence

Spectral-spatial equivalence is the process of mapping the spectral response of a GMR
into the spatial domain as opposed to using a spectrometer readout. By considering
Figure 11, | note that several parameters can be changed to implement a chirped
response. All of these effectively vary n.fr along one dimension, hence each part of
the grating exhibits a different resonant wavelength. If we then illuminate the structure
with a monochromatic source, only the areas where the wavelength of the source
matches the resonance of the source will reflect the signal back. As the cover index
then changes, e.g. due to protein binding, the resonance condition for the entire
structure will shift and thus will the position at which the resonance occurs, allowing
detection to be accomplished with simply a camera.

While there are multiple ways to chirp the n,fr of the grating as shown in Figure 13,
some of these are more straightforward to implement than others. For example,
thickness and refractive index changes are rather difficult to produce reliably in
practice. Therefore, the most straightforward approaches are the ones that can use
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standard lithographic processes, such as fill-factor or period. Originally, Triggs et al.
[63] varied the fill-factor by adjusting the exposure dose. Instead, | determined to use
period chirping via a fanned structure as shown in Figure 13b).

FVLLR
W

Figure 13: Four ways of chirping a GMR by varying a parameter to change the effective index
across the grating through a) filling fraction, b) period, c) thickness and d) refractive index.

d

Period chirping has the advantage of controlling the spatial mapping in the design
rather than lithographically which aids in fabrication consistency, An example setup
used to measure such a chirped GMR is presented in chapter 4 with an example
resonant image shown here in Figure 14a. By imaging the same structure with multiple
monochromatic sources (i.e. by using a halogen and a monochromator) a composite
image can be generated showing the resonance wavelength as a function of position
(Figure 14b). Such images are called hyperspectral images.

Having now described how the GMR modality operates, the next chapter will discuss
the methods used to fabricate the GMR sensors and compare the resulting structure
with simulations. The discussion of the methods employed then leads into how the
instrument is constructed to measure the fabricated structures and which components
would be best employed. Several of the challenges faced are linked to the operation
of a GMR such as its angular dependence as well as how the light source and resonance
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linewidths interact. With this in mind the aspects discussed here are pivotal to the
decisions made later in the optimisation of the instrument.
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Figure 14: a) Image of a period chirped GMR illuminated by 647.5 nm wavelength light. b) a
hyperspectral image of the wavelength response across the same GMR.
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3.Methods

My research builds on two fabrication methods which together form the backbone of
what | have achieved. The first is the fabrication of the GMR sensor itself; the other is
the fabrication of the housing of the readout unit for the sensor. Both work together
to create a complete instrument and both have had their challenges. The sensor
fabrication has remained relatively constant throughout my research. The recipe used
for fabricating GMRs in our group was first developed in 2013 and underpins the initial
development of the chirped GMR concept [63]. The lithographic fabrication of the
sensors was conducted in our ISO 6 class cleanroom, which the group operates in the
Nanocentre at the University of York.

The main changes to the sensor fabrication | implemented relate to standardisation
and reproducibility, as well as to changing to shorter wavelength operation.
Standardisation and reproducibility were desired to show consistency as this is a
crucial aspect for commercialisation. With commercialisation in mind, additive
manufacturing (“3D Printing") was chosen for developing the device housing. The
benefits of additive manufacturing are its ability to quickly prototype complex and
bespoke parts at relatively low-cost. However while additive manufacturing allows for
quick prototyping, it is not a scalable process. For the purposes of my research, this is
not an issue, as the resolution is comparable to that achievable by injection moulding
[64,65], which is commonly used in mass manufacturing.

Previously the group worked predominantly at near-infrared wavelengths around 850
nm. While this move to shorter wavelengths did not have any conceptual implications,
as all the design rules scale, it did have some impact on the lithography techniques |
used. Moving to 650 nm operation also allowed me to change to a resonant cavity LED
lightsource, which offers several advantages as discussed in section 5.2.

3.1. General fabrication steps

3.1.i. Choice of materials

Silicon Nitride (SisN4) is the primary material used by our group [59, 63,66] for making
various biosensor chips. The material has several advantageous properties: it is
sufficiently robust to be used in a point-of-care device, it is chemically inert [67,68] and
biocompatible [69,70]. Silicon nitride's optical properties are also desirable given its
high refractive index, which is approximately n = 2.0 at 650 nm [71]. It is also fully
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transparent throughout the visible region. An alternative to silicon nitride is
amorphous silicon, developed by other members of our group, which is produced using
sputtering techniques. Its main advantage is its higher refractive index, approximately
n = 2.4 - 2.7 in the visible and near-infrared [72]. However, the amorphous silicon has
a slightly higher absorption at the 650 nm operational wavelength, which limits its
utility. Additionally, the material was relatively new to the group and could not be
deposited with the same reproducibility, hence | focussed on silicon nitride throughout
this work. The Fabry-Perot response of each material shown in Figure 15 shows the
higher index of amorphous silicon via its higher reflectivity at the peak wavelength. It
is clear, however, that for de-ionised water (DI water), which has a similar refractive
index as most biological material and buffers presented through this work, the
reflectivity is near the minimum for 650 nm operation, which is advantageous for
achieving high-Q-resonances. Naturally, the thickness can be adjusted to shift the
minimum to the desired wavelength more accurately. Measurements in air are
provided for comparison.
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Figure 15: S4 simulations and Fresnel reflection corrected measurement of Fabry-Perot
response. a) 150 nm thick layer of silicon nitride of refractive index n = 2.0. b) Approximately
710 nm thick layer of amorphous silicon of refractive index n = 2.7.

The silicon nitride purchased was from Silison (UK) which is deposited by PECVD
(plasma-enhanced chemical vapour deposition). The silicon nitride is deposited onto
100 mm diameter, 525 um thick borosilicate glass wafer and the silicon nitride layer is
150 nm thick.

3.1.ii. Sample preparation: dicing and cleaning

All of the steps laid out in sections 3.7.ii - 3.1.vi are presented in Figure 16 to show the
general process flow post sample dicing. The steps laid out below were conducted in
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a laminar flow hood where possible within the clean room providing an ISO 5
environment.

The wafers were diced into 15 x 15 mm? squares using our Disco DAD320 dicing saw.
While the size is somewhat arbitrary, it is relatively large compared to the <1 mm?
sensor size, mainly for handling and for the ability to apply a uniform resist coating.
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Figure 16: Key steps involved in patterning a silicon nitride sample using electron beam
lithography described in sections 3.7.ii - 3.7.vi.

The samples are cleaned in a two-step process. The first step is to ash the sample in
an oxygen plasma, which oxidises any unwanted material (e.g. organic material), on
the silicon nitride surface. The asher used is a Hennikker plasma HTP-200 which
produces a low-pressure plasma at kHz frequencies, and the plasma it produces is
oxygen (O2) plasma at 0.4 mbar. The power is set to 100% (200 W) for cleaning and
the oxygen flow rate was set to 5 SCCM. The plasma oxidises any organic material on
the wafer surface, however it does not create much physical bombardment, so the
silicon nitride is untouched. The by-products are CO, and H.O which are volatile and
pumped away, however there can be a residue left on the surface of the wafer, which
is why the second cleaning step is required. The ashing process has the added benefit
of making the silicon nitride surface more hydrophilic and so the resist wets the surface
better, leading to a superior spin.

The second part is an acetone wash, where the ashed sample is placed in an ultrasonic
bath for 5 minutes. The acetone is a sufficiently strong solvent to remove any residue
that remains on the sample surface. As there are no structures on the sample at this
point, the ultrasonic bath can be used at full power. The ultrasonic bath aids in the
removal of substances on the surface as it agitates any residue or dust particles. The
sample is then removed from the acetone and placed in isopropyl alcohol (propan-2-ol
or IPA) and placed back in the ultrasonic bath for a further 3 minutes. The IPA is used
to wash off the acetone, as despite acetone having a higher vapor pressure at room
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temperature and thus evaporating more quickly, it can leave a residue. Finally, the
samples are blown dry with nitrogen.

3.1.iii. Spin coating
The fabrication process uses a lithographic resist and a charge dissipation layer.

Lithographic resist: We use AR-P 6200.13 (ARP-13) [73] from ALLRESIST GmbH as the
primary electron-beam lithography resist. This resist is positive (explained more
in 3.1.iv) designed for high contrast for the production of integrated circuits. Samples
are spun at 5000 rpm for 60 s, then baked at 180 °C for 5 minutes. These steps produce
a thickness = 350 nm which is thicker than our intended etch depth of 150 nm because
the resist erodes significantly during the dry etch process; we tend to use a minimum
ratio of 1.5 of resist thickness vs. etch depth.

Charge Dissipation Layer: A charge dissipation layer is needed as the glass substrate
is not conductive and the charge from the electron-beam lithography would build up
on the surface and deflect the incident electrons. The dissipation layer is a spinnable
resist, AR-PC 5091.02 (ARP-C) [74], also from ALLRESIST GmbH. ARP-C is preferable to
a metal charge dissipation layer as it is water soluble which makes it easier to remove
post-exposure. The sample is spun at 2000 rpm for 60 s and baked at 90 °C for
2 minutes.

3.1.iv. Electron-beam lithography.

Electron beam lithography (E-Beam Lithography) is a powerful tool that can reach
higher resolutions than optical lithography (usually using wavelengths in the UV)
techniques [75]. By exposing a resist to a beam of electrons, the energy imparted
causes a change in the chemical properties of the resist. In the process used for my
work, the electrons break down the polymer layer, which can then be washed away by
a developer leaving the unexposed resist untouched. A resist that is washed away
when exposed is called a positive resist.

The E-Beam Lithography system produces the pattern by steering the beam across the
sample. The electrons are focused using electric or magnetic fields. The fields used are
analogous to optical lenses in a traditional microscope, with a condenser and objective
lens, producing a fine beam. Scanning coils then steer the beam to write the desired
structures. The exposable area is limited, called the writefield, which in our case is
500 um x 500 um in size. The interferometrically controlled stage works in conjunction
with the writefield to produce larger patterns by stitching multiple writefields together.
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Figure 17: A schematic of electrons interacting with a resist on a substrate to illustrate the
proximity effect.

Wave-particle duality allows us to exploit the wave properties of the electrons. Since
the wavelength of electrons can be very small when accelerated by a high voltage,
they can achieve much smaller wavelengths than photons in the visible or UV. The
wavelength is given by the de Broglie relationship.

_hc

A=
pc

pc = /2 X KE X myc?

where hc = 1239.84 eV-nm and pc is expressed in electron volts. For our 50 kV system,
we have a de Broglie wavelength of A = 5 pm. Usually, in an optical microscope, the
resolution limit is of the same order of magnitude as the wavelength of light, assuming
large numerical aperture lenses. The smallest resolvable distance is determined by the
Rayleigh criterion [76]:

R_0.61><,1
~ NA

However, electron beam systems, such as those utilised for EBL or electron microscopy,
generally have very low numerical apertures because the electron lenses have strong
distortion effects that, unlike lenses in light optics, are very difficult to compensate for.
The electron source also produces electrons that vary widely from the beam axis,
making beam collimation difficult. To combat these effects, small apertures (10's of
um) and long focal lengths are used, which leads to a very small numerical aperture of
typically NA = 0.07and a minimum spot size of = 1 nm, two orders of magnitude greater
than the wavelength of the electrons used.
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Despite the spot size of the electron beam being = 1 nm, the smallest feature size that
can be written is larger than that and is limited by the proximity effect [77-79], which
depends on the acceleration voltage. The high acceleration voltage used to produce
the short wavelength ensures that the electrons travel through the resist, rather than
just exposing the top. The electrons travel fully though the resist and are backscattered
from the substrate. The backscattered electrons and the secondary electrons they
produce then interact with the resist as illustrated in Figure 17. The interaction volume
of this process is what defines the minimum feature size of = 10 nm.

Feature Size Vs $pacing of 150nm ARP13 Featurg,

200 250 300 350 400 450 500
Feature spacing (nm)

Figure 18: a-g) SEM micrographs of a 150 nm structure (black areas) with increased spacing,
using a positive resist starting at 200 nm in steps of 50 nm. h) Plot of the actual size of 150 nm
structures against the feature spacing.

The same proximity effect can also lead to the merging of features or a loss of
definition. When fabricating a 1D GMR, the only relevant proximity effect is that the
filling fraction of the structure may change, which can be compensated for in the
design. The effect of this and general proximity dosing can be seen in Figure 18. Here,
a pattern of 150 nm width is written and the spacing is increased in 50 nm steps to
measure how the pattern size changes. As this is done using ARP-13, which is a positive
resist, the patterned feature is the trench of the final structure. It is worth noting that
from Figure 18h, the structure size appears to level off to a minimum of around 195
nm. This minimum size is given by the parameters of the exposure, development and
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etch parameters and can be optimised. However, for my research, | am less concerned
with matching experiment and simulation perfectly; instead, it is more important for
me to generate a structure that can be repeated and that resonates at the correct
wavelength.

Our electron beam lithography system is a Raith GmbH Voyager system, which has an
electrostatic column used for steering the electrons. | typically used the low current
mode with a 30 um aperture and a focal length of 20 mm. This gave a current = 130 pA
and produces a typical exposure dose of 145 uC/cm?, which was controlled by the dwell
time, i.e. how long the shutter was open for. | typically used the smallest step size of
the system, i.e. 0.5 nm. Using the parameters discussed above, the usual write time of
a single 300 um x 500 um chirped GMR is approximately 9 minutes.

3.1.v. Sample development and reactive ion etching

Once exposed, the sample is developed, using Xylene at room temperature for
2 minutes, followed by washing in IPA and blow-drying with nitrogen.

The pattern is then transferred into the substrate using Reactive lon Etching (RIE), also
called dry etching. RIE is a plasma-based process where the sample is placed on a stage
which is the driven electrode of a capacitor configuration with the process gas being
fed in at low (= mBar) pressure. The system is driven at 13.56 MHz at a power of
10-100 W, which is sufficient to ionise the process gas. The ionisation of the gas
provides free electrons which, being small, move with the electric field more easily
than the heavier ions, which creates a negative DC bias on the stage and creates the
net effect of accelerating the positively charged ions in the plasma towards the stage.
The process is illustrated in Figure 19.

Dry etching is a balance between chemical and physical processes. The chemical
process relies on reactive species that reach the sample by diffusion, so produce an
isotropic etch. The physical etching process, in contrast, is driven by ionised particles
accelerated by the Rf field, so they remove material through impact, which is highly
directional and produces an anisotropic etch profile [80]. The physical process on its
own is relatively slow and may produce roughness. By controlling the AC power and
pressure, the two etch mechanisms can be balanced to produce both a high etch rate
and smooth sidewalls [81].
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Figure 19: Schematic of the reactive ion etcher used to etch samples. The inflow gas is ionised
by an alternating voltage applied to the stage. The stage develops a negative charge compared
to the positively charged plasma, accelerating the positive ions towards the sample.

For the etching of silicon nitride, our group has developed a process using a mixture
of CHF; at 58 SCCM and O; at 2 SCCM (29:1). The CHF; is the source of the F* ions that
chemically etch the silicon nitride [82]. The small amount of O; is used to react with
the remaining hydrocarbons and hydrofluorocarbons preventing recombination, which
keeps the etchant molecule concentration high [83]. The pressure is kept at 0.18 mbar
by using a gate valve between the main chamber and the turbo pump. The measured
DC voltage is kept at -355 V (achieved with a power of approximately 45 W). The DC
voltage is the important parameter as it drives the physical process while the gas
flow/pressure controls the chemical process. All of these parameters combined lead to
an etch rate of = 21-22 nm per minute. | typically used 7 minutes and 15 seconds for
the 150 nm thick silicon nitride layer. The etch rate of the ARP13 is similar to that of
silicon nitride which explains the use of a resist that is thicker than the desired etch
depth.

The yield of the process is approximately 80-90% with the most common cause of
error being drift in the e-beam system (between samples without realignment in the
same exposure). When fabricated in a foundry setting, it is expected that yield would
be higher as the pattern transfer is not as variable in nano-imprint lithography between
samples compared with e-beam lithography (without constant re alignment).

3.1.vi. Sample finishing

As a final step, samples are cleaned by removing the remainder of the resist using 1165
Microposit Remove® and sonication for 15 minutes. The power of the sonic bath is
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reduced to 50% to avoid damaging the etched nanostructures. Next, the sample is
cleaned using the same steps that were used post-ashing, i.e. 5 minutes in acetone
followed by 3 minutes in IPA, both sonicated at 50% power. The sample is then blow-
dryed with nitrogen.

To ensure that the sample is fully clean, it is chemically washed in a solution colloquially
known as piranha [84]. Piranha is a reagent made by mixing sulfuric acid, H.SO, (50%
w/v in H,O) with hydrogen peroxide H,O, (32.5% w/v in H,O) in a ratio of 3:1. As the
H.O, is a strong oxidising agent, it can be reduced by H.SO4 which generates a
significant amount of heat when mixed [85]. As chemical reaction rates depend on
temperature, the beaker containing the piranha solution is placed in a cold water bath
in order to control the temperature and thereby the reaction rate. The water bath acts
as a thermal mass which cools and slows the reaction of the two components. At first,
there is a rapid dehydration process from the H,SO. which carbonises the organic
contaminants on the sample surface. Then, the reaction of H,SO4 and H.O, creates
atomic oxygen, which is highly reactive and will attack even stable carbon-based
compounds that may be left from the dehydration. As a result, piranha removes the
organic residues from the surface as well as hydroxylating the surface, in a similar
fashion to the asher, making it highly hydrophilic and preparing it well for the
functionalisation steps that are due to follow. The sample is finally rinsed in de-ionised
water to remove any remnant of the piranha solution. To ensure that there are no
smudges left from the de-ionised water, the final steps are to sonicate at 50% power
in acetone for 5 minutes and IPA for 3 minutes.

3.2. Chirped GMR design

3.2.i. Continuous polygon design

When first envisaged and fabricated by Triggs et al. [63] the chirp was produced by
stacking multiple gratings of the same period next to each other and varying the dose
factor, which is the time a sample area is exposed to the electron beam. While varying
the dose, thus the filling factor, affords finer steps compared with the period, | decided
to vary the period. The main motivation for this is that changing the period produces
a more linear response on the resonant wavelength, as discussed in section 2.2.iv,
compared to the filling factor, which is only linear over specific short ranges. In terms
of the fabrication, dose changes are more difficult to control and suffer wider
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variations, so using a constant dose for the entire structure simplifies the current
dosage. However, it does make the design aspect more complicated.

To solve this issue, a continuous polygon design was first implemented in our group
by Dr Li and Dr Reardon. They developed a Matlab script that would generate
trapezoidal polygons which were arranged to generate the pattern as shown in
Figure 20. By sweeping the grating lines out at an angle, the period could be changed
continuously and then the structure could be cut out to give the final design. | built on
this script and edited the code to change it to sweep out in both directions. This design
minimised the angle of the last polygon, thus keeping the resonance line as straight
as possible.
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Figure 20: Images of two chirped GMR designs, both designed with a 70% fill factor. The period
range is 10 um to 15 um to better show the difference visually compared to the usual range in
the 100s of nm. The dashed boxes show the zone cut out for the final size of the GMR sensor
of 300 um x 500 um.

3.2.ii. Moving to lower wavelengths: effect on resolution

One of the wonders of Maxwell's equations is that they are scale-invariant, so a
photonic crystal designed for one wavelength can be tuned to work at a different
wavelength by scaling the dimensions accordingly [63]. This invariance makes it very
easy to move from the 850 nm originally used by Triggs et al. [63] to a lower wavelength
such as the 650 nm targeted here. However, there are more factors involved than
simply the physics of the resonance. There are also the practicalities of fabrication,
which are linked to the resolution and the pixelation of the electron beam lithography
system. The crux of the issue in moving from 850 nm to 650 nm is that the structures
become smaller, so the pixels of the EBL system become relatively larger. This effect
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is illustrated in Figure 21, where one structure that makes up a chirped GMR is shown
both straight and tilted to represent the staircase effect that occurs when designing a

continuous chirp.
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Figure 21: Example of features exposed in EBL exaggerated for clarity to highlight the staircase
effect a) A larger fill factor structure with a smaller feature size (in green) to expose. b) A
smaller fill factor structure with larger feature size (in green) to expose. The resulting staircase
distortion in b) is a larger proportion of the exposed area due to the smaller feature size.

The comparison shown in Figure 21 illustrates how the edges of the higher and lower
filling fractions both sweep through similar resolution changes in terms of pixels.
However, the exaggerated case highlights that for a smaller feature written (green
structures Figure 21) in, the staircasing effect impacts on a larger portion of the feature.
The effect of this staircasing is demonstrated in Figure 22a, where the structure with
the higher filling fraction has discontinuities and splits from the centre line where both
halves sweep out from. This is an inherent issue of the ratio between the pixel size of
the system and the feature size; the easiest solution is to increase the feature size, or,
in other words, decrease the fill-factor of the grating. Figure 22b shows that moving
to a larger written feature removes these resolution issues and smoothes the
resonance by moving from a smallest feature of 86.2 nm to 129.3 nm.
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Figure 22: Two fabricated chirped GMRs. a) Grating covering period range between 439 nm
and 437 nm with a fill factor of 80% and 400 um width. The effect of staircasing is apparent
from the uneven resonance line in both halves of the grating which arise from the stair casing
sweeping in different directions. b) Grating with a period range between 431 nm and 447 nm
and a fill factor 70% and 300 um width showing a much more uniform resonance.

3.2.iii. Final structure outcome
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Figure 23: Images of a chirped GMR sensor of period 433 nm to 443 nm at a designed 70%
filling fraction imaged in different ways. a) Resonance image obtained with an illumination
wavelength of 647.1 nm. b) SEM micrograph of the grating facet. c) SEM micrograph of the
grating, top view. d) Resonance measured with a spectrometer for a period of 440 nm,
normalised to a mirror.

Figure 23 shows an example structure fabricated using the processes described in
section 3.1. The structure was designed as a period chirp from 433 nm to 443 nm with
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a filling fraction of the high-index material of 70%. Using a 145 uC/cm?base dose and
following dry etching, the actual filling fraction is = 60% as shown by the SEM
micrograph of Figure 23c. The reason for the lower fill-factor is the exposure dose
discussed in 3.1.iv. Figure 23d shows the resonance of a non-chirped GMR that has a
Q-factor = 190 +£8 normalised to a high-quality mirror with a linewidth of 3.4 £0.1 nm
and operating at 650 nm, here the errors are from the discretisation of the data points
used to obtain the linewidth. A useful exercise is to compare the results of Figure 23
to simulated results. Figure 24 presents the reflectance spectra (Figure 24a) and the z
component of the electric field for the TM mode (Figure 24a). It is interesting to note
that even when using the actual feature dimensions taken from Figure 22c, there are
differences between experiment and simulation.
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Figure 24: a) RCWA simulation of the reflectance of a 1D GMR with period 440 nm and filling
fraction 0.6. b) Field plot at the maximum of the resonance for the structure in a) at 661 nm.
Q-factor: The simulation exhibits a Q of 508, 2.7x higher than the experimental value.
The difference is mostly due to the perfection of the simulation compared to the actual
fabricated structure. One example is the side walls will not be atomically smooth.
Another consideration is the features at the corners of the field in Figure 24b which
will represent unstable scattering, reducing mode confinement.

Wavelength: Experimentally the resonance wavelength was measured as 647 nm while
the simulation resonance is at 661 nm. The main reason the measured parameters do
not match the simulation is that the SEM measurement is not accurate; depending on
the contrast settings, the sizes can easily vary by a few nm. The rounding of the grating
structures base from the dose gradient will also have an effect on n.zs shifting the
wavelength.

Amplitude: In Figure 24b the field sits at the corners of the grating structure. The
overlap seen will exhibit as a discontinuity in the real structures phase matching
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condition reducing reflectivity. Furthermore the rounding at the structure base will
create different scattering at the interfaces to what the simulation predicts.

3.3. Additive manufacturing: 3D printing methods

The housing of the biosensor instrument was produced by 3D printing, i.e. an additive
manufacturing technique realised on a FormLabs FORM 3 SLA printer [86]. Using 3D
printing allowed the ability to produce the housing on a much shorter timescale than
having it made in the mechanical workshop using classical subtractive methods. 3D
printing can be realised by a number of techniques:

a) Material jetting, which is similar to two-dimensional ink jet printing. Each layer is
‘printed on top of each other’ in a powder bed using binder chemicals [87]. Material
jetting is a relatively new technology and so is more expensive and less developed
while producing similar results to SLA printing.

b) Powder fusion, where metal powder is heated and so fused together [87] produces
metal parts that are typically used as prototyping tools for use in moving machinery
or other heavy duty parts that would be expensive to prototype though subtractive
manufacturing due to complex geometry.

¢) Fuse Deposition Modelling (FDM) which works by heating and extruding material
and depositing it layer by layer to build up a structure [86]. FDM is limited by the size
of the extrusion nozzle and material so while it is great for larger parts it struggles with
fine detail.

d) We decided to use Stereolithography (SLA) which utilises laser polymerisation. SLA
was chosen as its resolution is higher than that of FDM methods [88-90], while still
being similarly low-cost in terms of equipment and materials. SLA uses a container of
a liquid resin, which is exposed to light from a UV laser that cross-links the resin and
polymerises it into a solid structure, as shown in Figure 25. The laser is scanned across
the field of view to create the structure. Another reason for choosing the SLA modality
is that the facilities for part-finishing, which include washing to remove un-polymerised
material followed by curing, were already available.
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Figure 25: Schematic of an Inverted Stereolithography 3D printer with the structure rising out
of the resin tank, so the structure is built upside down.

3.3.i.Parallels with lithography and resolution limits

SLA printing has many parallels with the lithographic techniques described in
section 3.1 as it is a form of optical lithography, with the resin being analogous to a
negative resist. The resins are made of urethane dimethacrylate (55-75%),
methacrylate monomer (15-25%) and a UV activated photoinitiator (<0.9%). The
FORM 3 uses a 250 mW 405 nm wavelength laser to cross-link the monomers and
create a polymer plastic. The specific resins used are Formlabs' black (RS-F2-GPBK-04),
white (RS-F2-GPWH-04) and clear (RS-F2-GPCL-04) resins. Predominantly the black
resin was used due to its opacity at visible wavelengths. However since the conclusion
of this work Formlabs has released medical grade plastics (FLBMAMO1 and FLBMCLO1)
suited to the use in diagnostic devices.

The resolution limit of the 3D printer arises from a combination of the laser spot size,
the polymerisation threshold dose, the build platform resolution, and UV light
scattering and absorption of non-active compounds. The resolution follows the
Sparrow criterion, which is based on the summation of the intensity curves [64,65];
Figure 26a shows a single Gaussian spot and the energy threshold for polymerisation.
Figure 26b shows two features being written closely together, where due to the
summation of intensity, they combine into one feature. As reaching this threshold only

65



depends on the total energy deposited into the resin, the two features can be exposed
at separate times and still fuse. The FORM 3 has a spot full width half maximum of
85 um, which is much greater than the wavelength of light, so the Rayleigh limit does
not need to be considered. In practise, the FORM 3 has a minimum resolution of
100-300 um, depending on the colour of the resin and the shape of the specific feature.
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Figure 26: Schematic of energy thresholds withing SLA printing polymerisation processes. a)
shows a single feature and only the area above the threshold line is fully polymerised. b) shows
how two features will combine based on the Sparrow criterion because the combined intensity
is above the polymerisation threshold.

Please note that the spatial resolution is limited by different mechanisms; in xy, the
resolution is determined by the laser spot and Sparrow criterion discussed above, while
in the z-direction, the resolution is controlled by the stage movement and can be set
to 25 um, 50 um and 100 um. Naturally, the smaller the step size, the longer the
printing time. | also note that the achievable resolution of the FORM 3 is comparable
to that of injection moulding used in mass manufacturing [64,65], which is relevant for
scaling up the technology in the future.

3.3.ii. CAD part design and model preparation

In order to design the housing and all relevant parts, | used Autodesk Inventor, which
is an industry standard in CAD and manufacturing and is free to use for academic
institutes. Autodesk has the capability of creating three-dimensional objects in a
sketch-and-extrude format and can also be used to create assemblies from multiple
parts to test how well they fit together before printing.
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The peculiarity of the printing process (i.e. writing proceeds upside down) requires
placing supports underneath the item to be printed. Figure 27a shows a high detail
model with dimensions of 30.37 mm x 32.57 mm x 40.41 mm with relevant support
structures in place and Figure 27b an example of the instrument housing base with
dimensions of 83.49 mm x 83.49 mm x 40.00 mm. The housing is designed to be
printed directly on the build platform.

Figure 27: Examples for printing different types of structures. a) A fine detail model requiring
many support structures. b) Example of the instrument housing designed to be printed directly
on the build platform with no supports.

When printing small overhangs, they need to be supported or the detail would be lost.
Figure 27a shows an extreme example of this. Conversely, Figure 27b shows the
instrument housing designed to be printed without supports. The largest issue is to
ensure that any vertical structure will have sufficient mechanical strength during the
print, which is why | chose to make vertical parts at least 1 mm thick and minimised
aspect ratios. Any critical overhanging structures were designed to be as small as
possible and circular so they would keep to their designed shape. Vertical square
openings were only used where the final shape was not tolerance-critical and so they
are often larger than required with joins on multiple sides to avoid misprinting. Smaller
areas were designed with drain holes to allow resin to drain out. Any overhangs that
could not be joined on multiple sides were removed and printed separately and
attached post-print. As the base of the model in Figure 27b is placed directly on the
build platform, a chamfer is added to aid in removal without damaging the part or the
build platform. Printing on the build platform is also less accurate for the first few
layers, so the base is thickened to accommodate this.

3.3.iii. Part printing and finishing

Once the part is printed, there are multiple steps to finish it; the wash, cure and
finishing steps, with the wash step being performed first. The wash step consists of
two rough rinses in baths of IPA to remove any bulk volumes of uncured resins. Then
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a more comprehensive wash is conducted in the Form Wash from Formlabs, again
using IPA where the part is submerged and a large stir bar agitates the IPA to ensure
all the uncured resin is removed. The final wash step is typically performed for a
minimum of 30 minutes, but in case there are many small gaps or extrusions, this time
is increased. The part is then checked for uncured resin and this is then cleared either
manually or by spraying with IPA and then repeating the final wash step. Once the part
is washed, it is blown dry with compressed air. As the next step, the part is cured in
the Formlabs Form Cure, which flood-illuminates the part with UV light at 60 °C for
1 hour. The curing step is done to ensure the resin is fully cross-linked. The cross linking
slightly shrinks the part and so this must be considered when designing parts with
tight tolerances. The curing has the benefit of improving tensile strength at the cost
of flexibility. Any uncured resin left after the wash step would also be cured in this step,
which is clearly undesirable. Any changes to the topography due to support structures
that would affect the performance of the final printed parts was removed by filing with
jewellers' files or sanding.
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4.Device prototyping and development

The laboratory-based setup that is generally used to measure GMR samples in the

research group is shown in the rendered graphic of Figure 28. This setup, or slight
variants, have been used for a variety of studies [30, 59,91-93]. The setup takes up the
majority of an optical bench; the goal of my project was to miniaturise this setup into
a portable instrument.

Figure 28: A rendering, from two viewing angles, of the setup that is used to measure Guided
Mode Resonance samples. The setup consists of a broadband monochromated source that is
collimated by a microscope objective that also images the sample.

4.1. Discrete setup and issues

To produce an initial proof of concept, | designed a setup that utilised all of the smaller
optical elements intended for the instrument on discrete mounts shown in Figure 29.
The mounts were all Thorlabs® components; the initial lenses were of 10 mm focal
length, with a beam splitter cube and an 850 nm laser. As the instrument uses the
chirped GMR modality, it only requires a fixed wavelength source, thus removing one
of the largest components of the setup of Figure 28, i.e. the monochromator. While
this discrete setup provided the first proof-of-concept of minimising a large laboratory
setup into a compact arrangement, it was not an ideal solution. The main drawback
was that the discrete mounts for the optical elements were bulky and did not allow for
the manoeuvrability that was originally envisaged. A setup using 25 mm lenses was
constructed, shown in Figure 29, which showed that miniaturisation was possible but
used larger lenses than were intended for the instrument. | therefore decided to move
to 3D printing prototyping, as it allowed for a quick turnaround time and gave much
more flexibility.
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Figure 29: a) A schematic of the discrete setup that was a proof of concept of the
miniaturisation of the setup shown in Figure 28. b) An image of the second discrete setup that
used 25 mm focal length lenses following the schematic of a).

4.2. Instrument design considerations

The key aspects of the 3D printed design are described below.

4.2.i. Optical path and components

The optical path was designed as a cut-out so that the walls of the instrument formed
a rigid backbone for supporting the optical components. This is presented in
Figure 30a with the final instrument shown in Figure 30b. A 5 mm minimum spacing
was chosen both for reasons of manufacturability (the resin used in the 3D printing
process needs space for draining) and because the smallest optical components were
a 5 mm beamsplitter cube and the 6 mm imaging lens housed in mounts presented in
Figure 30c.

The camera was a DMM 72BUCO2-ML from The Imaging Source GmbH [94], which has
an Aptina MT9P031 CMOS sensor. Shown in Figure 30d the sensor was easily integrated
as the camera chip is already mounted on a printed circuit board and has USB
connectivity. The circuit boards have pre-drilled holes in precise locations for mounting
the board to whatever framework the specific application demands. This arrangement
made it easy to mount the camera to the instrument and align the sensor to the central
part of the beam path.
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The other key component is the beam splitter cube, which is a 5 mm non-polarising
beam splitter. | chose a pressure fit mount for the beam splitter which grips the four
corners of the component. For polarisation control (cf. chapter 5), | chose a film
polariser ("Polaroid”) that was very cost-effective as it could be cut to size and mounted
in a circular mount. The custom mount then had an extrusion which is used to rotate
it to the correct polarisation angle.

Filter

Figure 30: a) Schematic of the beam path layout. b) an image of the printed housing with light
source optics labelled. ¢) a rendering of the components used in the lens housing. d) an image
of the camera used in the instrument DMM 72BUCO2-ML - The Imaging Source GmbH.
Reprinted with permission from The Imaging Source GmbH [94]

4.2.ii. Light and manipulation

The light source | chose was a resonant cavity LED (RCLED), Firecomms Ltd.
(FBOOAKAR), which has a quoted numerical aperture of ~0.5. The RCLED was housed
in a cartridge by three M2 set screws that allowed for precise positioning. The cartridge
with an RCLED mounted inside is shown in Figure 31; it pressure-fits into the main
device body, which together with the three set screws allowed alignment with respect
to the centre of the beam path.

The lenses are held in printed mounts that have extrusions - these allow them to be
placed into the beam path. The design of the extrusions was made simpler by the CAD
files provided by Thorlabs as the curvature could be matched precisely. These mounts
are then mounted between an M2 bolt with a nut applying pressure to one side of the
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mount and a spring to the other side, which allows for fine-alignment, both in angle
and in position, by using a 16 mm long screw. The lenses had a range of movement of
almost a centimetre, giving ample room for manoeuvre.

Figure 31: RCLED mounted in a printed cartridge and held in place with 3 grub screws.

The imaging lens | chose had a diameter of 6 mm and a focal length of 10 mm. This
short focal length allowed for a magnification of 2:1 in a confined space, the low
magnification making the system tolerant to positional inaccuracies. The collimating
lens has a 9 mm diameter with a focal length of 12 mm. This small increase in focal
length, compared to the imaging lens, was chosen in order to increase the tolerance
for collimating light. The larger diameter was chosen to ensure that the collimating
lens had a larger numerical aperture than the imaging lens. This ensured that the back-
aperture of the imaging lens is fully filled and the field of view fully illuminated.

4.2.iii. Design aspects in confined space

As described in chapter 3 the tolerances of the 3D printing process have an impact on
the positioning of the optical elements. The mechanical strength of the 3D printed
parts is thickness-dependent, so components such as the springs and screws used for
mounting need sufficient material around them to take the strain of the pressure and
tension. While the instrument housing can in general be designed with sufficient
material to ensure the required strength, there are some delicate areas: the mounting
of the imaging lens, which sits at the edge of the housing, needs to accommodate the
cartridge with the GMR sensor chip. The cartridge mount also needs to be strong to
allow repeated insertion and it needs to be accurately placed in the imaging plane.
Unlike a laboratory setup that has several degrees of freedom for active adjustment,
the alignment here is entirely passive. Taking all of these considerations into account,
the base of the sample section was designed to be 5 mm thick to give sufficient
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strength to all the mounts. Nevertheless, the spring and adjustment screws ended up
being very close together, with only a small bridge of material (highlighted in red in
Figure 32) separating them. Since the surrounding elements have ample material
around them, the system had sufficient strength and this minor overlap did not cause
any issues.

Figure 32: A cross-section view of the lens track system sprint and bolts with the thinnest print
part marked.

4.2.iv. Achieving collimation and alignment procedure

When compared with an experimental setup such as that shown in Figure 28, the
integrated instrument offers a lot less fine tuning. One area where this is an issue is
the collimation of light, which is required to excite the guided mode resonance with a
clean resonance. There are several factors working against the perfect collimation of
light, such as the extended nature of the RCLED light source and the small beam path,
which precludes techniques such as Kdéhler illumination. Nevertheless, | was able to
achieve collimation of sufficient quality as described below.

Generating collimated light is relatively straightforward in principle, as it simply
requires generating a planar wave front which propagates as a parallel beam. One way
to achieve this is to use a large distance from a source, such as the sun, which at a
sufficiently large distance can be considered to generate plane waves. Since this
approach is rather impractical, one can simply place a point source in the focal plane
of a lens.

As described above, two lenses were used to provide the two points of movement. One
to allow focusing of the imaging lenses and then the second lens to move the image
of the source to the back focal plane of the imaging lens. The alignment of the imaging
lenses was simply checked using the camera. To check the collimation of the light
source through both lenses a collimation tool was used. The tool, or collimation tube,
was constructed of lens tubes holding a ground glass diffuser one focal length away
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from a lens (Figure 33a and b). The glass diffuser acts as a screen to image a focused
spot (or image of the light source) as can be seen in Figure 33c and d with an image
of a distance source visible in Figure 33c and imaging the monochromator slits of a
setup in Figure 33d. The tube not only aided in collimation of the source but also
highlighted any undesired angular components, exhibited when the spot is not central
(Figure 33e). An image of the result from the collimated RCLED is shown in Figure 33f.

Glass Diffuser

Lens tube

Adjustable
lens tube

Lens f = 25mm

Lens tube

Figure 33: a) Elements used to collimate the light source of the instrument. b) Detail and c)
image of a distant source focused on the glass diffuser. d) Image of source from a
monochromated halogen source. e) Off-axis and poorly collimated RCLED source. ) Well-
collimated image of the source.

4.3. Microfluidic cartridge

Handling the fluidic analyte is important for delivering the target proteins to the sensor
chip. Generally, PDMS is used for fluidics in research environments [95-98] and while
PDMS is very versatile, | decided to use 3D printed cartridges for compatibility with the
3D printed housing; this method was also chosen with a view towards transfer to a
scalable manufacturing process in the future. PDMS may be a common occurrence in
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a research environment but in commercial settings it is rarely utilised as other
materials are preferable [99].

4.3.i. PDMS vs 3D printed channels

Given its versatility, initial fluidic circuits were realised in PDMS in order to establish
the most favourable geometry (Figure 34) before transferring the design to 3D
printing.

500pm
I

Figure 34: Optical micrograph of a chirped GMR sensor chip placed across two PDMS channels.
One channel is used as the measurement channel and the other is used as a reference.

Table 2: Comparison between PDMS and 3D printing for the fabrication of microfluidic
channels

PDMS channels

3D printed Cartridges

Mounting

O, Bonding/Clamping

Adhesive bonding/Clamping

Channel size
limiting factors

Mould spin thickness and
lithography resolution (10's pm)

Gasket thickness and printer
resolution (100's um)

Scalable

No

Yes

Prototyping speed

Slow

Fast

Reusable Yes when clamping Yes when clamping
Mechanical

. Low - Channel collapse High
stability

A comparison between PDMS and the 3D printed plastic is shown in Table 2. A key
advantage of PDMS is that the dimensions can be more tightly controlled, as PDMS
structures are moulded from lithographically made structures, whereas the resolution
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of the 3D printer is limited to 300 um by 300 um in the lateral dimension and 25 um
in the vertical dimension. One issue of the lower resolution of the 3D printing is that
walls between channels need to be 100s of um thick, which limits the number of
channels that can be placed onto the sensor chip, and thereby the multiplexing
capability.

4.3.ii. Sensor chip sealing and mounting

Both a PDMS and 3D printed approach were taken when integrating fluidics with the
compact instrument. An in-depth discussion into the development and usage of these
two approaches is presented in chapter 6. Being more synonymous with a scalable
device the 3D printed approach is briefly described here.

The GMR sensor chip is mounted on a 3D printed base using epoxy adhesive. Mini-
magnets are then used for accurately aligning and fixing the sensor chip cartridge onto
the instrument, with complementary magnets embedded in the housing. The magnets
were glued into place. An exploded rendering of the cartridge is shown in Figure 35.

Figure 35: A rendering of the printed fluidic cartridge top and base with the glass chip and
orange tape gasket.

4.3.iii. Part compatibility with chemical solutions

A key aspect of the fluidic circuit is its compatibility with the chemicals used for
functionalising the sensor chip, as functionalisation ideally is carried out in-situ,
i.e. inside the microfluidic channels, which means that the fluidic circuit has to be
compatible with a number of solutes. The printed plastics therefore need to be tested
for their chemical compatibility. | performed this test by immersing a 3D printed part
in the respective chemicals for extended periods of time and measuring the resulting
change in mass. The samples were left uncured as this is when the printed material
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will be weaker due to less crosslinking between layers and more susceptible to solvents
as well as allowing this to inform the worst case scenario.
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Figure 36: Mass change of 3D printed material using Formlabs® black and clear resins reporting
both mass change and visual changes.

From the data shown in Figure 36, some solutions are suitable for use with 3D printed
fluidics, specifically the use of a buffer solution when considering it for measurements
over the course of hours. One key point is that IPA seems to have a significant effect
over 200 hours, especially on the black resin (RS-F2-GPBK-03). This was also notable
as the clear resin (RS-F2-GPCL-03) samples generally survived the more aggressive
solvents and solutions better than the black resin. The reason for black resin being
more susceptible to degradation may be related to the pigment, which may be a weak
point allowing the solutions to attack the plastic more easily. For this reason, unless
expressly needed, the clear resin was chosen for printed fluidics or any surface that
would come into contact with a solution for measurements. Most of the more
aggressive solvents and concentrated solutions did degrade or compromise the printed
material and so this ruled out the 3D printed cartridges for in-channel functionalisation
in cases when solutions required more aggressive solvents for example pure
dimethylsulfoxide (DMSO) which degraded even cured prints. As an example, one of
the steps used to prepare the surface for antibodies requires a molecule dissolved in
DMSO. However the resin even uncured is more than suitable for buffer based
measurements and functionalisation steps.

The content of this chapter has showcased the construction of the instrument along
with discussing some of the challenges in physically miniaturising the GMR readout.
This discussion, however, is lacking the motivation behind the choice of components
housed in the instrument. The next chapter justifies the component choices,
predominantly based on their effect on the total system noise.

77



5. Laboratory to point-of-care

Many papers have been published on refractive index sensing, including for clinical
applications, yet there is still a clear disconnect between published biosensor research
and its translation towards market viability. It is this disconnect that | would like to
discuss in this chapter; the majority of the work presented has been published [100]
with the consideration that low-cost components will support the development of new
technology and avoid the situation where a technology only works with the most
expensive instrumentation available. Unsurprisingly, this is an area often overlooked
in the literature due to the lack of perceived novelty and while this type of study will
never be publishable in Nature or Science, it is arguably more important for making
technology practical and commercially viable and make its way to a point of use in the
wider world. | have chosen to break down the problem into several parts, including
general noise considerations and considerations regarding the choice of resonance Q-
factor, to name but a few.

5.1. Point-of-care context

Several papers to date have discussed the fundamental limitations of high Quality (Q)
factor resonant sensors [32,701] and thus started to consider the fundamental
limitations of these sensors. The main issue with these studies is that they assume a
highly stabilised laboratory environment, very narrow linewidth lasers and/or high-
resolution spectrometers along with complex and bulky coupling and alignment
equipment. Realistically, these conditions cannot be met in a point-of-care or a
resource-limited environment. For example, thermal fluctuations introduce wavelength
drift both on the sensor response and the light source and they increase the noise of
the system more generally. An obvious example is the use of low-cost lasers in
handheld devices; these simply do not exhibit the linewidth and stability of laboratory-
grade lasers. With this limitation in mind, | undertook a study to understand the
limitations of refractive index sensors in a low-cost environment and to identify the
best strategy towards making a high-performance, low-cost photonic sensor. The first
question was whether to use a resonance with a low or a high Q-factor. It is important
to point out that some work has already been done in this direction and a number of
point-of-care (POC) devices based on photonic structures have previously been
presented [102-108]. Typically, only particular achievements are reported. Here, |
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consider the trade-offs and key factors of the entire sensor system in order to evaluate
the optimum solution for a low-cost POC device.

The questions to consider include the choice of light source, with a laser and an LED
taken as two low-cost and readily available examples. The choice of light source is
directly connected to the Q-factor of the photonic resonance. On the receiver side, the
choice of sensor/detector was investigated with a particular consideration of the noise
produced by the camera sensor. | also considered the choice of manufacturing method
of the sensor in the future (electron-beam lithography vs nanoimprint lithography),
because electron-beam lithography is not scalable for mass-manufacture.

5.2. Low-Q vs. high-Q resonant systems

The first question to answer was whether to use an optical resonance with a low or a
high Q-factor, which ultimately depends on the light source to be used, as the linewidth
of the source should be equal to or narrower than that of the resonance. White and
Fan [6] and Hu et al. [32] both conclude that high-Q resonances result in the highest
sensor performance, up to Q-values of Q = 10°. High Q-values have the advantage of
sharp spectral features that are more easily tracked. The upper limit of Q=10°
determined by these authors typically arises from the intensity and wavelength noise
of the high-quality laser source they investigated. Unfortunately, low-cost, non-
stabilised lasers tend to exhibit much higher noise values as well as wavelength
variations due to drift; none of these were considered in these studies. For example,
Figure 37a shows the wavelength noise of a Fabry-Perot laser (Roithner LaserTechnik
GmbH - QL85D6SA) which shows mode-hopping and wavelength changes of order
AL =1-2 nm over a period of 60 minutes. This mode hopping is well beyond the small
wavelength shifts described by White and Fan [6].

The corresponding intensity noise is shown in Figure 37b, which shows significant
relative intensity noise and a drift of Al = 30%, even when driven by a very stable
power source. In fact, Figure 37c shows a comparison between the driving current
generated by a Yokagawa laboratory supply and the supply via a USB computer port,
i.e. a battery, used in conjunction with a current smoother (TLV1117CKCS - Texas
Instruments). This comparison clearly shows that the power supply is not the reason
for the drift observed in Figure 37b, leading to the conclusion that it is instead due to
thermal energy from operation since the diode is not actively cooled. Figure 37c also
shows that a USB port can be used as a viable power supply. The measurements shown
were obtained using a Keithley 2000 Series multimeter connected in series between
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the power supply and the laser diode. The traces indicate that the noise most likely
arises on the measurement side, corresponding the least significant digit of the
multimeter used, due to the traces being so similar.
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Figure 37: a) Wavelength variation of a low-cost Fabry Perot laser diode (Roithner LaserTechnik
GmbH - QL85D6SA) as a function of time, with an example spectrum shown in the inset
(FWHM = 55 pm). b) Intensity variation of the laser diode in a). c) A comparison of the laptop
battery source and a laboratory current source stabilities. Adapted with permission from [100]
© The Optical Society.

As an alternative to Fabry-Perot edge-emitting lasers, vertical cavity surface emitting
lasers (VCSELSs) typically avoid mode-hopping. However, they are prone to changes in
polarisation due to their circular output facet; they also tend to have a broader
linewidth (typ. AN = 0.5-1 nm). Example data is provided in Figure 38a, where the
wavelength noise of a VCSEL is shown (Thorlabs inc. - L850VH1), with the insert
showing a typical spectrum and a full width half maximum (FWHM) of 0.42 nm. From
Figure 38a, it is clear that the wavelength stability of the VCSEL is much closer to the
values expected by White and Fan [6] and Hu et al. [32] as previously discussed. The
drawback of the VCSEL is highlighted in Figure 38b, which plots the intensity of the
diode as a function of time when measured though a polariser. The general fluctuations
of intensity are much lower than for the Fabry-Perot edge-emitting laser in Figure 37,
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until the polarisation switches at approximately 30 min. Such jumps in intensity make
the use of the VCSEL much less attractive.

Moreover, the mass production of laser diodes means they have an operating
wavelength tolerance up to Ak = 10 Nnm, which makes it extremely difficult to match
the resonance of the sensor to the wavelength of the laser. Overall, these
considerations show that a high-Q system is not suitable for a point-of-care solution
operating with low-cost lasers.
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Figure 38: a) Wavelength variation of a vertical-cavity surface-emitting laser (Thorlabs inc. -
L850VHT) as a function of time, with an example spectrum shown in the inset. b) Intensity
variation of the laser diode in a) taken with a polariser normal to the diode’s initial polarisation.
With a laser source ruled out, | considered an LED as the next option. Specifically, |
tested a resonant cavity LED (RCLED) in combination with a wavelength filter; an
RCLED was chosen as opposed to a conventional LED because of its higher
directionality and spectral density [109-111]. RCLEDs consist of an active region being
placed between two cavity mirrors, namely Bragg reflectors, to create a Fabry-Pérot
cavity resonance. The cavity narrows the LED emission peak giving enhanced spectral
density as well as forcing the emission direction to be anisotropic [112]. The cavity
Q-factor is purposefully kept low to keep the dominant emission spontaneous rather
than stimulated, maintaining the incoherence and broad emission spectrum (FWHM
14.2 £0.1 nm). In order to create a suitably narrow spectrum for tracking the sensor’s
resonance, | introduce narrowband filters, in particular T nm and 3 nm filters (Andover
Corp. (647FS02), 1 nm and Semrock (LLO1-647), 3 nm). Their transmission, together
with the original RCLED spectrum, is shown in Figure 39a. The RCLED is from
Firecomms Ltd (FBOOAKAR). RCLEDs have become more widely available due to their
use in short range communications such as those of the plastic fibres in data centres.
While the 3 nm linewidth filter provides higher intensity, the narrower line width of
Tnm is more desirable while providing a sufficiently strong signal for the
measurements.
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Figure 39: a) Example spectra of a resonant cavity LED (Firecomms LTD. - FBOOAKAR) without
a filter and with 3 nm and 1 nm linewidth filters. b) Intensity variation of the LED in a).

The need for a filter adds cost, but given its small size, this is only a minor addition.
One of the key advantages of the RCLED filter combination is that the centre
wavelength of a filter is much better defined than that of a laser. Furthermore, it is of
note that thermal wavelength drift is smaller for the filtered RCLED than for a laser,
which is particularly important for point-of-care applications that operate in a
temperature-variable environment and over timescales longer than a few minutes. To
quantify this observation, consider the thermal drift for a VCSEL, which is typically
AMAT = 0.06 nm/K, which arises from the coefficient of thermal expansion of GaAs
(which is around 6x10°°C" at room temperature [113,114]). The filter drift (Andover
Corp.) is specified as AAMAT = 0.02 nm/K, so is three times lower than the laser. The
intensity noise is also lower for the LED, as we can see by comparing Figure 37b and
Figure 39b; the laser has a standard deviation of 0.416 mW and a mean of 8.37 mW
giving an SNR of 20.1 (13 dB) while the RCLED has a standard deviation of 0.027 mW,
and a mean of 1.35 mW providing a higher SNR of 50.0 (17 dB). In addition to the lower
intensity noise and wavelength noise, the incoherence of the RCLED also avoids
speckle, which is advantageous as discussed in the context of Figure 46 and Figure 44
below.

5.2.i. Lower Q modalities - using guided mode resonance

Having now explored the variability of the light source, we can finally answer the
question of the most suitable Q-factor of the resonant sensor. It is clear that the
readout of such a resonant system is a convolution of the resonance linewidth and the
source linewidth, discussed further in 5.3.iii. Given the wavelength tolerances of 1-3 nm
for the low-cost sources that we have now established, high Q (Q >1000, AA <1 nm)
modalities such as ring resonators are clearly not suitable for handheld sensor
realisations.
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Instead, medium-Q (100<Q<1000) realisations are preferable, which includes the
guided-mode resonance (GMR) sensor modality. Typical GMR realisations exhibit a
linewidth of a few nanometres (e.g. Q = 190 at 650 nm operation wavelength from
chapter 3) which is in this range. Hence, the GMR sensor is ideal for the constraints
discussed above. Since it is excited with a collimated beam that does not require tight
focussing (e.g. to excite a waveguide mode), it is compatible with the RCLED, which is
an extended source. In addition the out-of-plane excitation requires much lower
alignment precision than e.g. firing a laser into the end of a waveguide or onto a
grating coupler.

A further consideration is the thermal noise of the system, beyond that of the source
as discussed above, being caused by the drift of the resonance due to thermal
fluctuations of the instrument or the analyte. Such fluctuations can be mitigated via a
reference channel or by engineering the thermo-optic coefficient of the
waveguide/resonant structure [115]; in this context, it has already been recognised [6]
that low Q sensors are less susceptible to thermal stability issues. Regarding the use of
a reference channel, its ability to compensate temperature fluctuations is limited by
the spatial separation between channels [32]. While it is difficult to provide hard
numbers for the thermal-fluctuation limited performance of POC sensors, my
interpretation of the literature is that the lower bound for the limit of detection in a
non-thermally stabilised system is in the 10®° - 10 RIU range [6, 32, 101,115].

A final consideration is the fact that the readout requires imaging of the GMR sensor,
which assumes uniform illumination; in fact, when using a laser, the occurrence of
speckle and fringes presented a major issue that degraded performance. The RCLED
solution addresses this issue as well, as its non-coherent nature avoids any such
interference effects. This is discussed further in the context of Figure 46 and the effects
are explored in section 5.3.i and Figure 51. The complete system discussed for the rest
of this chapter then consists of the sensor chip which is illuminated with the
collimated, filtered RCLED and imaged onto the camera, with a beamsplitter combining
the two beam paths as described previously in chapter 4.

5.2.ii. Camera choice

There are two options to consider for the camera sensor, i.e. charge-coupled device
(CCD) or complementary metal-oxide-semiconductor (CMOS) technology [116,117].
Both types are available at low-cost and a CCD appears the more obvious choice given
the technology's maturity. On the other hand, smartphone technology has driven
down the price of CMOS sensors and driven up their technological development.
Generally, it is considered that CCDs exhibit lower noise than CMOS sensors. Due to
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the maturity of CMOS manufacturing and recent developments, especially driven by
smartphone camera technology, CMOS cameras are now catching up. Let us consider
the differences in operation and what that means for the application considered here.
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Figure 40: Readout noise of individual pixels taken from 100 frames with uniform illumination.
Inserts show the camera bias (average pixel value) with no illumination. a) An example CCD
sensor, OV9712 (OmniVision). b) An example CMOS sensor, DMM 72BUCO02-ML (The Imaging
Source GmbH).

CCDs employ a shift register to move the carriers generated at each pixel and then
use a single amplifier per row of pixels. Because charges are shifted repeatedly during
readout, CCD sensors experience temporal noise from the reading of each pixel at
discrete times as well as the usual noise from the amplifier [118]. Temporal noise is an
effect not usually noticed by the human eye, but it is an inherently time-dependent
property, so it impacts on the sensor performance and will affect image data analysis
more acutely. CCDs can also suffer from smear where excess charge ‘bleeds’ into

adjacent pixels.

CMOS sensors have individual amplifiers per pixel, which means that CMOS sensors
do not experience bleeding or temporal noise from pixel to pixel, however each pixel
may experience different offsets and sensitivity curves. These variations lead to fixed
pattern noise and gain noise; since these are fixed, they can be compensated and most
manufacturers design driving circuits accordingly. Another parameter is the dynamic
range, which tends to be higher for a CCD than for a CMOS sensor, because of their
larger fill-factor (fill-factor is defined here as the ratio of pixel size to pixel spacing).
CCDs are able to reach fill-factors near 100%, while most CMOS sensors cannot, due to
the manufacturing techniques used in CMOS processing where the wiring is placed on
top of the light receiving surface. There are CMOS sensors that are 'Back Illuminated’
such as the Prime BSI Scientific CMOS from Teledyne Photometrics, but this technology
has not filtered down to low-cost sensors yet and so is only seen in high-end
applications such as scientific cameras. The most common solution to the low fill factor
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of CMOS cameras is to put micro lenses onto the pixels to capture more light.
Altogether, these factors lead to CMOS sensors having higher noise at low light levels,
so it is important to work with sufficiently strong light intensities.

Given this wide parameter-space, it is difficult to make the right choice from
datasheets alone. | therefore decided to conduct an experimental comparison,
following the protocol outlined in [119] described below with results presented in
Figure 40.

To ascertain the camera bias:

1) Set the camera to a zero millisecond exposure time, which will result in the shortest
possible exposure.

2) Take 100 frames with no light incident on the sensor (I surrounded the sensor in
blackout material).

3) Calculate the mean of each frame to track the change in bias in grey value.
(Shown in the inserts of Figure 40a and b).

To ascertain individual pixel noise:
1) Set the camera to low exposure time (I used a 10 ms exposure time).

2) Take 100 frames with uniform illumination incident on the sensor that is not
saturating the sensor.

3) Calculate the mean and standard deviation of each pixel across the 100 frames and
track the sensitivity of each pixel compared to other pixels as well as its variation frame
to frame. (Shown in the main body of Figure 40a and b).

A typical result is shown in Figure 40. The inserts show the mean grey values, which is
the average grey value across a whole frame with no light incident on the sensor,
across 100 frames. From the insert of Figure 40a, the CCD (OV9712 - OmniVision)
shows a lower bias but a higher standard deviation. In an experimental setting, the
variation in the bias would show as a variation in the intensity frame to frame much
like a variation in source intensity noise. The higher bias in the CMOS sensor is needed
to overcome the lower quantum efficiency from lower pixel filling fraction. It is
interesting to see that for the main figures, taken with uniform illumination across the
sensor, the CCD is more grouped in terms of mean pixel value compared with the
CMOS sensor (DMM 72BUCO2-ML - The Imaging Source GmbH). The reason for this
difference is due to the single amplifier while the individual pixels of the CMOS present
a much larger spread. However the CMOS again has a lower deviation in pixel value
showing its lower noise overall despite the different sensitivities of each pixel. In the
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system test in section 5.3.i, | validate that the CMOS camera is superior to the CCD,
partly because it can reach smaller pixel sizes which is of great import to this work, but
also because of its lower noise floor. However it is possible for a CCD to achieve the
same noise level as the CMOS sensors used. It all comes down to parameter space and
using what works for the specific implementation. In terms of the final goal of scaling
up the technology, the CMOS camera is also given more weight as the technology has
been driven by the smartphone sector.

5.2.iii. Visual Q and apparent sensitivity

The huge advantage of the chirped GMR approach is that it translates spectral
resolution into spatial resolution; so the sensor information is captured by the pixels
of the camera; how best to use the number of available pixels for the maximum
performance of the sensor is then an interesting question.
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Having considered the various sources of noise, the pixel size impacts on the sampling
of the image and thereby on the achievable accuracy of the curve-fitting. A larger
number of pixels provides more information and affords a more accurate fit to the
Fano curve (Figure 41b and ). This leads to an interesting trade-off between three
parameters; sampling accuracy, field of view and dynamic range. This trade-off is
illustrated by the “trilemma” of Figure 41a; better sampling requires more pixels, which
can be achieved by increasing the magnification of the optical system, but this will
reduce the field of view. A smaller field of view means that fewer measurements can
be conducted in parallel, whether just a measurement and reference or a reference
with multiplexed measurements (section 6.7). By increasing the magnification, the
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resonance curve will also shift across a larger range of pixels for a given refractive index
change, so the apparent sensitivity will be higher. This will also decrease the total
refractive index range that can be measured, given the limited field of view. As a result
the dynamic range of the measurement decreases. For a fixed structure, the dynamic
range and field of view are equivalent, reducing our trilemma to a dilemma. When we
consider that the chirp of the GMR can be changed over the fixed sensor size this
becomes a trilemma.

The limiting factor of this remaining “dilemma”, assuming a fixed chirp and sensor size
of the GMR, is the pixel size and the total number of pixels, with a smaller pixel size
and a higher number of pixels being desirable. Therefore, the CMOS sensor tends to
be superior as its resolution is 2592x1944 pixels of 2.2 um size, compared to the CCD
with 1280x720 pixels of 3.2 um size. Due to the way they are manufactured, CCDs
generally have pixel sizes = 4 um. CMOS cameras used in smartphone cameras are able
to reach smaller pixel sizes, e.g. the DFM 37UX226-ML (from The Imaging Source
GmbH) has a pixel size of 1.85 um, which has a Sony CMOS STARVIS sensor.

A final point in favour of small pixel size is the optical magnification. For example, if
we had two sensors of equal number of pixels, but of different pixel size, the larger
sensor would then require a larger optical magnification in order to map the image
onto the same number of pixels. This larger optical magnification would reduce the
tolerance with respect to placing the sensor accurately into the imaging plane of the
optical system. Since a larger tolerance is desirable for a low-cost realisation, lower
magnification is advantageous. As a result, the optical magnifications targeted here
were between 1.1 and 3:1.

5.2.iv. Fano tracking for time measurements

Throughout this work, the resonance has been tracked against time to measure
refractive index changes. The resonance curve is found by converting the image into
a line plot, fitting a Fano curve and determining its maximum. The key steps are as
follows:

1) Select a region of interest from the image (shown in Figure 42a).

2) Average the pixel intensity along the resonance to obtain 1D data of intensity
against pixel number.

3) Fit a fano function to the data (shown in Figure 42b).

4) Find the maximum of the Fano fit to use as the resonance position.
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Figure 42: a) Example image of a chirped GMR with a selected region of interest used for
fitting. b) Plot of the average pixel values averaged across the width of the region of interest
in a) and fitted with a Fano function.

These steps are exemplified by Figure 42, with Figure 42a showing an example of a
GMR sensor directly after fabrication; the x-axis of Figure 42b is the pixel number and
the y-axis is the grey-value of the sensor. The fitting function shown in the inset of
Figure 42b is a Fano lineshape [120] discussed in chapter 2. The coefficients of the
Fano function, match up to real physical parameters. For example, “e " represents the
minimum intensity of the resonance or background, “d " represents the peak position
and “c " describes the width of the resonance. It is worth noting that all parameters
are determined by simply mapping the resonance on to pixel values. It is important to
note that for the most important parameter, “d ", the absolute value is not particularly
relevant, whereas its change is very much so, as it describes the shift of the resonance.
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Figure 43: A graphic illustrating how the resonance is tracked by fitting the Fano resonance
curve at different time points (for this work time is measured in seconds), also plotted as
resonance position against time.
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Using this fitting procedure to find the peak position has the advantage of both
smoothing and interpolating the pixel values. This reduces the impact of imperfections
on the sensor, such as fabrication defects. Using such a fitting approach allows for sub-
pixel resolution as discussed in sections 5.3. Tracking the resonance against time is
then just a case of repeating these steps, as illustrated in Figure 43. By plotting the
change in resonance position against time for a fixed refractive index, a standard
deviation of the position can also be obtained. It is understood that three times this
standard deviation (30) is the accepted method for describing the noise of the system
[6]. We found that the key noise source is the camera, as discussed in section 5.3, while
drift due to temperature or mechanical drift can be normalised out via a reference
channel (5.3.iv). For the remainder of this chapter, the importance of each parameter
will therefore be measured by its impact on the 30 value. It is this 30 value that leads
to the limit of detection (LOD), or smallest detectable change measurable, together
with the sensitivity (in nm/RIU, see section 5.3.iv) S:

Lop =2
S

5.2.v. Scalability and nano-imprint lithography
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Figure 44: a) Camera image of a chirped GMR sensor produced by electron beam lithography
(EBL) and illuminated by a halogen light source. a) Camera image of a chirped GMR sensor
produced by nanoimprint lithography (NIL) and illuminated by a halogen source. The halogen
source is filtered by a monochromator to achieve single-wavelength resolution. ¢) Normalised
reflectivity of a) and b) demonstrating a very similar FWHM of 0.93 +0.07nm and 1.07 +0.07T nm
for the EBL and NIL samples, respectively. Reprinted with permission from [100] © The Optical
Society.

For the purpose of my research, | used electron-beam lithography to define the sensor
chip (cf. section 3.1.iv), which is neither low-cost nor scalable, so does not meet the
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end goal of the device developed in the course of my research. | note, however, that
the GMR sensor is compatible with CMOS technology, so could be mass-manufactured
accordingly.

An alternative, low-cost and scalable method is nanoimprint lithography (NIL), which
is briefly discussed here. In fact, nanoimprinted GMR sensor chips have already been
demonstrated elsewhere, e.g. by Cunningham et al. [96,121,122]. Here, | compare NIL
as a method of producing GMRs of the same design as those made by electron-beam
lithography. The NIL sample was prepared by my colleague Dr Kezheng Li. The key
steps are as follows:

1) A Si master is generated using electron-beam lithography.

2) Mix UV PDMS KER-4690 A and UV PDMS KER-4690 B in a 1:1 ratio and degas for 20
minutes.

3) Cover Si master in silane as a non-stick layer and pour on PDMS mixture. Expose
with UV at 2.4 Wecm™? for 14 minutes.

4) Spin-coat sample with nanoimprint resist (mr-NIL213FC-200nm_XP from Micro resist
Technology GmbH) at 3000 rpm for 60 s.

5) Bake resist at 60 °C for 3 minutes.
6) Stamp resist with PDMS stamp and clamp together.
7) Expose with UV at 2.4 Wcm™? for 7 minutes.

8) RIE etch samples and clean resist as in section 3.1.v and 3.1.vi.

Figure 45: SEM micrograph of the edge face of a chirped GMR produced via a) electron beam
lithography and b) nanoimprint lithography highlighting the similarity of the structures
produced by the two processes.
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Figure 44 shows a comparison and highlights that the linewidth and dynamic range of
the resonance curves for both EBL and NIL are very similar. Figure 44c was taken using
the regions of interest from the raw images shown in Figure 44a and Figure 44b and
fitted with a line plot as described in section 5.2.iv. Twenty samples of nanoimprinted
GMRs were tested, all of which show slight variations, with Figure 44 providing a
representative example. The NIL sample has a slightly lower r value for the fit. Although
this difference is only marginal, it is sufficiently small to highlight that NIL is a viable
method. Figure 45 demonstrates the quality of NIL further by showing a cleaved edge
of both types of samples. The NIL sample is slightly more trapezoidal in shape which
is due to the peeling of the PDMS stamp. However, structural differences such as this
one only exhibit a slight variation in GMR performance and only slightly impact on the
resonance as seen in Figure 44c.

5.2.vi. Visual clarity: using RCLEDs
a) 850 nm Laser diode b) 850 nm Halogen

Figure 46: Chirped GMR sensors illuminated by a) a laser diode and b) a halogen source filtered
via a monochromator to 850 nm wavelength with a full width half maximum = 0.8 nm.
Reprinted with permission from [100] © The Optical Society.

Next, | investigated the impact of the illumination source on the quality of the observed
resonance. | compared the structure from Figure 44a by illuminating it with a laser
diode and a halogen source filtered through a monochromator, which is the source
typically used for laboratory measurements. The halogen source can also be
understood as a proxy for the filtered RCLED, which could not be used in this particular
comparison because of its 650 nm emission wavelength. The laser diode illuminated
sample is shown in Figure 46a, which clearly highlights the narrower linewidth
achievable with a narrowband source. The same figure also shows the speckle noise
that arises from the coherence of the light source, which provides a significant
background noise. By comparison, the halogen source in Figure 46b has a much
cleaner image. NB | quantify the impact of speckle noise in section 5.3.i.

The speckle seen in Figure 46a and the wavelength noise of a laser diode (Figure 37a)
confirms the use of a resonant cavity LED (RCLED) as a strong contender for the
system to achieve a low limit of detection. To further support this choice, | compare a
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chirped GMR structure and illuminate it with three different sources (Figure 47), i.e. a
halogen source, an RCLED with a 1 nm filter and an RCLED with a 3 nm filter. The
halogen was filtered down to a linewidth of 0.8 +0.1 nm with a monochromator, error
was determined by the precision of the spectrometer used to measure the linewidth.
The corresponding chirped GMR resonance curve (Figure 47d) shows a resonance
FWHM of 97 +1 um. The 1 nm filter closely matches this (FWHM = 110 +1 um), with the
3 nm filter (119 £1 um) slightly broader. Here each error was determined by the error
of the respective fit. Since the best results achieved by other members of the group
have been realised with a filtered halogen similar to Figure 47a, this confirms that the
RCLED with a 1 nm filter is a suitable choice for the handheld realisation of a GMR
sensor.

a) 650 nm Halogen  b) 650 nm 1 nm Filter C) 650 nm 3 nm Filter
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Figure 47: a) Chirped GMR sensors illuminated by a halogen source filtered via a
monochromator to 650 nm wavelength with a full width half maximum = 0.8 nm. b) Chirped
GMR sensor illuminated by a 650 nm RCLED with a Tnm linewidth filter. ¢) Chirped GMR sensor
illuminated by a 650 nm RCLED with a 3 nm linewidth filter. d) Normalised reflectivity of a)-c)
with FWHM of 97 +1 um, 710 £1 um and 119 £1 um for the halogen, 1 nm and 3 nm filter
illuminations, respectively.

As a further comparison, | determined the 3o noise value of the system for a fixed
refractive index applied to the surface of the sensor (Figure 48), using the instrument
described in chapter 4. The traces show that the narrower linewidth of the 1 nm filter

leads to a lower limit of detection than its 3 nm counterpart. It is interesting to note
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that the lower intensity of the RCLED filtered down to 1 nm filter (see Figure 39) has
little impact, and that the narrower linewidth is the main factor in achieving better
noise performance.
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Figure 48: Comparison of the 30 of a) 1 nm filtered RCLED and b) 3 nm filtered RCLED with
fixed cover index of 1.3333.

5.3. Analysis of system performance

5.3.i.  Parameters entering the performance comparison

In order to aid in the understanding and identification of the contribution of each noise
source towards the overall system noise, | simulated the impact of the various
components. The starting point was an ideal Fano resonance curve simulated with
rigorous coupled wave analysis (RCWA), using the open source software S4 [56].
Various noise profiles, taken from experimental measurements, such as those shown
in Figure 37a and b, were then superimposed onto this ideal Fano curve. The various
noise sources were determined as follows:

Camera noise was obtained by measuring the variation of pixel values for constant
illumination as described in the camera test protocol [119] and described in section
5.2.ii. The camera noise manifests itself as a white noise distribution across each point
in the resonance.

Intensity noise of the illumination sources was obtained from the data shown in
Figure 37b and their linewidth was simulated using a Gaussian lineshape. The intensity
noise was the most straight forward to implement as the noise is the standard
deviation of the Gaussian lineshape. This presents itself as a fluctuation of the
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amplitude of the ideal Fano resonance. | note that the intensity noise only had a
significant impact when the intensity was very low, yet the fluctuations in the
amplitude do affect the fitting quality and so intensity noise was included for
completeness.

Pixel size changes were represented by changing the sampling rate of the ideal curve
to represent the number of pixels used to image a resonance. For example, by sampling
the FWHM of the curve with 10 data points instead of 20, the pixel size is essentially
doubled, as also discussed in section 5.2.iii.

Speckle noise was obtained experimentally by illuminating a fixed blank substrate with
a laser and measuring the intensity variation of each pixel as described in section 5.2.ii
but considering the variation pixel to pixel. Figure 49 shows the distribution of the
pixel intensities across one image that has been normalised to remove camera gain
differences. While the main peak occurs at similar values, there is a broader distribution
for the speckle image. This also highlights the ‘patchy’ nature of speckle, where some
areas are relatively unaffected, while others see a strong background signal as seen by
the speckle data reaching extreme values.
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Figure 49: Histogram of pixel intensities across a normalised image when illuminated by a
coherent source both with and without the use of a diffuser disk de-speckler with images
shown.

Wavelength noise taken from Figure 37a was initially included, but was quickly
discounted as it was by far the largest source of noise and overly dominated the study.
The wavelength noise produced 3o values equivalent to several pixels. Without
wavelength noise, the highest combination of noise produced 3o values of less than 2
pixels. This observation reinforces the arguments made in 5.2, i.e. that laser diodes
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which are not wavelength stable are not suitable for point-of-care applications and
that a filtered RCLED is a superior option.

Other parameters. There are a few more parameters to mention. Due to the minimal
difference between GMRs written by EBL and NIL, highlighted in section 5.2.v, a
lithography comparison was not included in the model. To assess the impact of the
speckle noise from coherent sources alone, | included data that could be achieved with
the use of a de-speckler, such as a rotating diffuser disc [123]. For this dataset, |
assumed that the speckle-free laser source had the same characteristics as the laser
line source without speckle.

5.3.ii. Nature of the model

In order to model this each type of noise was separately superimposed onto the
original Fano resonance curve (illustrated in Figure 50). | used the ‘normrnd function
in Matlab® which randomly generates a value r from the normal distribution with
expected value mu and standard deviation o, 'r = normrnd(mu,o)' . The noisy data was
then used to fit a Fano curve as described in section 5.2.iv. Each condition was
repeated 200 times to simulate measuring a fixed refractive index and to generate a
30 value, similar to the data shown in Figure 48, hence each repeat is assigned a time
value based on the sampling speed of the real experiment.

Table 3: Noise contributions of the main elements to the system performance expressed as
normalised standard deviations used in the noise model then normalised to the relevant pixel

area. These numbers confirm the observation that once speckle noise is removed, camera
noise dominates over intensity noise.

i o CCD CMOS
Noise Component | Standard Deviation . , . _
. 3.2 um pixel size 2.2 um pixel size
(normalized value)
(px area affected) | (px area affected)
) ) 18 x 103
Pixel Noise CCD 0.018 -
(1px)
) ) 5x 103
Pixel Noise CMOS 0.005 -
(1px)
_ ) 0.8 x 103 0.5 x 103
Laser Diode Intensity 0.393
(492 px) (738 px)
) 12 x 107 8 x 10
Laser Diode Speckle 0.024
(2 px) G px)
. 0.2 x 103 0.1x 103
RCLED Intensity 0.138
(492 px) (738 px)
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Normalised standard deviations of each parameter contributing to the overall noise
are shown in Table 3 for ease of comparison. The normalisation of the second column
(Standard Deviation) in Table 3 are the o values used in the model to overlay the curve
with the steps presented in Figure 50. While the values in the second column of
Table 3 serve as inputs to the normrnd function, they distort the comparison because
they occur over different areas and need to be normalised. Therefore, columns 3 and
4 show the o divided by the pixel area affected, i.e. by how many adjacent pixels would
have the same mu value. This is an approximate way of showing which type of noise
has the greater effect on the noise floor. The easiest way to explain this is to take the
camera read noise on a pixel by pixel basis; therefore, the values in column 2 are the
same as those in column 3/4. On the other hand, the intensity noise of the source is
the same for all pixels as it affects the entire resonance equally. Therefore, | normalise
to the full 492 px sampling area in case of the CCD and 738 px in case of the CMOS
camera. If | then compare the o value of 0.393 for the laser diode divided by the 492 px
compared and compare it to the CCD read noise o of 0.018, | note that the effect of
the camera read noise is larger even though its value appears to be smaller. By
normalising to the area, it is possible to compare the values in the table to one another.
The comparison shows that speckle noise and camera noise of the CCD have the
largest effect. In order to minimise system noise, | avoid speckle noise and use the
CMOS camera.

Model Data 30 of 1.2732

30

Pixel Shift

0 20 40 60 80 100
Time (min)

Figure 50: Steps used to apply noise to an S4 simulation to generate a predicted noise for the
various components of the instrument considered here.
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As noted above, the model tries to emulate the experimental reality as closely as
possible. The only variation not accounted for are slowly varying effects such as
mechanical or temperature-induced drift. For this reason, a reference channel is
important, because it allows removing such slowly-varying effects.
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Figure 51: A plot showing the data from a Monte Carlo simulation of noise added to a simulated
GMR spectrum compared to experimental values. a) Results greater than 1x10* RIU. b) Results
lower than 1x10* RIU. The dashed line at 1x10* RIU in a) shows where b) sits in a). Note that
in b), the experimental and theoretical points almost overlap for RCLED 1 nm filter,
2.2 um px size  which gives confidence in the model. Reprinted with permission
from [100] © The Optical Society.

Each 3o value was generated 20 times and averaged to remove the noise arising from
the random number generation of the model, which is essentially a Monte-Carlo
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simulation. These 3o results of the model are then combined with the experimentally
determined sensitivity (section 5.3.iv), to produce a limit of detection (LOD). The
outcome is shown in Figure 51. | split the data into two separate ranges for clarity with
Figure 51b sitting inside Figure 51a as indicated by the black dotted line at 1 x10* RIU.
In this polar plot, the radius represents the LOD in refractive index units, while each
corresponds to a set of source and pixel characteristics. The two cameras (CCD and
CMOS) are represented by different colours. Experimental values are indicated by a
coloured ring and are discussed in more detail in section 5.3.iv below.

Figure 51 offers several important insights. Beginning with Figure 51, the disadvantage
of the speckle noise of a laser diode outweighs its linewidth advantage. This insight is
most obvious from the “Laser diode, 3.2 um pixel size" data point. Once the laser diode
has been “de-speckled”, the noise values drop into the low 10 range.

Regarding linewidth, it is interesting to note that the result achieved with the RCLED
and the 1 nm linewidth filter is essentially the same as that achieved with a de-speckled
laser of 55 pm linewidth from Figure 37a. This similarity is due to the relatively low Q
of the resonance being closely matched to the 1 nm filter and so no advantage is
gained from moving to a narrower linewidth source as the resonance linewidth
remains dominant.

Another insight is that the noise from the camera had the largest effect for the two
types of cameras compared, so the CMOS camera was significantly better than the
CCD; this is highlighted by the fact that almost all of the points in the high noise plot
of Figure 51a) are yellow and relate to the CCD. In contrast almost all the points in the
low noise regime of Figure 51b are blue and have been obtained with the CMOS camera
noise.

The pixel size then has a smaller effect, as shown by the fact that different pixel size
values typically occur on similar radii, with smaller pixel size being slightly
advantageous. Clearly, it is not possible to include experimental points for each
parameter combination, but the few experimental values that are available have also
been included in these graphs. These were obtained from the instrument
configurations described in chapter 4. These instrument configurations were varied to
accommodate the different light sources and cameras compared here while keeping
the rest of the optics constant such as the imaging and collimating lenses as well as
the beam splitter.

| note that the experimental noise values closely match those of the model for the
three different experimental values available, which gives confidence in the general
conclusions being drawn from the model. The best fit occurs for the RCLED with a 1
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nm filter and 2.2 um pixel size, which almost overlap. Overall, the comparison clearly
shows that this model provides a very useful method for evaluating a varied parameter
space.

5.3.iii. Impact of source and resonance linewidth on performance

In a related study, | considered the interplay between the linewidth of the source and
that of the resonance (Figure 52); it is clear that the response of the system is a
convolution of the resonance linewidth and the source linewidth, and the broader of
these two linewidths will dominate the system response. While this principle is
reasonably obvious and relates directly to the convolution theorem, it is useful to
consider it quantitatively. In particular, it is interesting to consider how this convolution
impacts on the overall limit of detection, hence | included noise in the study.
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Figure 52: a) Plot of measured resonance linewidth for different source linewidths. b) Example
of a convolution of a Gaussian source linewidth with a Lorentzian resonance. c) Limit of
detection as a function of resonance Q value convolved with a 1 nm linewidth source.

In the study | considered the source linewidth as a Gaussian function, while the
resonance function of the sensor follows a Fano curve, as mentioned in 1.2.ii, which
reduces to a Lorentzian line shape when it has no asymmetry. Mathematically, the
convolution of a Gaussian and a Lorentzian line shape is known as a Voigt profile [124].
In Figure 52b, | used the parameters for the 1 nm filtered RCLED source read out with
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the CMOS camera of 2.2 um pixel size. | then changed the linewidth of the GMR
resonance, expressed as the Q-factor, and convolved it with the source. The results are
shown in Figure 52c. Up to Q-values of 200-300, the limit of detection clearly improves,
but then asymptotically approaches a value of 2-3 x 10> RIU. It is also clear that for Q-
values below 100, the limit of detection rises rapidly, so these should be avoided.
Overall, this study supports the use of Q-factors between 100-200 that | have used
throughout my research (section 3.2.iii). Clearly, the exact optimum depends on the
particular parameters of each experiment, but a moderate Q-factor in this range
appears to be a good choice for low-cost applications overall further supporting the
arguments made in section 5.2.

5.3.iv. Experimental performance
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Figure 53: lllustration of the implementation of a reference channel. a) Initial measurement at
time t; with measurement and reference channels returning the same result. b) At time t,,
another measurment is taken. The true measurement value is then extracted from the
difference in postion between measurement and reference channels, thereby compensating
for temperature and mechanical drifts.

Having identified the most favourable combination of elements, | conducted a systems
test that aims to explore the performance of the best predicted combination in more
detail. For this systems test, | used a GMR written by electron-beam lithography, an
RCLED driven with 20 mA current with a 1 nm line filter and the CMOS camera (DMM
72BUCO2-ML) with 2.2 um pixel size. To achieve the maximum intensity without
saturation of the resonance on the camera, an integration time of 600 ms was used.
Given the simplicity and high transmission of the optical path, the spectrally filtered
LED provides sufficient signal to produce a high dynamic range image on the CMOS
camera. | chose an acquisition rate of 1 image every 4 seconds; this is sufficient to
capture the biological events, which happen on a much slower timescale. This relatively
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low acquisition rate was also chosen to reduce the amount of data collected and can
also be used to create a rolling average, as discussed later in the context of Figure 55d.

With these parameters established, Phosphate Buffered Saline (PBS) at 10 mM, 20 mM,
30 mM and 40 mM concentrations in de-ionised water was used to measure the
sensitivity (Figure 54b) and the system noise (Figure 55d); different concentrations of
PBS produce different refractive indices. PBS was used instead of the glucose solutions
used in the previous work [100] to avoid glucose precipitating on the sensor surface
and affecting the measurement. The refractive index values of the different
concentrations were verified with a refractometer. The limit of detection is given by
dividing the 30 noise value by the sensitivity as in section 5.2.iv.

Lowering the noise from each component eventually reaches a limit, as there are other
sources of noise, such as thermal drift. A reference channel is implemented to account
for this type of noise. By using two separate sensors on the same chip, so as to be in
the camera’s field of view and illuminated by the same source, the shift of one is
subtracted from the other. When the measurement sensor is exposed to a refractive
index change and the reference solution’s refractive index is constant, any shifts due
to temperature and other factors are removed. Figure 53 illustrates this principle
whereby only one sample shifts due to an analyte. In this configuration, if both the
signal and the reference experience a refractive index shift, e.g. due to a temperature
change, then the relative shift is zero, leaving only the shift of interest, due to the
nature of the analyte. An example for this removal of drift is show in Figure 54. Figure
54a shows the shifts from the measurement and the reference channel, both exhibiting
a downward background trend while the measurement channel also records a
refractive index shift. By subtracting the two channels, the drift is removed, resulting
in Figure 54b, which only shows the resonance shift of interest.
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Figure 54: A Bulk refractive index measurements. a) Pixel position of both the measurement
and reference channels. b) Difference of the reference and measurement positions in figure a)
removing drift from temperature.
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While using a reference channel is a powerful tool, it is not without its limitations, such
as the field of view requirement for the reference channel. One further problem is that
the spatial separation of the two channels can lead to a discrepancy between the
temperature drifts seen by each channel, thus the channels should be kept closely
together. While there are solutions like covering the reference sensor in a solid material
such as glass or using an incubator around all the sensors, these both have issues. In a
future device there would be a single flow channel with only specific sensors
functionalised. And yet, as the difference in drift happens over the course of 6 hours it
is not substantial on the scale of a protein binding assay which roughly a few 10s of
minutes (see chapter 6), therefore this configuration should suffice for the intended
purposes.

The measurement shown in Figure 54b displays the resonance shift for different
concentrations of PBS. By taking the pixel shift divided by the refractive index change
the sensitivities of each step can be determined. The values are 8.8 +0.7 x10° px/RIU,
6.9 £0.2 x10% px/RIU, 6.1 £0.1 x10% px/RIU and 5.69 +0.09 x10° px/RIU for 10 mM, 20 mM,
30 mM and 40 mM respectively. The errors in the sensitivity values are dominated by
the refractometer precision (1x10* RIU). The drop in sensitivity as refractive index
changes stems from the relationship of the resonance shift to cover index shown in
chapter 2. For the purposes of calculating limit of detection | use the average sensitivity
of 6.8 £1.4 x10% px/RIU, with the error being the standard deviation of the four values.
This estimation is conservative as it underestimates the sensitivity for small refractive
index changes and the expected shift for protein binding occurs at the low end of this
range. Furthermore, the refractometer has a precision of 1x10“RIU, which is also well
bellow the error of this sensitivity approximation. It is worth stating that for each assay,
a look-up table is needed to calibrate the response of the sensor; the reason for this is
not only to compensate for the non-linear relationship of cover index and resonance
wavelength, but also for the non-linearity of surface binding dynamics since each
protein having a different conformation and dissociation constant Kq (chapter 6).

Figure 55 shows in more detail how the 3o value is obtained. Figure 55a highlights the
window taken, while Figure 55b and ¢ show the individual 3o values for the reference
channel and measurement channel, having had the thermal drift removed for
comparison purposes. It is interesting to note that the reference channel has a higher
30 value than the measurement despite having a lower R? (see inset of Figure 55a).
The cause of the 30 difference is most likely due to the limited field of view and sub-
optimal collimation achieved in the instrument. This will lead to each grating having a
slightly different resonance width due to varying angular components. Figure 55d then
shows the 3o value for the difference between the two channels with the main trace
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in blue producing a 3o value of 0.215 £0.009 px. The error here is given by the standard
deviation of the 30 values from each of the 9 flat sections in Figure 54b. Combining
this 30 value with the sensitivity determined above results in a limit of detection of
3.13 £0.64 x10”° RIU. The error on this value is mainly due to some of the assumptions
made when determining the sensitivity as discussed above, it dominates over the error
from variation in the 30 value between multiple measurements.
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Figure 55: a) section taken from Figure 54 used to calculate the 3o values of the instrument,
insert showing rsquare values for each data point. b) and c¢) 3o calculated for the reference
and measurement channels respectively for regions shown in a) the drift has been removed
for comparison purposes. d) 3o calculated for the difference of the reference and
measurements shown in a) as well as a rolling average to reduce difference noise.

Due to the noise shown in the 3o graphs being white noise, it will compound when the
reference is subtracted from the signal. Conversely combining the measurement and
reference 3o values in quadrature (Aa? = Ab? + Ac?) yields a slightly lower combined
30 of 0.203 px. This additional noise from the channel subtraction can be mitigated by
taking a rolling average of the trace, essentially applying a low pass filter. For example,
the red line plot in Figure 55d is taken by using a window of three points (12 s in real

time measurement). By employing this technique, the 3o drops to 0.1449 px which is
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below the value of the original two channels combined in quadrature yielding a small
improvement to a LOD of 2.11 £0.43 x10° RIU.

Some alternative approaches to reducing the noise increase from channel subtraction
are either filtering both channels individually or subtracting the trend of the reference.
However, neither of these methods are as efficient for real time measurements as the
former requires more calculations and the latter requires the full dataset.
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Figure 56: Schematic diagrams of a) the laboratory setup that was the basis for miniaturisation
and b) a schematic of my instrument.

Having now considered all sources of noise and optimised the instrument accordingly,
it is interesting to consider how it compares to the laboratory setup. For example,
Keenan et al. were able to measure biological assays down to concentrations of
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1 pg/mL [92], using a filtered supercontinuum white light source however our group
has more recently moved to filtered halogen sources [30]. Figure 56 shows a
comparison of the two setups; the optical magnification of the laboratory setup
produces 1.78 px/um on the GMR sensor with a 10x objective; my instrument has
1.28 px/um with a magnification of 2.82x.

Figure 57 shows the corresponding 3o values taken on both setups. As these
measurements were made without a reference channel, the thermal drift has been
removed by a linear fit to aid in comparison.

a) 30 =0.27215 (um) b) 30 =0.1222 (zm)

0.3 30 0.3

0.2 0.2
£ |1 € .
ioj I !l \'{ [ A“ “ l “\ ‘illx s §O1 ’
£ “ 'W’L’M H‘ “ ‘ | ||" | E l)!‘m“t T T | Ahl !Lh. O |

w M I I M ‘ T AT v 0

I h.w‘ ML | 2P DT P 1A LR T TR
z | k | | “ ' I v ﬂ‘ H IUU| | I‘ ”M‘ : W_' THMWWHMIM“IMMWW
.04 | H Z010 301
c &

o
V]
o
L]

o
w
'
©
w

Time (min) Time (min)

Figure 57: Comparison of the 30 noise in terms of the spatial shift of the resonance on the
GMR sensor chip for ease of comparison for a) the laboratory setup using a halogen light
source and monochromator and b) the instrument using a 1 nm filtered RCLED.

The surprising result of the comparison is that the laboratory setup has a 3o that is ~2x
higher than that of my instrument. This difference seems at first counterintuitive, as
the full setup achieves a narrower linewidth of 0.82 nm, as discussed in section 5.2.vi,
and it uses a much more expensive camera (Photometrics CoolSNAP™ DYNO) with
much better noise than the low-cost camera in the instrument. On the other hand, the
laboratory setup uses a 100 W halogen source with a spectral density that is much
lower than that of the RCLED. The laboratory setup uses many more optical
components such as the monochromator, which has less throughput than the fixed
filter used for the RCLED. To quantify these observations | used a Thorlabs inc. PM100D
power meter. | measured the light incident on the sample to be 17 + 3 nW for the
laboratory setup and 460 = 20 nW for my instrument. This significant difference is likely
to impact on the SNR of the camera sensor. Other contributions to the noise may be
spurious reflections from the various optical components. While such reflections are
indeed present, both setups use antireflection coated components for the respective
wavelengths to minimise these.
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In summary, the above measurements make it clear that the simplifications and use of
lower cost components in my instrument achieve a similar or better performance than
an equivalent laboratory setup. This, in fact, is quite a remarkable conclusion which
highlights the potential of the technology to be used in a handheld instrument for real
applications.

5.4. Contrast enhancement using polarisation
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Figure 58: a) Modified setup used to test the benefit of cross-polarisation as a noise reduction
technique by inserting two polarisers oriented orthogonally to each other. b) Placement of the
chirped GMR sensor at 45 degrees to the orientation of each polariser.

As mentioned above, spurious reflections are minimised by antireflection coating but
are still present. As a further attempt at reducing this background and improving
contrast, | explored the idea of using polarisation. The principle is based on the
resonant scattering method [125] illustrated in Figure 58. The method involves using
polarised light incident on the sample with the GMR resonance oriented at 45°.
Therefore, the component of the incoming light which is aligned with the resonance
can couple to the resonance; on the output side, an analyzer is placed at 45° to the
resonance and at 90° to the input polarisation, so it only passes a component of the
resonance, yet all the light that has not coupled to the resonance is fully rejected. The
key point is that only light coupled to the resonance has its polarisation changed and
so is the only light to transmit through the analyser. Any background light and spurious
reflections from the substrate or other optical components are filtered out.

106



a)

Figure 59: Contrast adjusted images taken at 100 ms exposure with fixed gain. a) GMR TM
resonance using a single polariser aligned to the TM resonance. b) TM mode using the
polarisation contrast enhancement method.

The result is shown in Figure 59 with a) showing an image taken with a single polariser
on the source to only excite the TM mode as described in chapter 4. Figure 59b shows
a comparable result taken with the cross-polarisation method. These images have been
post-processed to increase the contrast, as some light is lost by the use of the extra
polariser. In both cases, the resonance is the only real feature producing contrast.
Figure 60 plots the corresponding noise traces and 3o values of 0.143 px and 0.155 px
for contrast enhanced and not enhanced, respectively. The difference is only marginal
and may be due to other reasons, such as variations of the sensor chip etc. In
conclusion, the gain from this cross-polarisation technique were only marginal and so
the technique was not implemented in the instrument.
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Figure 60: Comparison of the 3o of a) chirped GMR with no contrast enhancement b) mode
using contrast enhancement as shown in Figure 58 with cover index of 1.3333.

It is worth noting, however, that cross-polarisation may be useful if a laser-based
system is considered after all, for example to remove some speckle noise. As an
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example, | compare a GMR illuminated by a laser source, with and without cross-
polarisation in Figure 67; it is clear that polarisation removes much of the speckle noise,
although not perfectly so. This yet again shows that the simplest way to deal with
speckle noise is to use an incoherent source where possible, such as the filtered RCLED
| adopted.

a) b)

Figure 61: a) TM resonance of a chirped GMR using a coherent source exhibiting speckle. b)
TM resonance of the GMR sensor with cross-polarisation applied.

5.5. Comparison with other modalities

The results presented in this chapter have clearly shown that a resonant sensor with a
moderate Q-factor together with a filtered RCLED source is a viable approach for
realising a handheld biosensor. Naturally, it is worth comparing my results with others
presented in the literature (Table 4). When doing so, it is clear that handheld low-cost
systems usually use low Q resonances; many also use broadband (LED) sources and
camera sensors.

The LOD value for my instrument is in the lower end as compared to the other
modalities. This insight is confirmed by a recent review of other refractive index
sensors in laboratory setups as discussed by M. Soler et al. [126], where the state-of-
the-art for photonic crystals is stated as an LOD of 10 RIU. Devices using single mode
waveguides excited with grating couplers tend to achieve an order of magnitude better
than this and microrings and nanoplasmonics are another order of magnitude better.
This goes to show that the understanding of the noise has successfully addressed many
of the limits to accessing low-cost point-of-care devices. On the other hand, | believe
that reaching an LOD of = 10 is sufficient for the detection of protein concentrations
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in the pg/mL range. This is highlighted in the review by Pitruzello et al. [127] and, of
course, by the work by colleagues in my own group [30,92] (cf. discussion on
Figure 57). | also note that most clinically relevant proteins are present at
concentrations in the ng/mL or pg/mL range, so achieving ultimate sensitivity may
actually be less important than low-cost and portability.

Table 4: Summary of some photonics modalities used for low-cost approaches to biosensing.

LOD
Sensor Source Read Out

(RIV)
1D GMR

_ RCLED Camera Sensor 3.1+0.6 x10°
(this work)
1D GMR
Intensity Readout LED Photodetector 1.6 x10°
(Gerken group) [128]
Camera Sensor
Mach-Zehnder superluminescent p
Interferometer [102] di (Arrayed Waveguide 6 +2 %10
iode

(Antelope system) [129] Grating)
1D GMR Smart Phone Camera 11 x10°3
(Cunningham group) Tungsten lamp
[104] (Diffraction Grating) [130]
Plasmonic NanoHoles
(Altug & Lechuga groups LED Camera Sensor 5.7 x10*
colaboration) [107]

In order to better understand the differences between the modalities shown in
Table 4, we can classify these into intensity-based and spectral-based readouts. The
intensity-based readout is attractive as it is even simpler by directly measuring an
intensity rather than by requiring a spectral fitting process. An example for such an
intensity-based readout is the photonic crystal sensor shown by Paulsen et al. [128] in
the second row, who only use a photodetector. Unfortunately, this modality is also
more susceptible to the intensity noise of the source; as a result, they report an LOD
in the low 103 RIU range. | note that the difference between this intensity-based
readout and the spectral readout pursued here and the rest of Table 4 is analogous to
AM and FM encoding in communications, with AM being known to be more noisy; the
cost of lower noise in FM is a higher bandwidth requirement, which is equivalent to
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the need for collecting more data for a spectral readout. My instrument, using a fitting
method makes it an 'FM' technique and thus not as susceptible to intensity noise as
discussed in section 5.2. Similarly, the solution presented by Martens et al. [102] is
particularly interesting in this regard and probably represents the most highly
performing low-cost sensor we have found. They use a Mach-Zehnder interferometer
to provide a highly sensitive response, which is intrinsically an “AM" solution due to an
interference signal being a superposition of two amplitudes, but then they feed it
through an arrayed waveguide grating, acting as a spectrometer, to create “FM" data
which elegantly mitigates the effect of intensity noise, again by fitting to the output
mapped spatially onto a camera sensor. With this configuration, they are able to
achieve a limit of detection of 6 x10® RIU. On the other hand, theirs is an intrinsically
waveguide-based solution, which requires the difficult coupling step from free space
into a single-mode waveguide. They overcome this with a superluminescent diode
[1317], which is very bright, so they manage to couple a sufficient amount of light despite
the poor coupling efficiency. The other issue is the fundamental “philosophy” of their
approach, which is based on silicon photonics and the associated scalability. While it
is true that silicon photonics circuits can be produced at very low-cost, this is only true
if they are produced at very high volumes, which, together with the high cost of the
superluminescent diode, somewhat weakens the “low-cost” argument for this
modality.

5.6. Discussion and conclusions

| have presented some considerations for resonant refractive index sensors with low-
cost components and have considered the impact of various noise sources on the
overall systems performance. From these studies, it can be concluded that the nature
of the light source is a key determining factor for the nature of the sensor; while many
previous studies have based their findings on a stabilised light source in a laboratory,
the wavelength variations and wavelength noise of available low-cost sources
precludes the use of a diode laser. In fact, a filtered LED is a better solution. From this
conclusion, the obvious consequence is to use a sensor with a low-to-medium Q-factor.
The guided mode resonance (GMR) sensor with a Q-factor of 190 at a wavelength of
650 nm illuminated by a resonant cavity LED (RCLED) through a AA=1nm filter
exemplifies this conclusion. With the wavelength noise minimised by this approach,
other noise sources then dominate, with the camera and the readout system making
the next most significant contribution to the noise floor.
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With regard to cost, | estimate that the original equipment manufacturer (OEM) cost
of all the components could be as low as £10 (see section 7.2). This cost is based on
assumptions, such as injection moulding of parts that have been 3D printed and using
the minimal size for the filter which is one of the more costly components.
Beamsplitters tend to be expensive when bought individually, but their use in optical
disk drives suggests that they can be procured at very low-cost when bought in volume.
On the other hand, a beamsplitter throws away a significant amount of light and also
is a source of spurious reflections. Therefore, a setup whereby the GMR sensor is
illuminated at an angle with the camera picking up the specular reflection is of interest
(c.f section 7.1.0).

In terms of the readout, using a camera is a very cost-effective solution, based on the
advances driven by smartphone technology, and it should be noted that the camera
readout is the dominant source of noise; this is especially true since the throughput of
the optical system is very high such that the camera operates well above its dark noise
limit. By comparing a CCD and a CMOS sensor, | found that a CMOS camera gives
superior results, both from its experimentally measured noise but also from its smaller
pixel size that affords better sampling. However, the parameter space is so large for
camera sensors that these experiments have only been able to sample a few data
points and do not claim to make a comprehensive assessment. Given that a chirped
GMR uses an imaging approach to extract the spectral information, using the filtered
LED provides the added bonus of avoiding speckle noise, which has been identified as
the dominant source of noise when a coherent light source is used.

In summary the insights gained in this study have helped me to develop a low-cost,
high performance refractive index sensor based on the guided mode resonance (GMR)
modality. The GMR has achieved a refractive index Ilimit of detection of
3.13 £ 0.64 x10° RIU. The limit of detection presented here is comparable to other,
laboratory based systems that have measured biomarkers at clinically relevant
concentrations, so it can be expected to also be able to detect proteins in the low
ng/mL or pg/mL range. For example, Cetin et al. [132] have shown in laboratory
measurements that plasmonic nanohole arrays with a refractive index limit of
detection of 2 x10° RIU can detect 700 pg/mL of 1gG; the same configuration later
achieved 145 pg/mL of vascular endothelial growth factor [29]. Luan et al. [133] have
shown that with a limit of detection of 3.3 x10*RIU, they can reach detection limits of
5.5 ng/mL for biotin. Kenaan et al. [92] have demonstrated the detection of 10 pg/mL
for CRP with a stated LOD of 5.8 x10™ RIU for a GMR system in the laboratory. Using
my system to conduct biomolecular measurements is the subject the next chapter.
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6. Biological measurements

6.1. Relevance of biological assays

The desired application for the sensors described in this thesis is their use as an
immunosensor, i.e. to detect protein biomarkers via antibody-antigen binding [134-
137]. In order to facilitate this application, the sensor is functionalised with a capture
molecule (antibody) and when a solution containing the proteins of interest (antigen)
is flowed over it, they will selectively bind to the surface. There are many different
protein biomarkers in the human body, each of which are indicative of certain health
conditions. Here | focus on C-reactive protein (CRP) and Immunoglobulin G (1gG), as
both molecules are commercially available and have clinical relevance. CRP is a marker
for inflammation in humans [138] and IgG forms part of the body's general immune
response [139]. In humans, the nominal level for CRP is < 10 ug/mL with general levels
varying based on age, gender and ethnicity and of course health [140]. IgG is a molecule
of = 150 kDa weight while CRP is a tetramer of five repeating units non-covalently
bonded to form a molecule of = 115 kDa weight. Images of the relevant protein
structures from the Protein Data Bank (PDB) [141,142] are shown in Figure 62.

a) b)

Figure 62: a) IgGT protein structure (protein data bank code PDB ID: 3FZU) [141,143] b) CRP
protein structure (protein data bank code PDB ID: 3PVO) [142].

When it comes to protein assays, the absolute detected concentration is only partially
relevant. For example, elevated CRP will only inform that the patient has some
inflammation. The power of protein sensing is to provide the relative level of a
multitude of proteins, which is why multiplexing is a desirable feature in a
biosensor [144] (cf. section 6.7). The information contained in this chapter aims to
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develop the optimised instrument, which has so far only been discussed in terms of
refractive index sensing, towards providing real capabilities for bio-sensing.

6.1.i.Functionalisation protocol

To measure a protein concentration, the sensor surface needs to be prepared to
selectively capture the desired protein. As a first step, a glycol-based molecule is used
as a linker between the sensor surface and the antibody. The use of glycol-based
molecules was introduced to the research group by Dr L. Miller and optimised by Dr A.
Kenaan [92] and Dr B. Coulson. The general steps used for surface functionalisation
used throughout this work are presented in Figure 63 and expanded on below.

Sensor Silanisation PEG linker Antibody

Fluidic Channel

Ay
> S
= Lo staden ©
PEG functionalised SiN surface

Figure 63: The practical process of functionalising a GMR sensor for protein assays, starting
from a clean sensor and finishing with antibodies added in flow.

Clean Sensor: This step is accomplished in the final cleaning process of the fabrication
process (section 3.1). The main objective is not only to remove contaminants but also
to create hydroxyl (Si-OH) groups on the surface. Hydroxyl groups can also be created
via an ozone cleaning process, which consists of 10 min ozone treatment followed by
soaking in a stirred Hellmanex® IIl surfactant solution and two stirred de-ionised water
soaks, each for 10 min. This is followed by a final 30 min ozone treatment and a soak
in ethanol.

Surface silanisation: This step involves forming a layer that is ready for
functionalisation. Here | use (3-mercaptopropyl) trimethoxysilane (MPTES), shown in
Figure 64, which has a saline group that reacts with the silicon in the silicon nitride
that have hydroxyl groups attached on the surface. The sensor is submerged in a
solution of 4% MPTES in IPA (silanisation Figure 63 and Figure 65). It is important to
avoid water as this can cause unwanted polymerisation. While this step is usually done
overnight, it can also be done in 6 hours. Once complete, the sensor is rinsed in IPA
and blown dry with nitrogen. The result is a surface with available thiol groups (R-SH)
that can be bonded to.

Polyethylene glycol (PEG) linker: We use a PEG molecule consisting of a maleimide-
PEG6-succinimidyl ester, which is a 6-chain long molecule with an ester functional
group (left side of the molecule in Figure 64) and a maleimide (right side of the
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molecule in Figure 64). The maleimide has a double carbon bond that will bond with
the R-SH (thiol) group of the MPTES and thus bind the PEG to the silanised surface.

The PEG is purchased from Sigma-Aldrich and is prepared to 1 mM concentration
(molecular weight 601.60 g/mol) in dimethyl sulfoxide (DMSO) to a volume of 200 pL.
This volume is then pipetted directly on to the sensor chip (15 mm?) as shown in the
third image of Figure 63 and left overnight. When finished, the sensor is rinsed in
DMSO and blown dry with nitrogen. As the DMSO is not as volatile as IPA, it is harder
to dry the sample, but it is imperative to make sure that all DMSO is removed as
leftover traces can denature antibodies. It is important to avoid hydrolysing the ester,
as this results in losing the nitrogen functional group, which is key for binding the
antibodies.

MPTES PEG

Figure 64: The (3-mercaptopropyl) trimethoxysilane (MPTES) and maleimide-PEG6-
succinimidyl ester (PEG) molecules used for surface functionalisation.

Antibody binding: All previous steps are completed in sealed containers but the
antibodies need to be in solution in order to avoid being denatured. To this end, the
sensor is first encapsulated in the microfluidic channels and the proteins are aliquoted
to a concentration of 50 ug/mL in 10 mM phosphate buffered saline (PBS) at a pH
of 7.4. The antibodies are then flown over the sensor inside the channels to bind to
the PEG molecule on the surface. The reaction occurs via an amine group in the
antibody to the ester of the PEG, resulting in a peptide bond, as shown in the final step
of Figure 63 and Figure 65. The antibodies need to be injected relatively quickly, as the
water in the PBS will start hydrolysing the ester of the PEG. Timing is critical in this
process, as hydrolysis with water happens on a similar timescale as the antibody
binding.

After the surface is covered in antibodies, there may be unreacted PEG molecules and
other areas on the surface that other proteins could non-specifically bind to. To
mitigate the impact of non-specific binding on the desired result, a blocking buffer is
employed and introduced in flow. | used Casein Blocking Buffer from Sigma-Aldrich
(B6429) at a 10% concentration in PBS to act as such a blocker.
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Figure 65: Functionalisation steps and the chemical structures that bind to the surface in the
process illustrated in Figure 63.

While the process described here works well for the research phase, any final use of
the cartridge and instrument would require pre-functionalisation of the antibodies and
the blocking protein on the sensor. The functionalised sensor can then be protected
for storage by an agent such as the StabilCoat® Immunoassay Stabilizer from Sigma-
Aldrich (S0950), which is essentially a sugar coating that “Effectively preserves the
conformation and activity of dried proteins in immunoassays”. For this reason, the
results described here are assumed to be generally applicable for future uses, however
some optimisation will be required to reach the end use goal and to move away from
flow-based functionalisation.

One of the main issues with this functionalisation protocol is that proteins used as
capture molecules have many amine groups on their surface. For this reason, proteins
do not sit uniformly oriented on the surface. While one cannot selectively choose which
particular amine group binds, the flexibility of the PEG linker should aid in keeping the
binding sites more accessible for antigen binding.
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6.1.ii. Diffusion boundary layer impact on assays

Antibody-antigen binding is a dynamic process, so there is an on-rate K, and an off-
rate Kq[145,146], respectively, the association and dissociation constants. For example,
for IgG/anti-lgG and CRP/anti-CPR, these constants are shown in Table 5 [147]. The
units for dissociation (K.) are relatively straight forward as it is just the rate for surface
bound concentration to decrease, analogous to the half-life of a radioactive nucleus.
The units for association (K,) are similar but there is a dependence on concentration
(or molarity) in the solution hence the units being M's™, where higher concentrations
will bind more quickly due to more molecules being present.

Table 5: Association and dissociation constants for antibody-antigen binding for CRP and IgG,
taken from [147].

Antibody-antigen Antigen Mass (kDa) K: (M7s™ Ka (s
IlgG and anti-1gG 150 2.5 x10° 3.0 x10™*
CRP and anti-CPR 115 1.0 x10’ 2.6 x107

The constants in Table 5 come with some assumptions, as the values are based on
equilibrium conditions obtained in solution, not on a surface. Therefore, when using a
functionalised surface, there are many factors to contend with. While the detailed
principles and mechanisms behind surface functionalisation are beyond the scope of
this work, there are some considerations to take forward. Most of this discussion is
informed by the work by Yang et al. [147] who simulated a sensor surface in a
microchannel using COMSOL to observe the effect of different parameters on surface
binding, specifically with respect to the diffusion boundary layer.
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Antibody functionalised surface

Figure 66: As proteins bind to a surface, a concentration gradient forms which creates a
diffusion boundary layer acting as a barrier between the bulk solution and the surface.
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The diffusion boundary layer forms when a protein in solution binds to the surface
effectively reducing the concentration of proteins in solution close to the surface as
illustrated in Figure 66. While other proteins can and will diffuse, driven by the
concentration gradient, the boundary layer certainly limits binding. Yang et al. [147]
show that the best way to overcome the diffusion boundary layer is to use a higher
concentration of protein. Higher concentrations increase the gradient so allowing
more protein to reach the surface. This approach does not work in a diagnostic setting
because determining the concentration of protein is the very purpose of the exercise
and cannot be controlled in this setting. Other factors that will affect the diffusion
boundary layer are discussed in 6.2.iii with the key parameters being flow rate and
channel size.

6.2. Assay viability and parameter considerations

6.2.i. QCM-D as an assay development tool

A common tool for optimising a functionalisation protocol is a Quartz Crystal
Microbalance with Dissipation monitoring (QCM-D). The operating principle is based
on the resonant frequency of a piezoelectric sensor that has an alternating voltage
applied to it. When there is a mass change on the sensor, for example the binding of
proteins (Figure 67a), the resonant frequency of the system will shift downwards
(Figure 67b). This operating principle is somewhat analogous to the resonance shift of
a GMR sensor, in that the resonance frequency shifts downward due to mass attaching
to the sensor surface. As we tend to report wavelength rather than frequency in
Photonics, the change due to binding is upwards for the GMR while it is downward for
the QCM-D. For my QCM-D measurements, | used a Qsense instrument from Bolin

Scientific.
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Figure 67: a) Schematic of a QCM-D sensor functionalised with antibodies with an antigen
binding and unbinding. b) Expected response of the resonant frequency from a QCM-D sensor
for binding and unbinding.
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The dissipation aspect of the QCM-D sensor is related to the energy lost from the
resonance when not driven by an external force, i.e. the alternating voltage. Depending
on how damped the system is, the larger the dissipation will be. The dissipation can
be affected by various factors, but the most common one is the flexibility of the
surface-bound molecules. For example, a very rigid molecule will not dampen the
system very much, while a flexible molecule will dampen the response much more.
While this aspect of QCM-D is not critical to my use of the technique, the results from
dissipation are nevertheless interesting to consider.

When using QCM-D, the shift is measured as a frequency shift (Af). An additional
advantage is that the frequency shift is directly linked to the mass though the
Sauerbrey equation [148]:

Af

Am =—-C X —
n

where the change in mass Am is related to the frequency shift by the mass sensitivity
constant C, which has a value of 17.7 ng/cm?Hz for a 5 MHz crystal, while n represents
the number of the harmonic of the resonance. This equation is not very accurate as it
assumes a rigid structure on the surface and doesn't take into account the effect of
the solution on the resonance [148]. Nevertheless, a QCM-D is a very useful tool for
indicating the feasibility of an assay and checking its parameter space. It should also
be noted that a certain magnitude of physical mass change may not translate directly
to an equivalent magnitude of shift on a GMR based on where the proteins are placed
in the evanescent tail.

6.2.ii. CRP and IgG assay testing

While the surface chemistry has been developed by colleagues [92,149], | performed
basic controls to ensure that the protocol works as expected, and that I, as a physicist,
am capable of handling the chemistry/biology aspects of my project correctly. As an
example, Figure 68 presents anti-IgG being bound to the surface of four QCM-D sensors
as presented in section 6.1.i, followed by flowing 1gG at high concentration (10 ug/mL)
over the surface to measure the binding. The anti-IgG used was polyclonal Rabbit 1gG
produced in Goat from Sigma-Aldrich (R2004). As this work is proof-of-principle, it
does not matter that we are using polyclonal anti-IgG rather than the monoclonal
version. The complementary Rabbit I1gG used as the target molecule was also sourced
from Sigma-Aldrich (15006).
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Figure 68: a) QCM-D resonant frequency plot of a four IgG assay. b) Mass change for the
10 ug/mL 1gG step with a standard deviation of 1.9 ng across the 4 sensors.

Figure 68a shows the traces for the 7" frequency mode; the 7*" mode was used for all
QCM-D measurements. The 7t mode is conventionally chosen, as it offers a good trade-
off between sensitivity to external vibration and sensitivity to the changes on the
surface. From Figure 68a, it is clear that each sensor shifts by a different amount. This
difference between the measured curves could be due to factors in the
functionalisation, such as different densities of the PEG layer on the surface, leading
to different anti-body binding. The most likely cause is a difference in response of each
sensor, as they were not able to settle before the antibodies are introduced. This
conclusion is supported by the results of mass binding shown in Figure 68b calculated
using the Sauerbrey equation. Taking the standard deviation of the masses bound
gives a o = 1.9 ng across the four sensors (§1-S4) and this is only 4.5% of the mean
binding from the four sensors. This is a relatively small percentage, especially
considering the assumptions made in the Sauerbrey equation discussed in 6.2.i. This
shows that all four sensors present very similar shifts upon antigen binding, which
suggests that the variations seen in the antibody binding are of little consequence.

Similar to Figure 68, Figure 69 shows data comparing the binding of CRP and anti-CRP
compared to the IgG/anti-IgG assay. The anti-CRP used was polyclonal anti-Human CRP
produced in Goat (Bethyl Laboratories, Inc A80-125A) paired with the Human CRP
expressed in E. coli (BioVision, Inc. 4864). Figure 69a shows the frequency trace for the
7" mode and while the modes are spread out, sensor 2 seems to read much lower than
all the other sensors. Sensor 2's difference is further highlighted as the dissipation
traces for IgG in Figure 69 show similar results, but the CRP traces in Figure 69 have a
marked difference. The main conclusion that can be drawn from these differences, is
that sensor 2 is less sensitive than its counterparts, which could be due to it not being
seated properly.
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Figure 69: QCM-D data comparing 1gG and CRP Assays. a) All four frequency shift traces. b)
The dissipation change for each sensor. ¢) Antigen binding events for all four sensors with the
initial trace set to zero. d) Mass change for each sensor for visual comparison.

Nevertheless, Figure 69 provides some interesting insights. Firstly, Figure 69b for CRP
binding generates a larger shift in dissipation than for IgG. While the structural biology
is beyond the scope of this thesis, it is interesting that the CRP tetramer is less rigid
than the 1gG protein (shown in Figure 62). Secondly, the mass deposited on the surface
is higher for 1gG than for CRP as conveyed in Figure 69¢, where the shifts have been
zeroed and Figure 69d where the mass change is plotted. 1gG is = 150 kDa which is 1.2x
larger than CRP which is = 115 kDa. Furthermore, the difference between the mass on
the surface is =~ 2x if we use the average mass from sensor 1and 2 (CRP) compared to
3 and 4 (1gG). However, if we assume sensor 2 is somewhat anomalous and so compare
sensor 1 and 3 which have mass changes of 19.2 ng and 34.6 ng respectively, the
difference is = 1.8x. The difference of mass deposited on the surface for IgG is still
greater than the mass difference of the proteins. To explain this difference, we must
look to the Ksand K, values shown in Table 5. Here the ratio of un-binding to binding
is higher for CRP which means that even if the concentration flown over the surface is
the same, there will be a lower saturation point in the CRP assay. This conclusion,
however, is not the definitive answer as there are many parameters in play such as
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diffusion rate across the diffusion boundary layer. Furthermore there could also be
differences in the packing density of the 1gG and CRP antibodies which can also lead
to difference of binding sites being accessible to the antigens.
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Figure 70: Three separate control measurements of the IgG assay using different parameters.
a) Frequency shift of the sensors with b) zoomed in on the IgG binding. ¢) Dissipation change
across the sensors. d) Mass change calculated from a).

With the insights gained from Figure 69, it is worth considering controls. Such controls
are presented in Figure 70. They were undertaken by measuring the IgG antigen but
with different functionalisation chemistries. First was the standard IgG assay without
the use of the casein blocking buffer (S2 in Figure 70) with the aim of measuring the
non-specific binding in the presence of the correct antibody. The aim is to observe if
not blocking with casein results in a significantly larger shift for antigen binding
compared to previous results. Second is measuring the non-specific binding by
functionalising the surface with anti-CRP and measuring against 1gG (sensor 3 in
Figure 70). Finally is measuring the binding of the IgG assay, however the surface is
only prepared with MPTES and not with PEG (sensor 4 in Figure 70).

Interestingly, sensor 2 does not have significantly more binding than the counterparts
in Figure 69 indicating minimal non-specific binding and a good surface coverage of
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anti-IgG. Although not the intent of the measurement it also indicates that the Casein
does not significantly block the binding sites of the anti-IgG. In fact, the small steps
pre and post casein blocking in Figure 69a (60-120 minutes) already indicate the
validity of blocking, especially for the PEG-functionalised protocol. Backing up this
conclusion is the minimal binding observed with sensor 3, which represents a
traditional control. Finally the results from sensor 4 are the least enlightening but do
show the benefits of the PEG as while the antigens that stick to the surface are more
rigid (apparent from the dissipation, Figure 70¢) compared to PEG bound antibodies,
the casein step is much larger than for all other measurements.

6.2.iii. Probing the diffusion boundary layer

For the photonic experiments conducted in the instrument, | am more concerned with
the total binding than with the kinetics of the binding. The parameters that | am
concerned with are the flow rate and channel height, as these affect the diffusion
boundary layer [147]. The reason that these parameters affect the diffusion boundary
layer is that a higher velocity replenishes the depleted proteins, which have bound to
the surface, more rapidly. The velocity can be increased either by increasing the flow
rate or by reducing the channel size, so the two parameters are connected. Decreasing
the channel size reduces the volume of the channel hence the flow velocity increases
if the flow rate is kept constant. An added benefit of smaller channels is that the
proteins at the top of the channel have a smaller distance to diffuse to the surface,
thereby reducing the amount of analyte that will never ‘see’ the sensor surface because
the channel is higher than the diffusion length.
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Figure 71: a) QCMD data of an IgG assay done at different flow rates, legend denotes which
flow rate 10 ug/mL IgG is first injected. b) Mass deposited at each flow rate with data for
20 uL/min taken from Figure 69 sensor 3, marked with the mean and standard deviations of
all values.
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The height of the channels used throughout this project is typically on the scale of
hundreds of micrometres for the photonics experiments, while the channel height of
the QCM-D is fixed to ~400 um. Conventionally, 20 uL/min is used as this gives
approximately an hour flow time for 1 mL of sample. | compared the flow rates of
20 pL/min used in Figure 68-Figure 70 to 25 - 100 uL/min flow rates with the QCM-D
traces in Figure 71a. The experiment shown in Figure 71a was conducted by setting the
flow rate and letting the sensor stabilise, as much as was practical, then introducing
the IgG to one of the sensors at one flow rate. Figure 71b presents the mass change
on the surface as extracted from the frequency shifts in Figure 71a as well as including
data for sensor 2 in Figure 69. The key point about Figure 71b is that the flow rate has
no significant change on the mass that binds to the sensor. The variation of sensor 4
is most likely linked to the drift seen before antigen binding so should be considered
an outlier in terms of mass on the surface.
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Figure 72: a) Binding events of 10 ug/mL IgG at different flow rates. b) 20 uL/min and
100 uL/min binding rates with Langmuir fit. c) Plot of parameter k from the fits against flow
rate with the expected K. [147] marked. Data is from Figure 71 and Figure 69.

Figure 72a shows the binding curves, normalised to the maximum frequency shift to
remove the frequency magnitude differences, for each flow rate for IgG binding. Each
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flow rate was fitted with a Langmuir isotherm function (20 and 100 pL/min examples
in Figure 72b) as it is a simple model used for approximating binding interactions
[150,157] and is of the form:

Kx 4
1+Kx ¢

Interestingly, the K value, in units of s, should represent the association constant (K.)
of the antibody. For biological binding x is the time but for gas absorption, which the
Langmuir modal was originally conceived, x represents the partial pressure of the gas.
The measured values of each fit, collated in Figure 72c, include a combination of
association kinetics from the antigen binding, as well as from diffusion. The
consequence of this, is that the binding rate will not match the true association
constant when the system is diffusion limited. A visible sign of a result being diffusion
limited, is how the fit and the data matches poorly at the lower flow rates, with the
fastest and slowest flow rates represented in Figure 72b. Conversely higher flow rates
match much better.

Figure 72c¢ conveys the relationship between the flow rate and the K, value obtained
from each fit, with the error bars obtained from the confidence interval of the value.
The line in Figure 72c represents the expected association constant for IgG binding to
anti-IgG where K, = 2.5x10° M's [147]. While K. here is given in M7s”, | used a fixed
concentration of 10 pg/mL of 1gG, which with its weight of 150 kDa yields 67 nM, so
for this fixed concentration the expected K, = 0.017 s, which my results approach at
higher flow rates, as higher flow rate overcomes the diffusion boundary layer.

The value of K, increases with flow rate, as flow rate reduces the size of the diffusion
boundary layer [147]. By 100 puL/min it has saturated and the values for 75 uL/mL and
100 pL/mL are slightly above the calculated line, although still within the confidence
interval. Other reasons why the measured values are higher than expected could stem
from the difference between binding rates in solution and any surface kinetics as well
as any uncertainty in the fit. These differences could also arise from the assumptions
of the Langmuir isotherm [151]:

e Homogeneous adsorption sites

e Each adsorption site binds an individual solute molecule

e Dynamic reversible equilibrium established in the timeframe of the experiment

e No interaction between solutes on the surface to alter their adsorption
behaviour.
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Each of these assumptions are likely not to hold in the real system. For example, the
diffusion boundary layer discussed above implies that the binding sites will not be
perfectly homogeneous, if the antibody binding step is diffusion limited. Furthermore,
the access of the antigen to binding sights being inhomogeneous is also diffusion
limited.

The results presented here are useful to show the effect of flow rate, and by extension
channel height, on binding rates. However, these results are specific to the details of
the QCM-D used for these experiments. The main result | am concerned with, is that
the saturation of a sensor is barely affected by flow rate (Figure 71b). In short, flow
rate impacts on the time needed to reach saturation, but not on the magnitude of the
observed frequency shift. A further consideration for flow rate is that higher flow rates
mean higher pressures which increases the risk of leakage. For this reason, | used a
flow rate between 20-50 uL/min in most of my experiments as this gives a flow time
of 25 - 50 minutes for 1 mL samples.

6.3. Fluidic delivery of samples

As discussed in section 4.3, PDMS is commonly used to build the fluidic delivery system
for research purposes [152]. PDMS has the advantages of being easy to implement and
to prototype in research situations, as well as being very versatile in the shape and
resolutions that can be realised. For these reasons, PDMS fluidics were the starting
point for the work | conducted.

6.3.i. PDMS channel fabrication

The fabrication of PDMS channels starts by creating a mould for the channel tracks.
Channel master fabrication process:

1. The Si wafer is cleaned using the same process as laid out in the first step in
section 3.1.ii.

2. Spin with SU8 2050 from Kayaku Advanced Materials Inc. using a three-step spin
process for an SU8 thickness around 150 um:
- 500 rpm for 10 seconds
- 750 rpm for 10 seconds
- 1200 rpm 60 seconds
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Pre-exposure bake:

- 65 °C for 2 minutes

- 95°C for 10 minutes

- 65 °C for 2 minutes
. The sample is then exposed using the Kloe DILASE 650 system using parameters
that achieve a 10 um spot size. Using a speed of 1.3 mms™ and 65% power in
conjunction with a filter of optical density of 1.3 doses the sample with
approximately 240 mJ/cm?.

Post-exposure bake:
- 65 °C for 2 minutes
- 95°C for 10 minutes
- 65 °C for 2 minutes

Develop for 8 minutes in EC Solvent and rinse in IPA and blow dry with nitrogen.

Hard bake overnight at 180 °C
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Figure 73: a) Schematic of the 3D printed mould for PDMS channels. b) The silicon and SU8
master that sits in the top of a). c-d) Side and bottom view of PDMS channels with metal
tubing inserts.

The channel master is then encapsulated in an ABS plastic mould printed using FDM
printing with the design shown in Figure 73a with the channel master in Figure 73b.

The final channels with tubing inserts are presented in Figure 73c and d. The different

type of plastic is required as the photo-initiators of SLA resins inhibit the curing of
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PDMS [153,154]. As the resolution of the channels is determined by the channel master,
the printer resolution is not a limiting factor making FDM printing (which has lower
resolution than SLA) suitable for PDMS moulds. Steel pins are used to create holes
where tubing can later be inserted to connect the channels to external tubing and luer
connectors.

6.3.ii. PDMS implementation

Our group originally oxygen-bonded channels directly to sensors, which achieves good
fluidic seals. However, this method, necessitates the functionalisation protocol to be
performed inside the channel, which turns the entire substrate and the channel walls
into an active surface - thereby extracting antigens from the analyte before they reach
the sensor. A better method is to clamp the PDMS channel onto the sensor. Once
moulded, | pressure-fit 1.6 mm outer diameter steel tubing into the PDMS inlet and
outlet holes, which can then be attached to flexible fluidic Tygon™ tubing (0.8 mm
inner diameter and 2.4 mm outer diameter). The tubing is fitted with luer connectors
to enable the connection to syringe pumps. To hold the sensor and the PDMS channels
in connection, a 3D-printed clamp is used. The clamp (shown in Figure 74) is held
together with six screws in a hexagonal pattern to allow a uniform distribution of
pressure. A silicone gasket is placed under the sensor to provide a flexible compressible
underlayer, which balances the strain and helps to avoid cracking of the sensors.
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tubin
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Figure 74: a) Exploded view of the clamp that holds the PDMS channels and 15 mm? sensor
together using M2 screws. b) An operational device clamped together. c) Clamp used for
optical bench setups shown for comparison.

6.3.iii. Fluidic pumping and sample injection

| used a Legato® 101 syringe pump from KD Scientific Inc. to drive the analyte through
the channels. When flowing solutions, there is the option to withdraw or infuse (“pull”
or “push”), which both have their advantages and disadvantages. When withdrawing,
the inlet is placed directly into the sample vial and the withdrawing syringe will pull it
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through. By pulling, a sufficiently strong negative pressure may build up that can cause
PDMS channels to collapse. This same pressure can also cause the solution to degas
should a blockage occur. Withdrawing is how the QCM-D system used in 6.2 operates,
which is driven by a peristaltic pump. Since the QCM-D does not employ “soft” PDMS
channels, there is no danger of collapsing.

Sample Loop
a) Load
Syringe -
Pump F—F—F—FF+FH T T 1
l — To device
Sample Loop
b) Inject
Syringe .
Pump FF—F—F—FFH 1 T 1
, — To device
@)

Figure 75: Schematic diagram with syringe pumping and a sample loop, sample fluid in green,
buffer solution in blue. a) Sample loop in the load configuration. b) Sample loop in the inject
configuration. Switching between load and inject is achieved by rotating the valve to switch
connections A, B and C. ¢) Kd Scientific inc. Legato® 101 syringe pump and Diba Omnifit®
Sample loop.

The alternative is to infuse, which requires the use of a sample loop, such as the Diba
Omnifit® Sample loop, and a syringe acting as a reservoir (visualised in Figure 75). By
pushing the solution through the channel, channel collapse and degassing are avoided.
Furthermore, if the channels are not properly sealed, air will not be sucked in. Using a
sample loop also enables continuous flow as the analyte is loaded and then injected

into the stream by switching the valve. When infusing, there is a risk of bubbles should

128



the sample storage loop (tube with green sample Figure 75a) not be fully filled with
solution. A strong advantage of the sample loop is that once the sample is fully infused,
the flow will immediately revert back to the buffer as they are flowing in succession
powered by the reservoir.

6.3.iv. Fluidic integration using printed channels

While PDMS channels have great use in academic research, they lack the desired
scalability required to translate a technology into a commercial system; their softness
also leads to the danger of collapse as described above. As an alternative, | explored
the use of 3D printing to make the channels, originally proposed in the group by
Dr Simmons; 3D printed channels are "hard” and therefore not prone to collapse;
furthermore, 3D printing achieves spatial resolutions of 300 um, which is comparable
to injection moulding [155], so is a good proxy for a scalable technology. Printing
individual channels would require wall thicknesses of 300-500 um due to the resolution
of the 3D printer and to achieve the necessary structural strength. For this reason,
separate enclosed channels were ruled out as these would take up too much of the
field of view, limiting space for multiple sensors (cf.section 6.7). Instead, |
implemented a solution exploiting laminar flow [156] which utilises multiple streams of
solution to flow in parallel without turbulent mixing (Figure 76a). Turbulent and
laminar flow are commonly seen in nature as exhibited in Figure 76b and c respectively.

Figure 76: a) Laminar flow concept for delivering different samples to adjacent GMR sensors
300 um wide with the resonance depicted by the darker orange bars. b) Turbulent flow in
nature. ¢) Laminar flow in nature.

Whether a fluid flow is laminar is determined by the Reynolds number (Re) [157].
Generally speaking, when Re < 100 the flow is laminar and when Re > 1000, it is
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turbulent. The values in-between these limits are considered transitional and so could
lead to either type of flow. The Reynolds number Re is given by:
_pVD

u

Re

where p is the density of the liquid, here taken as that of water at standard
temperature and pressure 1000 kgm=. V is the velocity of the flow, which can be
approximated from the flow rate and cross-sectional area. For example, by taking the
width as T mm (Figure 77¢) and the height as 500 um, then for a flow rate of 20 puL/min
the velocity is V = 1.5 x10°ms™. D is the characteristic dimension where we can just
take the width of 1 mm, and finally, i is the dynamic viscosity of the liquid, i.e. its
resistance to flow, which for water u = 1x103 Pa-s. For this example, we obtain a value
of Re = 1.5, which is well below the limit for laminar flow. Since the dependency of the
Reynolds number on each of the terms is linear, any of these values could vary by a
small factor, yet the overall system would still safely operate in the laminar flow regime.
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Figure 77: a) Computer aided designs of printed fluidic circuit elements. b) Separated
components printed with a laser cut tape gasket. ¢) Channel schematic with dimensions
labelled. d) Microscope image of the laser cut tape showing side roughness.
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The designs for the sensor cartridge were based on practical limitations. Such
limitations included allowing for sufficient space above the imaging optics, for the base
thickness, as well as balancing the separation between luer connectors but making
sure the channels sat only on the substrate. The design is presented in Figure 77a with
the 3D printed realisation shown in Figure 77b. A schematic of the full dimensions is
shown in Figure 77c with the edges of laser cut tape gasket exhibited in Figure 77d.
3M™ Microfluidic Diagnostic Tape 9965 was used for the gasket. The tape is 90 um
total thickness and the adhesive is hydrophobic, adding to the efficacy of the seal
provided by the tape between the layers. Due to the printer resolution, the channel
height printed was designed as 300 um. The sensors, pre-functionalised up to the PEG
step, were epoxy-bonded into the cartridge base for 30 min. Then the top is mounted
using the tape gasket and the sides are epoxy-bonded and left clamped together
overnight. To minimise PEG hydrolysis with water, the sealed cartridges were placed
in a container with desiccant. The reason for applying epoxy to the edges is to reduce
leakage by reinforcing the tape adhesion at any weak points that may be caused by
print roughness.

The channel operates in the laminar flow regime, but we also need to consider the
diffusion between flow channels. The diffusion time for a given molecule is determined
by the diffusion distance w and the molecule's diffusion coefficient D, hence diffusion
time (tq) is given by:

This formula provides a good indication of feasibility but | also conducted some
modelling using COMSOL to illustrate the effect. | used COMSOL 3.5a and generally
followed the application guide for a Controlled Diffusion Micromixer [158], using my
geometry for the channels and key parameters relevant to my study as summarised in
Table 6.

Table 6: Parameters used in COMSOL fluidic simulation [158].

Parameter Value

Flow Rate 20 pL/min

IgG concentration 4 nmol/L
Diffusion coefficient (IgG) 3.89x107 cm?/s
Channel height 300 um

In order to understand the limiting case, | used a concentration of 5 pg/mL which is
much higher than the target for the LOD. The main results are presented in Figure 78
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showing the concentration across the channel (Figure 78a), pressure (Figure 78b) and
velocity (Figure 78c). The channel shape was imported from the CAD file used in
printing. Tape thickness was discounted, as it would only have a minimal additional
effect on the results, as diffusion in the lateral dimension dominates. Figure 78a is the
key result and it does show some diffusion between the two channels, which suggests
that it is important to leave a gap between the sensors in order to account for this.
The model in Figure 78a represents a flow rate of 20 uL/min, hence if diffusion did
become an issue, the flow rate could be increased. For comparison over a 3.5 mm
length (the furthest a sensor will be from where the channels meet) the COMSOL
model predicts a diffusion length of ~100 um. In contrast, when using the diffusion
equation with a time of 1 s (the time to travel the 3.5 mm) and using the diffusion
coefficient in Table 6, produces a diffusion distance of 9 um, which is an order of
magnitude smaller. The discrepancy most likely arises from the fact that the diffusion
time does not account for concentration or temperature. It could also be the case that
COMSOL is predicting some mixing, separate from whether the fluid is laminar,
induced by the structure (ripple where channels meet of Figure 78a). In any case,
whether the distance is 9 um or 100 um does not make a difference in practise, as
both sizes can be accommodated by the channel and sensor size.
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Figure 78: COMSOL 3.5a simulations of 3D printed laminar flow channels with a 20 uL/min flow
rate. a) Concentration of analyte in left and right channel depicting diffusion for 5 ug/mL
concentration of 1gG. b) Pressure distribution on the walls of the channel. ¢) Flow rate of
solutions in channels at channel junction.
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The 3D printed fluidic circuit is shown in Figure 79a. To demonstrate the laminar
working for protein binding, a composite image is shown in Figure 79b. The composite
image is generated by overlaying two images separated in time (pre and post antibody
binding). Areas of intensity overlap (no change) appear grey while areas of difference
appear as either magenta or green, depending which image has the higher pixel value.
From Figure 79b several things can be observed:

e A clear boundary can be seen between the two GMR sensors (second from left)
where half of the channel has shifted and the other half has not.

e The boundary appears smaller than is predicted by the model of Figure 78.
e The tape on the left side shows movement highlighting the need to seal the
edges of the printed cartridge with epoxy.
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Figure 79: a) 100 mm wide printed fluidics sealed with 3M™ 9965 Tape and epoxy. b) Two
images separated in time and superimposed, using different colours; areas of similarity are in
greyscale while differences are highlighted by green and magenta colouring, respectively. c)
Dye flown through both channels at different flow rates to study diffusion, using food dye.

As the proteins being used are too small to be directly observed, two dyes were used
to visually inspect the laminar flow at different flow rates (Figure 79¢). The molecules
of the dye are smaller and have a much higher diffusion rate (typical rate = 10 cm?s™
for glucose sized molecules [159]) than the proteins of interest and so provide an upper
limit for this coarse test. At the faster flow rates, the boundary is more sharply defined,
which is expected, as the transition time is shorter, so diffusion plays a relatively
smaller role. Some blurring is observed at the lower flow rates, indicating diffusion, yet
the separate channels can be clearly distinguished indicating the viability of this
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approach. The blurring indicates that there is some turbulence as predicted by the
model of Figure 78 indicating that a boundry of ~100 um is to be expected in practice.

One notable factor of the printed fluidic circuits is that they have a yield of about 80%,
which is lower than the PDMS clamping method; PDMS clamping is much more reliable
and only fails when overtightened, thus cracking the sensor substrate which happens
rarely once practised. The sources of failure generally come from issues with sealing
and result in the following problems:

Problem: One issue is that the printed parts are often not flat - despite being designed
as such - due to their thin size causing warping in the finishing process.
Solution: By warming the prints to 40 °C, they can be clamped together to self-
reference and mate more tightly.

Problem: A further issue comes from the alignment, which is done by hand, often
meaning the tape does not align perfectly to the printed channel and its inlets and
outlets. The result is a potential for turbulence from voids or worse, a place where the
fluid pressure can peel the tape from the substrate or top fluidic section.
Solution: This problem was solved by optimising for tighter tolerances and adding in
alignment pillars to reduce reliance of hand alignment. Most of the issues with the
fluidic circuits can be reduced further by moving to manufacturing techniques that are
not human dependent i.e. using machinery to assemble parts will have higher
positional accuracy than achieved by hand.
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Figure 80: a) Three channel schematic with x and y dimensions for both the print and laser

cut. b) Image of channels with three fluids with a flow rate of 20 uL/min at point of contact.
Area of middle channel expansion highlighted.

So far, the printed channels have only been demonstrated with two flow channels and
a higher degree of multiplexing is yet to be demonstrated. For the PDMS channels, it
is straightforward to add more channels, with four channels having already been

134



demonstrated [92] and the only limiting factor is the field of view. In principle, the
laminar flow approach allows for an infinite number of parallel channels to flow
adjacent to one another, although it is important to ensure that the pressure in every
channel is similar to avoid unequal stream sizes and flow rates between adjacent
streams [160].

With these considerations in mind, Figure 80a presents a three-channel design with
three inlets feeding into a single outlet. Figure 80b shows the channels in operation
using dye solutions. The three streams flow successfully without mixing.

6.3.v. Summary

In conclusion, the 3D printed fluidic channels were designed with the following
parameters and properties based on the studies above:

Channel width: Each flow stream width was 500 pum as this accommodates a 300 um
wide GMR sensor and allows separation of sensors to account for the small amount of
mixing across streams.

Channel height: The channel height is = 390 um determined by the resolution of the
printer and the thickness of the sealing tape.

Flow rate: A flow rate of 20 uL/min can be used in the channels. While this does not
produce the sharpest laminar flow boundary, it is sufficient for creating distinct flow
streams. Higher flow rates would improve the laminar flow, but channel leakage may
become an issue due to increased pressure.

GMR Placement: GMR sensors are to be positioned no further than 3 mm away from
the meeting of the channels. As the sensors are 500 um in the longest dimension and
the field of view is ~1.5 mm, this constraint is not an issue.

6.4. Antibody functionalisation

Having discussed the principles of functionalisation in section 6.2, | now turn to GMR
measurements with functionalised sensors. The functionalisation data consists of data
sets for both anti-IlgG and anti-CRP. While these antibodies are of similar size and
should therefore exhibit similar resonance shifts upon binding, the QCM-D data of
Figure 69 indicates that the anti-IgG should produce a larger change. My starting
assumption is that the mass change seen on the QCM-D translates directly to a shift
of the GMR resonance. Where possible, the data has also been taken for the shift of
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the casein blocking buffer that followed as demonstrated in Figure 81 to aid in further
comparisons. The example data in Figure 81 shows a difference in shift magnitude for
anti-IgG and anti-CRP which is expected as a difference is observed in the data in
section 6.2.ii, although it is explored further here. The data in this section is presented
in microns, because it reports the resonance shift on a chirped GMR sensor.
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Figure 81: Example antibody binding data and blocking steps for a) anti-lgG and b) anti-CRP
exhibiting the steps taken for antibody binding and casein binding.

6.4.i. Comparison of fluidic parameters

The main parameters that are discussed next are flow rate, channel size and
concentration. | varied the flow rate between 20 yuL/min and 50 pL/min, the channel
size was varied between 150 um (represented by the PDMS channels) and 390 um
(represented by the printed channels) and the concentration between 25 ug/mL and
50 ug/mL.

The results shown in Figure 82 represent the average shift from a given combination
of parameters with the error given as the standard deviation between repeats. Where
there is only a single experiment, no error is given and so the data point should be
considered with some caution. When first looking at Figure 82, it is clear that no
combination of parameters results in the same shift. The first source of variation might
be a difference in sensitivity between separate chirped GMR sensors. It is true that
fabrication will result in some variability, however fabrication tolerances alone would
not produce such a wide variation in results. For this reason, fabrication is largely
discounted as the source of disparity.

Since the antibody-PEG binding forms a covalent bond, there is no unbinding of
antibodies from the surface. Considering this, the variation seen in Figure 82 indicates
that the antibody binding is diffusion limited, as it does not reach a consistent
saturation point. One cause will be the area of the chip functionalised with PEG that is
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not active and that will remove antibodies from the solution intensifying the diffusion
boundary before the sensor for diffusion limited systems i.e. low concentrations and
flow rates.
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Figure 82: Average shifts observed on GMR sensors for a variety of flow rates and
concentrations compared for a) anti-CRP and b) anti-IgG. The error bars are two times the
standard deviation between measurements.

| can derive the following insights from the data in Figure 82.

e The faster flow rate does increase the magnitude of the shift, as expected, since
faster flow helps to minimise the impact of the diffusion boundary layer.

e PDMS channels outperform the 3D printed channels even at a lower flow rate.

The second point is to be expected, as the PDMS channels are smaller in terms of
channel height, so they lead to a higher channel velocity and to a shorter diffusion
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distance for the target proteins to the sensor surface. While these trends make sense,
there are some data points that do not match. For example, in Figure 82a the largest
shift is observed for a 25 pg/mL CRP concentration at 40 pL/min, even though there is
another data point for the same flow with twice the concentration (50 ug/mL).To
consider this apparent discrepancy further, the data from Figure 82 has been separated
into individual points and is plotted in Figure 83.
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Figure 83: Plot of the antibody shifts for each parameter combination as shown in Figure 82.
Anomalous results highlighted in 1and 2.

Figure 83 helps to recognise a few other points. The key is the variability within each
parameter space. The 20 uL/min for CRP data has the most data points as well as the
data being relatively tightly packed compared to others. However, it is clear that the
data still has a large variability. Part of this variability will be due to settling of the
sensor as the experiment needs to be started relatively quickly when a solution hits
the GMR as the PEG will hydrolyse with water. If we accept that the chemistry is
variable, then the results circled in Figure 83 can be considered as potential anomalies
where the PEG layer on samples in circle T may possibly have undesirably hydrolysed,
thus reducing the average shift. Separately, point 2 is not a true representation as it
consists of only one data point. By removing the circled data points, the trend starts
to look more like what | expected:

e Anti-IgG produces a larger shift than anti-CRP as already discussed in section
6.2.ii.

o A faster flow rate or a higher concentration lead to a larger shift as they
minimise the impact of the diffusion boundary layer.
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One aspect to note is that the PDMS channels were a lot less susceptible to leaking
due to pressure and so could withstand faster flow rates. The advantage of faster flow
rate addresses the diffusion boundary layer issue which is a large part of the issue here.

6.4.ii. Functionalisation variation

Another parameter that might be responsible for the variations in surface chemistry is
the casein blocking step. If fewer antibodies bind to the PEG layer, then more casein
will occupy the remaining binding sites. Figure 84 shows the corresponding
relationship between antibody shift and casein shift, which appears somewhat
random. This random correlation may indicate that non-specific binding is not linked
to antibody concentration, which is possible due to the PEG layer both acting as a
blocker to non-specific binding as well as spacing the antibodies from the surface. The
data in Figure 84 further highlights the variability of the surface functionalisation,
which has been the main issue with the biological assays | have studied.
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Figure 84: A plot of antibody shift against casein blocking shift on a chirped GMR sensor.

6.5. Biological measurements on the integrated device

Having achieved a relatively good LOD of 3.1 £0.6 x10®° RIU for refractive index sensing
with my instrument, | had hoped that | could achieve the same pg/mL biological
performance as reported by other group members by following the same surface
chemistry protocol.

Unfortunately, this proved not to be the case as | describe in the next section.

139



6.5.i. Performance of protein assay

Figure 85 presents the data taken for a CRP assay that used the laminar flow channels
described in section 6.3.iv and was measured using my handheld instrument. | used a
flow rate of 20 uL/min and a concentration of 25 pg/mL for the antibody
functionalisation.
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Figure 85: a) Measurement and reference channels for a CRP assay. A bubble at the transition
of casein to PBS is marked. b) Difference between signal and reference channels of a) plotted
with solution injections marked by red lines. c) Focus on the section where 10 ng/mL CRP was
injected. d) Focus on the section where 1 ng/mL CRP was injected.

The data presented in Figure 85c) and d) describe the 10 ng/mL and 1 ng/mL binding
steps, respectively. These are promising results that both show the characteristic
binding curve and also show unbinding as soon as the buffer is introduced. The pixel
shifts are 0.50 px (0.39 um) for the 10 ng/mL and 0.17 px (0.14 pum) for the 1 ng/mL.
The lower concentration is just above the 3o value from chapter 5 of 0.14 px when

processed with a low pass filter.

| also attempted to measure the kinetics of the binding, similar to the Biacore
system [161]. By measuring the binding in terms of its kinetics, the certainty of the
measurement can be improved. One analysis method that shows promise has been
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developed by Li et al. [162], to which | am a co-author and contributed with my
understanding of the noise sources. The method utilises the Langmuir isotherm
function in combination with a predictive filter to reduce the readout noise and
improve the limit of detection. Unfortunately, | was not able to fit a binding curve to
the data of Figure 85. The reasons for this relate to how diffusion-limited the fluidic
configuration is. However, despite this limitation, achieving a 1 ng/mL result is a
promising milestone in the development of this handheld instrument.

6.5.ii. Protein assay troubleshooting

Even though the observation of binding for a 1 ng/ml concentration on my instrument
was exciting, | conducted further studies to understand the discrepancy to the pg/mL
results achieved by my colleagues on the laboratory setup. Multiple aspects were
checked for the discrepancy including:

e The type of protein (CRP and IgG were both tried, the 1gG being identical to
that used by my colleagues)

e The assay viability (QCM-D data of section 6.2.ii)

e The fluidics and the limitations they may impose (section 6.4)

These studies have not been able to identify the source of the discrepancy and so |
delved further to try and identify possible causes.
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Figure 86: Resonance shifts observed upon antigen binding for a variety of configurations
described in Table 7. Resonance shifts are reported in um as data was taken across different
setups.
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| used the results in Figure 85 as a starting point for the exploration of the various
parameters. | used an antigen concentration of 1 ug/ml or higher to ensure that large
shifts were observed that could be easily compared. PDMS fluidics were used because
they resulted in larger shifts as shown in Figure 83. The relationship between the shift
due to the antibody on the sensor surface and the shift due to antigen binding is
important as they should be directly related. The antigen shift is plotted against the
antibody shift in Figure 86. As the PEG layer has been determined as a possible source
of variability, the antibody shift is normalised to its antigen shift. The aim of the
normalisation is to highlight any data that may vary from the expected trend of antigen
shift being proportional to antibody shift. As the data is taken from a range of
experimental parameters, Table 7 lists these parameters.

Table 7: Values of antibody and antigen shifts pertaining to the data sets in Figure 86. The
antibody concentration is 50 ug/mL and antigen concentration is 1 ug/mL.

Data | Assay Flow rate | Antibody Shift | Antigen Shift | Notes
(uL/min) | (um) (Lm)
o CRP 40 16.80 1.52 a-CRP 25 pg/mL
o CRP 20 5.35 0.49 CRP 10 pg/mL
1) 18.35 1) 1.24
CRP 40
2) 12.34 2) 1.58
o CRP 40 13.84 1.01 No Blocker
1) 25.74 1 2.21
2) 14.20 2) 0.40
1gG 20
3) 28.57 3) 0.37
4) 29.71 4) 0.84
1gG 40 24.10 0.31
o lgG 40 31.24 0.72 No Blocker
Printed Fluidics, CRP
o CRP 20 16.75 1.71
10 ug/mL
0O2Bond
® Nano-hole array [30]
1gG 40 14.14 0.73 )
on instrument

There are some interesting details that may be hard to see at first glance:

A zone of consistency: | highlight a zone of a consistent ratio between antibody shift
and antigen binding in Figure 86 with an oval. Apart from the green dot, these are all
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for the CRP assay. This is encouraging, as despite the variability of the antibody shift,
the antibody/antigen shift ratio is reasonably constant.

Protein batch is not an issue: One variable considered was the age or batch of the
stock as the polyclonal nature and age of the stock solution could contribute to the
variation of the results seen in my measurements. However, the data presented in
section 6.2.ii and 6.2.iii use different stock solutions and were taken more recently than
most of the data of this section. Also considering the internal consistency of most of
the data here, which is from multiple stocks, rules out age or batch as a significant
factor.

Shift Magnitude: The magnitudes show a reasonable amount of internal consistency
(despite the outliers). The results do not point to an obvious reason for the discrepancy
to the pg/mL results achieved by my colleagues on the laboratory setup. It is not down
to the diffusion limited nature of the set up otherwise the PDMS fluidics would have
outperformed the printed fluids in section 6.4.i.

6.5.iii. Channel placement effect on surface chemistry
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Figure 87: a) Regions of interest analysed of a GMR in a channel, channel walls marked in white.
b) Shifts measured for 50 pug/mL anti-IgG at 40 uL/min across the width of the GMR. c)
positional shifts between t = 0 and t = 23. Note: the colours in b) and c) refer to the
corresponding ROIs in a).

Another issue could be the placement of the GMR nanostructure with respect to the
channel boundaries; it is well understood that the fluid flows more slowly near a
boundary than in the centre of the channel [145] (Figure 78c). To explore this
parameter, | compared multiple adjacent regions of interest (ROI) (Figure 87). The data

confirms that there is a slight difference of antibody binding across the channel. Taking
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the mean shift of all the ROIs produces a shift of 22.2 +0.8 um. The variation may have
a component linked to the velocity profile but the variation is small enough not be a
concern, especially as this will be reduced further by taking a larger ROI across the
width of the resonance.

6.5.iv. Further factors - operating wavelength and source.

The variation in the chemistry appears to be the largest barrier to pushing the results
from my instrument to the levels reported by others using GMR modalities. The work
by Conteduca et al. [30] uses a nano-hole array at 650 nm and so is sufficiently different
in terms of modality to explain the difference in biological limit of detection. The work
by Kenaan et al. [92] however uses a 1D chirped GMR and so begs the question of why
my instrument does not reach the low pg/mL regime.

An initial consideration could be that the move from 850 nm wavelength to a 650 nm
resonance has affected the sensitivity in some way, although it should work in my
favour, as shorter wavelength should result in higher surface sensitivity. Another
consideration is that Kenaan et al. used a supercontinum source in their set up. The
use of this source could be benefiting from the coherence that it exhibits compared to
the RCLED | have used - however this does not seem like a strong argument. Having
considered many factors, | also asked my colleague Dr Conteduca to run some direct
comparison measurements to try and isolate the variables due to human factors, but
these studies indicate human error is not likely to be a factor because results taken by
Dr Conteduca are consistent with those in section 6.5.ii. A final consideration was that
of the hydrophobicity of the channel material, as proteins will tend to preferentially
adhere to hydrophobic surfaces. A preliminary result done in collaboration with
Dr Kunstmann-Olsen where PDMS channels were passivated to be hydrophilic
indicates hydrophobic channels to be the cause of issue, however, further testing is
required.

6.6. Comparison with other handheld devices

As discussed in chapter 5, a few other handheld photonic biosensors have already been
reported in the literature. While my instrument compared well to them in terms of
refractive index LOD, it is also worth considering the biological limit of detection.
Table 8 is a replica of the one presented in section 5.5, with the addition of the final
column, which reports the limit of detection for proteins.
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Looking at the LOD in RIU the highest performer is the Mach-Zehnder implementation
by Martens et al. [102] (which became the Antelope System) and this is also one of the
highest performing assays in biological terms with 19.5 ng/mL

Table 8: Summary of photonic modalities used for low-cost approaches to biosensing with
refractive index LOD and protein assay LOD.

LOD
Sensor Source Read Out Assay LOD
(RIV)
1D GMR
_ RCLED Camera Sensor 3.1+0.6 x10®° |1 ng/mL CRP

(this work)
1D GMR 24 ng/mL CD40
Intensity Readout LED Photodetector 1.6 x10®  |ligand antibody
(Gerken group) [128] (150 kDa) @

Camera Sensor
Mach-Zehnder Super-
Interferometer [102] luminescent |(Arrayed 6 +2 x10°  [19.5 ng/mL CRP
(Antelope system) [129] |diode Waveguide

Grating)

Smart Phone
1D GMR

. Tungsten Camera 1.1 x10°

(Cunningham group) 637.5 ng/mL 1gG
[104] lamp (Diffraction [130]

Grating)
Plasmonic NanoHoles 18 ug/mL CRP
(Altug & Lechuga groups |-EP Camera Sensor 5.7x10% |36 pg/mL CRP
colaboration) [107] Altug®[163])

@ Value published based on SNR
b Labelled implementation

The work by Paulsen et al. is based on an intensity readout for a GMR and claims a
limit of detection for a molecule of a similar size to CRP of 24 ng/mL [128], although
this value was extrapolated and not actually demonstrated, so should be taken as
aspirational.

The final configuration considered here is the plasmonic nanohole array in the last row
of Table 8 (Fabri-Faja et al. [107]) which has an average bulk LOD compared to the
other modalities in Table 8. For the biological measurement, they report an LOD of
18 ug/mL, which appears somewhat high. The reason for this could be due to the
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operation being in transmission thus resulting in a low signal intensity when binding
occurs. Confirmation of this assumption can be found in further work by the same
group [163] where they use a similar setup but reduce the LOD to 36 pg/mL by using
gold nanoparticle labelling. While using labels is an obvious route to reducing the LOD,
it is not conducive to making a low-cost POC sensor that is the goal of this work.

When comparing the results in Table 8 to my work, the result of 1 ng/mL compares
rather well, despite the caveats and need for further improvement described above.
With further work, these results could be optimised further, thereby lowering the
detection limit and increasing reproducibility.

6.7. Multiplexing capabilities

Most assays in clinical practise require more than a single biomarker to inform the
exact nature or the status of a disease, or to exclude patient-to-patient variations. For
example, the National Institute for Health and Care Excellence (NICE) recommends
taking a ratio of albumin to creatinine to assess kidney disease, rather than measuring
proteinuria as a single marker [164]. For this reason, it is important to demonstrate the
multiplexing capability of my instrument.

Figure 88: Example measurement using three channels. Green highlighted areas show where
PDMS is in contact with sensor surface.
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My instrument is capable of basic multiplexing, for example using two measurement
channels and a reference, as it can operate with three parallel fluidic channels as shown
in Figure 88. The number of channels here is limited by the size of the fluidic channels
and the fact that the GMR sensor is aligned to these channels by hand; further
improvements, including automation, could clearly increase the number of channels
available for multiplexing.

A further way to increase channel count would be to use the lateral flow approach
described above, which removes the fluidic limitation, and to functionalise the sensors
using spotting technology; spotters can deposit antibodies using ink-jet technology
and dispense droplets small enough to form 100 - 200 um size pads on the sensor.
Using spotting technology, one can easily see the potential for depositing 10 or more
different antibodies within the available field of view.
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7. Outlook

7.1. Measuring success and potential improvements

Is the instrumentation | have developed ready for commercialisation? | believe it is
getting there, but it is not quite there yet. Does the progress made imply the work
presented here was unsuccessful? Definitely not. People have created companies
based around less, an extreme case being the "diagnostic company” Theranos. The
progress made therefore is valid since it has produced a useful discussion on low-cost
biosensors that was scrutinised by peers [100], as well as being open about the trials
of development. It is worth then, considering the metrics with which to judge the
adequacy of a given technology. The most obvious one is performance but in order to
fully discuss viability performance should be judged alongside the potential production
cost of the instrument, as well as its size and complexity to run.

In terms of performance, the instrument has achieved a bulk limit of detection of
3.1+0.6 x10° RIU which is very competitive compared to other biosensors. The
biological limit of detection has been shown for CRP, where 1 ng/mL in buffer has been
achieved. Regarding size, | have already demonstrated handheld operation, and some
considerations for improvements are laid out in section 7.1.i below.

Considerations regarding the cost and manufacture are briefly discussed in section 7.2.
The complexity of operation is something that has only been considered briefly, with
potential improvements to fluidic handling discussed in section 7.3.ii. The biosensor is
capable of being run by a reasonably low specification computing device, such as a
smart phone app. The main computational requirements are the image handling and
the calculations needed for peak tracking. A full exploration of these aspects has not
been covered here due to the presumed simplicity of implementation at a future stage.

7.1.i.Potential improvements

Beam splitter: While work has been conducted to increase GMRs tolerance to angle
[165,166] the angular dependence can be used to remove the need for a beam splitter
cube. As briefly mentioned in section 2.2.v the resonance can also be excited at non-
zero angles, i.e. incident at +8 and collected at -8, so a system realisation relying on
angular incidence, without a beamsplitter, can clearly be considered.

Lenses: If the size of the instrument is to be further compacted, the number of lenses
could be reduced. At least one lens is required to collimate any light source used, hence
it would be ideal to have a single imaging and collimating lens. However, by using
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meta-lenses and flat optics [167,168] the instrument could be be redesigned in a much
smaller form factor i.e. long and thin. The only argument against tackling these types
of engineering challenges is if the instrument does not benefit from becoming any
smaller.

Surface Chemistry: The final major issue to address is the limit of detection. The
instrument has demonstrated an LOD for CRP well below the clinical range, but
developing the reliability of the assays is key, so many repeat measurements would
need to be conducted. A key question remains: does the LOD need to be lower? This
would certainly be the case if samples were going to be diluted in the process of
testing. The bigger question will be how to tune the surface chemistry to achieve an
appropriate dynamic range, so that the response of each analyte is matched to its
clinically relevant range. There is a fundamental limit to the highest protein
concentration that can bind to the surface. While detecting low concentrations is
important, it is equally important to be able to measure high concentrations as well,
as many diseases result in elevated levels of proteins that are important to capture.

Sample Cartridge: The fluidic channels are currently not conducive to a low-cost
setting, due to the need for syringe pumps and the complexity of the fluidic
arrangement. Improving and simplifying the fluidics requires significant development
of the instrument to achieve a commercial device. The changes required to achieve
this may need a complete redevelopment, some preliminary work is presented in
section 7.2.

Improving LOD: The instrument is capable of incorporating the higher Q modality of
dielectric nanoholes by Conteduca et al. [30] with no change to the instrument. The
use of the dielectric nanoholes is somewhat of an incremental improvement, sensitivity
can be increased significantly by incorporating a phase-based approach which is
explored in 7.3.i.

7.2. Economic considerations for commercialisation

7.2.i.  Manufacturing techniques

One aspect that has been considered throughout the development of this work is the
potential manufacturing process. The photonic sensor, which will be mounted on a
cartridge, is arguably the most important aspect of the entire system. As discussed in
chapter 5 the use of processes such as electon beam lithography used to create the
sensor chip are not scalable, yet more scalable processes are applicable to the

149



manufacture of these photonic structures, such as nano-imprint lithography. The
feature size required and material used (silicon nitride) for the sensor is compatable
with CMOS manufacturing. To estimate what the cost per chip could be lets make

some assumptions:

e Average cost of fabricating one wafer = $650 [169]. This number includes all the
costs of running and maintaining a CMOS foundry.

e Cost per 152 mm wafer ~ $150, based on our groups cost per wafer and so the
actual cost could be lower.

e The size of of the chip will be reduced to a side length <5 mm.

e The processes yield is 90% [169].

With these assumptions approximatly 650 individual chips can be made from one
152 mm wafer with a cost of ~$1.22 per chip. As some of these assumptions are over
estimations, such as cost per wafer since it is based on small batch costs, | predict that
the sensors could be manufactured for <$1 a chip.

— Additive Manufacturing (3D printing)
Subtractive Manufacturing (CNC Machining)
Formative Manufacturing (Injection Moulding)

Unit Price

—

Number of Units

Figure 89: Economics of scale of the three key types of manufacturing techniques. [155,170]

Regarding the instrument housing, which has been realised using 3D printing, the issue
is the feature resolution in order to ensure that the cartridge can be inserted accurately
and that the optical elements are positioned precisely. | have already discussed that
3D printing has a feature resolution similar to that of injection moulding [64]. Additive
manufacturing such as 3D printing, however, is not a suitable solution for large scale
volumes. Figure 89 illustrates the economics of scaling-up three manufacturing
processes. Additive manufacturing is the cheapest in terms of the initial cost of
equipment, but when moving to higher volumes, this cost barely comes down with
volume due to the relatively high raw material cost and the slow speed of the process.
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Subtractive manufacturing is similarly limited by processing time and has an even
higher initial equipment cost, which makes it look similar economically.

Formative manufacturing such as injection moulding, is the process of choice for large-
scale manufacturing. While the initial cost of equipment for production is high, the raw
materials are significantly cheaper than those of the other methods, and the speed of
production is significantly higher. Since the main cost is the manufacture of the mould,
injection moulding should only be used once the design has been firmly locked down,
so it ideally complements the flexibility advantage of 3D printing. The crossover
between these methods in Figure 89 will happen at production quantities in the 1000s
- 10,000s range [155], clearly large scale production volumes.

7.2.ii. Component cost

For scale-up, the components such as the optical elements and the camera, if
purchased directly from an Original EqQuipment Manufacturer (OEM) would reduce cost
significantly. Currently, the components (cf. chapter 5) were purchased from retail
companies that may also be Value-Added Resellers (VAR). Essentially, this means that
the cost to build one instrument is not representative of the cost of the future final
product.

For example, the camera purchased from The Imaging Source cost around £138.00.
However, The Imaging Source will have purchased the CMOS sensor from an OEM and
added functionality which may not be needed here. The bare Aptina MT9V024 sensor
is available on its own for ~10% the cost (Mouser Electronics, Inc). Other 5 MP sensors
are available for £5-£6, however, using an unintegrated sensor requires your own
software and hardware integration. A further example is the beamsplitter, purchased
from Thorlabs, which cost £140 at the time of writing. Should this component still be
required in a final device, the cost could be reduced drastically as beamsplitters are
commonly utilised in CD and DVD drives, where the entire drive may cost less than
£10.

Components such as the filter which is required for the LED source will benefit greatly
from mass manufacture. Costing £200 (at time of purchase) from QuantumDesign UK
and Ireland Ltd, for a 12.5 mm diameter size. The filter is much larger than required as
the beam size is < 5 mm in diameter. In future, larger wafers could be produced and
diced to size. Considering the implications of manufacturing techniques discussed in
7.2.i, | estimate that the OEM cost of the instrument could be ~£50 and potentially
much less (~£10) should the scale of manufacture be sufficiently large.
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7.3. Preliminary work for further development

| now discuss preliminary results of other ideas that may be useful for improving the
sensor technology in the future.

7.3.i.Interferometry in an autonomous device

Despite the chirped GMR only supporting a low Q resonance, it has performed
incredibly well in the low-cost instrumentation | have developed. While the
performance is suitable for large proteins and molecules, more sensitivity is required
to measure small proteins (such as procalcitonin = 13 kDa) at low concentration. As
discussed in chapter 5, using a higher Q resonance to increase performance is not
compatible with low-cost light sources. Alternatively, a GMR-based solution which
shows promise has been developed by Barth et al. [171]. Barth et al.'s approach uses
interferometry to detect refractive index changes, which is intrinsically more sensitive
than the resonance-only method employed here; as the analyte binds to the surface,
the resonance exhibits a phase change which can be detected accurately. Using this
method requires a coherent source and the two signals need to be spatially overlapped,
e.g. by using a Wollaston prism, for two polarisation modes. The reason to use two
polarisation modes is that they both have different phase responses across the
resonance as shown in Figure 90.
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Figure 90: a) wavelength and b) phase response for grating structure parameters a = 570 nm,
t =150 NM, Ninc = 1.45, Ng = 2, Ncover= 1.33 and FF = 0.74 for TE and TM polarisation. Both signals
can interfere once passing through a 45° polariser, with the TE being used as the reference
and the TM as the signal.

Working in conjunction with Ms. Barth, we developed a prototype instrument that
worked on a compact scale which could be made using low-cost components
(Figure 91). In the initial realisation, Ms. Barth used a Wollaston prism to enable the

interference effect; such a prism is a relatively expensive component that is unlikely to
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follow the economics of scale. We therefore came up with an alternative, which is to
use a double-slit configuration that uses diffraction to create the interferogram
(Figure 91a). In this case, the reflections of the two gratings that are being interfered
are aligned to different slits, and so, when a phase change occurs at input, the resulting
interferogram will shift accordingly. An interferogram from this approach not only
benefits from the sensitivity of using phase, it also has a well-defined output pattern

o, .
e

Sample Location

that can be very easily filtered.

y =~ LA/a

4 * Double

Unfiltered = 0

Filtered

Figure 91: a) Schematic of the double slit interference method employed for compact phase
interferometry. b) A rendering of the housing for the instrument. ¢) Raw image of an
interferogram taken on the instrument with dimensions of the double slit. Insert presents a
comparison between spatially filtered and unfiltered pattern. d) 3D printed housing with
components labelled.

A 3D printed housing was designed (Figure 91b) and manufactured (Figure 91d) to
contain all the components required for operation. This work so far is only at the proof-
of-principle stage and is yet to be tested for refractive index sensing. The fringe
spacing of the interferogram is determined by w = LA/d. So for the double slits used
to generate Figure 91c the fringe spacing is = 68 um, which with the same DMM
72BUCO2-ML camera (2.2 um pixels) as in chapter 5 provides ~30 pixels per fringe
which should be sufficient to allow accurate sampling, especially as there are multiple
fringes to track. Examples of the fringes are demonstrated in the insert of Figure 91c,

showing the power of spatial filtering.
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7.3.ii. Integrated fluidics for clinical samples

1. 500x1000 pm
2. 500x750 ym
3. 500x500 ym
4. 400x500 pm
5. 400x400 pm
6. 300%400 um
7.300%300 um

Figure 92: a) Filtered whole blood using the Vivid™ Plasma Separation Membrane. b)
Microscope image of whole blood pre- filtering. ¢) Microscope image of blood plasma post-
filtering. d) Capillary channels of various cross-sectional areas (labelled) showing travel of 10 uL
of whole blood and 1:4 whole blood to buffer.

One of the key remaining aspects requiring further work is the fluidics. While the fluidic
channels | developed have been useful for sample delivery in my experiments, the use
of a syringe pump and sample loop are not practical in a point-of-care or resource-
limited environment. To this end, a cartridge that works passively to manipulate and
deliver sample to the sensor surface is required. | have done some initial tests in
conjunction with Dr Kunstmann-Olsen using blood at finger prick volumes (<20 puL).
Blood is an easy sample to obtain in a point-of-care setting for use in protein assays
and contains high concentrations of clinically relevant targets. The first task was to
remove the blood cells and to measure the plasma with the remaining proteins. To
achieve the separation of the blood into plasma without centrifugation | employed the
Vivid™ Plasma Separation Membrane from Pall Corporation. Figure 92a presents the
filtration using positive pressure from a syringe with relevant micrographs presented
in Figure 92b and c. With the ability to successfully separate the plasma demonstrated,
the method for moving the blood around the device by capillary forces alone was then

considered.
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We started by replicating the work of Kokalj et al. [172] and Dosso et al. [173]. The
technique they used involves sealed channels and a working fluid adsorbed into a pad
to pressurise the air to pump sample liquids. In testing, this proved difficult to seal
reliably despite appearing straightforward to replicate, even though the lack of
mechanical components is a huge benefit of this approach. We then came up with an
alternative approach to simply use capillary channels [174]. These channels were
created by 3D printing as we have the capability to print down to 300 um features.
Using whole blood as well as a 1:4 blood to buffer ratio, capillaries of various sizes were
tested, shown in Figure 92d. The longest capillary that can be seen to have worked
successfully with whole blood has a channel cross-section of 300 um x 300 um and a
travel length of 13.3 mm. The top of the channel is sealed with ELISA SealPlate® film.
With the capillaries proven to work sufficiently with the more viscous whole blood, a
cartridge was designed that incorporated the filter paper and a GMR as shown
in Figure 93.
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Figure 93: a) Rendering of a capillary flow cartridge with Luer inlets and outlets. b) Assembled
cartridge with blood filtering and plasma flow to the GMR sensor. ¢) Enlarged image of the
capillary channel with plasma flowing through.

A key issue with this approach is that the filter paper wicks very slowly and the plasma
only drips through at a slow speed, such that the entire process takes 10s of mins.
Another issue is that there is no wash step, so it may be difficult to identify specific
binding of proteins from non-specific physical adsorption.
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7.3.iii. Antibiotic susceptibility assay

The work presented so far describes an assay based upon antibody-antigen binding,
which is used to detect protein biomarkers. However, protein assays are not the only
test of use in healthcare. An area of great importance is antimicrobial susceptibility
testing as bacterial infections are becoming increasingly resistant to treatment [175].
Current testing relies on methods such as culturing bacteria on agar plates, which can
take several days to produce results. In this context, Miller and Silver et al. [149] have
tethered a cephalexin drug molecule to a PEG linker allowing it to be surface bound
using the MPTES functionalisation method used in chapter 6. The advantage of
immobilising drug molecules is that they can then be probed with surface based
sensors such as the GMR instrument | have developed. Cephalexin is a B-lactam based
drug, similar to penicillin and a common form of antibiotic resistance is B-lactam
resistance. B-lactam drugs bind to the penicillin binding protein that are critical to the
cell wall cohesion of the bacterium. The resistance mechanism employed by the
bacteria involves releasing an enzyme that breaks down the active B-lactam ring in the
drugs structure [149]. By applying a patient's sample such as urine, from a patient with
a urinary tract infection (UTI), the change of the surface-bound antibiotics can be
monitored thus deducing if the infection is resistant to the antibiotic.

The actual change in the B-lactam ring is too small to be measured by a GMR but the
assay developed by Miller et al. relies on flowing isolated, penicillin binding protein
(PBP3) over the surface post exposure to the sample that binds to any unaffected drug.
The assay involves the following steps:

e Flow sample over measurement surface, here tested with a blend of
recombinant B-lactamase proteins purchased from Sigma-Aldrich (L7920)
containing 40-70 IU B-lactamase | and 6-10 IU B-lactamase Il. This stock was
diluted 1:6 in 50 mM potassium phosphate buffer (KPi) [149].

e Wash measurement surface with sodium dodecyl sulphate (SDS) to remove any
remaining enzyme.

e Flow PBP3 over measurement and control (tsof Figure 94)

e Wash measurement and control with SDS to remove non-covalently bonded
PBP3 (this step is missing from the experiment in Figure 94)

A negative result occurs when the PBP3 remains covalently bound to the unaffected
drug layer even when washed with SDS; in contrast, if the drug is broken down by
enzymes present in the sample, then the PBP3 will be washed off by the SDS and leave
the surface, thus resulting in a resonance shift.
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The assay was conducted in conjunction with my colleague Mr. Callum Silver using my
instrument. Figure 94a presents the resulting resonance shift, with each stage marked
and labelled in the table in Figure 94b. Both channels here are referenced to a third
channel that only had KPi flown through.

Unfortunately this experiment did not have the final SDS wash step required to remove
any non-covalently bound PBP3 from the measurement channel. Therefore it is
inconclusive if any PBP3 would have remained bound to the sensor surface in either
channel and so is unclear whether the B-lactamase broke down the drug surface. One
thing that can be seen in Figure 94 is that there is a binding curve for the B-lactamase
at ty and also PBP3 seen on the surface at t.. While the results of the assay may be
inconclusive, it is clear that the resonance shifts measured are more than sufficient to
indicate that the instrument is sensitive enough as demonstrated by the magnitudes
seen. This assay therefore could be implemented in this device in the future.
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Figure 94: a) Resonance shift plot for a beta lactam drug assay. b) Solutions injected at the
marked time stamps.

7.3.iv. Dopamine-based surface chemistry

It is clear from the results in chapter 6 that there is variability in the surface chemistry
| used. One possible cause is the hydrolysis of the PEG linker used to connect
antibodies to the surface. One way to circumvent this risk of hydrolysis is to use a
different surface functionalisation protocol. My colleague Ms. Bakshi identified a poly-
dopamine protocol [176], which is based on the chemistry used by mussels to attach
to rocks [177]. Dopamine itself is a hormone in the human body, however, when
polymerised, it becomes a layer that will adhere to almost any kind of surface [178] and
thus will allow to stick antibodies to a sensor surface. Using a dopamine polymerisation
layer results in a thicker tethering layer in the 10s of nm range [178]. Compared to the
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PEG layer used previously, the key aspect is that poly-dopamine does not react with
water, hence there is no risk of hydrolysis, which removes the time constraint of

flowing antibodies over the sensor before the surface layer reacts.

The process of functionalisation proceeds as follows:

e Place a GMR sensor vertically (to avoid aggregates on the surface) in a solution
of 2 mg/mL dopamine hydrochloride (sigma Aldrich H8502) in 10 mM Tris Buffer

for 2 hours.

e Rinse in DI water and blow dry with nitrogen.
e Seal sensor in channel and run from antibody step as described in chapter 6.

Not only is there no reactivity with water, but there are also fewer functionalisation
steps and the entire process can be completed in a single day, as opposed to three
days for the PEG based process. As an early example to illustrate the viability of this
protocol, | conducted an IgG binding assay. The results are shown in Figure 95 using

the same experimental setup as in section 6.1.i.
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Figure 95: 1gG protein assay using poly-dopamine surface chemistry. The antibody shift is 15.44
um the casein shift is 2.77 um and the 7 ug/mL antigen 1.33 um.

Starting with the introduction of the anti-IgG antibody at t = 15 min, | note that the
antibody binding achieves a 15.4 um shift, which is less but comparable to the 25 um
shift observed for a similar concentration (50 pg/mL) using the PEG process. For the
actual assay, with 1ug/mL concentration, we observe a shift of 1.33 um. This shift again
matches the results presented earlier in chapter 6 as this antibody-antigen ratio is 11.6
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which is consistent with the findings for PEG. The internally consistent ratio indicates
that the poly-dopamine binding has similar surface orientation characteristics to PEG.
While the results are similar to those presented in chapter 6 it is on the lower end of
the scale for antibody binding. The main reason for this will be that the poly-dopamine
approach is not as optimised as that for PEG. The result of the slightly lower antibody
shift is that the lower antigen shifts are lost to the noise, this is in conjunction with
the reasons discussed in chapter 6 about measuring low concentrations.
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8. Conclusion

To summarise, a photonic biosensor has been presented based upon the guided mode
resonance modality. Made in silicon nitride for an operational wavelength of 647.1 nm,
the resonance has a typical Q-factor of around Q = 190. The sensors are chirped to
translate the spectral response into a spatial response that can be easily read out with
a camera. The instrument was constructed with low-cost considerations in mind. As
such the housing was prototyped using additive manufacturing and off-the-shelf
components were chosen for the construction.

A study into the performance of these components was conducted to understand the
sources of noise, the interplay of the different parameters and the link to the quality
factor of the sensor. The results showed that for use in uncontrolled environments,
moderate to low Q values are desirable. Interestingly, it was also found that low-cost
laser sources were unsuitable due to wavelength tolerances and, when using a camera
as a sensor, the speckle noise from the source's coherence. The optimal source was
determined to be an RCLED with a laser line filter which provided suitable spectral
density with tolerable noise values. Other than speckle noise, the highest source of
noise in the system was the camera, leading to the choice of a CMOS camera which
also offered the smallest pixel size (useful to increase sampling). Each of these
components were combined into a microscope-style configuration using two lenses
and a beam splitter cube to image the GMR sensor, which was illuminated with
collimated light. After optimising the instrument, it achieved a bulk LOD = 3.1 0.6 x10°
> RIU for refractive index sensing, which is remarkably low for a handheld instrument
and comparable with laboratory-based modalities.

With such a low bulk detection limit achieved, the device was tested with two different
antibody-antigen assays. 1gG and CRP were chosen due to their clinical relevance in
the human immune response. The lowest concentration measured was 1 ng/mL of CRP
in a buffer solution using laminar flow channels as a sample delivery system. While
further testing is required to optimise this detection for a clinical matrix, such as serum,
the result indicates the feasibility of the device for clinical diagnostics. Further work is
also needed to integrate fluidic handling to remove the need for external syringe
pumps to make this a truly autonomous device.

Upon completion of this work it is clear that understanding a system is an important
step in research. Too often ideas are tried once and if they work they are taken forward
and if they fail they are forgotten. The converse is also true where the perceived best
solution is repeatedly tried without considering that there may be a better one. An
example from my work is the use of the RCLED, which wasn't tried until almost two
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years into my PhD. | had assumed that lasers were the best source and all the
drawbacks could be engineered to not be a problem.

In a similar way my approach could have been more focused for the biological
measurements. Had | not just assumed the assay would work for me as it had for
colleagues | may not have spent so long repeating the same measurements expecting
a different outcome. As such, if | had started the work with the QCM-D sooner and
gained that understanding of biological assays | may have been able to explain the
difference between my work and my associates, which will remain my biggest
disappointment from this work. Furthermore writing this thesis has helped me
understand that even when | considered myself to be taking a holistic view, one’s view
can always be broader and the skill is identifying when to focus in. Nevertheless these
factors should not detract from the progress | have made in approaching a problem.
The fact the work presented here has resulted in publication shows merit in the
findings which have discussed new aspects not considered in the literature before. So
while there can always be improvements to the path taken, it's as they say “hindsight
is 20/20", | am extremely proud of what | have achieved.
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