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Abstract
Multiscale X-ray Approaches Towards the Structure and Function of Pyrolysis and

Hydrothermal Carbons

A paradigm shift is required to reduce current dependence on finite fossil resources and to

remain within planetary boundaries. In response, a 21st century bioeconomy, where materials,

chemicals and fuels are produced sustainably from biomass, is being developed. Pyrolysis and

Hydrothermal Carbonisation (HTC) represent two biorefinery approaches to produce high-

value carbon devices from biomass. To realise their potential, a mechanistic understanding

of these carbonisation processes is required. This thesis utilises synchrotron X-ray science to

study the structure and function of pyrolysis and hydrothermal carbon.

Scanning transmission X-ray and electron microscopy provide experimental evidence for a

core-shell structure of carbohydrate-derived hydrothermal carbon. Mechanistic pathways dif-

fer between the core and shell of hydrothermal spherical carbons. Near-edge X-ray absorption

spectra (NEXAFS) show that, at the water-carbon interface, carboxylic species drive growth.

In the core, condensation dominates, removing linking units between polyfuranic domains.

X-ray Raman scattering spectroscopy (XRSS) is presented as a novel tool to study the C K-edge

of sustainable carbons in bulk and in-situ. Experiment and density functional theory demon-

strate that biomass-derived hydrothermal carbon is composed of a furanic local structural mo-

tif linked at the α-carbon. Two pyrolysis carbons produced at 450 °C and 650 °C are used to

demonstrate XRSS as a route to a semi-quantitative measurement of aromatic condensation

and highlight the advantages of XRSS over NEXAFS for these materials.

Pyrolysis carbon is widely used a sorbent for aqueous inorganic species. A multi-scale X-ray

and electron spectromicroscopy approach provides mechanistic insight into the adsorption of

AuIII
(aq) onto pyrolysis carbon. Pyrolysis carbon shows a large capacity for reducing AuIII

(aq) to

nanoparticulate and micrometre-sized Au0 clusters. Electron energy loss spectroscopy high-

lights mixed valence FeII:III oxides as an active site for AuIII
(aq) reduction. X-ray extended fine

structure modelling shows that the maximum average Au0 size forms between 13 - 26 mg g−1

gold:char ratio, above this, ultrafine Au0 dominates.
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Chapter 1

Introduction

The concentration of CO2 in the Earth’s atmosphere has increased rapidly since the beginning

of the 20th century, to surpassing 415 ppm in December 2020 from a pre-industrial average of

275 ppm [1, 2]. Global emissions of CO2 and other greenhouse gases (GHGs) are responsible

for the continuing rise of global temperatures, resulting in a likely increase of 2.0 °C to 4.89 °C

over the next 80 years [3]. The long-term impacts of global warming are difficult to predict,

however some effects are now starkly apparent (i.e. sea-level rise, extreme weather) [4]. As

acknowledged by the 2015 Paris agreement, these climatic changes are directly linked to the

release of GHGs through human activities (e.g. fossil fuel combustion) [5]. However, GHG

emissions are merely one symptom of humanity existing beyond Earth’s planetary boundaries.

Human development to date has been guided by a flawed model of economic growth at any

cost. This growth model exploits Earth’s soil, water and fossil resources for profit.

Prior to the 20th century, most materials such as solvents, fuels and fibres were derived from

non-edible biomass. However, the emergence of cheap oil has led to many products being

produced almost solely from fossil resources. Currently, almost all this "stuff" inevitably and

invisibly transforms into "waste", damaging the environment and releasing GHGs. In order to

remain within Earth’s planetary boundaries, we must transition to a circular economy whereby

"waste" is captured as a valued resource. This biorefinery model requires thermochemical

processes, able to produce useful materials and re-capture resources safely and sustainably.

To achieve this goal, a mechanistic understanding of the chemistry underpinning potential

processes must be achieved. This thesis attempts to understand the structure and function of

carbon materials produced from waste biomass by applying multiscale X-ray techniques.

1
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1.1 Planetary Boundaries

For the past 10,000 years, planet Earth has existed in a period of relative climate stability known

as the holocene epoch. Prior to this period, ice-core measurements have shown that the climate

had been in an extended period of flux, unsuitable for human civilisation to thrive [6, 7]. The

holocene epoch has offered a planet with stable temperatures, widely available freshwater and

stable biogeochemical processes, providing a safe-space for humanity to thrive and innovate.

Since the early 20th century, changes in the state of the Earth system have been shown to be oc-

curring rapidly. Biogeochemical and carbon flows have been interrupted by climate extremes

and intensive farming [8, 9], human pollution has resulted in toxification of landscapes [10, 11]

and climate change is being driven by anthropogenic emissions [12]. Such rapid changes to

the delicate Earth system balance have been shown to be directly related to human activities

[4]. A new era of human induced instability has dawned: the anthropocene [13].

It is considered likely that the rapid anthropic changes to the Earth system state could trigger

climate destabilisation or other non-linear changes to our environment. Rockström et.al. have

proposed a series of planetary boundaries, which represent nine key Earth systems that if sig-

nificantly modified, could result in non-linear, rapid changes to the environment [14, 15]. These

are: (i) climate change, (ii) ocean acidification, (iii) chemical pollution, (iv) biochemical flows

(e.g. N,P cycle), (v) freshwater availability, (vi) land-use change, (vii) biosphere integrity (e.g.

biodiversity loss), (viii) air pollution and (ix) ozone depletion. The planetary boundaries are

not necessarily of equal importance, with climate change and biosphere integrity recognised as

of core importance. These boundaries provide humanity with guidelines for monitoring Earth-

system changes and planning sustainable growth. However, whilst the planetary boundaries

protect the Earth system as a whole, they do not consider the impact that changes in human

emissions might have on social cohesion. For example, to protect the Earth system it might be

recommended to cease the use of Haber-Bosch derived fertilisers to reduce nitrogen and phos-

phorous loading in the environment [16]. However, this would have a direct impact on feeding

growing populations around the world by reducing crop yields, resulting in starvation, mass

migration and other human catastrophes. In order to guide sustainable development for both

planetary and human well-being, the economist Raworth proposed the Doughnut model in her

book Doughnut Economics [17].
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The Doughnut (Figure 1.1) nicely represents the balance between the nine planetary bound-

aries and the standards of human well-being established in 2015 by the UN sustainable devel-

opment goals [18]. The nine planetary boundaries are shown around the circumference. The

radar plot values in red show the extent that we are overshooting our planetary boundaries, or

falling short of our social foundations. The principle of the doughnut is for humanity to exist

and thrive within the safe space (light green) between the planetary boundaries and our social

foundations (e.g. water, food, healthcare, literacy, and energy availability). In our societies, if

we overshoot our planetary boundaries we place a pressure on the environment which could

drive irreversible change. Likewise, a shortfall in our social foundation results in a suppression

of human potential.

FIGURE 1.1: The Doughnut. Dark green circles show the social foundation,
which no one should fall below and the ecological ceiling of the planetary bound-
ary. Between the two lies a safe and just space for humanity. Red wedges show
shortfalls in the social foundation or overshoot of the ecological ceiling. Figure

reproduced from Ref. [17] under the CC BY 4.0 license.
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The Doughnut acts as a simple and concise compass for assessing the current state of human

and planetary well-being. It has been implemented for this purpose within academia, policy-

making, progressive business, urban planning and civil society [17]. However, whilst The

Doughnut might act a useful tool for guiding social and environmental change, it does not

provide any pathway for sustainable development. Instead, governments are intentionally

left to design and enact policy to meet legal obligations, such as those signed up to by UN

member states (e.g. 2015 Sustainable Development Goals, 2015 Paris Agreement) [19].

Given that planetary boundaries only guide our choices, rather than define them, we must con-

sider policy options which yield the greatest impact in guiding us to an ecological safe space. It

is clear that unilateral change is required in multiple sectors, from transport to construction to

monetary policy. However, this thesis forms part of research aiming to tackle climate change,

which is thought to represent the current largest risk for irreversible planetary change [15, 20].

The currently proposed climate boundary is based on the principle of meeting the target of

not exceeding 2 °C of anthropogenic warming since the baseline year of 1990 [5, 12]. It is clear

that this will require deep cuts to current GHG emissions, including a reduction of 25% in CO2

emissions by 2030, with net zero emissions around 2070. To achieve these large reductions in

GHG emissions, the use of fossil resources will need to be significantly curtailed. The manufac-

ture of petrochemicals and their derivatives absorbs an increasing proportion of the world’s oil

and gas – approximately 14% for oil and 8% for gas [21]. If unrestricted, GHG emissions from

the petrochemicals sector are expected to increase by 30% by the year 2050; increased emis-

sions would be concomitant with increased land use change, fresh water usage and particulate

pollution [21]. To limit this, chemistry must transition from the use of fossil resources wher-

ever possible and create new processes and technologies for producing sustainable, efficient

and performant materials.

1.2 The 21st Century Bioeconomy

Petrochemicals are set to become the largest driver of global oil consumption in the future

[21, 22]. Transitioning from fossil to renewable carbon resources for the production of mate-

rials, chemicals and fuels can therefore result in significant GHG reductions. Waste biomass

represents the most globally available and regenerative resource of renewable carbon [23].
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This makes the utilisation of waste biomass an attractive alternative to fossil resources, pro-

viding future renewable bioenergy and bio-based chemicals with much lower GHG emissions

[24, 25]. A key benefit of this approach is that waste biomass (e.g. agricultural residue, non-

avoidable food waste) is recovered as a resource. This principle is called a circular economy.

In comparison to a linear economy, where resources are produced into useful materials then

disposed of as waste, a circular economy recovers these resources and re-uses or recycles them

(Figure 1.2) [26]. In the proposed circular bio-economy, resources are derived from biomass

wherever possible. The utilised biomass resource should neither compete with human food

resources nor result in land-use change. Typically biomass feedstocks are wastes, such as agri-

cultural residues (e.g. corn stover, rice husks), trimmings (e.g. forestry management cuttings),

grasses and other non-food crops, waste natural fibres and food wastes. In particular food

waste is a rich resource for biorefinery in most advanced economies [27]. In the UK, food

waste from households and businesses is around 9.5 Mt yr−1, of which 70% is edible and only

30% is inedible. In 2019, this resulted in 25 MtCO2e of associated emissions of a UK total of

460 MtCO2e [28–30]. Such waste materials represent a treasure trove of untapped chemical

potential for refinement and offers a sustainable path to replacing fossil resources.

FIGURE 1.2: A model of a circular economy.



Chapter 1. Introduction 6

An increasing amount of new research is focused on the application of different technolo-

gies (including fermentation, hydrothermal conversion, pyrolysis and microwave treatment)

to make chemicals from bio-waste and thus improve resource utilisation. When implemented

together, the processes used to extract useful bio-chemicals, bio-fuels and bio-materials from

waste biomass form a Biorefinery [25, 31]. A biorefinery, in many ways, mirrors a typical

petrorefinery. Waste biomass is separated into building blocks (e.g. carbohydrates, proteins,

waxes) which may be converted to value-added products, biofuels and chemicals. The produc-

tion of chemicals and materials from biomass was common at the beginning of the 20th century

before cheaper petroleum derivatives were available. Many fuels, dyes, solvents and synthetic

fibres were directly produced from lignocellulosic biomass. However their synthesis, whilst

sustained from biomass, was often unsafe and damaging to the environment. In contrast,

modern biorefineries are designed around the principles of the circular economy and Green

Chemistry [32]. Green chemistry offers a protocol when developing biorefinery processes and

may play an important role in facilitating production of commodity chemicals from biomass

[24, 33]. Throughout the whole product life cycle, energy demands should be minimised, safer

processes used and hazardous chemical use and production avoided [34]. Biorefinery prod-

ucts should be designed with their end-of-life in mind, with simple approaches for resource

recovery wherever possible. The final product should be non-toxic, degradable into innocuous

chemicals and with minimum production of waste [32].

Biorefinery processes can be divided into four main groups: mechanical, biochemical, chemi-

cal and thermochemical processes [31]. Mechanical treatment is often applied first, changing

the size, shape and density of the starting feedstock so that the following processes in the

biorefinery can work more effectively. Biochemical treatments include enzymatic approaches,

fermentation and anaerobic digestion, the latter of which is currently the most widely imple-

mented [35]. These processes typically breakdown sugars to produce alcohols and organic

acids. Enzymatic approaches may be used to produce useful sugars from municipal solid

waste, whilst anaerobic digestion can be used to produce biogas for combustion. Chemical

processes result in a change in the chemical structure of an existing molecule by reacting with

other substances. The most common chemical processes in biomass conversion are hydrolysis

and transesterification, both of which are used to produce biofuel [36]. However other chem-

ical treatments such as Fisher-Tropsch synthesis and steam reforming are also valuable tools
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to produce high-value chemicals and fuels [37]. Finally, thermochemical treatments include

gasification, torrefaction, pyrolysis and hydrothermal treatments. These thermochemical pro-

cesses can be used to produce syngas (CO, H2, CH4), bio-oils and carbons. Syngas can be used

as a fuel, or upgraded for use in other process. Bio-oils can be refined to produce aromatic

platform chemicals, including so-called BTX (benzene, toluene, xylene) chemicals, which are

valuable and challenging to produce from non-fossil resources. Last, but not least, are the car-

bons produced from these processes, which represent an exciting route from waste biomass to

sustainable carbon devices.

Carbons have been produced thermochemically from biomass for millennia. Charcoal, the

product of incomplete combustion of biomass, has been utilised since pre-history as fuel,

pigments and sorbents [38]. The microscopic structure of charcoal, derived from the initial

biomass, was found to be an effective tool for purifying chemicals and removing pollutants.

Johann Tobias Lowitz was one of the earliest to study the adsorptive properties of charcoal for

the purification of beers, waxes and vinegar in the early 18th century [39]. An understanding

of the local structure and chemistry of carbons was developed in the early 20th century. Acti-

vated carbon sorbents were produced from biomass, as well as coal, by applying an activation

stage to increase the surface area of the final product [38, 40]. This allowed for highly effective

sorbents, as well as carbon electrodes, pigments and catalyst supports. More recently, new

allotropes of carbon, other than amorphous carbon, graphite or diamond, have been discov-

ered with well-defined nanostructures such as graphene, fullerenes, carbon nanotubes (CNTs)

and carbon foams. Development of these carbon materials for specific applications has been

advancing rapidly. Energy storage devices (e.g. supercapacitors), embedded catalyst sup-

ports and electronics applications have all been investigated [41, 42]. The science of carbon

has rapidly evolved from an understanding of two-dimensional structures, to a full range of

dimensionality. In this way, carbon science is advancing into the realms of multi-scale control.

This control allows for the construction of well-ordered three-dimensional bulk materials from

lower-dimensional carbon building blocks. However, these advanced carbon materials gener-

ally come at a cost; requiring non-sustainable platform materials, producing poor yields and

utilising high energy input techniques (e.g. chemical-vapour deposition, arc deposition) [43].

The race is now on to produce high-value carbon materials efficiently from waste biomass [44].
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1.3 Sustainable Carbon Materials

The current challenge is to integrate advances in our understanding of carbon nanostructure

and function with the principles of the biorefinery and green chemistry. The goal is to produce

carbon materials using waste biomass, with very little environmental impact, yet to retain their

functionality and efficacy. Figure 1.3 summarises the seven key principles of sustainable car-

bon production considered in this project, which are based on the principles of green chemistry

[32, 44]. These principles may be summarised as the utilisation of natural, abundant and more

sustainable precursors, coupled with atom-efficient, lower-energy synthetic processes to pro-

duce effective, well-characterised carbon materials designed with their global implementation

and end-of-life in mind. Carbons that fulfil these criteria are called Sustainable Carbons.

FIGURE 1.3: The key principles of sustainable carbon materials.

Currently there is an explosion in research considering sustainable carbon materials from

biomass [45]. The excitement in this field is driven by careful exploitation of structure and

functionality within materials derived from the natural world. Examples of this biomimetic

approach to highly-structured carbon materials derived from natural materials, such as crus-

tacean shells or plant tissues, have been demonstrated [46]. These highly structured carbons al-

low for applications where fluid flow is critical, such as catalysis, adsorption and electrochem-

istry [41, 47, 48]. Furthermore, carbons with novel functionalities can be produced through



Chapter 1. Introduction 9

careful selection of the starting biomass, such as minerals within algae or organic functional-

ities within citrus fruits. This diversity of structure and function from the natural world has

led to many successful sustainable carbon materials already finding their way into the mar-

ketplace. An example of a market-ready sustainable carbon would be Starbons [49]. Starbons

are a class of ultra-high porosity carbon foams, derived from the pyrolysis of biomass-derived

starch. Through careful choice of the starting biomass materials, it is possible to control the

pore sizes of starbons whilst also introducing specific chemical functionalities (e.g. metal ox-

ide nanoparticles). Other examples of successful sustainable carbons include glucose-derived

aerogels and hydrothermally-produced carbon nanodots and supercapacitors. These high-

technology applications of sustainable carbons are becoming increasingly common in the lit-

erature [50]. However, another application of sustainable carbons is in waste-management

and agriculture. Carbonisation of wastes is being closely investigated as a way of produc-

ing non-hazardous carbon materials which can be used as an effective, low-carbon fuel [51].

Furthermore, the pyrolysis of waste biomass, can be used to produce biochar - the term for

pyrolysis carbon applied directly to the soil [52, 53]. Pyrolysis carbons have been shown to

produce significant improvements in terms of soil quality and fertility, whilst also offering a

potential route to negative emissions through their widespread implementation [54, 55].

Other than the starting biomass resource itself, a range of thermochemical techniques are re-

ceiving renewed attention as routes towards sustainable carbons. These techniques have been

utilised as part of the biorefinery for many years. However, the processes governing the pro-

duction of sustainable carbons from biomass require further investigation. It is hoped that

through building an understanding of the mechanisms underpinning the production of sus-

tainable carbons, it might be possible to have increased structural and functional control over

the final material, whilst also more efficiently using resources and energy. Using this approach,

it might be possible to link the nanostructural control from multidimensional carbon materials

with their sustainable production from biomass. This thesis focuses on the two most common

thermochemical processes for the production of sustainable carbon: pyrolysis and hydrother-

mal carbonisation.



Chapter 1. Introduction 10

1.3.1 Pyrolysis

Pyrolysis carbon is the solid product produced by the thermal decomposition of biomass un-

der anoxic or quasi-anoxic conditions - a process called pyrolysis. As well the solid pyroly-

sis carbon, pyrolysis also produces an oily product known as bio-oil and a mixture of gases

(CO, CH4, H2) known as syngas. A significant amount of control over the ratio of the formed

products can be exerted by altering the heating rate and heating temperature during pyrolysis

[56]. In this way pyrolysis is typically classified as either fast or slow. Fast pyrolysis involves

the rapid heating (< 2 s) of biomass at moderate temperatures of around 500 °C to produce

high yields of bio-oil of up to 75 wt.% [57]. Bio-oil is a valuable product which may be used

as a fuel, or further upgraded to produce valuable chemicals [58]. Alternatively slow pyroly-

sis, the focus of this project, focuses on the production of pyrolysis carbon and is performed

over extended periods (typically greater than 30 mins) at higher temperatures. During slow

pyrolysis, the ligninocellulosic structure of the starting biomass is altered (Figure 1.4), pro-

ducing materials with large pore volumes, high surface areas and a wide variety of surface

oxygen functionality. As a carbonisation technique, pyrolysis has been extensively applied to

the production of industrial activated carbons.

FIGURE 1.4: X-ray radiographs of oak wood (a) before and (b) after pyrolysis at 650 °C. The internal
structure of the biomass is ’opened’ producing large pore volumes and high surface areas.

Recently, attention has returned to pyrolysis carbonisation as a route to produce more sustain-

able carbon materials from biomass. The pyrolysis process itself results in the decomposition

of the biomass components into a disordered carbon (see Section 1.4). In the last decade, py-

rolysis carbon has become an internationally relevant topic in soil science, as a way of both
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improving soil fertility, but also locking away carbon in the soil as a form of carbon sequestra-

tion [53, 54, 59]. Whilst this interest in pyrolysis carbons was initially focused on its roles in

soil fertility, research has returned to pyrolysis as a process for producing sustainable carbon

devices (e.g. supercapacitors, catalyst supports) [60, 61].

1.3.2 Hydrothermal Carbonisation

Hydrothermal carbon is the solid carbonaceous product formed during the thermochemical

decomposition of biomass in a hot, autogenically-pressurised, aqueous environment (approx.

200 °C, 30 bar). This process is known as hydrothermal carbonisation (HTC) and, since its dis-

covery over 100 years ago, it has re-emerged as a sustainable route to advanced carbonaceous

materials (hydrothermal carbon) and chemicals (e.g. hydroxymethylfurfural) [62]. The de-

velopment of hydrothermal carbonisation came during the early 20th century as Germany, a

country with no crude oil resources, attempted to produce synthetic chemicals and fuels from

coal [63]. Building on the advancements in high-pressure synthesis developed for the Haber-

Bosch process, a range of new techniques for high pressure synthesis of hydrogen and syn-

thetic fuel were introduced. These included hydrothermal liquefaction of coal and the Bergius

process, which was strategically important during the inter-war and second world war era for

the production of synthetic fuels and explosives.

FIGURE 1.5: Semi-automatic, steel autoclave design used to perform coalification by Fredereich Bergius.
Reprinted by permission from Springer Nature Ref. [64] (1928).
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During the early stages of the development of high-pressure chemistry in Germany, Bergius

investigated the process of coalification, whereby peat (and later cellulose) was transformed

into a material with similar properties to coal (Figure 1.5). Bergius was awarded the 1931

nobel prize for his work in high-pressure chemistry with Carl Bosch. During the inter-war

years, several studies were conducted in order to monitor the formation of ’bio-coal’ through

hydrothermal carbonisation, since the structure of coal was not known [64]. However, the

introduction of cheap fossil resources in the years following the second world war combined

with the banning and removal of high-pressure liquefaction technologies by the Russian army,

meant that these sites were converted into petrorefineries and the science became temporarily

irrelevant [63].

During the early 2000s a resurgence in HTC science was driven by the principles of biore-

finery [43]. Since then, products from both the aqueous process water, which contains some

important monomers, and the amorphous hydrothermal carbon material have maintained a

high-level of research interest. This interest has been maintained, not only because of its cre-

dentials as a sustainable carbon, but because the process has some significant advantages over

pyrolysis [65]. In a typical HTC process, the energy input required to produce HTC is much

lower than pyrolysis, this is because the process is carried out at relatively low temperatures

and under auto-generated pressures. Furthermore, HTC has the key benefit of being able to

process ’wet’ biomass, where the extremely costly pre-processing steps of drying and milling

can be completely avoided. The char material produced is often comprised of spherical mi-

croparticles, which can fuse into a variety of shapes, their porosity can be well controlled us-

ing casting procedures and surface functionality easily controlled [44]. The (re)development

of hydrothermal carbon materials has been rapid with laboratory scale production of carbon

quantum dots, energy storage devices, fabrics and catalysts. Industrial application of HTC has

also occurred in the waste management sector as a way to produce coal-like fuels from waste

materials, as well as a route to make-safe hazardous biological and chemical wastes [66, 67].
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1.4 X-ray Characterisation of the Structure and Function of Carbons

1.4.1 Graphitising and Non-Graphitising Carbon

Pyrolysis and HTC are now well-established thermochemical processes for the production of

sustainable carbon materials. However, the structure and chemistry of the resulting carbons

and the mechanisms producing them are still not fully understood. Pyrolysis carbons, carbon

blacks (the solid carbon material produced from the pyrolysis of hydrocarbons in the gaseous

phase) and coals have been under investigation for centuries [38]. The element carbon exists in

a multiplicity of structural forms, more than any other element, due to its ability to form stable

cyclical structures. These structural forms exhibit a huge range of properties, both physical

and chemical. It is recognised that knowledge of the structure of both pyrolysis carbon and

hydrothermal carbon at the molecular level is essential to the understanding and prediction of

their valuable physical and chemical properties.

FIGURE 1.6: Franklin’s representations of (a) graphitising and (b) non-graphitising carbon [68]

The study of the structure of carbon materials has been inextricably linked with X-ray science

since the beginning. The structures of several carbon allotropes, namely graphite, diamond

and lonsdaleite, were among the first to be solved using X-ray diffraction. Graphite was solved

in this way by J. D. Bernal in 1924 [69]. The first studies of the local structure of pyrolysis carbon

were performed by Rosalind Franklin whose pioneering powder X-ray diffraction (XRD) work

defined two carbon types: graphitising and non-graphitising carbon [70, 71]. Franklin concluded

that the structure of pyrolysis carbons depended not only on the process temperature, but
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also on the nature of the starting material. Figure 1.6 shows Franklin’s representations of non-

graphitising and graphitising carbon. Graphitising carbons are composed of cross-linked crys-

tallite domains, in which hexagonally-packed carbon atoms (graphene sheets) are aligned into

planes. In non-graphitising carbon, the structural units are oriented randomly and the linking

units are sufficiently strong to impede movement of the layers into a more parallel arrange-

ment [72]. Franklin’s model has since been shown to be incomplete, the supposed cross-linked

graphitic crystallites are not strong-enough to inhibit graphitisation at temperatures > 2000 °C

[73]. The atomic structure of chars and their resistance to graphitisation is still not understood

[74]. This resistance to ordering, even at high temperatures, may be explained by the pres-

ence of fullerene-like C60 structures [75, 76]. This model suggests non-graphitising carbons are

composed of curved carbon sheets, in which fullerene-like structures are randomly dispersed

throughout networks of ’traditional’ six-membered carbon rings (Figure 1.7) [72, 76]. Evidence

for the fullerene model of pyrolysis carbon is growing, and has been provided by HRTEM and

EELS studies [77, 78]. Despite these advances however, the local structure of non-graphitising

chars remains unsolved.

FIGURE 1.7: Schematic illustration of a model for the structure of non-graphitising carbons based on
fullerene-like elements. Taken from Harris et.al. [75].

Both pyrolysis carbon and hydrothermal carbon have been classified as non-graphitising car-

bon [73, 79]. Neither carbon exhibits any significant degree of graphitic ordering, making the
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understanding of their local structure very challenging. In addition, identification of surface

functionalities becomes very important for their respective applications. Specifically, surface

oxygen functionalities are highly relevant for the application of both hydrothermal and pyrol-

ysis carbons in many fields, such as lithium-ion batteries, supercapacitors, catalyst supports

and filtration. X-ray photoelectron spectroscopy, Raman spectroscopy and FT-IR in conjunc-

tion with wet chemistry experiments such as Boehm titration, have highlighted the wide range

of surface oxide functionalities and other heteroatom functionalities (e.g. O, N, S) responsible

for the chemical properties of these carbons [80, 81]. However, whilst a reasonable understand-

ing of the chemistry and processes underpinning HTC and pyrolysis are now available, there

is still a significant amount yet to learn. Amorphous carbon materials such as pyrolysis carbon

and hydrothermal carbon, are naturally difficult to characterise due to their lack of long-range

ordering. This is compounded by the difficulty of performing spectroscopy under the high-

temperature or high-pressure conditions under which both HTC and pyrolysis are performed.

A new approach is required to study the local-structure of these complex non-graphitising

sustainable carbons.

1.4.2 A Modern Reductionist Approach

Many of the properties of sustainable carbons, which make them attractive for their traditional

applications, are macroscopic and well-understood [82, 83]. For example, carbons have been

produced from biomass for applications such as filtration and soil amendment for centuries, if

not millennia. Techniques for processing carbons for these applications have slowly evolved

through trial and error by their practical implementation - the result of practised hands pass-

ing down their knowledge. Examples of this include: isolating certain biomass which produce

very large surface areas for improved adsorption (e.g. coconut husks) and fine-tuning pyrol-

ysis conditions for producing fuels or pigments [84]. It is true that this ’top-down’ approach

to producing carbon materials has been very effective; pyrolysis-derived products are both

widespread and performant. However, the design and implementation of sustainable carbon

materials for new applications relevant for the 21st century must be more agile, less tolerant of

inefficiencies and must have a firm understanding of the mechanisms governing useful proper-

ties. In order to achieve this goal, a new reductionist approach is required to seek mechanisms

and pathways which can be exploited.
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This project has taken a reductionist approach to studying sustainable carbon materials. Cen-

tral to this approach are the “four elements” of materials science: processing, structure, physi-

cal properties & function and technological implementation [85]. Here, the structure and func-

tion of both pyrolysis carbon and hydrothermal carbon is studied at the molecular scale. It is

hoped that this will provide insight into the carbon properties and the processes which form

them. To achieve this, this project utilises state-of-the-art synchrotron radiation imaging and

spectroscopy. The modern 3rd generation synchrotron is an electron accelerator, built to pro-

vide ultra-bright (brilliant) X-rays for probing the structure and chemistry of materials. In

particular, this thesis utilises the ability to tune the energy of the extremely brilliant X-rays to

perform spectroscopy, and the high-collimation of the X-rays to perform imaging [86, 87]. To-

gether, the properties of synchrotron radiation allow one to conduct science that is not possible

in the laboratory. This project has applied Scanning Transmission X-ray Microscopy and X-ray

Raman Scattering Spectroscopy to pyrolysis and hydrothermal carbon for the first time, to at-

tempt to capture the complexity and scale of these materials and to guide future technological

development.
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1.5 Scope of this Thesis

There is an urgent need for sustainable technologies to reduce the emission of GHGs and limit

the impact of climate change. The biorefinery of chemicals, fuels and materials from waste

biomass appears to be one key pathway to the production of materials currently available only

from fossil resources. These biorefineries will likely produce carbohydrates or lignin-based

materials that are not currently suitable for refinement into chemicals, but are a valuable re-

source for producing sustainable carbon. Many other industries produce a significant amount

of waste biomass (e.g. agricultural waste, municipal waste, organic food waste, sewage sludge

and paper pulps) which is currently left to decompose, releasing large quantities of GHGs. Car-

bonisation technologies may therefore present a resource-recovery option for current biomass

wastes and future biorefinery byproducts. Produced sustainable carbons may be utilised as

lower-impact combustion fuels, as soil amendments or as a route to high-technology products.

However, the carbonisation processes underpinning the production of sustainable carbon ma-

terials require a more detailed level of understanding than is currently available. Much of the

carbon chemistry underpinning the production of these carbons is not yet fully understood.

This thesis applies recent advances in synchrotron radiation science to perform multiscale in-

vestigations on sustainable carbons produced by pyrolysis and HTC (Figure 1.8).

FIGURE 1.8: A multi-scale X-ray approach for investigating both the structure and function of
sustainable carbon
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In chapter 2, a brief outline of the techniques used throughout this thesis is given. This includes

an introduction to theory of synchrotron radiation, X-ray absorption spectroscopy, scanning

transmission X-ray spectroscopy, X-ray Raman scattering spectroscopy and X-ray microtomog-

raphy. Chapter 2 also discusses the application of several other techniques used throughout

this thesis such as electron microscopy, ion-beam milling and other laboratory techniques.

The main results of this work are presented in chapters 3, 4 and 5. Each chapter is composed

of a brief summary of relevant literature, a summary of experimental methods used and the

results themselves. The main aims of this thesis were as follows:

• To prove or disprove the presence of a core-shell type structure in carbohydrate-derived

hydrothermal carbon and investigate implications for the accepted mechanism of HTC

(Chapter 3).

• To assess the bulk local structure of hydrothermal carbon as a polymeric-like furan struc-

ture using X-ray Raman scattering spectroscopy (Chapter 4).

• To develop X-ray Raman scattering spectroscopy as a tool for investigating the local

structure of both pyrolysis and hydrothermal carbons, making relevant comparisons

with surface-based NEXAFS spectroscopy (Chapter 4).

• To study the uptake of AuIII
(aq) reduction onto pyrolysis carbon, providing mechanistic

insight into the function of carbon sorbents (Chapter 5).

It is hoped that the results presented in this thesis will guide future work in the production of

sustainable carbon materials with tuneable properties for future applications. In addition, the

results presented here should guide future X-ray based approaches for studying the complex

structure and function of chars.



Chapter 2

Analytical Methodology

This chapter sets out the materials and techniques utilised within this project. A brief introduc-

tory theory of the key electron and X-ray techniques are presented here. General methodolo-

gies for techniques used in this project are also shown. However, where relevant and required,

further details on methods and instrumentation are also discussed in a short methodology

section at the beginning of each results chapter. Finally, X-ray and electron techniques are

abbreviated throughout this thesis, a full list of abbreviations are provided for the reader.

2.1 Materials

Well characterised starting materials were used for the production of both pyrolysis carbon

and hydrothermal carbon. This was done in order to have a priori knowledge of the material

chemistry and the carbons produced after processing.

2.1.1 Carbohydrates

Standard carbohydrates were used as precursors for producing hydrothermal carbon. Car-

bohydrate derived hydrothermal carbon was used to study HTC formation and growth in

Chapter 3. D-(+)-glucose (GLC), D-(+)-sucrose (SUC), D-(-)-Fructose (FRC) and D-(+)-xylose

(XYL) were purchased from Sigma Aldrich with a purity of ≥ 99.5% and used as received.

2.1.2 Biomass

An important category of waste feedstocks for any potential medium to large scale production

of both hydrothermal carbon and pyrolysis carbon is lignocellulosic biomass. In this project,

19
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Spanish holm oak (Quercus Ilex), was selected as a model lignocellulosic feedstock. This ma-

terial has previously been well-characterised as part of a European Union study on pyrolysis

carbon production1. The holm oak biomass used for the study was donated by an industrial-

scale pyrolysis facility. Both the industrial biochar, produced at 400 °C & 600 °C, and the raw

biomass has been characterised by the Energieonderzoek Centrum Nederland (Netherlands

Energy Research Centre) and the raw data is publicly available through the Phyllis-2 database

[88]. In this study, the raw biomass was initially prepared by manual removal of the bark,

before being milled (SM300 cutting mill, Retsch), sieved into a 1.0 - 2.0 mm size fraction then

dried at 105 °C overnight. The resulting biomass was stored in sealed glassware. The hy-

drothermal carbon and pyrolysis carbon used in this project were produced in-house at the

University of Leeds using the prepared holm oak biomass.

2.2 Pyrolysis

Laboratory pyrolysis of lignocellulosic biomass was performed using a modified vertical tube

furnace. The modified furnace allowed for better temperature control as well as a tight seal to

prevent ingress of oxygen during pyrolysis. All pyrolysis was conducted under nitrogen gas.

FIGURE 2.1: Schematic (a) and photograph (b) of the modified vertical pyrolysis reactor used to produce
pyrolysis carbon.

1The project FERTIPLUS (Grant Agreement N° 289853) was co-funded by the European Commission, Direc-
torate General for Research & Innovation, within the 7th Framework Programme of RTD, Theme 2 - Biotechnolo-
gies, Agriculture & Food.



Chapter 2. Analytical Methodology 21

Figure 2.1 shows a diagram and a photograph of the pyrolysis reactor used during this project.

The furnace bore was 95 mm x 820 mm. Samples are mounted vertically within the tube

furnace on a mesh basket with small 20 ml nickel crucibles, with 5 g of sample per crucible.

Nitrogen gas (BOC, N2.0 grade) was fed through the top of the furnace at a rate of 130 ml min−1

to remove volatile organic compounds and create an inert atmosphere. Exhaust gases were

passed through a condenser system, held at 2 °C using a water chiller, in order to cool volatile

organic compounds and remove tars from the exhaust into the tar-trap below. After the tar-

trap, the exhaust gases flow through two impingers. The first impinger contains fine quartz

wool to trap further liquid or solid residues in the exhaust, whilst the second impinger contains

a dilute solution of potassium hydroxide (0.05 mol), to neutralise acid gases. The heating rate

of the furnace was set to 5 °C min−1, held for 1 hour at the specified temperature, then cooled

naturally at a rate of 0.4 °C min−1 to 1.4 °C min−1.

2.3 Hydrothermal Carbonisation

Hydrothermal carbonisation of both carbohydrates and lignocellulosic biomass was conducted

in a modified, non-stirred 600 ml 4560 series Parr autoclave constructed in 316 stainless steel.

The autoclave is rated to 350 °C and 200 bar. This autoclave was selected for the ability to

produce gram-scale amounts of carbon with close control and monitoring of temperature and

pressure.

FIGURE 2.2: (a) Diagram and (b) photograph of the 600 ml Parr autoclave used in this project. Diagram
taken with permission [89].
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Figure 2.2 shows a diagram and photograph of the 600 ml autoclave. HTC was performed at

temperatures between 200 °C to 250 °C under autogenic pressure. A 10% solid loading rate was

used for all experiments; 24 g of feedstock and 220 ml of destilled, deionised water (≥ 18 Ω cm).

Aqueous/hydrated feedstock was loaded into an acid-washed (10% v/v HNO3) quartz liner,

then placed into the autoclave. Temperature was controlled using a 4836 temperature con-

troller and a 1.1 kW heating mantle (Parr, USA). A proportional integral derivative controller

controlled the heating mantle which was regularly calibrated using an ’autotune’ function for

water at 200 °C and 250 °C. During an experiment, the autoclave was heated to the desired

temperature at approximately 5 °C min−1; the reaction temperature was held for 1 h. After re-

action completion, the autoclave was cooled naturally by removing it from the heating mantle

(approx. 120 min to room temperature from 200 °C; 360 min from 250 °C). Resulting carbons

were recovered by filtration (Whatmann, grade 3) using copious water. The carbon was dried

at 80 °C for 24 h and stored in sealed glass jars. Percentage yield was calculated by the quotient

of the initial feedstock and the produced carbon on a dry basis.

2.4 General Laboratory Techniques

2.4.1 Elemental Analysis (CHNS & O)

Elemental analysis was performed using a FLASH-EA2000 instrument fitted with an auto-

sampler and thermal conductivity detector (Thermo Scientific). He gas was used as a carrier

(CP Grade), with flow rates of 140 ml min−1 (sample side) and 100 ml min−1 (reference side).

For CHNS analysis, 1.5 – 2.5 mg of sample were sealed in tin squares. A pre-packed CHNS

redox reactor (CE Instruments Ltd) was used with O2 as the oxidising gas (BOC) at 900 °C.

Oxygen analysis was performed with 2 – 3.5 mg of sample sealed in silver squares. O analysis

used a pre-packed pyrolysis reactor (Elemental Microanalysis Ltd) at 1050 °C. CHNS anal-

ysis was performed using the following analytical reference materials: oatmeal (Elemental

Microanalysis Ltd, B2276), BBOT (Sigma, 223999) and polystyrene (Elemental Microanalysis

Ltd, B2023), barley flour (Elemental Microanalysis Ltd, B2277) was used for quality control.

Oxygen analysis was performed using the following analytical reference materials: acetanilide

(Elemental Microanalysis Ltd, B2000), aspartic acid (Elemental Microanalysis Ltd, B2042) and

cysteine (Fisher), atropine (Elemental Microanalysis Ltd, B2002) was used for quality control.
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2.4.2 Pyrolysis Gas Chromatography with Mass Spectroscopy (GC-MS)

GC-MS was applied using a pyrolyser unit to investigate the volatile organic compounds

present on hydrothermal carbon. A Shimadzu 2010 GC-MS linked to a CDS 5200 series pyrol-

yser operating in trap mode was used. In the pyrolyser, the sample was heated to temperatures

of 200 °C, 300 °C, 400 °C up to a maximum of 500 °C under an inert nitrogen gas (BOC N2.0) at-

mosphere and desorbed separately into the GC-MS. After pyrolysis the resulting products are

trapped onto an adsorbent trap (Tenax TA) at 40 °C by operating the CDS pyrolyser in adsor-

bent mode. The trap was then desorbed at 300 °C in a flow of helium onto the chromatographic

column. Gaseous pyrolysis products (H2, CO, CO2, CH4 etc) were not trapped onto Tenax TA

and were vented. The CDS 5200 pyrolysis unit was connected to a Shimadzu 2010 GC-MS.

The products were separated on an RTX 1701 (60 m capillary column, 0.25 mm inner diame-

ter, 0.25 µm film thickness), using a temperature program of 40 °C, held for 2 mins, ramped

to 280 °C at a ramp rate of 10 °C min−1 and held for 25 mins. The ion source was operated in

electron ionisation (EI, 70 eV) mode. The mass spectrometer interface temperature was held

at 280 °C. A total ion current (TIC) mass range of 50-600 m/z was scanned. Chromatogram

peaks were assigned using the NIST11 Mass Spectral Library Database.

2.4.3 Flame Atomic Absorption Spectrometry (flame AAS)

Flame AAS allows for the determination of the concentration of a given element, or analyte,

within a sample. The sample analyte is nebulised into an acetylene, or mixed acetylene - ni-

trous oxide flame. The flame is used to dissociate the ions present in the introduced analyte,

since complexes of the element of interest may introduce interference. A monochromatic light

source of energy E is shone down the length of the burner, of path-length t, containing the

analyte flame. By selecting E to be equal to a valence electron transition of the element of in-

terest (typically in the UV or IR range), a reduction in initial intensity, I0, proportional to the

element’s concentration in the analyte is observed. This relationship is called the Beer-Lambert

law. Consider a beam of light passing though a burner flame of path length t, containing N

atoms per unit volume, as illustrated in Figure 2.3. As the beam passes through the flame, it

reaches a point x and travels a further infinitesimally small distance, dx through the flame.
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FIGURE 2.3: Illustration of the Beer-Lambert law.

The probability of an interaction between a photon and an atom is governed by the interaction

cross-section σA. The number of atoms in the infinitesimal region is proportional to the illumi-

nated area, S, and can be written as NSdx. The net probability of an atom being absorbed in

the infinitesimal region is equal to:

(σA/S) ·NSdx = σANdx

Given this, the number of photons emerging from the infinitesimal region per unit time is

equal to the number of incident photons minus the average number removed:

dI(x) = I(x+ dx)− I(x) = −I(x)σANdx

This rearranges to:
dI((x)

I(x)
= −σANdx

Which may be integrated over the whole path length, t. The solution to this integral is:

I(t)

I(0)
= exp [−σANt]

The quantity σAN is commonly called the attenuation coefficient, has the unit cm−1 and de-

scribes how easily a volume of material can be penetrated by a beam of light. Substituting

σAN as the attenuation coefficient, µ, gives the Beer-Lambert law:

I = I0 exp [−µt] (2.1)
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Using the Beer Lambert law (Equation 2.1), it is possible to calculate the concentration of the

element of interest within the analyte. This is achieved by measuring the reduction in received

photon intensity, I , at the detector, assuming that the attenuation coefficient µ is equivalent be-

tween a measured standard and the element of interest. Prepared samples were analysed using

an Agilent Technologies 240FS flame Atomic Absorption Spectrometer. The spectrometer was

fitted with a hollow cathode lamp and an Agilent Sample Introduction Pump System (SIPS).

The SIPS system allows for semi-automatic dilution of the analyte. Atomisation was carried

out by an air/acetylene flame. Standard additions of both the analyte and reagent blanks were

performed using an external standard (utilised standards are further discussed in the relevant

results chapters).

2.4.4 Laser Diffraction Particle Size Analysis

Particle size analysis was performed using laser diffraction in order to measure the particle size

distribution of produced sustainable carbon materials. The technique uses laser diffraction to

measure the mean particle size.

FIGURE 2.4: Schematic showing the principle of laser diffraction particle size analysis.

As in Figure 2.4, particles in suspension are passed through a laser beam which is scattered.

The resultant scattering pattern is interpreted using Mie theory to produce a particle size dis-

tribution [90]. The particle size distribution is determined by matching the observed pattern

with that expected from spherical particles of different sizes. During this project, a Malvern

Instruments Mastersizer 2000 instrument was used to measure the mean particle size distribu-

tion by volume (D[4,3]) of hydrothermal carbon dispersed in water.
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2.5 Electron Microscopy & Spectroscopy

Electron microscopy was used throughout this project to monitor changes in surface features,

morphology and micro-structure at micrometre and sub-micrometre resolutions. The funda-

mental understanding that the electron can behave as a wave-like system with a wavelength

much shorter than an optical photon is described by De Broglie’s equation, which relates the

wavelength of a particle λ to its momentum p by the Planck constant ~ (Equation 2.2).

λ =
~
p

(2.2)

Given this understanding, it was shown that electrons, when in a vacuum, may be focused,

bent and diffracted as if they were photons by applying an electromagnetic field [91]. The first

electron microscope was patented in 1931, soon followed by the first published paper on the

inelastic scattering of electrons for spectroscopy in 1941 [92]. These early experiments using

electron optics were followed by a boom in the practical applications of electron optics after the

Second World War. Since then, electron microscopy and spectroscopy has proved invaluable

for the study of microstructure and structure-property relationships within all forms of matter.

2.5.1 Electron Interactions with Matter

Fundamental to the understanding of electron microscopy are the ways in which an acceler-

ated electron may interact with the sample. Electrons may be used for both imaging and spec-

troscopy using elastically and inelastically scattered electrons respectively. These interactions

are also relevant for other techniques discussed in this chapter.

Figure 2.5 shows a schematic representing the main interactions between sample and electron

within an electron microscope. In a transmission electron microscope (TEM), the most com-

mon electron-sample scenario is a non-interaction, in which the electron passes unimpeded

through a thin sample, typically less than a few hundred nanometres thick. Alternatively,

an incident electron may be scattered. Electron scattering may be separated into elastic and

inelastic scattering. Both elastic and inelastic scattering result in a change to the incident elec-

tron’s momentum, with an inelastically scattered electron also changing its energy. Scattering
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FIGURE 2.5: Schematic showing the interactions by which electrons may interact with matter in an
electron microscope.

can further be defined by being either coherent or incoherent, where the electron wave re-

mains in-phase or becomes out-of-phase respectively. Elastic and inelastic electron scattering

are the principle interactions which enable the operation of a TEM. Elastic scattering is impor-

tant in providing image contrast as well as for diffraction imaging. Inelastic scattering, due

to the energy loss of the incident electron, is useful for electron spectroscopy. If the energy

difference between the incident electron and the inelastically scattered electron is equivalent

to a core electron energy, the inelastically scattered electron may be used to perform core elec-

tron energy loss (EEL) spectroscopy. EEL spectroscopy can be used to provide information

regarding the valence, structure and bonding of an atom within the sample and is discussed

separately in Section 2.5.2. Alternatively, at the surface of the sample, an electron may result

in the ejection of a core electron producing a hole. After the ionisation of a core electron, the

atom relaxes by either X-ray fluorescence, releasing a characteristic X-ray, or the ejection of an

outer shell bound electron, called an Auger electron. Characteristic X-rays are measured using

energy dispersive X-ray (EDX) spectroscopy, which can be used to fingerprint for the presence

and quantities of specific atoms within the sample. Auger electrons may be used to perform

Auger electron spectroscopy (AES), which is a surface-sensitive technique used to determine

the specimen composition, but is beyond the scope of this project.
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In a scanning electron microscope (SEM), there are two types of electrons used to produce an

image: secondary and back-scattered electrons (BSE). These electrons are produced by surface

interactions between the sample and incident electron. A back-scattered electron is produced

by the coulombic interaction of the incident electron and the nucleus of a sample atom, result-

ing in a large back-scattering angle of some incident electrons. The average number of back

scattered incident electrons is proportional to the charge on the scattering nucleus, providing

a BSE image with chemical information about the sample. Secondary electrons are produced

by the ionisation of a sample atom, resulting in secondary electron emission. Secondary elec-

trons have very low energies (i.e. < 50 eV) which means they can only escape the sample from

regions a few nanometres away from the surface. Images produced using secondary electrons

can provide surface topographic information.

2.5.2 Transmission Electron Microscopy

Transmission electron microscopy is an electron imaging technique whereby a beam of elec-

trons is transmitted through a thin specimen (e.g. < 200 nm) to form an image using a series

of electromagnetic optics. Transmission electron microscopy allows a user to investigate, with

nanometre resolution, the structure and chemistry of the sample at sub-nanometre resolution.

A typical TEM layout is shown in Figure 2.6. A beam of electrons is generated using an elec-

tron gun, which emits electrons with a known accelerating potential by thermionic emission

(or by thermally-assisted tunnelling in field emission guns). Below the electron gun, there

are two or more condenser lenses that de-magnify and control the size and brightness of the

beam that illuminates the sample. Between the condenser lenses there is a condenser aperture

which is used to control the convergence angle of the incident beam, which is a crucial factor

in deciding both the resolution and the depth of field of the microscope. Below the condenser

system is the specimen chamber, which is mechanically isolated to reduce any vibrations and

is held under an ultra high vacuum (~10× 10−10 mbar). An energy dispersive X-ray (EDX)

spectrometer is located in the same chamber to measure the characteristic X-rays generated

from the illuminated region of the sample. As shown in Figure 2.6, between the objective lens

and the projector lens is an intermediate lens and a series of apertures. The objective lens,

situated around the sample chamber, forms the first intermediate image at the objective lens

image plane. The ratio of the distance between the initial image to the objective lens, and the
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objective lens to the specimen determines the image magnification. To form an image, the

intermediate lens is focussed onto the intermediate image from the objective lens, this forms

a secondary image which is magnified onto a detector or fluorescent screen by the projector

lens system. Imaging can be carried out using either bright field or dark field modes. Bright

field imaging employs an objective aperture that collects the direct unscattered electrons and

scattering objects appear dark on a bright background. In dark field imaging, the objective

aperture is shifted, so that higher scattering electrons appear bright on a dark background.

FIGURE 2.6: Schematic of a modern analytical TEM showing the lenses and apertures required to pro-
duce an image. This example shows a twin-objective setup in bright field mode with an attached EDX

detector and EEL spectrometer.

Contrast may be given to an image by three main mechanisms: (i) mass contrast (ii) diffraction

contrast and (iii) phase contrast. In mass contrast imaging, regions of the sample which are

thicker or contain higher atomic number elements, will result in fewer transmitted electrons,
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and thus a darker region in the formed image. Diffraction contrast makes use of diffraction

of electrons by crystalline samples. If the Bragg criterion (Equation 2.3) is met, bright diffrac-

tion spots will form in the back focal plane of the objective lens at scattering angles that are

characteristic of the crystalline phase of the sample. Diffraction contrast is introduced into an

image by using the objective aperture in the back focal plane to enhance contrast from diffract-

ing regions in the image since in bright field imaging the diffracted rays are blocked, whilst

in dark field the diffracted rays are accepted. Diffraction contrast dominates both bright and

dark field images of any thin crystalline specimen and was first understood and quantified

in the analysis of thin metal films. Alternatively, the selected area aperture can be inserted

into the initial image plane (between the objective lens and the intermediate lens) to select

an area of the image. Diffracted electrons from this area may then be imaged as a diffraction

pattern by exciting the intermediate lens to focus on the back focal plane of the objective lens

rather than the image plane. By focusing the intermediate lens onto the back focal plane of

the objective lens, a diffraction pattern (rather than an image) is produced; this is called se-

lected area electron diffraction (SAED). Phase contrast imaging may be used to provide atomic

lattice images and individual atomic columns to be resolved at high magnification. Phase con-

trast is achieved by adding an additional 1/4 wavelength phase shift to the 1/4 wavelength

shifted diffracted electron waves by changing the defocus of the objective lens and requires

both diffracted and undiffracted electrons to interfere in the image plane (i.e. insertion of a

large objective aperture). This is the basis for ultra high-resolution imaging and relies on the

specimen being ultra-thin (typically < 10 nm thick) so that it behaves as a weak phase object.

Scanning Transmission Electron microscopy

In STEM, unlike in conventional TEM, the incident electron is focused to a sub-nanometre

sized probe and rastered across the sample by the scanning coils (Figure 2.6). Many modern

microscopes can function in both TEM and STEM mode (S/TEM). In S/TEM microscopes, the

condenser lenses are used to demagnify and focus the electron beam. The scanning coils are

then used to scan the demagnified probe across the sample. STEM, like a conventional TEM,

has the ability to record spatially resolved characteristic X-rays through EDX, secondary elec-

trons and electron energy loss (EEL) spectroscopy. However, scanning transmission electron
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microscopy is also able to provide nanometre or better spatial resolution to these measure-

ments not available using a conventional TEM. At scattering angles > 5° the amount of elas-

tically scattered electrons is almost only proportional to the square of the atomic number of

the atoms in the sample. In a STEM, electrons may be collected at these high angles using

an annular dark field detector. This is referred to as high angle annular dark field (HAADF)

imaging which can be used to give atomic mass contrast in STEM mode images.

Electron Energy-Loss (EEL) Spectroscopy

TEMs and STEMs may be fitted with an EEL spectrometer at the base of the microscope (Fig-

ure 2.6). EEL spectroscopy measures the energy loss of an inelastically scattered electron.

This is done by passing the inelastically scattered electrons through a strong magnetic field

(B). The Lorentz force on an inelastically scattered electron in an electrically isolated region

(F = q·ν×B) causes a deflection of the electron proportional to its kinetic energy. A spectrum is

then recorded by counting these incident electrons as a function of their deflection on a charge

coupled device (CCD) detector. The information in the recorded energy loss spectra may be di-

vided into two regions: low loss and core loss. In the low loss region, at an energy shift of zero

is the elastic peak which shows the electrons which have lost no, or almost no kinetic energy

in transmission through the sample. Measurement of the full-width-half maximum (FWHM)

of the elastic peak is a good indicator of the energy resolution of the instrument. The low loss

region also contains features due to valence excitations and plasmon resonances, which may

be of significant interest in certain cases. The core loss region contains useful chemical infor-

mation regarding the atoms in the sample, and can be used to produce energy loss near-edge

spectra (ELNES). The physics of this technique is analogous to X-ray Raman scattering, and is

discussed in more detail in Section 2.7.3.

2.5.3 Scanning Electron Microscopy

An SEM is used to image the surface of a sample. During this project scanning electron mi-

croscopy was used to study the morphology of both pyrolysis carbons and hydrothermal car-

bons. A diagram of a typical SEM is shown in Figure 2.7. Unlike in the TEM, the condenser

lens is used to demagnify and converge the electron beam. The objective lens then focuses the

electron beam into a small probe at the sample surface. The focused probe is scanned across
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the sample using a set of electromagnetic scanning coils; this is similar to the operation of a

S/TEM. SEM imaging can be conducted by detection of either secondary or back-scattered

electrons. Secondary electrons are typically valence electrons that are ejected from the sample

by the incoming beam. Most of these electrons are re-absorbed by the sample, however those

near the surface are able to escape and be detected to form an image. Images formed using sec-

ondary electrons have a much higher depth of field compared to images from a TEM, allowing

much better resolution of surface morphology, despite reduced resolution (approximately 1 nm

to 10 nm) compared to a TEM.

FIGURE 2.7: Schematic of a SEM, showing the lenses and apertures used to produce an image.

Back-scattered incident electrons are more strongly scattered by elements with higher atomic

numbers and may be used to differentiate regions with higher average atomic mass. Back-

scattered electrons are affected by the geometry of the sample, so provide information about

topology and sample composition (if the surface is not flat). Similarly to a S/TEM, EDX may

also be carried out using an X-ray fluorescence detector in the vacuum environment. However

the spatial resolution of EDX in the SEM is limited by the interaction volume of the beam

(typically 0.5 µm2), whereas in a TEM it is limited by the X-ray intensity from a thin sample.
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Focused Ion Beam (FIB)

Focused ion beam microscopy is a similar technique to SEM, but a beam of ions are used

instead of electrons. The greater mass of these charged particles allows material to be removed

from the sample via sputtering and ablation. A dual beam SEM-FIB uses both an electron beam

and a focused ion beam, typically Ga. The electron beam allows for high-resolution scanning

electron microscopy, whilst the FIB can be used for the removal of material from the sample.

In this way a FIB system can be considered as an addition to an SEM.

FIGURE 2.8: (a) Schematic demonstrating the principle of a dual beam Focused
Ion Beam Scanning Electron Microscope. (b) Photograph of the FEI Helios G4

CX Dual Beam FEGSEM with FIB used in this project.

Figure 2.8 shows the general layout of a FIB system within an SEM. As discussed, the electron

beam is used for standard secondary electron or back-scattered electron imaging. However a

beam of ions (here shown as Ga+), is used to ablate material from the sample surface. In order

to prevent the surface from becoming charged, a charge compensation gas (e.g. Ar) is injected

into the system near the sample. The power of the dual-beam FIB-SEM is that it may be used to

prepare ultra-thin samples for transmission X-ray and electron imaging with unprecedented

control over the spatial location of the section and facile transfer to the microscope. Further-

more dual-beam FIB-SEM allows for reduced-dose preparation of lamellae through the lift-out

method [93, 94]. A lamella of a size 6 may be cut using the ion beam and attached, using

electron beam deposited Pt, to a sample holder for further analysis.
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The FIB lamellae studied in Chapter 3 were prepared to a 6 µm x 6 µm x 100 nm size using the

lift-out method. This was achieved by setting a few milligrams of powdered sample in Epofix

resin (Agar Scientific, UK) for 48 h at 25 °C. The produced resin block was then polishing to a

finish using 6 µm diamond paste (Buehler, MetaDi II). A FEI Helios G4 CX Dual Beam - High

resolution monochromated, field emission gun, scanning electron microscope (FEGSEM) with

precise Focused Ion Beam (FIB) was used. After transferring the coated resin block to the Dual

Beam microscope, 500 nm of electron beam Platinum (Pt) was deposited (at 5 kV, 6.4 nA for the

electron source) to the surface of the target area. This was followed by a second Pt layer (1 µm)

using the FIB (at 30 kV, 80 pA for the liquid Ga ion source). A bulk lamella was initially cut (by

the FIB at 30 kV, 47 nA), before a final cut-out was performed (at 30 kV, 79 nA). Final thinning

and polishing of the lamellae to electron translucency was performed with a final polish/clean

with a gentle ion beam (5 kV, 41 pA). The lamellae were attached, using Ion Beam Pt, to a

copper FIB lift-out grid (Omniprobe, USA) mounted within the SEM chamber (in-situ) and

then stored under vacuum before and during transport to and from the TEM and synchrotron

radiation source.
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2.6 Laboratory Source X-ray techniques

2.6.1 Powder X-ray Diffraction (XRD)

Powder XRD was used to identify and fingerprint crystalline phases within the sustainable

carbon materials produced. XRD is able to provide information regarding the interatomic lat-

tice spacing between atoms (dhkl) when Bragg’s law is satisfied. Consider Figure 2.9, where an

incoming X-ray of wavelength, λ, and incident angle θ interacts with a regular crystalline lat-

tice with interatomic spacing d. The reflected rays (R0, R1, ..., Rn) are in phase if the difference

between the path length of the radiation between them is an integer number of wavelengths.

FIGURE 2.9: Illustrating Bragg’s law of diffraction.

From the geometry shown in Figure 2.9:

δ =
d

sin θ

ε

δ
= cosφ = cos (180− 2θ)

Combining these gives:

ε =
d

sin θ
· cos (180− 2θ)

The path difference (PD) must be an integral number of wavelengths, therefore nλ = δ + ε:

nλ =
d

sin θ
+

d

sin θ
· cos (180− 2θ) =

d

sin θ
· [1− cos 2θ]

Substituting the trigonometric relation cos 2θ = 1 + 2 sin2(θ) gives Bragg’s law as:

nλ = 2d sin θ (2.3)
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Powder XRD patterns were obtained using a Phillips X’Pert diffractometer with a Ni-filtered

(0.02 mm) Cu Kα rotating anode source (8.048 keV) at 40 kV and 40 mA. Finely ground sample

was mounted on a zero background plate and spun whilst under irradiation. A programmable

divergence slit was used to reduce scatter at low angles. A scanning rate of 0.08 ° s−1 and a

dwell time of 3 s was employed in the 2θ range from 10° to 70°.

2.6.2 X-ray Photoelectron Spectroscopy (XPS)

XPS is a surface science technique, which probes the first few layers of atoms within a sample

(~10 nm). The surface chemistry of sustainable carbons is known to differ from the bulk mate-

rial and is likely to have a significant influence on their interactions within the environment.

In this project, XPS was used to monitor the surface atomic ratio between carbon and oxygen

within carbohydrate-derived hydrothermal carbons. In XPS, the specimen to be analysed is

irradiated by a soft beam of X-rays, typically with an approximate energy of 1486 eV (Al Kα).

XPS may be performed using either synchrotron or laboratory-source X-rays. In this case, a

laboratory rotating anode source was used.

FIGURE 2.10: Diagram of a X-ray photoelectron spectrometer and the principle of the X-ray photoelec-
tric effect.
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XPS measures the energy of a photoelectron ejected from the surface of a material. An incom-

ing monochromatic X-ray of energyE = hν excites an electron with the same energy. The atom

relaxes from the excited state by the emission of a photoelectron, which is ejected into the con-

tinuum with an energy EB equal to the binding energy of initial core electron. If the emitted

photoelectron reaches the surface without inelastic interactions with nearby atoms, it is emit-

ted. The energy required to move the photoelectron from within the solid to a point in the

vacuum outside the surface is called the workfunction Φ. The free photoelectron is collected at

the spectrometer nozzle with a kinetic energy Ek given by Equation 2.4.

Ek = hν − EB − Φ (2.4)

A schematic of an XPS spectrometer is shown in Figure 2.10. Incident X-rays are typically

produced using a rotating anode source, the energy resolution can then be controlled by the

use of a monochromator. Using a monochromated Al Kα source typically gives an improved

resolution of ~0.4 eV. The incident beam is focused onto the sample to a spot. Emitted pho-

toelectrons are collected and retarded by an electrostatic lensing system and focused onto the

input aperture of the electron analyser. Whilst other configurations are available, the analyser

is typically hemispherical. The inner hemisphere is made positive with respect to the energy

of the emitted photoelectron and the outer hemisphere is negative. The voltage of the hemi-

spheres is scanned to measure a photoelectron spectrum using a position-sensitive detector.

XPS is typically conducted under ultra-high vacuum conditions (1× 10−9 mbar or better). This

is done to protect the equipment from oxidation, reduce contamination and to allow photoelec-

trons to travel without interactions with gas atoms. However, recent advances now allow for

near-ambient pressure NAP-XPS, which is conducted under millibar pressures [95]. NAP-XPS

was performed here using an Enviro-ESCA spectrometer (SPECS, Ger) to reduce any loss of

volatile surface organic compounds from the carbon samples. NAP-XPS was carried out at

3.3 mbar pressure using a monochromated Al Kα (1.487 keV) source. Samples were mounted

as 6 mm pressed pellets and 48Ar gas was used for charge compensation purposes. The surface

atomic ratios of the O 1s and C 1s peaks were analysed using CasaXPS (version 2.3.15), using

a Shirley-type background and 70% Gaussian/30% Lorentzian (product form) curves.
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2.7 Synchrotron Radiation Techniques

Synchrotron radiation is electromagnetic radiation produced by the acceleration of charged

particles to relativistic speeds. Electromagnetic radiation produced by synchrotron sources,

specifically X-rays, have been used extensively throughout this project in order to characterise

both the chemistry and formation mechanisms underpinning sustainable carbon materials.

2.7.1 The Synchrotron

Introduction and Context

Since the first observation of synchrotron radiation in 1947, there have been rapid advances

in both the science of accelerators and the X-ray techniques that are used inside them2 [96].

First generation synchrotrons were parasitic of sub-atomic research, since X-ray radiation was

an undesirable byproduct from accelerators designed to study subatomic structure. From the

late 1960s and early 1970s, particle accelerators based on storage rings began to emerge, a type

of synchrotron accelerator capable of keeping the particle beams circulating for long periods

of time, replenishing the energy lost by the particles due to the emission of radiation. This

led to, among other factors, the construction of dedicated synchrotron radiation facilities, with

diameters of a few hundred metres, specifically designed to produce X-rays (e.g. the SRS at

Daresbury, UK). These 2nd generation synchrotrons were an advancement on the first gen-

eration, offering a controlled source of dedicated synchrotron radiation, but lacked the flux

required for more challenging experiments. The construction of the European Synchrotron

Radiation Facility (ESRF) in 1994 and the Advanced Photon Source (APS) in 1996 heralded

the first third generation synchrotrons to be constructed. Third generation synchrotrons are

designed to produce much higher X-ray flux using X-ray-producing magnet arrays called un-

dulators and wigglers. Third generation lightsources have since led to significant progress

in all aspects of science and many techniques discussed in this project are dependent on the

highly brilliant, coherent, monochromatic and tuneable X-rays they produce. The impending

upgrade of both the Diamond Lightsource (DLS) and the Advanced Photon Source (APS) com-

bined with the newly upgraded European Synchrotron Radiation Facility Extremely Brilliant

Source (ESRF-EBS) makes for a fascinating period for synchrotron experimenters.

2Other wavelengths of radiation e.g. UV, IR are produced at SRFs, though this project focuses on X-rays.
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Principle of Operation

The production of synchrotron radiation begins with three main stages, an electron source

produces a bunch of electrons which are subsequently fed into a linear accelerator, or linac. The

linac accelerates the electrons to ~100 MeV, and injects the electrons into the booster ring. The

booster ring is a pre-accelerator where the electrons are accelerated to an energy of ~1 GeV.

At this point the electron bunches may be be injected into the main holding location for the

electron bunches - the storage ring. Here, the electrons are held within an ultra-high vacuum

tube, roughly 800 m in diameter, by a series of different magnets located around the storage

ring (Figure 2.11). In the curved sections, bending magnets are used to accelerate the electrons

in a circular path, producing a broad spectrum of X-rays concurrently. Arrays of magnets may

also be placed in the straight sections of the storage ring. These straight sections contain arrays

of magnets used to produce intense beams of X-rays called insertion devices (e.g. wigglers,

undulators) and higher order magnets (e.g. quadrupole, sextupole, octapole), which are used

to focus the electrons, and keep them in tight bunches (Figure 2.11). The storage ring also

contains radio-frequency (RF) cavities, which are used to accelerate the bunches around the

ring, compensating for energy lost by the emission of synchrotron radiation.

FIGURE 2.11: Left: Schematic of a typical storage ring. Right: Photograph of a
girder from the Extremely Brilliant Source, ESRF before installation. Red sections
are quadrupole magnets, green sections are higher order magnets for focusing.

A dipole bending magnet can be seen at the far end of the girder.

The X-rays produced by the bending magnets or insertion devices are then channelled via

shielded pipework to a beamline. A beamline is an experimental station, where an instrument

or set of instruments are located. Beamlines are separated into bending magnet, or insertion

device beamlines. The major difference between bending magnets and insertion devices is

their brilliance, which is how the brightness of an X-ray source is measured. Equation 2.5
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shows the definition of brilliance, where the denominator denotes the cross sectional area of

the source, solid angular divergence of the beam and the spectral distribution of the produced

photons.

Brilliance =
Number of Photons per second

(mrad)2 · (mm2source area) · (0.1%Bandwidth)
(2.5)

Bending magnets and insertion devices work by the principal that an accelerating charged

particle emits energy in the form of radiation. At the relativistic speed of electron in the storage

ring, an induced change in direction results in the preferential emission of light in the forwards

direction - this is known as relativistic beaming. From special relativity, the Lorentz factor

(Equation 2.6) is the factor by which time, length, and relativistic mass change for an object

moving at relativistic speed. As the electron speed (ν) approaches the speed of light, the angle

of emitted photons from the tangentially accelerated electron is equivalent to 1/γ which, for

an electron moving at 0.94c, is less than 1/3600°.

γ =

(
1− ν2

c2

)− 1
2

(2.6)

Bending magnets are dipole magnets stationed at the curved sections of the storage ring. Bend-

ing magnets are necessary for curving the path of the electron bunches, but also produce X-rays

tangentially to the ring. The third generation of synchrotrons were designed to include inser-

tion devices. Ther are two types of insertion devices: wigglers and undulators. Both wigglers

and undulators produce much greater brilliance than bending magnets, by placing a series of

magnets with opposite polarity in the path of an electron bunch at straight sections of the stor-

age ring. Undulators, unlike wigglers, have the opposite polarity magnetic sections at much

shorter distances, causing constructive X-ray interference, resulting in a dramatic increase in

brightness. However, undulators must be tuned for a specific energy range by changing the

gap between the magnets, and are only very brilliant at specific energies. X-rays produced

from bending magnets have lower brilliance than those produced by either undulators or wig-

glers, but produce this brilliance over a wide energy range. For many X-ray absorption experi-

ments, it may be beneficial to use a bending magnet instead of a more brilliant insertion device,
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due to the complex background signals produced by the narrow energy ranges insertion de-

vices are tuned for 3. In general however, the brightness of synchrotron radiation sources is

increasing as technologies mature and improve, the latest generation of SRF (e.g. ESRF-EBS)

have a brilliance of ~10× 1020 photon s−1 mm−2 mrad−2 0.1%BW−1.

FIGURE 2.12: Simplified schematic of a typical beamline optics hutch.

After the bending magnet or insertion device, the X-rays are fed to the beamline. It is beyond

the scope of this section to fully describe all possible beamline set-ups, since every experiment

may require a different beamline layout. However, the key optical components necessary for

a spectroscopy beamline are discussed here. The first stage in the beamline, called the optics

hutch (Figure 2.12), accepts the generated X-rays through the radiation shield. At this point

a collimating X-ray mirror is typically used for focusing, collimation and harmonic rejection

of the beam before the monochromator. The monochromator is a device that uses diffraction

from a pair of crystals to produce X-rays of a well-defined energy. Typically the monochroma-

tor is defined by the crystal material and their crystallographic orientations (e.g. Si(111) ). The

monochromator crystal undergoes significant thermal load under the intense beam of X-rays,

so is typically cooled using water or cryogenic gases. The energy of the produced beam is

selected by changing the angle that the monochromator makes with the incident beam. The

energy of the X-rays leaving the monochromator is governed by Bragg’s law (Equation 2.3),

which can also be written as: E = hc/ [2dhkl · sin (θBragg)]. The monochromator will pass

this energy of photon on, including any harmonics (multiples of dhkl) to the downstream mir-

rors. The downstream mirrors are then used to reject any monochromator harmonics, and to
3The complex background can be removed from insertion devices, but is more challenging than using a bending

magnet.
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produce a well collimated and focused beam to the experimental station - where the instru-

mentation is located. Further information on synchrotron radiation and optics maybe found

in chapter 3 of reference [86].

Benefits of Synchrotron Radiation

Benefits of synchrotron radiation over a laboratory source may be summarised as follows:

• High brightness: synchrotron light is extremely intense and highly collimated. The in-

tense flux means that very small or dilute amounts of material can be studied, and mea-

surements can be performed faster than with conventional laboratory instruments.

• Wide energy spectrum: synchrotron light is emitted with energies ranging from infrared

light to hard X-rays.

• Highly polarised: the synchrotron emits highly polarised radiation, which can be linear,

circular or elliptical. This can be used to study magnetism and dynamics in materials.

• Emitted in very short pulses: pulses emitted are typically less than a nano-second. The

use of pulsed X-rays can be used in so-called "pump-probe" experiments, following time-

resolved chemical reactions.
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2.7.2 X-ray Absorption Spectroscopy (XAS)

X-ray absorption spectroscopy (XAS) is a powerful tool for understanding the chemical state of

a sample. Unlike in X-ray diffraction, no long range structural order is required and the tech-

nique is able to be applied to amorphous solids, (poly)crystalline solids, liquids and molecular

gases. XAS is a product of the modulation of the attenuation coefficient (Equation 2.1) at en-

ergies at and above the characteristic X-ray Absorption Edges formed by the excitation of an

atomic core electron in a sample to an unoccupied state or the continuum (Figure 2.13a).

(A) Characteristic ’edges’ in the absorption coefficients
for O, Fe, Cd & Pb. (B) Example Fe K-edge XAS data.

FIGURE 2.13: (a) XAS is simply the result of the modulation of the X-ray absorp-
tion coefficient, µ, with changing photon energy. (b) A measured X-ray absorp-

tion spectrum for the Iron K-edge. (Image courtesy M.Newville [97])

The first observations of an X-ray absorption edge were carried out independently by Maurice

De-Broglie and Julius Hedwig in 1913. Both Hedwig and De-Broglie used a modified X-ray

spectrometer, of the type developed at the University of Leeds by W.H.Bragg and W.L.Bragg,

to shine X-ray light on a rotating single crystal. As the crystal was rotated through all angles

between the incident and diffracted beam (e.g. all X-ray energies), the diffracted X-rays were

shone onto a metal film which resulted in a pattern on a photographic film [98]. These patterns

were the first X-ray absorption spectra and led De Broglie to postulate that X-rays behaved in

a way similar to light [98, 99]. This was soon followed by the initial observation of the fine

structure by Hugo Fricke in 1921 whilst working at Lunde University [99]. In 1911, work by

Charles Barkla had proved that the jumps in the absorption coefficient were due to the char-

acteristic absorption of X-rays specific to the core-level energies of the atom, though there was

little understanding of what caused the fine structure [100]. This early work led to two regions

of an X-ray photoabsorption spectrum to be identified: the near-edge and the fine structure
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(Figure 2.13b). Whilst the distinction between near-edge and fine structure is somewhat ar-

bitrary, typically the near-edge spectrum continues until 50 eV after the main feature - which

is historically called the ’white line’ or edge. XAS may be used to study both the near-edge

and the fine structures, these techniques are called X-ray absorption near-edge spectroscopy

(XANES) and X-ray absorption fine structure (EXAFS) respectively.

X-ray Absorption Near-Edge Spectroscopy (XANES)

XANES is due to a complex superposition of quantum-mechanically allowed states, which in-

clude dipole-allowed transitions to higher electronic states within the absorbing atom, and is

not easily described here [101, 102]. The term XANES is used to describe the near-edge struc-

ture using hard X-rays, whilst the term NEXAFS is used to describe the process for soft X-rays

(< 2500 eV). XANES, gives information regarding the site geometry, chemical selectivity and

valence. Treatment of XANES data is typically performed through comparison of experimental

data with measured standards using principal component analysis (PCA) or linear combina-

tion fitting. However, modern density functional theory codes are now beginning to allow for

the ab-initio calculation of XANES spectra [103, 104].

Extended X-ray Absorption Fine Structure (EXAFS)

EXAFS is a property of the photoelectric effect. An X-ray photon is absorbed by an atom in

the specimen, promoting an electron to the continuum and producing a photoelectron with

energy equal to the difference between the transition energy and the initial photon energy.

The EXAFS oscillations, typically measured until 1000 eV after the white line, are a result of

the destructive and constructive interference between the photoelectron and the electrons of

nearby systems. EXAFS contains information regarding the local structural environment of the

absorbing atom, such as coordination number and bond lengths to local atoms. The benefit of

measuring EXAFS comes from the ability to calculate the fine structure via ab initio modelling.

Development of the Theory of EXAFS

The development of Quantum Theory at the beginning of the twentieth century led to an un-

derstanding of the photoelectric effect, the wave-particle nature of photons and of the quantisa-

tion of electronic states in the atom. These advances helped lead to a development of a suitable
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theory for X-ray fine structure. The sharp characteristic edges in the absorption spectra (Fig-

ure 2.13a) were shown to be caused by a number of phenomena, but the largest contributor is

the photoelectric effect. When an electron is excited to the continuum state, a photoelectron is

produced with an energy equivalent to the difference between the photon energy and the core

electron binding energy (Figure 2.14a).

(A) (B)

FIGURE 2.14: (a) An atom absorbs an X-ray due to a core electron transitioning
to the continuum, producing a photoelectron and leaving the atom in an excited
state. (b) A representation of multiple scattering theory, the produced photoelec-

tron scatters of an adjacent atom causing fine structure.[97]

The first formal theories for the fine structure in recorded XAS experiments were given by

Kronig in 1931 [98, 105]. Kronig attributed the oscillatory structure to the scattering of the

produced photoelectron by atoms surrounding the emitting atom. However the first "modern

day" EXAFS theory and measurements was published by Dale Sayers, Ed Stern and Farrel Ly-

tle in 1971 at the University of Washington [106]. In their paper they assert that the measured

fine structure arises from "oscillations in the photoelectric cross section due to scattering of the ejected

photoelectron by atoms surrounding the absorbing atom" [106]. In the same paper they published

the EXAFS equation, which describes the behaviour of the absorption coefficient due to the in-

terference of the photoelectron. However, the main contribution of this paper and the final key

point in the discussion of the treatment of EXAFS is the Fourier transform. The transformation

of the EXAFS perturbation from energy space, χ(E), into canonical momentum space, χ(k)

can be used to extract the distances of atoms nearby the absorbing atom. The EXAFS equa-

tion is a summation of De-Broglie momentum plane waves, and a summation of waves can be

separated by the Fourier transform. By taking the Fourier transform of the momentum-space
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data we see the position-space, R, data. Since the EXAFS equation contains other non-Bloch

terms, it is not a simple radial distribution function, but does contain information about the

bond distances between the absorbing atom and the scattering atom.

EXAFS Equation

The EXAFS equation can be described and qualitatively derived by an understanding of the

EXAFS experiment and some basic principles of modern physics. The first of which is Fermi’s

golden rule (Equation 2.7).

µ(E) ∝ | 〈ψinitial| ε̂ · reik·r |ψfinal〉 |2 (2.7)

Which states that when a photon with polarisation vector, ε̂, wavevector, k and position vector

r interacts with an electron with an initial state 〈ψinitial| producing a change in state to |ψfinal〉,

there must be a finite state for each photon. For instance, when an X-ray enters the region

occupied by an atom, the X-ray photon exists in a superposition of possible states with different

probabilities (e.g. pass straight through, scatter or be absorbed) but, when a measurement is

taken, one of these must have happened for each photon. Therefore, one photon must interact

with one electron. This approximation is true so long as the mass of the incoming photon is

approximately zero (i.e. eik·r ≈ 1) - this is called the dipole approximation.

The second key principle is the wave-like property of the produced photoelectron. Here, an

assumption is made that the produced photoelectron is plane-wave like and radiates out with

spherical geometry. The wavevector of the scattered photon can be derived from the equation

for kinetic energy and the De-Broglie relation p = ~k where p, k are the momentum and

wavevector of the photoelectron respectively. In Equation 2.8, me is the electron rest mass

and (E − E0) is the difference in energy between the incoming photon energy and the energy

required to remove the photoelectron from the absorbing atom (Figure 2.14b).

|k| =
√

2me(E − E0)

~
(2.8)
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In order to analyse the data, we must extract the EXAFS signals oscillations, χ, from the atomic

background. The EXAFS signal is considered to be a small perturbation on the atomic back-

ground photoabsorption spectrum (i.e. the spectrum of the atom with no fine structure):

µ(E) = µ0(E) [1 + χ(E)] (2.9)

which can also be expressed, using Fermi’s golden rule (Equation 2.7), as Equation 2.10:

µ(E) ∝ | 〈ψinitial| ε̂ · reik·r |ψfinal〉 |2 · [1 + 〈ψinitial| ε̂ · reik·r |∆ψfinal〉] (2.10)

In order to do this, a background absorption function µ0 is produced by modelling the back-

ground atomic signal. All XAS spectra in this project were normalised to the size of the edge

jump ∆µ0, with a pre-edge region of at least 20 eV before the edge and a post-edge region at

least 100 eV afterwards. A spectrum is then extracted by subtracting µ0 by Equation 2.11.

FIGURE 2.15: The Fe K-edge spectra with µ0 and ∆µ0 labelled.

χ(E) = 1 +
µ(E)− µ0(E)

∆µ0(E0)
(2.11)

For EXAFS analysis, the background subtracted spectrum may be transformed from energy

space to momentum space by Equation 2.8. The fine structure perturbation χ(E) is typically

expressed in terms of the photoelectron wavevector (i.e. χ(k)).
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The scattering probability of the produced photoelectron can be described by the following

equation:

χ(k) =
∑
i

Nifi(k)cos(2kDi) (2.12)

This part of the EXAFS equation describes the probability of a photoelectron scattering event

occurring, rather than inelastic scattering, or no scattering at all. Here, f(k) is a proportionality

constant that describes how likely a scattering event is to happen, for example this would be

much higher in lead than in carbon since lead has much higher electron density. This also gives

the EXAFS equation its sensitivity to the mass of nearby scattering atoms. D is the distance

between the absorber and the scattering atom and gives the EXAFS equation its sensitivity

to distances. The equation is summed over all the possible scattering atoms to represent the

presence of multiple nearest neighbours. Since some of these scattering atoms may be the same

(for example other Cu atoms in Cu metal), a degeneracy factor (N ) is introduced, which is also

called the coordination number for a single scattering path. In nanomaterials, the coordination

number is often reduced because atoms at the ’edge’ of the nanocrystal are ’missing’ some of

their neighbours - this can be a useful tool for modelling nanoparticle size.

χ(k) =
∑
i

Nifi(k)sin(2kDi + δi(k)) (2.13)

The produced photoelectron is able to traverse not just a single path, but also a variety of more

complicated paths around the local scattering atoms. In order to account for this in Equation

2.13, the average path distanceDi is defined as half the distance travelled by the photoelectron.

Furthermore, scattering atoms are not perfect ’soft boundaries’ and they change the phase

of the scattered photoelectron. To account for this, a phase-shift is applied to the scattered

photoelectron δi(k).

χ(k) = S2
0

∑
i

Nifi(k)e
− 2Di
λ(k) sin(2kDi + δi(k)) (2.14)

Since the photoelectron propagates as a spherical wavefront, the scattering probability reduces

with the square of the distance from the absorbing atom. Therefore an inverse-square proba-

bility factor 1
kD2

i
is added in Equation 2.14. The amplitude reduction factor S2

0 is then added to
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account for a change in potential around the nucleus of the absorbing atom. The addition of an

interference correction factor e−
2Di
λ(k) accounts for the destructive interference that occurs due

to phase-shifted interference effects. This cannot be added into the amplitude reduction factor,

because it is strongly dependent on the distance that the photoelectron travels e.g. the further

the distance travelled the more likely the photoelectron is to infer some sort of destructive in-

terference. The variable λ(k) is called the mean free path of the photoelectron, and ensures that

scattering at distances greater than 10 Å is negligible.

χ(k) = S2
0

∑
i

Ni
fi(k)

kD2
i

e
− 2Di
λ(k) e−2k2σ2

i sin(2kDi + δi(k)) (2.15)

Each of these components form the EXAFS equation (Equation 2.15). The only change here is

the addition of a new variable σ2i . This factor was one of the key steps forward in the theory

proposed by Stern, Sayers and Lytle in 1971 [106]. In this paper it is called the temperature fac-

tor and it takes a general Debye temperature form where σ2i is the mean square amplitude of

the relative displacement of the atoms in the ith shell. This factor takes into account tempera-

ture changes, but it is also powerful for understanding the general disorder of the material in

questions whether this is due to frustration, static disorder in an amorphous material or other

reasons.

Through extracting the fine structure from measured XAS spectra it is thereby possible to mea-

sure a range of material properties. This is done by taking a known structure and using the

EXAFS equation to calculate the corresponding fine structure. Using the Fourier transform,

it is possible to model bond lengths, thermal disorder, nanoparticle sizes and other relevant

properties of a material.
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2.7.3 X-ray Raman Scattering Spectroscopy (XRSS)

X-ray Raman scattering spectroscopy (XRSS) is non-resonant inelastic X-ray scattering (NRIXS)

by core-electron excitations. The key benefit of XRSS exploited in this project is the ability to

measure the core electron transitions of low-Z elements using hard X-rays (~10 keV). X-ray

photoabsorption spectra for low-Z elements (e.g. C, N, O) have traditionally been measured

using spectroscopic techniques such as EEL spectroscopy, NEXAFS or XPS. However, direct

measurement of core-electron spectra using these techniques brings specific challenges. Soft

X-ray techniques are typically conducted under vacuum conditions and are sensitive to surface

chemistry only. XRSS has now been applied to study samples not suited for traditional soft X-

ray techniques. These include studies of liquids [107], materials under extreme pressures [108],

sensitive historical materials [109], time-resolved measurements [110], in-situ measurements

and most recently, pyrolysis and hydrothermal carbons [111].

Non-Resonant Inelastic Scattering (NRIXS)

The result of inelastic X-ray scattering is a scattered X-ray photon with modified momentum

and energy. By measuring the difference in energy and momentum between the initial in-

coming X-ray photon and the scattered photon, it is possible to extract physical and chemical

information from a sample. A complete understanding of NRIXS is beyond the scope of this

section and is described more fully elsewhere [112, 113].

FIGURE 2.16: (a) NRIXS diagram for a scattered photo with energy ω and momentum k. The momen-
tum transfer when the photon is scattered by an angle θ is q. (b) Example dynamic structure factor
S(q, ω) spectrum from an NRIXS measurement. The elastic peak, plasmons and other excitations are
visible at low energies, whilst the Compton profile and core electron features are visible at high energies.
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Figure 2.16a shows a schematic representing NRIXS. An incident X-ray photon with energy ω1

and momentum vector k1 interacts with an electron in the sample and is scattered inelas-

tically. This produces a scattered photon with energy ω2 and momentum vector k2. The

energy and momentum transferred to the sample may be written as ω = ω1 − ω2 and q =

k1 − k2 respectively. The absolute value of the momentum transfer q is given by |q|2 =

1/c2 ·
[
ω2
1 + ω2

2 − ω1ω2 cos (2θ)
]
, by the cosine law. Unlike XAS, NRIXS describes an inelastic

X-ray scattering event where the incoming photon has an energy far from any electron bind-

ing energy of the system. In an XRSS experiment, the measured quantity is called the double

differential scattering cross section (DDSC) which is shown in Equation 2.16 [113].

d2θ

dΩ2~ω2
=

(
dω

dΩ2

)
Thompson

S(q, ω) (2.16)

The DDSC measures the photon flux scattered by an angle 2θ into the solid angle element dΩ

at the energy hω2. The DDSC is composed of the Thompson scattering factor, which is the low-

energy limit of Compton scattering, and the dynamic structure factor S(q, ω) which contains

all the chemical information available from NRIXS. S(q, ω) is given by Equation 2.17.

S(q, ω) =
∑
f

| 〈ψinitial|
∑
j

exp−iq · rj |ψfinal〉 |2 · δ(Einitial − Efinal + ~ω) (2.17)

The dynamic structure factor is derived from Fermi’s golden rule (Equation 2.7). Using the

same notation as discussed in section 2.7.2, it can be seen that the dynamic structure factor is

simply the sum over all possible states (sum over f ) and electrons (sum over j). Expanding the

transition operator in Equation 2.17 in the limit of small momentum transfers give the result

that dipolar transitions dominate. These dipole-allowed transitions are equivalent to those

that are probed during an XAS experiment. This result has the important consequence that, at

small momentum transfers, NRIXS is equivalent to XAS.

X-ray Raman Scattering

Since the dynamic structure factor contains all the same information as XAS at small scattering

angles, NRIXS can be used to study core X-ray photoabsorption spectra using X-rays with

energies not equal to the transition energy. This is the principle of X-ray Raman scattering
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spectroscopy. XRSS is a special case of NRIXS where the energy loss part of the dynamic

structure factor (but not the initial photon energy) is tuned to the energy of a core-electron

transition of an element of interest. This is done by varying the energy of the incoming photon

(i.e. EXAS = ω1 − ω2). As NRIXS is equivalent to photoabsorption spectroscopy at low-q,

so is XRSS. By tuning the energy-loss to soft X-ray photoabsorption edges between 20 eV and

2000 eV, it is is possible to record soft X-ray photoabsorption spectra using hard X-ray photons

as the source. This gives some key advantages to XRSS over conventional soft XAS:

• XRSS is able to measure soft X-ray absorption spectra without the need for vacuum en-

vironments in standard conditions.

• XRS spectra may be collected for samples in in-situ environments such as diamond anvil

cells or flow cells.

• Soft X-ray absorption spectra commonly suffer from self-absorption artefacts or other

saturation effects which are not present in XRS spectra.

• The hard X-ray photons used in XRSS are able to give bulk spectroscopic information

unlike soft X-ray techniques which are limited to only surface information.

The major drawback of XRSS however, is the significantly reduced interaction cross section for

inelastic scattering events as compared to XAS. An inelastic scattering event is less likely than

absorption by a factor of around 10−5. This means that the sample must be illuminated by a

highly brilliant synchrotron radiation source. Furthermore, experiment times for XRSS mea-

surements may be quite extended (> 1 hour) depending on the concentration of the element of

interest within the sample.

Instrumentation

XRS spectra are collected by measuring the energy and momentum of the scattered photon for

a given solid angle. In order to conduct an XRSS experiment, both the momentum and the

energy of the scattered photon must be measured. This has been achieved in the majority of

spectrometers by the use of spherical crystal analysers. Analyser crystals are optical devices for

X-rays consisting of a thin single-crystal wafer (typically silicon) bonded onto a shaped glass

surface. By Bragg’s law E = hc/ [2dhkl · sin (θBragg)], the crystal analysers act as a band-pass
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filter, selecting a certain energy of scattered photons. In this way the energy of the photoab-

sorption edge of interest can be selected by tuning the energy difference between the beamline

monochromator and the analyser crystal to the required energy EXAS = Emono −Ecrystal. The

scattered photon is then reflected to a detector, which measures counts at a given monochro-

mator position. Other than the beamline monochromator, the crystal analyser is a key factor

in the overall resolution of an XRSS instrument.

FIGURE 2.17: (a) Schematic representation of an XRS spectrometer in the Row-
land geometry (b) schematic of a Rowland Geometry setup.

The layout of a modern X-ray Raman spectrometer is shown in Figure 2.17. Modern X-ray

Raman spectrometers are fitted with an array of crystal analysers at known scattering angles.

The analysers are arranged in a Rowland circle geometry with the sample and X-ray detec-

tor. The incoming monochromatic photon is scattered from the sample. Inelastically scattered

photons with the correct energy are reflected from the analyser, where they are recorded by

the detector. The monochromator energy is scanned to produce a spectrum.

APS - 20-ID XRS spectroscopy was performed using the lower-energy resolution inelastic

X-ray scattering (LERIX) spectrometer at sector 20-ID of the Advanced Photon Source (APS),

Chicago USA (Figure 2.18) [114]. At 20-ID, an undulator beamline, a cryogenically-cooled

Si (311) double crystal monochromator was used to produce the monochromatic beam. The

produced monochromatic beam was focused using the rhodium stripe of a torroidal mirror

to an approximate size of 0.5 x 0.5 mm. The LERIX instrument contains 19 spherically bent

crystal analysers (R=1 m) in the vertical scattering plane at 9° intervals, each subtending a solid
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FIGURE 2.18: The LERIX spectrometer at beamline 20ID of the Advanced Photon
Source. 19 crystal analysers in vertical plane (zoom of a crystal analyser shown

on right).

angle of 8.3× 10−3 sr [114]. Opposite each analyser crystal is a NaI scintillator detector, with

the sample-analyser-detector positions lying on a 1 m Rowland circle geometry. The analyser

crystals were tuned at the Si (555) reflection to maximise the elastic scattering profile for a

nominal X-ray energy of 9.8915 keV. XRS spectra were measured by scanning the incident

photon energy and keeping the analyser energy fixed. Each set of energy scans were carried

out with a scan over the elastic scattering peak (−3 eV to 3 eV). The centroid of the elastic peak

was used to place measured spectra onto the energy-loss scale. Details on the software written

by the candidate for extracting XRS spectra from the raw data can be found in Appendix B.

Typically, the uncertainty of the extracted energy loss scale was less than 100 meV. The LERIX

sample chamber was flushed with helium gas to reduce air-scattering from the beam, which

can introduce noise. In order to reduce any beam damage, samples were pressed into 13 mm

pellets and rotated on a spinner. Scattering was recorded at a shallow angle to spread the beam

across the sample.

2.7.4 Scanning Transmission X-ray Microscopy (STXM)

In this project, STXM provides spatially-resolved evidence for differences in carbon chemistry

between the surface and bulk of sustainable carbon. STXM is a spectromicroscopy technique

that provides chemically sensitive imaging at spatial resolutions down to ~10 nm. Imaging

is performed by scanning a monochromatic beam of soft X-rays (typically between 100 eV to
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2000 eV) across a sample in transmission geometry. As well as scanning the position, the en-

ergy of the beam is also scanned over a photoabsorption edge of interest. In this way, image

stacks contain both images and X-ray absorption near-edge spectra (NEXAFS) for soft X-ray

edges, including those important for biological and carbonaceous materials (e.g., C, N, O, S, Ca,

Fe). STXM has been successfully applied to study a variety of carbonaceous macromolecules

in the past including: soils [115, 116], humic acids [117, 118], soot [119] and polymers [120].

Instrumentation

STXM is used to measure spatially resolved XAS spectra. The theory covering the measure-

ment of XAS has been covered in Section 2.7.2 and will not be discussed again here. However,

the major benefit of STXM over other soft XAS measurements is the ability to create an X-ray

probe on the order of a few tens of nanometres in size to provide spatially resolution.

FIGURE 2.19: (a) X-ray microscope at beamline I-08, Diamond Lightsource. (b) Simplified diagram of
the STXM at I-08 at Diamond Lightsource.
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A simplified diagram of the STXM microscope used in this project is shown in Figure 2.19.

Synchrotron X-ray radiation is required for STXM, and must be made to form a nanometre

sized probe. This presents a considerable challenge in terms of the stability and thermal load

on the monochromator and optics in the optics hutch. The beamline optics are used to create

a millimetre sized, monochromatic beam in the order of 100 µm size. A pinhole is then used to

accept the monochromatic beam and acts a the secondary source, which is then demagnified

using a Fresnel zone plate to form the focused probe. A Fresnel zone plate consists of concen-

tric pattern of alternating absorbing and X-ray transparent rings forming a circular diffraction

grating. The zone plate is designed to produce constructive X-ray interference at a point, and

in this way a focused X-ray source is produced. Using zone plates, record spatial resolutions

of 10 nm has been achieved [121]. As in Figure 2.19, the sample is positioned at the focal point

of the zone plate for imaging. The focus of the image may be controlled by moving the zone

plate in the Z direction (the direction of the beam). It should be noted that the focal point of

the Fresnel optic is energy dependent and that at low energies (e.g. C K-edge ~285 eV), the

distance between the sample and the zone plate is on the order of a few micrometres. An or-

der selecting aperture, which is a pinhole measuring ~50 µm, is used to remove undesirable

higher-order diffraction from the zone plate by only allowing first-order diffracted light onto

the sample. An image is recorded by scanning the focussed X-ray beam of the sample in a

raster pattern (Figure 2.19).

FIGURE 2.20: schematic of the collection of an image stack in STXM.
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For each (x,y) position in the raster scan, the intensity of transmitted X-rays is recorded by

either a CCD or photodiode detector. This approach produces a stack as shown in Figure 2.20.

For each pixel, optical density is recorded by measuring the ratio between the intensity of the

initial and transmitted beam (O.D. = − ln [Itrans/I0]).

STXM was performed at the Diamond Light Source (UK) using beamline I-08. Radiation from

an APPLE-II type undulator was used to produce the primary beam. The beamline utilises

an SX700 type plane grating monochromator (250 ≤ E ≥ 4400 eV) to produce monochromatic

X-rays. These monochromatic source is then focused by a pair of X-ray mirrors to a stigmatic,

low-aberration secondary source (300 µm horizontal, 50 µm vertical). The secondary source

was focused to form a ~30 nm X-ray probe using a Fresnel zone plate optic; undesired diffrac-

tion was removed by an 30 µm order-selecting aperture. Image stacks (6 x 6 µm) were acquired

with ~40 nm spatial resolution, 5 ms dwell time and 0.15 eV spectral resolution over the main

features of the carbon K edge (283 eV to 300 eV), and 0.5 eV resolution in the energy regions

below (280 eV to 283 eV) and above (300 eV to 320 eV) the carbon K edge region. As-received

signals were converted to optical density using incident signal (I0) measurements from an ad-

jacent, empty region of the image above the carbon K edge (284.5 eV).

Advantages of STXM over STEM-EELS

X-ray microscopy can be considered to be similar to STEM-EEL spectromicroscopy. Both tech-

niques rely on the the ability to scan a nanometre sized probe over the surface of a sample

and spatially resolve changes in chemical speciation. Indeed, sample preparation, image anal-

ysis and the requirement for thin (< 100 nm) samples are similar between STEM and STXM.

However STXM comes with three major advantages over STEM-EELS imaging:

• Improved spectral resolution over STEM-EELS - As discussed, the interaction cross-

section for photoabsorption is much higher than for inelastic scattering techniques such

as EELS. There is an inherent trade-off between spectral resolution and dose/measure-

ment time, allowing photoabsorption experiments (e.g. STXM) to provide higher spec-

tral resolution. Improved spectral resolution in STXM may be used to monitor important

spectral features, such as pre-edge structure, otherwise not resolvable by STEM-EELS.
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• Measurements of hydrated samples - STXM can operate in the water window, a region of

X-ray energies between 200 eV to 520 eV where water is X-ray transparent [122]. STXM

can be used for biological samples where hydration is fundamental to the chemistry and

morphology of cell structures [122–124].

• Reduction in dose of around 50% compared to conventional STEM-EELS for similar qual-

ity data [125] - High doses may damage samples, by changing their chemistry. For carbon

materials, beam damage occurs primarily by radiolysis, the cleavage of chemical bonds

resulting in the formation of amorphous carbon. STXM has been shown to reduce beam

damage in carbon materials similar to those studied in this project [119].

However, it should be noted that S/TEM has significantly improved spatial resolution over

STXM. Therefore STEM-EELS is often used in tandem with STXM to provide complementary

high spatial and high spectral resolution information.

2.7.5 Synchrotron X-ray Microtomography (XµT)

XµT was used in this project to investigate the porous structure of sustainable carbon materials

produced by pyrolysis. Microtomography is a three dimensional imaging technique, originally

developed for medical imaging in the 1980s, and is now used extensively to non-destructively

monitor changes in material structure. XµT does not require a monochromatic source of X-rays

and can therefore be performed with both laboratory and synchrotron sources. However, syn-

chrotron radiation has three key benefits over the laboratory source for microtomography: (i)

brilliance, (ii) coherence and (iii) the ability to produce a monochromatic source. The high bril-

liance of synchrotron radiation is used to perform microtomography with extremely short scan

times (seconds to minutes). This can be highly advantageous or even necessary for the mea-

surement of dynamic systems and processes (e.g. crystallisation, in-operando devices) [126].

The use of a collimated, parallel beam in synchrotron microtomography allows for measure-

ments to be performed with improved contrast, fewer artefacts and higher spatial resolutions.

Modern X-ray tube CT systems can now achieve spatial resolutions down to 1 µm [127]. How-

ever, synchrotron XµT may be performed with resolutions on the order of 50 nm. Indeed, with

the use of zone plate optics nanometre scale resolution may be performed but with limitations
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on sample thickness and the total field of view. The use of a monochromator before the sec-

ondary source can also be used to gain chemical contrast in the sample by tuning the energy of

the X-ray to above and below a relevant X-ray photoabsorption edge. Finally the highly coher-

ent X-rays produced by synchrotron sources can be used to perform phase-contrast measure-

ments. Phase contrast measurements provide enhanced contrast for low-Z elements, which

may prove highly beneficial for organic solutions or carbon materials [128].

Instrumentation

XµT is a projection imaging technique. A schematic of the collection of XµT is shown in Fig-

ure 2.21. In absorption contrast mode, the attenuation of X-ray beam is dependent on the

thickness and the attenuation coefficient of the sample as described in the Beer-Lambert law

(Equation 2.1). The transmitted X-rays are converted into visible light using a scintillator. The

produced optical light is then magnified using an objective lens onto the CCD which records a

single projection as a 2D radiograph. Single projections are collected as the sample is rotated,

producing a stack of radiographs as a function of the angle of sample rotation.

FIGURE 2.21: schematic of the collection of a tomogram using XµT .

A series of radiographs which are taken as the sample rotates in the vertical plane from 0-

180° are then reconstructed, typically by using back filter projection methods, to form a three

dimensional image. XµT may suffer from several different forms of artefacts including ring

artefacts from a poorly callibrated centre of rotation, movement artefacts from changes in sam-

ple position during the scan and zingers from high-energy particles impacting the scintillator

during measurements. Such artefacts severely complicated the reconstruction of projections in

3D tomograms, notwithstanding the total data size of the radiographs, which could be tens of

gigabytes or more. Image enhancement can be carried out using powerful colour and contrast
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filters, including Fast Fourier Transforms (FFT), phase retrieval, drift correction and normali-

sation.

FIGURE 2.22: XµT in this project was performed at beamline i13-2 at Diamond
Lightsource Ltd.

DLS - I13-2 XµT in this project was performed at the Manchester beamline (I13-2) of the Di-

amond Light Source, UK (Figure 2.22). Monochromatic X-ray radiation was formed using a

Si(111) liquid-cooled double crystal monochromator. Samples of biochar were affixed to steel

pins using adhesive, then rotated in the beam by 180 degrees at 1.26 mrad per projection.

Tomograms were acquired using a 2560 × 2160 pixel PCO Edge 5.5 CMOS camera that was op-

tically coupled to a CdWO4 scintillator crystal. In this way, each tomogram was formed from

2500 projections with an exposure time of 500 ms and a pixel size of 0.325 µm. Analysis of the

tomography data was performed on the I13-2 data beamline at the Diamond Light Source us-

ing the available powerful graphic workstations [129]. Initially images were converted to 8 bit

image depth. Following conversion TomoPy, a python-based software library for tomographic

reconstruction, was used to perform alignment and reconstruction of the tomograms [130]. A

non-local median filter was applied to the tomogram after reconstruction in order to improve

contrast between features. Subtraction of the pre and post-edge tomograms was performed

using a developed python script. Image processing was performed using Thermo Scientific

Amira-Avizo 9.5 software.



Chapter 3

Evidence for a Core-Shell Structure of

Hydrothermal Carbon

3.1 Introduction

The treatment of carbon feedstocks in hot, compressed water (HCW, 150 - 350 °C) is known

as hydrothermal carbonisation (HTC). HTC produces a disordered, non-graphitising carbon

product known as hydrothermal carbon and an aqueous liquor which predominantly contains

a range of organic acids and water-soluble furan derivatives. As discussed in Section 1.3.2,

HTC was initially performed in a series of experiments by Frdereich Bergius in attempts to

produce synthetic coal from biomass following attempts to improve the kinetics of produc-

ing hydrogen from coal [63]. Bergius’ discovery was that a starting feedstock must be kept in

intimate contact with sub-critical water in order to prevent the premature breakdown of car-

bohydrates. This led to a series of authors commenting on the mechanisms underpinning the

formation of coal from biomass, not least Bergius himself [64]. However, after a long stagnant

period in HTC research, focus has now shifted from understanding the fuels of previous cen-

turies to understanding sustainable materials in the 21st century. Current research into the use

of HTC may be split into two important branches:

i. HTC as a safe, sustainable and low-cost conversion process from complex biomass feed-

stocks to a useful or less-hazardous product.

ii. HTC as controlled synthetic route to convert pure or semi-pure reagents (e.g. glucose) to

tailored materials for device applications.

61
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Hydrothermal carbon is rich in oxygen functional groups and offers good propensity for chem-

ical tuning of its surface. HTC may be performed without harmful reagents and offers higher

yields, lower synthesis temperatures and lower input energies than an equivalent pyrolysis

process without the need for energy-intensive feedstock drying [131]. These advantages make

HTC viable for both the sustainable treatment of wastes, where it is currently being applied at

pilot-scale [132, 133], but also for the production of highly-functional carbon materials [134].

In the former case, HTC has been found to be an effective strategy for treating more harmful

biomass wastes (e.g. medical wastes, sewage sludge) and for producing a renewable low-ash

bio-coal [51, 89, 133]. However the main focus of this project has been building an understand-

ing of HTC for the production of sustainable materials with useful properties. Whilst HTC for

the production of materials is arguably less well developed, the process has been shown to be

a promising route to produce energy storage devices, catalyst supports and filtration materials

directly from biomass [50, 134]. The ability to produce such materials directly from low-value

biomass materials makes HTC very attractive for implementation into a biorefinery. Unfortu-

nately, the production of hydrothermal carbon from biomass poses significant challenges due

to the complexity of the feedstock. Lignocellulosic biomass is composed of cellulose, hemi-

cellulose and lignin. Cellulose is a linear polysaccharide of glucose units linked by β-(1,4)-

glycosidic bonds [135]. Hemicellulose is also a polysaccharide, but differs from cellulose in

that it is composed of a number of sugar monomers, such as xylose, glucose, mannose and

galactose. Lignin is a complex, high molecular weight biopolymer, that is not well defined and

is not thought to react during HTC until temperatures above ~250 °C. These complex biomass

structures make developing an analytical understanding of HTC challenging [136]. Further-

more, non-lignocellulosic components of biomass (e.g. inorganic components) are known to af-

fect the morphology and chemistry of the final carbon [137]. This, coupled with the challenges

of batch by batch heterogeneity in a lignocellulosic biomass feedstock, makes a controlled and

repeatable biomass HTC process for materials production challenging to implement.

In order to better understand the processes governing the formation of hydrothermal carbon

from lignocellulosic biomass, several groups began to investigate the hydrothermal reaction

mechanisms underpinning HTC of sugars (e.g. glucose, fructose) [138, 139]. By understand-

ing HTC of sugars, it is hoped that a better model for more general biomass conversion can be

produced. This approach has successfully isolated so-called "secondary char", also known as
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humins, which are defined by their spherule shape and furanic chemistry [140, 141]. Kinetic

modelling experiments have shed light on the rates and kinetics involved in HTC of sugars,

whilst FTIR and 13C – NMR spectroscopy studies have been used to investigate the structure

of the produced carbons [139, 142]. However, it was noticed that the use of carbohydrates (e.g.

glucose, fructose) as a starting feedstock for HTC produced repeatable results with more well-

defined physicochemical properties [143]. The benefit of using carbohydrates as a feedstock

for HTC-derived materials lies in the control that one is able to wield over the formation of

the produced hydrothermal carbon. Hydrothermal carbon with regular spherical shape and

controllable size have been shown to be excellent catalyst support materials [144]. The ability

to control HTC chemistry via addition of heteroatoms (e.g. N) can also be used to exert control

over the functionality of the carbon, producing carbon with high pseudocapacitance and se-

lective sites for efficient electrocatalysis [145, 146]. This granular control has led to cases where

research has shifted to the production of sustainable catalysts and energy storage devices (e.g.

electrocatalysts, supercapacitors) from carbohydrate precursors [50].

A full understanding of both the formation mechanisms governing HTC and resulting surface

functionalities are critical for producing useful high-technology devices from biomass. The

surface functionalities of hydrothermal carbon can be exploited by nanoparticle decoration

or by increasing the concentration of surface oxygen functionalities, which are important for

catalysis and filtration devices [147, 148]. The reaction mechanisms governing hydrothermal

carbon formation and growth in the autoclave are poorly understood. A successful model

of hydrothermal growth would likely pave the way for more efficient carbon production as

well as improved control over the properties of the final product. Earlier work has proposed

a shell-core model of hydrothermal carbon, with differing carbon functional groups between

the surface and core of a hydrothermal carbon spherule [149]. This chapter sets out the work

done to achieve the first spectroscopic evidence of a shell-core structure of glucose-derived

hydrothermal carbon [111].
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3.2 Current Mechanism of Hydrothermal Carbon Formation

3.2.1 Glucose as a Model Hydrothermal Carbon Precursor

In this chapter a model carbohydrate, glucose, was used to investigate the formation of hy-

drothermal carbon. The decision to use a model sugar, instead of lignocellulosic biomass, was

taken for several reasons discussed here. Firstly, solid-solid reactions between biomass compo-

nents, including the high-molecular weight lignin fraction, result in the formation of a primary

char. Primary char chemistry more closely resembles pyrolysis carbon, and is typically not in-

cluded in the definition of secondary char, or hydrothermal carbon, which is formed by the

breakdown of carbohydrates under HCW conditions. As discussed, secondary char is usually

identified by its micrometre sized spherule morphology and furanic chemistry. Secondly, the

use of a model sugar instead of lignocellulosic biomass rules out the non-trivial complications

of inorganic phases within the feedstock influencing the reaction mechanisms at play. Thirdly,

model carbohydrates have been widely used to represent the chemistry of the non-lignin com-

ponents of lignocellulosic biomass, since both cellulose and hemicellulose are composed of

simple sugars as monomers [136]. In this way, a model sugar (i.e. glucose) can provide insight

into the reactions governing HTC of lignocellulosic biomass. Finally, the use of common carbo-

hydrates, produced sustainably from biomass, represent one route to produce well-controlled

materials from waste [150]. For this reason, understanding the formation mechanisms at play

during the HTC of sugars is directly relevant to the production of hydrothermal carbons pro-

duced for applications in devices.

3.2.2 Current HTC Formation Mechanism

The transformation of cellulose and hemicellulose from the lignocellulosic biomass structure

is achieved through hydrolysis reactions under HCW conditions [151]. The product of these

hydrolysis reactions is mainly glucose or other hexoses (e.g. mannose). More specifically,

the Lobry de Bruyn van-Ekenstein transformation results in the isomerisation of glucose to

fructopyranose, which is the favoured equilibrium state under HCW conditions (Figure 3.1)

[152]. A full description of this mechanism is complex and fully reviewed elsewhere [153].

However, the breakdown of most cellulose to glucose under HCW conditions makes glucose a

good model compound for understanding the formation of hydrothermal carbon under ideal
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conditions. The concentration of hydronium ions in HCW leads to the decomposition of these

early monosaccharides and disaccharides to organic acids (e.g. acetic, lactic, levulinic and

formic acids) bringing about a rapid drop in pH [152]. The rapid drop in pH within the re-

actor catalyses the dehydration of fructofuranoses into 5-hydroxymethylfurfural (HMF) [154].

An equilibrium is reached between the dehydration of fructose to HMF and its rehydration to

levulinic acid and formic acid. The final concentrations of HMF, levulinic and other organic

acids depend on process temperature. Longer reaction times and higher temperatures lead to

the almost complete removal of HMF from the process liquor. The removal of HMF from the

process liquor has been shown to be proportional to the amount of formed hydrothermal car-

bon, suggesting that HMF is the principle monomer for hydrothermal carbon formation [139].

As the reaction time is increased, the concentration of HMF decays, whilst the concentration

of formic acid, levulinic acid and hydrothermal carbon increases [139].

FIGURE 3.1: Illustration of the reactions governing the breakdown of sugars in hydrothermal condi-
tions. Adapted from Ref. [155] with permission from The Royal Society of Chemistry.
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Hydrothermal Carbon Morphology

Once HMF, or furfural the dehydration product of xlylose, are formed they polymerise to

form hydrothermal carbon via a complex cascade of reactions. The nucleation of hydrothermal

carbon has been shown to be driven by increased reaction temperature and lowered pH by the

formation of organic acids [139, 156]. There appears to be an equilibrium balance between the

rehydration of HMF to levulinic acid and the formation of colloidal hydrothermal carbon [141].

However the route by which HMF produces hydrothermal carbon is disputed. Initial work

into understanding the nucleation of hydrothermal growth was performed by monitoring the

morphology and structure of the produced carbons at different temperatures, residence times

and starting sugars [141].

FIGURE 3.2: SEM BSE images of hydrothermal carbon derived from glucose at
160 °C (a, b) and 260 °C (c, d). Taken from [136] with permission from The Royal

Society of Chemistry.

Figure 3.2 shows hydrothermal carbon produced from glucose at 160 °C and 260 °C respec-

tively. Hydrothermal carbon from glucose produces spherule shapes which are often joined

together in a characteristic ’dumbbell’ shape. It was also observed that increasing the process

temperature results in the formation of larger average spherule diameters [136]. Higher pro-

cess temperatures also produce carbons with a more homogeneous average size. Interestingly
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Falco et.al. observed that, at higher process temperatures, the average particle size measure-

ments from dynamic light scattering and SEM measurements were well-matched, whilst at

lower temperatures dynamic light scattering reported much large particle sizes [136]. The au-

thors postulate that this due to the formation of polydispered clusters of hydrothermal carbon,

grouping to form much larger particles. The growth of hydrothermal carbon at higher process

temperatures using the same process time is most likely due to a singular growth phase. It has

been shown that the growth of hydrothermal carbon occurs rapidly once the starting monomer,

HMF, is completely consumed which may indicate a initial burst of nucleation followed by a

coalescence phase [139].

FIGURE 3.3: Scanning electron micrographs of hydrothermal carbon materials
obtained from xylose, sucrose, glucose and fructose at a process temperature of

250 °C

The morphology of hydrothermal carbon produced from other carbohydrate precursors has

also been investigated. Figure 3.3 shows hydrothermal carbon produced under the same pro-

cess conditions at 250 °C from a range of relevant sugars. The morphology of the produced

carbon remains as the familiar spherule shape, however the homogeneity and sizes of the

produced carbons are remarkably different. Titirici et.al. described the carbons produced from

pentoses (i.e. fructose, xylose) as dispersed spheres, whereas those produced from hexoses (i.e.

glucose) as a mixture of interconnected particles below 200 nm and spheres between 500 nm to
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1000 nm [43]. The authors suggest that the differences in morphology between hexose and

pentose sugars are due to a different formation pathway, postulating that C5 sugars proceed

via polymerisation of furfural, whilst C6 sugars are formed by the polymerisation of HMF

[43]. This interesting hypothesis highlights the direct effect that mechanistic pathways can

have on the final properties of the HTC derived carbon. The furfural pathway for C5 sug-

ars and the morphology of carbohydrate-derived hydrothermal carbon at different residence

times have also been investigated. It was found that at a low temperature of 180 °C no sig-

nificant changes occur before 4 hours, where the process water becomes orange due to the

formation of oligosaccharides. Past 5 hours, hydrothermal carbon particles 150 nm in diam-

eter are formed [157]. The observation of small nanoparticles above a threshold temperature

suggest that proto-carbon forms from oligosacharides by a rapid burst-type nucleation event.

Hydrothermal Carbon - Nucleation and Growth

Studying the nucleation and growth of hydrothermal carbon is challenging because of the dif-

ficulty of following the cascade of reactions that form the high molecular weight carbon [141].

This difficulty is compounded by the challenge of performing in-situ measurements, since HTC

is performed in a sealed autoclave under pressure. However the chemistry governing the

formation of the monomer HMF is well understood because of the analogous breakdown of

sugars under highly acidic conditions and through advances in ab-initio simulation [141, 158].

FIGURE 3.4: Schematic representing the nucleation and growth process for C6 sugar derived hydrother-
mal carbon.
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Beyond the formation of HMF, or furfural for C5 sugars, a mechanistic understanding of hy-

drothermal carbon nucleation and growth becomes limited. In an early work on hydrothermal

carbonisation for catalysis Sun et.al. published the simplified three stage mechanism shown

in Figure 3.4 [148]. In the second stage of this mechanism, HMF is thought to polymerise and

nucleate to form the nascent hydrothermal carbon. Observations of sub 10 nm proto-carbons

have been reported by TEM imaging of process water from the HTC of fructose at 150 °C [159].

The formation of these proto-carbons is likely due to condensation of HMF molecules or other

derivatives to form oligosaccharides [139]. Patil and Lund postulate that the formation mecha-

nism is a reaction of five HMF molecules and 2,5-dioxo-6-hydroxy-hexanal that releases four

water molecules [141]. At a certain point, the oligomer ceases to be soluble under the HCW

conditions, likely driven by HCW chemistry (e.g. pH, ionic product), resulting in a phase sepa-

ration of these oligomers, and the formation of proto-carbon. These nanocarbons then undergo

a growth stage (Figure 3.4). To date, no in-situ measurements of HTC nucleation and growth

have been conducted. It is possible that in-situ small/wide angle X-ray scattering could be used

to provide significant insight into the mechanisms governing hydrothermal carbon growth as

has been done in other systems [160]. Two mechanisms for the growth of hydrothermal carbon

have been proposed in former studies: LaMer growth and hydrophobic ripening.

LaMer Growth Model Initial reports of the growth stage of hydrothermal carbon suggested

a LaMer type growth [148, 149]. The LaMer model is widely cited in colloid science to explain

the formation of monodisperse particles from saturated solutions [161, 162]. Briefly, a rapid

increase in the concentration of free monomers in solution leads to a burst-type nucleation,

significantly reducing the concentration of the monomers in solution. In HTC of carbohy-

drates, this critical stage is thought to be the point of maximum HMF concentration, which

has been observed as an orange/red mixture of oligosaccharides within the reactor [151]. Fol-

lowing nucleation, growth is limited by the diffusion of the monomer through the solution. it

involves the increase in concentration of a dissolved species until a critical point is reached.

Beyond this critical point, a rapid "burst" type nucleation from the monomer and any co-

monomers occurs. Homogeneous nucleation stage growth occurs by heterogeneous nucle-

ation as monomers bond to pre-existing seeds [163]. The final growth stage determines the

the final number of particles and their subsequent size. The hydrophobicity of the growing
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proto-carbon is likely to have a significant effect on the aggregation of proto-spheres, resulting

in the reported feedstock-dependent monodispersed or polydispered carbon morphology.

Growth by Hydrophobic Ripening More recently, Zhang et.al. postulated an alternative

HTC growth mechanism to LaMer growth. The authors measured the decline of the HMF

concentration in HTC process water as a function of process time and concluded that it con-

flicts with a discrete nucleation mechanism [159]. Instead, the authors postulate a hydropho-

bic ripening model. Hydrophobic ripening is a subset of Ostwald ripening, which is critical in

the study of emulsions and other phase-separated interfaces. Ostwald ripening is caused by

the change in solubility of nanoparticles dependent on their size. Smaller nanoparticles with

high solubility and low surface energy redissolve, resulting in the growth of phase-separated

components at the expense of smaller nanoparticles. Full and detailed reviews of Ostwald

ripening are available elsewhere [164, 165]. For hydrothermal carbon, condensation of the

HMF monomer leads to the nucleation of a 3D cross-linked furanic structure with a highly

hydrophillic surface due to the presence of carboxyl end-units. As the reaction goes on, a

phase-separation process occurs when condensation reactions lead to the formation of a more

hydrophobic structure. At this point, proto-carbon nucleation occurs. Instead of a "burst" of

nucleation as in the LaMer model, hydrophobic ripening occurs due to the continuous removal

of carboxyl end-units as nearby proto-carbons coalesce. Secondary observation of coalescence

has been found in kinetic models, which appear to support this growth model [139].

3.2.3 Shell-Core Model of Carbohydrate-Derived Hydrothermal Carbon

A shell-core structure of hydrothermal carbon was first postulated in early studies [148]. Since

then, a LaMer growth mechanism with a core-shell structure has been widely cited through-

out the literature [138, 149, 155, 166]. Direct measurement of chemical differences between the

shell and core of hydrothermal carbon have proved challenging. Bulk elemental analysis of

hydrothermal carbon from carbohydrates has shown that these materials have consistent bulk

O:C ratios of between 0.23 - 0.33 [139, 149, 166]. Evidence for a shell-core model of hydrother-

mal carbon was given via indirect observation of small differences between oxygen to carbon

(O:C) atomic ratios observed using surface-biased XPS and bulk elemental analysis [138, 149].

Fuertes et.al. performed a comparison of XPS and elemental analysis, and observed that the O:C
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atomic ratios in the core and in the shell of the particles are quite similar. However, despite

the similar O:C values, the authors hypothesised that: "the oxygen groups in the inner part of the

hydrothermal carbon particles likely differ from those in the shell" [149]. High resolution C1s XPS

spectra appear to support the presence of carboyxlic groups on the carbon surface by the pres-

ence of a a shoulder in the 288 eV. However no direct experimental evidence for a core-shell

structure has been found.

Chemistry of the Hydrothermal Carbon Shell/Surface

Fourier-Transform Infrared (FTIR) spectroscopy has shown the presence of aliphatic and car-

boxyl carbon functionalities [143, 155]. XPS on the other hand, is highly sensitive to the surface

chemistry of carbonaceous materials. High resolution XPS of the Carbon 1s region have com-

monly been split into three regions: (A) 285 eV (C-C, C=C), (B) 286.6 eV (C-O-H (hydroxyl))

and (C) 288 eV (carbonyl). Results from several authors show relatively high intensity of

peaks B and C, indicating a considerable amount of oxygenated surface functionality, which

is in good agreement with FTIR studies [143, 167]. Thermal analyses using thermogravimetric

methods in combination with GC-MS techniques have also shown the levulinic acid and car-

boxyl species are present within hydrothermal carbon, most likely at the surface [143]. NEX-

AFS spectroscopy at the Carbon and Nitrogen K-edges has also been applied to nitrogen doped

hydrothermal carbons from sucrose [168]. The measurement was performed at the Australian

synchrotron using partial electron yield detection, which is surface sensitive to ~50 nm [169].

A feature at 286.6 eV was attributed to the C – O bond in furan structure, as well as a feature at

288 eV, which was attributed to surface carbonyl functionality in good agreement with other

studies. TEM imaging of a shell-core structure was achieved by Yao et.al. [170].

Chemistry of the Hydrothermal Carbon Core/Bulk

As an amorphous material primarily composed of carbon and oxygen, hydrothermal carbon

presents a significant challenge in terms of bulk spectroscopy. Confirmation of the amorphous

nature of carbohydrate derived hydrothermal carbon was given by powder XRD measure-

ments. XRD shows broad features for the inter-layer {0 0 2} and intra-layer {1 0 0} graphite

reflections, confirming that hydrothermal carbon is a highly amorphous, disordered carbon
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system [143]. The first bulk carbon spectroscopy for hydrothermal carbon was performed us-

ing solid 13C nuclear magnetic resonance (NMR) spectroscopy [142]. A full description of

solid state 13C – NMR is beyond the scope of this review, but may be found in Ref. [171].

Conventional solid state NMR gives limited information about the structure of hydrothermal

carbon, due to the relatively low (< 1%) natural abundance of the isotope 13C. Isotopic enrich-

ment of hydrothermal carbon was performed by Baccile et.al. to gain the necessary resolution.

Early models of the structure of hydrothermal carbon were aromatic in nature, consisting of

small clusters of arene functionality with an oxygenated surface [149, 172]. A revised model

of the structure of bulk hydrothermal carbon from carbohydrates was given by isotopically

enriched, advanced solid state NMR measurements, which clearly showed that the structure

was principally furanic in nature with some aromatic functionality [142, 173]. Furthermore,

as previously discussed, it was shown that there were differences in the ratios of aromatic to

furanic carbon between those produced from C5 and C6 sugars, with the former being more

aromatic in nature [142]. The authors proposed that C5 sugars were more aromatic due to the

principal monomer being furfural rather than HMF. Finally solid state 13C – NMR was used

to show that hydrothermal carbons produced from cellulose and lignocellulosic biomass, was

similar in bulk carbon chemistry to that of those prepared from carbohydrates [136]. A final

note on the bulk chemistry of hydrothermal carbon must be made regarding the use of X-ray

spectroscopy. Conventional X-ray absorption spectroscopy must be performed in the soft X-

ray regime, where measurements must be performed under vacuum and only provide surface

information. However, as will be discussed in Chapter 4, X-ray Raman scattering spectroscopy

may be used to probe soft X-ray photoabsorption edges using hard X-rays for bulk chemical

insight with some key advantages over solid state 13C – NMR [111].

3.3 Aim

The aim of this study was to the provide the first direct experimental evidence for a core-shell

type structure in hydrothermal carbon using a synergistic TEM imaging and STXM spectro-

microscopy approach. Previously reported measurements have not, as yet, provided direct

experimental evidence of differing carbon chemistry between a shell and core in carbohy-

drate derived hydrothermal carbon. Formation of hydrothermal carbon is a phase separation
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process under HCW conditions [139]. Hence, studying chemical alterations between the hy-

drothermal carbon interface, bulk material and surrounding aqueous environment is perhaps

the most likely route to elucidate reaction pathways that underpin hydrothermal carbon for-

mation and growth. In this study STXM, a synchrotron-based spectromicroscopy technique, is

applied to a thin FIB-prepared cross-section of a single glucose derived hydrothermal carbon

spherule. STXM, as discussed in Section 2.7.4, allows for the collection of spatially resolved

XAS spectra, and has been applied to a variety of similar carbonaceous macromolecules (e.g.

soils [115, 174], humic acids [117, 118], soot [119] and polymers [120]). Differences in surface

and bulk carbon chemistry have also been identified in carbonaceous interfaces and thin films

[175–178] and in pyrolysis carbons [179] using similar approaches to the one applied here.
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3.4 Experimental Techniques

3.4.1 HTC of Glucose

HTC was performed as described in Section 2.3 at 200 °C and 250 °C under autogenous pres-

sure. For each batch carbonisation, 20 g of glucose (≤99.5 %, Sigma Aldrich) was dissolved

in 200 ml of ultra-pure (≥ 18 MΩ cm) water. The prepared 20 %w/v glucose solution, when

completely dissolved, was loaded into the autoclave in an acid-washed quartz liner. After

the reaction the resulting carbons, HTC-GLC-200 and HTC-GLC-250 produced at 200 °C and

250 °C respectively, were recovered by filtration (Whatman, Grade 3) without a solvent wash.

A solvent wash, or soxhlet extraction was not performed in order to (i) reduce the risk of intro-

ducing erroneous features into the C K-edge X-ray spectroscopy arising from the presence of

organics used for extraction and (ii) to avoid removing chemically-relevant macromolecules.

3.4.2 SEM

A few milligrams of powdered sample were affixed to a sticky carbon pad onto an aluminium

SEM stub (Agar Scientific, UK). Excess sample was removed by compressed air. A 5 nm iridium

sputter coating was applied to the prepared resin block using a high-resolution sputter coater

(Agar Scientific, UK). Imaging was performed using the same FEGSEM used for FIB lift-out

(see Section 2.5.3), using a voltage of 5 kV to provide good surface contrast.

3.4.3 S/TEM

FIB prepared lamellae were imaged using a FEI Titan3 Themis G2 scanning transmission elec-

tron microscope (S/TEM). The field emission gun was operated at 80 kV in order to reduce

knock-on damage to the sample during imaging. Images were processed in Gatan Microscopy

Suite and the FIJI distribution of ImageJ [180].

3.4.4 Powder XRD fitting

XRD patterns were performed in triplicate using the method discussed in Section 2.6.1. The

resulting patterns were averaged, and then smoothed using a Savitzky-Golay filter (window

size 51 points, third order). Non-Linear least-squares regression fitting was performed using

the LMFIT software [181]. Gaussian fitting was performed with two Gaussian functions and a
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power law background model (order = -0.25), in order to find the approximate centre of the {0

0 2} interlayer carbon spacing.

3.4.5 STXM Data Analysis

Post-experiment treatment of the STXM-NEXAFS data was initially performed using the Man-

tis spectromicroscopy software. Mantis was used to normalise the carbon K-edge spectra, sub-

tract dark current and correct for spatial drift in the image [182]. The Mantis software was

also used to conduct a principal component (PCA) and cluster (CA) analysis, whereby a set

of eigenimages and eigenspectra from the data covariance matrix are classified into clusters of

pixels of similar spectral response. Further details on the workflow and analysis performed

using Mantis may be found in the publication by Lerotic et.al. [182]. Extracted NEXAFS spectra

were subsequently fit using a Gaussian fitting approach, which has been widely applied to car-

bon K-edge spectra to investigate local structural changes in similar materials [115, 174, 183].

Details of the Gaussian fitting approach applied throughout this thesis are shown in Appendix

A. For reference, a table of the Gaussian peak locations used in this work, with relevant refer-

ences, are shown below in Table 3.1.

TABLE 3.1: Summary of Gaussian peak locations and functional group assign-
ment for carbon K-edge NEXAFS spectra.

Transition
Energy (eV) Interpretation Electron

Transition Ref.

284.8 C=C aromatic [benzene-type building blocks] 1s-π∗ [168, 174, 183–185]
285.3 C=C-X Aryl-linked group [X = O, C] 1s-π∗ [183, 186, 187]
286.6 C=C-O furan 1s-π∗ [123, 168, 183, 188]
287.5 C-H aliphatic 1s-σ∗ [188, 189]
288.2 C=O-OH carboxyl, C=O aldehyde 1s-π∗ [174, 174, 183]
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3.5 Hydrothermal Carbon Structure & Elemental Analysis

This section covers the morphology and chemistry of the two glucose derived hydrothermal

carbons discussed in this chapter. Hydrothermal carbon produced at a process temperature of

200 °C and 250 °C are labelled at HTC-GLC-200 and HTC-GLC-250 respectively.

3.5.1 Morphology

High resolution, secondary electron, SEM images of HTC-GLC-200 and HTC-GLC-250 are

shown in Figure 3.5. As per other studies, the morphology of the produced hydrothermal

carbon is typically spherical and monodispersed in nature, with some larger dumbbell-like

clusters forming by aggregation.

FIGURE 3.5: FEGSEM images collected at 5 kV. HTC-GLC-200 (left) and HTC-GLC-250 (right) from this
study. The increase in size with process temperature is visible.

The average primary diameter of the produced spherules was found to increase with process

temperature, from ~500 nm at 200 °C to ~3 µm at 250 °C. These results are similar to those

of other glucose-derived hydrothermal carbons [136]. Laser diffraction analysis was used to

quantify the change in mean particle size. Laser diffractometry measures the size of particle

clusters formed by aggregation, whilst SEM imaging was used to measure the primary diame-

ter of formed carbons. For samples of HTC-GLC-250, the correlation between laser diffractom-

etry and SEM measurements were reasonable, approximately 7.5± 0.4 µm. For HTC-GLC-200

the volume-weighted mean diameters were much larger (12.8± 1.2 µm) than SEM measure-

ments.
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3.5.2 Bulk Structural Disorder

The degree of structural order within HTC-GLC-200 and HTC-GLC-250 was investigated us-

ing powder XRD. The {0 0 2} and {1 0 0} reflections were fitted using Gaussian functions (Fig-

ure 3.6). The centroid of the {0 0 2} reflection was found to be at 21.4° and 21.0° 2θ fo HTC-

GLC-200 and HTC-GLC-250 respectively. The broad nature of the reflections suggests that the

materials have very disordered and amorphous structures as reported elsewhere [143].

FIGURE 3.6: Non-linear least squares fitting of HTC-GLC-200 and HTC-GLC-250 XRD patterns
(λ =1.54 Å). The {0 0 2} and {0 0 1} reflections are fitted using two Gaussian functions.

3.5.3 Surface Carbon Chemistry

Changes in oxygen to carbon ratio (O:C) between the surface and bulk of HTC-GLC-200 and

HTC-GLC-250 were investigated by comparison of XPS (~10 nm penetration depth) and tradi-

tional bulk elemental analysis. Significant changes in O:C would indicate changes in carbon

chemistry between the surface and bulk of the hydrothermal carbons. In turn, such chemi-

cal changes may be used to infer a shell-core structure. This has been the only experimental

evidence presented for a shell-core model of hydrothermal carbon [149]. Bulk O:C ratios for

HTC-GLC-200 and HTC-GLC-250 are shown in Table 3.2. The O:C for HTC-GLC-200 and

HTC-GLC-250 were found to be 0.28± 0.04 and 0.22± 0.02 respectively, and are consistent

with other literature studies of glucose-derived hydrothermal carbon [139].
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TABLE 3.2: Results of elemental analyses (C,H,N & O) for HTC-GLC-200 and
HTC-GLC-250

Sample Component (wt %) Atomic Ratio
Pc.Yield C H N O H:C x10 O:C

HTC-GLC-200 55.4 % 61± 2 4.1± 0.2 1.21± 0.07 17.0± 0.4 0.7± 0.6 0.28± 0.04
HTC-GLC-250 60.5 % 66.2± 0.7 3.97± 0.09 1.14± 0.04 14.6± 0.2 0.6± 0.2 0.22± 0.02

XPS, as discussed in Section 2.6.2, was conducted at near-ambient pressure to reduce any loss

of surface-carbon functional groups due to volatilisation. For this reason, high resolution C 1s

spectra, which were recorded using a high-vacuum instrument are not reported here. Fitting

of the near ambient pressure XPS data for HTC-GLC-250 gave a surface O:C of 0.22± 0.01,

which is within standard error of the recorded bulk value from elemental analysis (Figure 3.7),

as reported by previous studies [138]. Although the similar O:C ratios between the surface

and the bulk of HTC-GLC-250 suggest broad similarity in the overall abundance of O and C

throughout the structure, it does not provide information regarding chemical speciation and

bonding within HTC-GLC-250. Carbon moieties at the surface could differ from the bulk of

the material while maintaining similar O:C ratios.

FIGURE 3.7: Near ambient pressure XPS survey spectrum for HTC-GLC-250 with C 1s and O 1s regions
overlaid. 48Ar gas was used for charge neutralisation purposes.
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3.5.4 Ethanol Extraction and Pyrolysis GC-MS

The presence of physisorbed organic species (e.g. levulinic acid), have been shown to be

present on the surface of hydrothermal carbon [143]. As discussed in Section 3.4.1, a sol-

vent wash was not performed in order to avoid the introduction of erroneous signals from

physisorbed solvent or to remove important macromolecules from the hydrothermal carbon

surface. In order to investigate the species present on the surface of hydrothermal carbon, a

solvent extraction in ethanol was performed. The result of the soxhlet extraction was a tar-

like substance, indicating the presence of high-molecular weight components. The candidate

credits Jeanine Williams for performing the pyrolysis GC-MS experiment.

FIGURE 3.8: (A) Pyrolysis GC-MS (500 °C) of residue after soxhlet extraction –
peaks: (a) 4.17 mins, 1,3-Butadiene; (b) 4.62 mins, 3-Penten-1-yne; (c) 4.72 mins
Methyl-oxirane; (d) 5.12 mins, 2-methyl-furan. (B) Liquid injection GC-MS of
extractant (in EtOH) after soxhlet extraction – peaks: (a) 6.23 mins, Levulinic
acid (methyl ester); (b) 6.56 mins, Levulinic acid (ethyl ester); (c) 6.96 mins, 2,5-
hexanedione; (d) 10.28 mins, Hexadecanoic acid (ethyl ester); (e) 10.54 mins, Le-
vulinic acid; (f) 10.69 mins, 2,2’-methylenebis[5-methyl-Furan]; (g) 11.33 mins,
Octadecanoic acid (ethyl ester); (h) 12.84 mins, 2,2’-methylenebis-Furan; (i) 13.65

mins, 3,4,8,8a-tetrahydro-8a-methyl-1,6(2H,7H)-Naphthalenedione.

Pyrolyis GC-MS was performed on the tarry residue after soxhlet extraction in ethanol (Fig-

ure 3.8a). The main resulting volatile components from the tar were found to be 1,3-Butadiene,

3-Penten-1-yne, Methyl-oxirane and 2-methyl-furan, which gave the highest intensity peak.

These results are consistent with the proposed furanic network of hydrothermal carbon. Fur-

thermore, it was shown that there were a considerable amount of high molecular weight com-

ponents, with a very broad and continuous signal after 6 minutes on the column. Liquid
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injection GC-MS was also performed on the Ethanol extractant prior to evaporation to the tar

(Figure 3.8b). The results confirm the observations from pyrolysis GC-MS, but also provide

further evidence for much higher molecular weight components such as long-chain aliphatic

molecules (e.g. Octadecanoic acid [g]), linked furan species (e.g. Furan, 2,2’-methylenebis- [h])

and polyaromatic hydrocarbons. These results confirm that an ethanol extraction would re-

move species, especially larger macromolecules, from the surface of the hydrothermal carbon

likely to be important for its surface chemistry. Furthermore the character of the molecules re-

moved from the surface suggest that (i) hydrothermal carbon is furanic in nature (ii) long chain

aromatic and linked furan species are present at the surface and (iii) levulinic acid is present.
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3.6 X-ray and Electron Imaging

Bulk scale analyses showed no significant change in O:C between the surface and bulk of HTC-

GLC-200 and HTC-GLC-250. Therefore, nanometre-scale imaging (TEM and STXM) were con-

ducted on a FIB-section of a single spherule of the same material to investigate the presence of

a core-shell structure.

3.6.1 TEM Imaging

TEM imaging of the produced lamellae for HTC-GLC-200 and HTC-GLC-250 is shown in Fig-

ure 3.9. The profiles of the thin cross sections can be seen embedded in the matrix.

FIGURE 3.9: Brightfield TEM imaging of the prepared FIB lamellae for HTC-
GLC-200 (a & b) and HTC-GLC-250 (c & d).
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TEM imaging is consistent with the observation that the sizes of the carbon spherules increase

with process temperature, as recorded in the SEM and laser diffraction experiments. A ran-

domly selected slice of a HTC-GLC-200 spherule has a size of 420 nm compared to that of the

much larger 2.3 µm HTC-GLC-250 counterpart. A faint outer shell may be observed in HTC-

GLC-250 (173 nm marked in Figure 3.9d), similar to that reported by Yao et.al. [170]. However

the contrast between the carbon sphere and the resin carbon background does not allow for a

satisfactory identification of a core-shell structure, nor does it provide any information regard-

ing a difference in chemistry. A future experiment could attempt to utilise a polymeric sulphur

resin to address this issue [187]. An attempt at EEL spectroscopy was made, but failed due to

electron induced sample damage. As previously discussed, the dose rate in EEL spectroscopy

may be up to 100 times more than in the equivalent X-ray spectroscopy [119]. However, TEM

spatial resolution exceeds that of X-ray imaging, therefore TEM was used to provide some

evidence the presence of a shell.

3.6.2 STXM Imaging

STXM imaging was used to study differences in carbon chemistry between the surface and

bulk of HTC-GLC-250. HTC-GLC-200 was not suitable for STXM imaging because the spatial

resolution was not sufficient to confidently identify a shell structure. Therefore from here on

this chapter focuses on the chemistry of HTC-GLC-250. STXM images from the collected stack

at 284.9 eV and 286.6 eV are shown in Figure 3.10.

FIGURE 3.10: STXM image collected at 284.9 eV (left) and 286.6 eV (right) taken
from the collected stack.
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The STXM image collected at an X-ray energy of 286.6 eV achieved the highest contrast be-

tween the surface and bulk of the HTC-GLC-250 lamella, whilst the image collected at 284.9 eV

shows the thin-section of the sphere distinct from the resin matrix. A clear shell-core type struc-

ture can be seen in the stack image collected at 286.6 eV. In the carbon K-edge, 286.6 eV cor-

responds to the 1 s-π*C=C – O furan transition energy (Table 3.1). Interestingly, in both the STXM

and TEM images an outer shell was observed and measured to be approximately 125 nm to

175 nm in size (Figure 3.10). In the TEM image, the shell appears darker than the core, this

result combined with the presence of this region in both the STXM and TEM images indicate

that the shell is not simply a thickness artefact in the STXM optical density map.

3.7 STXM Analysis

3.7.1 Spectral Deconvolution and Principal Component Analysis

The observation of a core-shell type structure for HTC-GLC-250 led to an investigation of

changes in carbon speciation between the core and shell. In order to investigate these differ-

ences, principal component analysis (PCA) and cluster analysis (CA) were performed on the

STXM stack. PCA is a method of reducing the dimensionality of a large multidimensional data

set to a small set of important variables, based on the correlation between the input variables

and a principal component. The principal component represents the largest percentage vari-

ance in the dataset’s covariance matrix, which is an orthogonal, zero-centred matrix composed

of the variances between the large multidimensional data set [190]. In the case of STXM, this

multidimensional dataset is composed of the energy, position and intensity recorded during

the experiment. The covariance matrix may be understood as a set of eigenvectors and eigen-

values, which represent the mathematical route from the original dataset to the covariance

matrix. The result of PCA is an ordered list of eigenvalues for each eigenvector from highest

to lowest. The highest value represents the first principal component which accounts for the

largest percentage of variance within the dataset, the second highest accounting for the second

largest percentage variance and so on. Excellent reviews on the subject of PCA can be found

elsewhere [191]. In this case, PCA was performed using the MANTIS software; the analysis

approach used in MANTIS is discussed in Ref. [182].
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FIGURE 3.11: Scree plot produced from principal component analysis of STXM
stack for HTC-GLC-250.

The results of the PCA performed on the STXM stack for HTC-GLC-250 are shown in Fig-

ure 3.11. This representation of the data as an ordered list of the eigenvalues is called a scree

plot. Typically, the inflection point of the scree plot represents the fewest number of compo-

nents which satisfactorily describe the data. Here, four components are found to satisfactorily

represent the data. This number of points was then used to perform a cluster analysis, which

separates out regions in the image with a similar spectral response (or similar eigenvalue/vec-

tor set) and also takes account of any thickness effects present in the spectra [182]. These com-

ponents represent the following regions in the image: (i) core (ii) shell (iii) resin background

(iv) thick region (Figure 3.12).

FIGURE 3.12: Result of Cluster Analysis. (left): FIBSEM image of the HTC-GLC-250 lamella with STXM
region of interest highlighted (right): STXM cluster analysis result with the four components of the

analysis labelled (image has been reflected in x and y to match the FIBSEM image orientation).
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3.7.2 C K-edge NEXAFS Spectroscopy

The results of the cluster analysis clearly show a shell and core structure to HTC-GLC-250, and

represent the first direct experimental evidence for this structure in hydrothermal carbon [111].

Since STXM is a spectromicrocsopy technique, C K NEXAFS may be produced for each pixel in

the image. By averaging the spectra for those pixels in the core and shell regions, it is possible

to reconstruct NEXAFS spectra for both the core and shell regions, and compare differences

in carbon chemistry. The resulting core and shell NEXAFS spectra can be seen in Figure 3.13.

Pixels in blue represent the core region of the hydrothermal carbon lamella, and pink pixels

represent the shell region.

FIGURE 3.13: STXM generated NEXAFS spectra with the five components of
Gaussian deconvolution and the corresponding fit for both (a) the core (blue) and
(b) the shell (purple). Inset is the result of the cluster analysis and corresponding

core/shell regions.

NEXAFS spectra for the corresponding shell and core regions exhibit three main peaks at

285 eV, 287 eV and 288 eV (Figure 3.13). The relatively small spectral changes between core and

shell are expected, since these changes occur across a single HTC sphere. Neither the core nor

the shell NEXAFS spectra exhibit a 1 s-π*COO – transition (~290.3 eV) indicating an absence of

both carbonate and residual carbohydrate (e.g. glucose) species in the HTC-GLC-250 lamella.

The combination of (i) a lack of fine structure at the aromatic 1 s-σ*C=C transition (~292 eV) and
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(ii) the broad nature of the corresponding XRD pattern for HTC-GLC-250 (Figure 3.6) sug-

gest that no ordered polyaromatic component is present in either the core or shell. This result

is contradictory to more aromatic models of hydrothermal carbon proposed in the literature

[149, 166]. Significant chemical differences are observed between the surface and bulk regions

of STXM image. Using known electron transitions (Table 3.1), the three main differences be-

tween the surface and bulk regions of HTC-GLC-250 are:

i. A broader 1 s-π*C=C (~285.0 eV) aromatic peak in the core spectrum.

ii. A change in peak area ratios between the 1 s-π*C=C (~285.0 eV) aromatic and 1 s-π*C=C – O

(~286.6 eV) furan transitions.

iii. A broader 1 s-π*C=O (~288.2 eV) aldehyde/carboxyl shoulder in the shell spectrum.

To quantify these observations, Gaussian spectral deconvolution was performed. Gaussian

fitting has been widely applied for studying the C K-edge in NEXAFS experiments [168, 185].

The results of the spectral deconvolution of the core and shell spectra were achieved with

reduced χ2 values of 0.029 and 0.021 respectively (Figure 3.13). Resultant peak areas and

FWHM are shown in Table 3.3. Three key changes moving from the core to shell spectra are

observed and each of these is identified and discussed in the following sections.

TABLE 3.3: Peak areas and FWHM from the Gaussian spectral deconvolution of
the principal components (core and shell) of HTC-GLC-250 with standard error.

Transition Centroid
Position (eV)

Core Shell
FWHM (eV) Area (a.u.) FWHM (eV) Area (a.u.)

1 s-π*C=C - Aromatic; 284.8 1.17±0.03 0.31±0.01 1.15±0.03 0.27±0.01
1 s-π*C=C – X - Aryl 285.3 1.17±0.03 0.24±0.02 1.15±0.03 0.31±0.02

1 s-π*C=C – O - Furan 286.6 1.12±0.05 0.40±0.01 1.08±0.05 0.36±0.01
1 s-σ*C – CH - Aliphatic 287.5 0.57±0.08 0.06±0.02 0.73±0.10 0.08±0.01

1 s-π*C – OOH - Carboxyl
1 s-π*HC – O - Aldehyde 288.2 1.19±0.08 0.16±0.01 1.36±0.07 0.15±0.01

3.7.3 285 eV: Core Condensation

The first of the three key changes observed between the core and shell STXM NEXAFS spectra

is broadening of the lowest energy feature at ~285 eV (Figure 3.13). This feature may be inter-

preted as two distinct, yet highly correlated carbon moieties: aromatic C –– C groups (284.8 eV)

and heteroatomic-aryl C –– C – X groups (285.3 eV). The interpretation of this feature as two

overlapping functionalities is guided by previous experimental NEXAFS studies and dynamic
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functional theory (DFT) calculations [186, 188, 192]. Since HTC-GLC-250 is formed primarily

from C and O, and since C – O electron transitions occur at higher energies in the C K-edge

(Table 3.1), the heteroatomic-aryl functionalities indicated by the 285.3 eV peak are assigned to

aryl C ––C – C groups.

FIGURE 3.14: Structure of Hydroxymethylfurfural (HMF) with α and β carbon
positions labelled.

During the first stages of hydrothermal carbon growth, condensation reactions dominate [139,

149]. Dehydration reactions result in the formation of three dimensional oligomers with a fu-

ranic local structure linked at either the α or β carbon positions on the furan ring (Figure 3.14)

[142, 157]. In the spectral deconvolution, a 23% decrease in the 1 s-π*C=C – X (285.3 eV) aryl

transition peak area between the shell and core of HTC-GLC-250 is observed (Table 3.3). The

reduced total peak area at the 1 s-π*C=C – C transition in the core spectra indicates a loss of aryl

functionality between the surface and bulk. This result suggests that aryl functionality is ini-

tially present at the hydrothermal carbon surface, but is removed during growth. It is possible

that this aryl functionality is linked to long-chain surface carbon functionalities, such as those

observed during ethanol extraction of the hydrothermal carbon surface (Section 3.5.4).

The observed loss in aryl functionality from shell to core is also concomitant with a 13% en-

hancement in aromatic 1 s-π*C=C (284.8 eV) peak area. This result indicates that the hydrother-

mal core region is more aromatic than the shell, and provides evidence for initial surface for-

mation, followed by a series of condensation reactions during growth. Moieties linked at the

β carbon atom result in an increase in the peak amplitude at the 1 s-π*C=C (284.8 eV) transition.
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Therefore, condensation is likely occurring via the shortening or removal of α carbon linking

units. The bulk chemistry of hydrothermal carbon therefore contains small clusters of arene

functionality, but remains predominantly furanic [136, 141, 173].

3.7.4 285 eV to 287 eV: Inhomogeneous Distribution of Furan Species

The second of the three changes observed in the core to shell spectra is a change in peak ratio

between the 1 s-π*C=C (284.8 eV) aromatic transition and the 1 s-π*C=C – O (286.6 eV) furan tran-

sition peak areas in the experimental (non-deconvoluted) data (Figure 3.13). Although furan

units are known to be present in both the surface and bulk of hydrothermal carbon, the distri-

bution of furan units within a single spherule remains unknown [142]. HMF is the principal

monomer in hydrothermal carbon formation and it has previously been assumed that furan-

type C –– C – O carbon is uniformly distributed within hydrothermal carbon [173]. However,

here the spectral deconvolution shows a 10% decrease in the amplitude of the furan C –– C – O

transition between the core and shell NEXAFS spectra (Table 3.3). The inhomogeneous distri-

bution of furan moieties between shell and core is incongruous with the hydrophobic ripening

mechanism proposed by Zhang et.al., since the authors state that "the local structure of the pri-

mary particles and the carbonaceous spheres is expected to be globally uniform" [159]. Dehydration

reactions are likely the principal pathway in the core of the hydrothermal carbon spherule.

Nonetheless, the lower abundance of furan functionality at the shell indicates an, as of yet

unknown, intermediate reaction pathway at the water-carbon interface.

3.7.5 288.2 eV: the water-carbon interface

Broadening of the 1 s-π*C – O (288.2 eV) (aldehyde/carboxyl) transition peak is observed in the

spectral deconvolution (Table 3.3). Previous literature suggests that intermediate pathways at

the hydrothermal carbon surface may include aldol condensation reactions and acid-catalysed

ring opening [141]. Such pathways lead to the production of reactive, dehydrated, carboxylic

acid and aldehyde functionalities under HCW conditions. Changes in aldehyde and carboxylic

functionality are known to result in changes at the 1 s-π*C – O (aldehyde/carboxyl) transition in

the 288 eV region (Table 3.1).
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The Gaussian deconvolution of the core and shell spectrum for HTC-GLC-250 show an in-

creased FWHM at the 1 s-π*C – O (aldehyde/carboxyl) transition in the shell region (Table 3.3).

The observed broadening of the 1 s-π*C – O transition suggests an increased distribution of alde-

hyde C – OH (287.5 eV) and carboxyl C – OOH functionalities at the hydrothermal carbon sur-

face. Although caution must be exercised in attributing an increased distribution of aldehy-

de/carboxyl surface functionality to a single pathway, aldol condensation reactions are possi-

bly responsible for producing an increased distribution of aldehyde/carboxyl functionalities

[151, 193]. It is likely that the increased distribution of surface aldehyde/carboxyl functionality

at the hydrothermal carbon surface is involved in hydrothermal growth by binding with local

aqueous monomers (e.g. HMF).

3.8 Chapter Summary

The formation mechanism for hydrothermal carbon has been widely postulated [149, 157, 159,

194]. Experimental evidence for a growth mechanism has been impeded by a lack of direct

spectroscopic techniques able to spatially resolve carbon functionality within hydrothermal

carbon particles [131]. Previous TEM and 13C – NMR studies have found that initial hydrother-

mal carbon growth is from oligomers formed from condensation of HMF in HCW [142]. Phase

separation of nascent hydrothermal carbon from the process water likely occurs by the forma-

tion of a hydrophobic core due to condensation of HMF. The synergistic TEM and STXM results

presented here provide clear evidence for a core-shell model with different carbon chemical

bonding environments for a glucose-derived hydrothermal carbon produced at 250 °C. NEX-

AFS spectroscopy here highlights a hydrothermal carbon core with increased aromatic and

furanic functionality, presenting a more condensed, hydrophobic core. The shell displays a

broader distribution of carboxylic and/or aldehyde functionality and is less aromatic. Us-

ing this information, a mechanism for hydrothermal carbon growth can be put forward. A

schematic illustrating these findings is presented in Figure 3.15.

The proposed growth mechanism of glucose derived hydrothermal carbon is by hydrophobic-

ripening and this is supported by kinetic modelling in other studies [139]. In contrast to the

hydrophobic ripening mechanism presented by Zhang et.al. (Ref. [159]), the evidence from
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FIGURE 3.15: Schematic depiction of proposed formation mechanism from this study.

STXM suggests that (i) a shell is present and (ii) growth does not occur via cleavage of the car-

boxyl terminal unit in HMF. Our results suggest that nucleation and growth can be described

in four stages: Stage 1 – HMF is produced from the dehydration of glucose in HCW and acts as

the key monomer for hydrothermal carbon growth. Stage 2 – A carboxyl/aldehyde rich shell

layer is observed, likely produced by the acid-catalysed ring opening of local HMF monomers

or through aldol condensation of local carboxylic acids, which may act as a binding site for lo-

cal HMF. Stage 3 - As the hydrothermal carbon grows, the shell layer undergoes dehydration

and condensation reactions (e.g. Diels-Alder reactions). Stage 4 - In the core, condensation

reactions dominate and led to the removal or shortening of HMF α-carbon aryl linking units.

3.8.1 Further Work

It is important to note that the chemistry underpinning these reactions is highly complex, and

that it is likely that different chemical pathways exist for other carbohydrate derived carbons.

HTC-GLC-250 was produced under relatively severe conditions (250 °C, 1 h) and might only

represent the final stage of growth. Further STXM studies are required at different stages of

HTC formation, especially for other model carbohydrates over a range of reaction tempera-

tures. Furthermore the NEXAFS spectra presented here only offer a snap-shot of hydrother-

mal formation. Future in-situ studies must be performed to monitor hydrothermal carbon from

carbohydrates, possibly using X-ray Raman scattering spectroscopy [195].



Chapter 4

Bulk Structural Insight for Sustainable

Carbon by X-ray Raman Scattering

4.1 Introduction

Building on the work of the previous chapter, this chapter investigates the chemistry of sustain-

able carbon materials from oak wood (Quercus Ilex) biomass received from an industrial pyrol-

ysis facility. In terms of HTC chemistry, this chapter introduces the complexities of biomass-

derived carbon (e.g. primary and secondary carbon formation) and investigates the primary

furanic structures which underpin its chemistry. The carbon chemistry and local structure of

hydrothermal carbon is then contrasted with that of pyrolysis carbon from the same biomass.

Pyrolysis carbons, as discussed in Section 1.4, are non-graphitising microporous carbons pro-

duced by heating a feedstock under anoxic conditions. Pyrolysis carbons are commonly used

to produce industrial activated carbon for use in filtration, energy storage and soil amend-

ment [38]. Both hydrothermal carbon and pyrolysis carbon produced from biomass are highly

heterogenous materials, which have been shown to have differing surface to bulk chemistry

[111, 179]. The heterogeneity of these biomass-derived sustainable carbons makes investigat-

ing their bulk local chemistry challenging. This chapter demonstrates X-ray Raman scattering

spectroscopy (XRSS) as a technique for investigating the bulk carbon chemistry of these mate-

rials. Comparison of two pyrolysis temperatures (450 °C and 650 °C) highlights the develop-

ment of an increasingly condensed carbon structure. The results set out in this chapter are used

to propose a semi-quantitative route to measure the total degree of aromatic condensation in

pyrolysis carbons.

91
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Production of value-added biorenewable materials and chemicals from lignocellulosic biomass

has regained significant attention over the last decade as a way to move away from petroleum-

derived carbon products. Underpinning this assessment is the availability of lignocellulosic

biomass as an untapped resource of sustainable carbon. As an example, the UK forestry thin-

nings resource, which is primarily composed of soft wood biomass from the non-destructive

management of the UKs forests, was on the order of 1.95 million green tonnes of wood in

2017 [196]. This figure equates to an annual extraction rate of approximately 1.22 t ha−1 yr−1 of

wood thinnings, and it is likely that an increase in forest area and financial input could increase

this to around 5 t ha−1 yr−1 [196]. Forestry thinnings represent only a small proportion of the

total lignocellulosic biomass produced in the UK. Biowastes from wood, wood derived fuel,

fuel crops and agricultural by-products are all possible starting feedstocks. This large biomass

resource makes the production of chemical and materials from biomass feasible in the UK. The

global interest in producing chemicals and materials from biomass rather than fossil resources

is driven by two key factors: (i) the economic necessity to use renewable carbon sources to

reduce global reliance on fossil fuels and (ii) the need to decrease greenhouse gas (GHG) emis-

sions by reducing the use of fossil resources [197, 198]. This concept of producing materials

and chemicals from lignocellulosic biomass in order to reduce the global anthropogenic im-

pact of sustaining or increasing the production of materials and fuels is called the Biorefinery

Principle [25, 31, 199].

4.1.1 Lignocellulosic Biomass

The biorefinery principle encompasses a wide range of technologies able to separate ligno-

cellulosic biomass resources into their constituents (e.g. cellulose, lignin) and convert these

to value-added products, biofuels and chemicals [31]. The production of sustainable carbon

materials from biomass revolves around the thermochemical decomposition of the biomass.

However, lignocellulosic biomass presents a significant challenge in terms of understanding

the chemistry of both pyrolysis and hydrothermal treatment. The major structural components

of biomass represent the majority of the plant vascular structure and may be split into three

key biopolymers: cellulose, hemicellulose and lignin. The ratios of these biopolymers vary be-

tween biomass type, species, growth season and location (Table 4.1). Biomass feedstocks can

even be heterogeneous within the same plant (e.g. Table 4.1 Oak stem/branch/root).
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TABLE 4.1: Lignocellulosic values for some key lignocellulosic biomass types. Lignocellulosic values for
UK-grown oak (Quercus Robus) wood for stem, branch and root demonstrate the potential heterogeneity

of a feedstock even within a single plant.

Biomass
Carbon
(wt%)

Cellulose
(wt%)

Hemicellulose
(wt%)

Lignin
(wt%)

Ref.

Coconut Shell 52.8 33.6 25.0 38.4 [200]
Olive Stones 46.0 14.0 15.0 42.0 [201]
Gen. Hardwood - 43-47 25-35 16-24 [202]
Gen. Softwood - 40-44 25-29 25-31 [202]
Oak Stem 47.1 50.8 20.3 24.7 [196]
Oak Branch 47.3 46.5 17.9 29.6 [196]
Oak Root 45.2 47.6 18.3 26.8 [196]

Lignin

Lignin is an essential component of all vascular plants, and acts to bind the core components

of lignocellulosic biomass, giving mechanical and chemical stability. Lignin itself is a complex,

amorphous material built mainly of three repeating propylphenol units called monolignols:

paracoumaryl alcohol, coniferyl alcohol and sinapyl alcohol (Figure 4.1).

FIGURE 4.1: Monolignols - the common polyphenol units of which most lignin is composed. Lignin
itself is a complex high molecular weight biopolymer with no fixed structure.

The variability of lignin is evident between soft and hardwood species, and is dictated by

changes in the fractional content of the three polyphenol units. Softwood lignin consists pre-

dominantly of guaiacyl units, produced from the coniferyl monolignol. In comparison, hard-

wood species contain syringyl, formed from sinapyl alcohol, which alongside guaiacyl consti-

tute the main constituents of hardwood lignin [202]. Lignin is the most chemically stable &

recalcitrant component of lignocellulosic biomass. Lignin is a high molecular weight material,

with approximate masses of 5000 g mol−1 to 15 000 g mol−1 [203]. During both pyrolysis and

hydrothermal treatment, lignin is the last component to carbonise, if it is carbonised at all.

Lignin composes the rigid physical structures of plant biomass, which are commonly retained

even after carbonisation [204, 205].
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Cellulose

Cellulose is the main structural fibre of which lignocellulosic biomass is composed. The poly-

mer acts as a tough fibrous support unit for the rigid plant cell wall. Cellulose is a well-defined

long-chain unbranched polysaccharide, composed of β-D-glucopyranose units linked by (1-4)

glycosidic bonds (Figure 4.2). The singular cellulose chains accumulate within the cell walls

of woody-biomass, collectively referred to as microfibrils, which in turn comprises between

40 % to 50 % (by mass) of the total material [135]. Cellulose may either be in the crystalline or

amorphous form. The amorphous form of cellulose appears to be more favoured in nature,

however there is some debate about the actual degree of crystallinity within plant cellulose

[135]. The fibrillar structure of plant cellulose has been investigated using molecular dynamics

simulations to understand its bonding with lignin and its breakdown by enzymatic degra-

dation [206, 207]. Cellulose acts as fibres holding the plant together, supported by a lignin

superstructure [208].

FIGURE 4.2: Hemicelluloses are characterised by equatorial β-(1,4)-linked bonding.
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Hemicellulose

Hemicellulose acts in a similar way to cellulose, binding together the main structure of the

cell wall. However, unlike cellulose which is reasonably well-defined polymer of glucose,

hemicellulose is a complex mixture of heterogeneous soluble polysaccharides (e.g. mannose,

galactose). Hemicellulose is an important component of most woody biomass and accounts for

~25% of the dry weight of wood, and is more abundant in hardwood species [202]. Hemicellu-

lose is characterised by β-(1,4)-linked C1 and C4 carbons within polysaccharides (Figure 4.2).

This also identifies some of the main disaccharides that are included within hemicellulose;

other polysaccharides that are often grouped with these include galactans, arabinans and ara-

binogalactans, which are closely associated with pectin molecules.

Extractives and Inorganics

Other than the structural biomass components (lignin, cellulose, hemicellulose), biomass also

contains extractives which are non-structural and may be extracted using a solvent wash [209].

Biomass additionally contains inorganics, which may be extracted through acid digestion. The

extractive components of wood represent a diverse group of organic components. Extractives

include a variety of saccharides, proteins, phenols and aromatics, while gums, tannins and

flavonoids may also be present. Extractives in lignocellulosic biomass are highly dependent

on species and have been shown to directly influence pyrolysis chemistry [210]. The inorganic

materials contained within lignocellulosic biomass are predominantly mineral based. Inor-

ganics are often important micronutrients for plant growth and function, and include: calcium

(Ca), potassium (K) and magnesium (Mg) salts. It is important to note however that inorganic

minerals may include a wide array of other elements, including transition metals (e.g. Fe,

Mn, Cu) which have been shown to influence both hydrothermal carbonisation and pyrolysis

chemistry [211].
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4.1.2 Biomass-Derived Hydrothermal Carbon

As discussed in Chapter 3, simple monosacharides and other carbohydrates have been effec-

tively employed as model feedstocks to monitor hydrothermal carbon chemistry. The chemical

understanding of carbohydrate HTC is now at a stage where control over HTC products is pos-

sible, even though a full understanding is not yet established. This has resulted in the scale-up

of HTC for waste management, as well as the design and manufacture of successful HTC-

derived products, including a variety of energy storage devices [50, 133]. The ultimate goal

for HTC is to utilise biomass-derived carbon for producing devices, minimising their environ-

mental impact and reducing dependence on fossil resources. In order to achieve this, further

understanding of the HTC of lignocellulosic biomass is required.

Primary and Secondary Char

Hydrothermal carbon is the water insoluble phase of the HTC reaction. During the HTC reac-

tion, as discussed in Section 1.3.2, the feedstock remain in intimate contact with HCW. Due to

the complex structure, chemical stability and relative insolubility of ligninocellulosic biomass,

intimate contact between the lignocellulosic feedstock and HCW is often not achieved. This

results in the formation of primary char, which contains pyrolysed biomass from solid-solid re-

actions and high molecular weight fragments from the initial feedstock [139, 212]. Secondary

char is the most commonly reported form of hydrothermal carbon and forms from the thermo-

chemical breakdown of carbohydrates, as discussed in Chapter 3.

FIGURE 4.3: SEM secondary electron images of hydrothermal carbon produced at 250 °C from Oak
wood. (a) A mixture of primary and secondary char. (b) Secondary char present in the same sample.
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Secondary char has a spheroidal morphology, whilst primary char retains the original mor-

phology of the starting biomass. Reports have shown that secondary char does not form on

lignocellulosic biomass until hydrothermal treatment is performed above 180 °C [135]. When

biomass is hydrothermally treated at higher temperatures (e.g. ≥220 °C), the firbrous cellu-

lose network is disrupted, resulting in the formation of secondary char (Figure 4.3). However,

complete breakdown of hemicellulose and cellulose in HCW conditions has been shown to oc-

cur only under more severe conditions, in the range of 250 °C to 280 °C for hemicellulose and

cellulose respectively [213]. The chemistry of the primary char has not yet been completely

understood, but seems to result in a more aromatic carbon [214].

Differences in Carbon Chemistry between Biomass and Carbohydrate Derived Hydrother-

mal Carbon

One of the main advantages of HTC is that it can successfully exploit cheap and renewable

biomass as a carbon precursor. However, current research into the production of hydrother-

mal carbon for devices has so far been restrained to using carbohydrates as a precursor [50]. As

discussed in Chapter 3, carbohydrate HTC has now been well-established due to a more com-

plete understanding of HTC chemistry for carbohydrates than biomass. This is principally due

to the structural and chemical complexity of lignocellulosic biomass as a precursor. However,

it should be stressed that some experiments show advantages to using biomass as a carbon

precursor which go beyond those of increased sustainability. Hydrothermal carbonisation of

lignocellulosic biomass has been shown to produce: (i) excellent fuels with low propensity for

slagging and fouling even when produced from high-ash feedstocks (i.e. high inorganic con-

tent) [137, 214] (ii) a route to physically activated aerogels from biomass [215] and (iii) ultrahigh

surface area materials for energy storage devices (although these have not been implemented

yet) [216, 217].

Whilst the current understanding of HTC has been set out in Chapter 3, there are some impor-

tant differences between carbohydrate and biomass-derived hydrothermal carbon chemistry.

Like the carbohydrate derived char, lignocellulosic biomass derived carbons have been shown

to be composed of furanic polymers by solid-state 13C – NMR [136]. Falco et.al. also observed

that increasing the HTC temperature leads to a hydrothermal carbon with a higher degree of

aromatisation and a larger proportion of condensed aromatic species than in an equivalent
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carbohydrate derived hydrothermal carbon. When cellulose is treated under HCW condi-

tions above 180 °C, its fibrous network is disrupted. Under these conditions, cellulose un-

dergoes hydrolysis of the glycosidic bond (Figure 4.2), which then form carbohydrates that

subsequently form the secondary char observed during carbohydrate HTC [218, 219]. It has

been recorded, that the presence of hemicellulose and cellulose in HTC results in the forma-

tion of a wider variety of oligosaccharide products and organic acids in the process water after

reaction completion [50]. This is likely due to longer chain components of cellulose hydroly-

sis undergoing side-reactions during HTC. The lignin fraction of the biomass is altered only

slightly during HTC, remaining stable until above 250 °C. The main changes in the structure

of lignin (extracted from the Kraft paper pulping process) are demethylation and dealkyla-

tion reactions, which result in a stable lignin-like primary char with similar morphology to the

starting biomass [220]. The inorganic component of biomass is a complex factor in the HTC

reaction. Inorganics such as calcium hydroxide and iron oxides are know to accelerate the

formation of hydrothermal carbon, as well as influence the size of formed spherules in carbo-

hydrate HTC [221]. However, a complete understanding of the effects of inorganics in biomass

HTC is currently lacking [137]. Finally, hydrothermal carbons derived from biomass present

larger surface areas than those from carbohydrates. Higher surface areas in biomass-derived

hydrothermal carbon is likely due to the retained, richly textured “lignin-rich skeleton” [211].

4.1.3 Biomass-Derived Pyrolysis Carbon

As discussed in Section 1.4, pyrolysis carbon is a non-graphitising, microporous carbon pro-

duced by heating a feedstock in an anoxic environment (typically between 300 °C to 1000 °C).

The resulting carbonaceous product is typically amorphous, containing a high fraction of sp2

hybridised carbon atoms in tangled graphene ribbon-like structures. The properties of pyrol-

ysis carbon production from biomass have been reviewed extensively elsewhere [84, 222]. It

is understood that hemicellulose is the first lignocellulosic component to degrade at tempera-

tures less than or equal to 250 °C. Depolymerisation of hemicellulose primarily results in the

formation of syngas products (e.g. CO2, H2, CH4). Cellulose and Lignin are the primary routes

for the formation of pyrolysis carbon. The decomposition of cellulose has been reviewed by

Paris et.al. and occurs at temperatures between 250 °C to 350 °C [223]. Between these tempera-

tures cellulose is strongly degraded, resulting in the formation of volatile intermediates, which
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decompose to form syngas or volatalise to form volatile organic compounds [224]. This leads

to substantial mass loss and changes in the physical structure.

The formation of pyrolysis carbon from cellulose is often split into three distinct processes:

(i) depolymerisation (ii) fragmentation and (iii) char formation. During depolymerisation, the

monomer units of cellulose are broken by thermolysis, most likely at the glycosidic bonds

discussed in Section 4.1.1. This results in the formation of levoglucosan (1,2-anhydro-α-D-

glucopyranose, C6H10O5) via a chain-end depolymerisation reaction [225]. Cellulose depoly-

merisation, which typically occurs between 250 °C to 350 °C, also results in the formation of

a range of furanic and aldehyde species including both 5-HMF and hydroxy-acethaldeyde

[223]. Depolymerisation of lignin is more complex and less well-understood, since lignin may

vary significantly between plant species. However, it has been found that depolymerisation

to Guaiacols and other aromatic species is favoured [226]. After depolymerisation, the re-

sulting macromolecular species undergo fragmentation, forming incondensable gases [227].

Fragmentation results in the cleavage of covalent bonds in macromolecules from the starting

biomass, producing syngas and a diverse range of volatile organic compounds. Fragmentation

is favoured at temperatures above 500 °C and may also result in the "cracking" of the organic

compounds produced during depolymerisation, resulting in significant mass loss.

Pyrolysis carbon formation occurs over a wide range of temperatures, starting at about 350 °C.

Char formation results in the formation of pyrolysis carbon with varying degrees of condensa-

tion. Intra- and intermolecular rearrangement reactions of depolymersation products, result in

the production of more condensed species which tend to have higher thermal stability [227].

The main steps of this pathway are the formation of benzene rings and the combination of

these rings in a polycyclic structure. Char formation appears to be the preferred route for

lignin pyrolysis since, in general, higher lignin feedstocks result in higher yields of pyrolysis

carbon. The higher char yield for lignin, rather than cellulose, may be explained by the propen-

sity of monolignols to undergo secondary pyrolysis reactions, particularly polymerisation re-

actions [226]. From 380 °C to 400 °C, the remaining cellulosic structure changes dramatically.

The conversion of pyran ring structures formed during depolymersation is almost complete

at 320 °C [224, 227]. The concentration of furan species progressively increases until 350 °C

[227]. By 400 °C the aromatic nature of the produced pyrolysis carbon becomes predominant



Chapter 4. Bulk Structural Insight for Sustainable Carbon by X-ray Raman Scattering 100

[228]. Significant mass loss is observed as material is removed from around micropores present

within the starting biomass, producing large micrometre to millimetre sizes pores. This particle

shrinkage has recently been studied in-situ, occurring primarily above 350 °C (after the degra-

dation of cellulose) and is dependent on the properties of the starting biomass [229]. Aromatic

and aliphatic species are progressively removed with increasing process times at temperatures,

above 400 °C, predominantly by demethylation and condensation reactions [227]. However, it

is known that pyrolysis conditions (e.g. residence time, heating rate, atmosphere composition,

biomass composition etc) can have a significant effect on the final produced carbon [84, 222].

Thorough reviews on biomass pyrolysis are available elsewhere [230–232].

Aromaticity and Degree of Aromatic Condensation

As discussed in Section 1.4, pyrolysis carbons are microporous, non-graphitising materials.

Determining the structure of non-graphitising carbons (e.g. charcoal, pyrolysis carbon) is ar-

guably one of the grand challenges of carbon science, and remains unknown. However the

local structure of pyrolysis carbon has been shown to have a significant impact on its proper-

ties [205]. A common method of assessing the chemistry of pyrolysis carbons is by their bulk

hydrogen to carbon, H:C, and oxygen to carbon, O:C, ratios by elemental analysis.

FIGURE 4.4: (a) Van Krevlen diagram [222]. (b) Plot of aromaticity against H:C ratio for a series of
standard coals. Taken with permission from Elsevier [233]

In the 1950s, van Krevelen developed a graphical representation of macro-elemental ratios

to evaluate the origin and chemical evolution of coals (Figure 4.4a) [234]. The van Krevlen
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diagram has since been widely used to classify pyrolysis carbons and other biomass-derived

materials [235]. The H:C and O:C values for pyrolysis carbons are now widely reported and

form part of both the UC Davis Biochar and Phyllis2 databases [222]. These large datasets

of pyrolysis carbon metrics have since been used to demonstrate a statistically-relevant link

between H:C atomic ratios and the aromaticity of pyrolysis carbon [222, 236].

Aromaticity is a simplified model of aromatic structure, which considers the theory of aro-

maticity of benzenoids, which are the typical chemical example of systems with delocalised

aromatic bonding - this model is more fully described elsewhere [237, 238]. In practice, aro-

maticity describes the local structural ordering of a sample in comparison to graphite, where

graphite has a perfect aromaticity of 1.0. Measurement of aromaticity was first performed to

describe the local structure of coal using FTIR [239], XRD [240] and, more commonly, by mea-

suring relative chemical shifts in 13C – NMR spectra [241]. In NMR, as aromaticity increases,

the chemical shift of key aromatic peaks are moved to lower ppm values [242]. As shown

in Figure 4.4b, the H:C atomic ratio of coals, and subsequently pyrolysis carbons, have been

shown to be directly linear with measured values of aromaticity using 13C – NMR [233, 236].

More recently the degree of aromatic condensation, a second measure of biochar aromatic

chemistry, has been used to measure the average size of the fused aromatic structures present

in pyrolysis carbon [243]. The concepts of aromaticity (the total proportion of aromatic C in-

cluding both the disordered and ordered phases) [244] and degree of aromatic condensation

(the proportion of the condensed aromatic C only) relate to a model of carbon with an ordered

and a disordered phase as discussed in Section 1.4 [245, 246]. A quantitative understanding of

both aromaticity and aromatic condensation are useful, since they may be used to predict the

physicochemical properties of carbons, including chemical stability [125, 247], sorbtion capac-

ity [248] and functionality [205, 243]. However, 13C – NMR measurements of both aromaticity

and the degree of aromatic condensation are limited by the ability to solubilise samples and

can be impacted by the presence of magnetic inorganic components [249]. A recent review on

experimental techniques to measure aromaticity and total aromatic condensation highlighted

the challenges in repeatability between techniques, especially for measurements of total aro-

matic condensation [245].

http://biochar.ucdavis.edu/
https://phyllis.nl/
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4.1.4 Characterisation of Carbon Functionality in Sustainable Carbons

The characterisation of carbon functionalities in sustainable carbon materials is often complex,

with no single technique providing a complete picture. Instead, analytical techniques must

be applied in a synergistic approach in order to provide an accurate picture of sustainable

carbon chemistry [250]. Important considerations for the selection of an appropriate technique

include:

i. What is the spectral resolution and signal to noise ratio of the technique?

ii. Is the technique, and subsequent analysis, quantitative or qualitative?

iii. Does the technique provide in-situ or ex-situ information?

iv. Is the technique surface biased, or a bulk measurement?

v. Does the technique provide spatial resolution?

vi. Is the sample damaged during measurement?

vii. Is the technique element selective?

Such considerations are vital in the selection of appropriate techniques for measuring carbon

chemistry in sustainable carbons. In this section, the most commonly applied analytical spec-

troscopy techniques (FTIR, 13C NMR, NEXAFS, XPS) will be briefly discussed and compared.

This section will focus on the use of spectroscopy and will not cover other important tech-

niques such as: Boehm titration, potentiometric titration, thermal analysis, elastic X-ray scat-

tering (e.g. XRD, SAXS, WAXS) or electrochemical techniques. Thorough reviews of these

techniques for carbon materials can be found in review articles [144, 230, 250, 251].

Common Spectroscopies for Sustainable Carbon Materials

Fourier Transform Infrared Spectroscopy (FTIR) FTIR methods have become popular and

widely applied characterisation techniques for sustainable carbon materials. Transmission

FTIR, attenuated total reflectance (ATR-) FTIR and diffuse reflectance FTIR (DRIFTs) are a set

of techniques which measure the transmission and reflectance of infrared light from a sample.

They measure the absorbance of infrared light in a sample, which produces absorption bands

due to molecular vibration and stretching. These bands are used to fingerprint for specific
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carbon functionalities. For example the band between 1600 cm−1 to 1550 cm−1 corresponds

to aromatic functionality, and the band between 1250 cm−1 to 1230 cm−1 corresponds to C – O

groups. FTIR methods provide good signal to noise ratios and can be measured within min-

utes. Measurements using transmission and ATR-FTIR are usually performed ex-situ, how-

ever DRIFT spectroscopy has been used successfully for in-situ measurements of pyrolysis

[252, 253]. Whilst FTIR is a powerful tool for monitoring carbon functionality, IR spectroscopy

does not provide quantitative information, and is typically limited to fingerprinting alone since

absorption bands often overlap. Furthermore, infrared spectroscopy is a surface technique and

does not provide information regarding bulk carbon chemistry, nor is the technique element

sensitive.

Raman Spectroscopy (optical) Much like infrared spectroscopy, optical Raman spectroscopy

relies upon the inelastic scattering of infrared photons to study the vibrational and rotational

states of the sample. Raman spectroscopy analysis is well suited for the analysis of sustain-

able carbon materials. Spectra from sustainable carbons exhibit two main overlapping bands

around 1350 cm−1 to 1370 cm−1 and 1580 cm−1 to 1600 cm−1, commonly called the “D” and

“G” bands. The D band corresponds to in-plane vibrations of sp2 -bonded carbon structures

with structural defects. The G band corresponds to the in-plane vibrations of the sp2 -bonded

graphitic ordered structure. Analysis of Raman spectroscopy is qualitative, and may be used to

identify certain carbon functionalities, as in infrared spectroscopy, and may also be performed

in-situ. For example, a study by Yao et.al. used Raman spectroscopy to follow the growth in

intensity of the C –– Caromatic bond stretching mode in-situ, providing the first measurements of

the early stages of the fructose ring dehydration [170].

X-ray Photoelectron Spectroscopy (XPS) XPS is a non-destructive soft X-ray technique that

provides information on the chemical state and local environment of an atom on the surface of

a sample. XPS has been widely used to study the carbon C 1s feature, which may be used to

semi-quantitatively model for the presence of other carbon functionalities, which have known

binding energies. However, XPS is also an element-specific spectroscopy, meaning that it is

possible to selectively measure spectra for elements other than carbon (e.g. O, N, S). XPS is

conventionally performed using a lab source of X-rays from a rotating anode. X-ray absorbed

by carbon produce a photoelectron of energy 285 eV. Due to the use of soft X-rays, XPS is
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highly surface sensitive. Whilst XPS can be a convenient way of investigating the surface func-

tionalities of sustainable carbons, the technique does have some important drawbacks. Due

to the use of soft X-rays, XPS is commonly performed under ultra-high vacuum resulting in

limitations on sample environment, making in-situ studies uncommon. This surface limitation

also makes separating signals from surface hydrocarbon contamination and those from the

sample challenging. Furthermore, sustainable carbons are most commonly insulators, result-

ing in sample charging. Charge compensation is possible in XPS, but may result in changes to

peak shapes and make a full quantitative analysis challenging.

Near-edge X-ray Absorption Spectroscopy (NEXAFS) Recent studies have shown NEXAFS

to be a powerful tool for element-specific characterisation of local structure and chemistry

in disordered carbon materials [168, 183, 188, 254]. For studies of carbon and heteroatoms

(mainly N K-edge, ~410 eV & O K-edge, ~543 eV), NEXAFS operates in the soft X-ray regime.

As with XPS, the use of soft X-rays results in sub-micrometre path-lengths and a larger interac-

tion cross-section, increasing radiolysis and producing highly surface sensitive measurements.

Surface sensitivity is problematic since both hydrothermal and pyrolysis carbons have been

shown to display different bulk to local-surface chemistry [111, 179]. The use of soft X-rays

in NEXAFS and XPS also results in difficult sample preparation and challenging high-vacuum

sample environments, which render in-situ studies impractical [213].

Solid State 13C – NMR NMR, is commonly associated with organic chemistry where all

analyses are typically performed in the liquid state. Solid state NMR suffers from lower signal

to noise ratios and broadening of features due to chemical shift anisotropy, when compared

to its liquid counterpart. A full description of the techniques and challenges found in solid

state 13C – NMR is beyond the scope of this section and is well discussed in several reviews

[233, 255]). Currently 13C – NMR is the only route to bulk spectroscopy of sustainable carbons,

and has provided the first evidence for a furanic substructure in hydrothermal carbon [142]

and a measure of total aromatisation in pyrolysis carbon [242]. As discussed, however 13C –

NMR suffers from inherent low sensitivity. Poor signal-to-noise ratios are due to (i) the low

natural abundance of the isotope 13C ( 1.1% n.a) and (ii) because large relaxation times are re-

quired to generate quantitative spectra. Pulse sequencing, isotopic enrichment and correlation

spectroscopy (e.g. INEPT & DQ-SQ) in solid state 13C – NMR have been successfully applied
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to enhance spectral resolution, but such experiments require long measurement times and in-

troduce significant experimental complexity [173, 224, 243]. Furthermore, in-situ experimental

studies using NMR are uncommon and highly challenging. X-ray spectroscopy (NEXAFS,

XPS), infrared spectroscopy FTIR or optical Raman spectroscopy, provide higher-resolution

spectroscopic information than 13C – NMR .

Benefits and Drawbacks of X-ray Raman Scattering Spectroscopy

This chapter sets out the first application of XRSS to sustainable carbon materials. What makes

XRSSunique with respect to the other spectroscopies set out in this chapter is the ability to ob-

tain soft X-ray absorption spectra, analogous to that of NEXAFS, whilst using hard X-rays. El-

ements that can be measured using this approach include the K-edges of second-row elements,

L and M-edges of 3d transition metals, all the way to O-edges of the rare-Earth elements and

actinides [256]. It is because of this, that XRSS can be used to study the X-ray absorption spectra

of low-Z elements critically important to sustainable carbon chemistry (e.g. C, N, O) using hard

X-rays. In comparison to soft X-ray spectroscopy (e.g. NEXAFS, XPS), the use of hard X-rays

allows experiments to be performed under ambient conditions without the need for vacuum

environments. The use of ambient conditions allows for a wide variety of sample environ-

ments, such as the use of diamond anvil cells for the study of low atomic mass elements under

high pressure [108]. Ambient conditions also allow XRSS to be used for in-situ experiments.

For example, XRSS has been used to follow the carbon chemistry of X-ray induced dimerisation

in real time [110]. In the future it may be possible to perform both pyrolysis and hydrothermal

carbonisation in-situ. The smaller interaction cross-section of the hard X-rays used in XRSS also

allows for bulk spectroscopy to be collected under ambient conditions. The result of this is that

both solid state 13C – NMR and XRSS are the only element-specific spectroscopies which may

be used to study carbon chemistry in bulk. Whilst both 13C – NMR and XRSS are, in princi-

ple, non-destructive, environmental samples for 13C – NMR are typically treated using highly

concentrated acids (e.g. HF) to remove mineral impurities which can interfere magnetically

with the measurement (e.g. pyrite). Such aggressive treatment of the sample, which may well

alter carbon functionalities, is not required for XRSS measurements. This advantage has meant

that, for more fragile environmental samples (e.g. fossilised pigments), XRSS has been shown

to be superior to 13C – NMR [109, 257]. Furthermore, XRSS holds improved resolution in terms
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of aromatic carbon functionalities which commonly overlap in 13C – NMR spectroscopy. For

this reason, and because of the challenges of studying oils and liquids under vacuum condi-

tions, XRSS has been used to study condensed aromatic carbon species, such as polyaromatic

hydrocarbons [258–260]. However, XRSS does also present some limitations. XRSS requires

brilliant synchrotron sources to produce large enough flux to generate statistically significant

signal within a reasonable scan time, especially for low-concentration samples. Furthermore,

the lower energy resolution of XRSS when compared to NEXAFS measurements leads to a di-

rect trade-off between energy resolution against penetration depth, sample environment and

dose. Until recently, these drawbacks restricted the application of XRSS but third generation

synchrotron facilities with high brilliance are changing this. The low sensitivity issue is easily

overcome for sustainable carbon, since these materials are typically 60-90 wt/% carbon.

4.2 Aim

The aim of this chapter is to present XRSS as a technique for studying the bulk carbon chem-

istry of both HTC and pyrolysis. Both hard (XRSS) and soft (NEXAFS) X-ray spectra are com-

pared for the same pyrolysis and hydrothermal carbons in order to highlight the differences

between surface and bulk functionalities. Hydrothermal carbon produced at 250 °C (HTC-

Oak-250) and pyrolysis carbon produced at 450 °C (Pyro-Oak-450) from oak wood (Quercus

Ilex), display significantly different bulk carbon chemistry between each other despite having

similar weight percentage of carbon. Ab-initio calculations using a modern density functional

theory (DFT) code are performed for a suspected furanic sub-unit of hydrothermal carbon,

highlighting recent advances in calculating XRS spectra. XRS spectra of two pyrolysis carbons

(Pyro-Oak-450, Pyro-Oak-650), produced from the same feedstock at a moderate and severe

process temperature, 450 °C and 650 °C respectively, highlight a potential route to a quantita-

tive measurement of aromatic condensation. Comparison of NEXAFS and XRSS collected for

these materials highlights the advantages of XRSS with respect to differences in penetration

depth and lack of thickness effects. Finally, this chapter suggests ways that XRSS could bring

unparalleled new chemical insight for sustainable carbons.
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4.3 Experimental Techniques

4.3.1 Hydrothermal Carbonisation (HTC)

HTC of the oak wood biomass feedstock was performed in a modified two litre high-pressure

batch autoclave (Parr, USA). The larger volume autoclave, in comparison to the method de-

scribed in Section 2.3, was chosen to represent a more scalable product, however the rest of

the described method remained the same. A 10% solid loading rate was used (96 g biomass)

with a combined mass of 1000 g per run. Once sealed, the autoclave was heated 250 °C, then

held for 1 h. Solid and liquid products from the reaction were separated using qualitative filter

paper (Grade 3 Whatman, UK).

4.3.2 Pyrolysis of Oak Wood Biomass

Pyrolysis of the initial woody biomass feedstock was performed using the modified vertical

tube furnace described in Section 2.2. The reactor was heated at 8 °C min−1 to the desired

temperature (450 °C or 650 °C), then maintained for a residence time of 1 h under nitrogen gas

flow (130 ml min−1). After the residence time had expired, the reactor was allowed to cool

naturally before the samples were removed, weighed and stored in glass vials.

4.3.3 NEXAFS

Carbon K-edge NEXAFS data were collected using a 120 nm sized beam at beamline I08 of

Diamond Light Source (Oxfordshire, UK). I08 is a scanning transmission X-ray microscopy

(STXM) beamline, which also allows large spot sizes for NEXAFS measurements (i.e. STXM

beam sizes are typically ~20 nm). Samples of hydrothermal and pyrolysis carbon were pre-

pared by drop-casting a few milligrams of cryogenically-milled (Retsch, Ger) sample, well-

dispersed in ultra-pure water, onto 75 nm thick Si3N4 windows. Image stacks (4x4 µm) were

acquired with 10 ms dwell time and 0.15 eV step-size over the main C K-edge features (283 eV

to 300 eV), and a step-size of 0.5 eV in the energy regions below (280 eV to 283 eV) and above

(300 eV to 320 eV) the NEXAFS region. As-received signals were converted to optical density

using incident signal (I0) measurements from an adjacent, empty region of the image. Spectra

were averaged over a user-defined region-of-interest in the MANTIS software [182].
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4.3.4 X-ray Raman Scattering Spectroscopy

XRSS was performed using the lower-energy resolution inelastic X-ray scattering (LERIX)

spectrometer at sector 20-ID of the Advanced Photon Source (APS) as described in Section 2.7.3.

Data were analysed programmatically using a python script written by the author as a mod-

ule for the XRStools software [256]. The data presented in this study were taken from the

first 7 analysers (9° to 63°), representing an average momentum transfer of 4.5 Å
−1

. The en-

ergy resolution of the averaged signals from the first 7 analysers (9° to 63°) were calculated by

quadrature from the resolution of the individual analysers for each scan. The average energy

resolution of the collected data was 0.63 eV. Background subtraction of energy-loss spectra

was carried out in XRStools using paramterised Pearson VII functions guided by a Hartree-

Fock calculated core atomic carbon K-edge profile (Appendix B) [256, 261].

4.4 Computational Methods

In order to connect structural models with measured XRS spectra, electronic structure calcula-

tions were performed [262]. Due to the fast interaction process core-excited spectra (e.g. XAS,

XRSS) reflect the instantaneous electronic structure of the probed system [113]. Excited state

Density Functional Theory (DFT) calculations were performed to generate theoretical C K-edge

XAS spectra; these spectra are compared with experimental data in Section 4.7. The discussed

calculations were performed in collaboration with Dr. C.J.Sahle1, who performed the DFT

calculations using optimised, relaxed structures produced by the author. High performance

computing resources were required to complete these calculations. This work was undertaken

using High Performance Computing facilities at the University of Leeds, UK (ARC3) and the

ESRF, FR (RNICE).

4.4.1 Selected Molecular Structures

Theoretical XRS spectra were calculated for a series of furfuryl-furan moieties (structure00,

structure01 & structure02) and levulinic acid (Figure 4.5). The three structural motifs were

chosen to represent structures thought to describe the local structure of hydrothermal carbon

[173, 184]. Condensed furfuryl bonding (Structure00), furan bonding at the α carbon position

1Beamline ID20, European Synchrotron Radiation Facility
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(Structure01) and furan bonding at the β carbon position (Structure02) were each chosen for

comparison to the experimental data. Structure00, Structure01 and Structure02 are not suffi-

ciently stable in a non-polymerised, non carboxylic form in nature. Therefore, levulinic acid

was calculated both as a known important product of HTC and potential structural component

of hydrothermal carbon [143], but also as a reference structure.

FIGURE 4.5: Four calculated molecular structures: (i) Structure 00: a condensed furan-type unit. (ii)
Structure 01: an α carbon linked furan-furfuryl moiety (atoms 3 (α-C) and 4 (β-C) highlighted) (iii)
Structure 02: a furan-furfuryl moiety linked at the β carbon position (iv) Levulinic acid. [Hydrogen;

grey, Carbon; black, Oxygen; red].

4.4.2 Geometry Optomisation of Selected Structures (ORCA)

Molecular structures were initially constructed in Avogadro 1.1.1 [263]. Ground state geom-

etry optimisation calculations for these structures were subsequently carried out using the

ORCA 4.0 code with a B3LYP functional, def2-SVP basis set [264] and third order dispersion

correction with Becke-Jones damping (D3BJ) [265, 266]. The selected functional, basis set and

dispersion correction regime have been shown to be robust and accurate for other condensed
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carbon systems [222, 267]. To reduce computational expense, the RIJCOSX approximation was

used with appropriate def2-SVP/J basis sets [268]. Frequency calculations were run on the

optimised structures to ensure that they corresponded to the global energy minimum.

4.4.3 Density Functional Calculations (ERKALE)

Using the open-source ERKALE software2, DFT calculations were performed to produce theo-

retical XRS spectra [269]. For all atoms, other than the absorbing atom, triple-ζ basis functional

calculations were applied. For the absorbing carbon atom, augmented IGLO-III basis functions

were applied (1 DFT calculation per absorber) [270]. Spectra were calculated for the average

experimental momentum transfer: q=4.5 Å
−1

. The DFT calculations result in inaccurate abso-

lute transition energies due to the shortcomings of DFT in accurately estimating the potentials

close to the nucleus which results in 1s core level orbitals’ energies appearing relatively higher

than the valence orbitals’ energies. Due to the inherent inaccuracy of calculating the absolute

energy position of the calculated spectra, all spectra were shifted onto a relative energy scale

using the delta Kohn-Sham correction scheme. An additional rigid shift of +0.46 eV was used

in order to match the energy scale of the experimental spectra. A Gaussian broadening scheme

was applied to the computed spectra to mimic the continuum states [107].

4.4.4 Evaluating Calculated Structures & The Effects of Momentum Dependence

In order to test the accuracy of the DFT calculations discussed in Section 4.7, calculated spectra

for Levulinic acid were compared to an experimentally collected standard. The XRS spectrum

collected for levulinic acid and its calculated spectrum are shown in Figure 4.6a.

After the application of a rigid shift of +0.46 eV the calculated spectra for levulinic acid dis-

plays three main features at 286.8 eV, 288.6 eV and 288.9 eV. The relative energy positions of

these features correspond well to the collected experimental data, validating the selected cal-

culation approach. However, it can be seen that the relative intensities of the calculation do not

match experiment. This is common within DFT simulations of core electron transitions [262].

Currently, quantitative analysis by fitting of Gaussian functions to experimental data is still

preferred over the use of component analyses using simulated spectra from DFT calculations.

A potential reason for differences in ratios between the calculated XRS spectrum for levulinic
2https://github.com/susilehtola/erkale
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FIGURE 4.6: (a) Normalised experimental XRS spectrum for Levulinic acid (blue, dashed) and average
calculated spectra for levulinic acid (red, dotted). (b) Calculated Levulinic acid spectrum over a range

of momentum transfer (q).

acid is the effects of momentum transfer dependence. ERKALE is able to simulate the effects

of momentum transfer. Using this ability, Figure 4.6b shows calculations of momentum trans-

fer dependence were performed for Levulinic acid over a range of momentum transfer values

(0.02, 0.94, 1.89, 2.83, 3.78, 4.72, 5.67, 6.61, 7.56, 8.50, 9.45 Å
−1

). The results are congruous with

momentum transfer results from experimental data (not shown), and highlight the flexibility

of calculations for core-level XRSS using modern DFT codes.
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4.5 Bulk Chemical Differences between Hydrothermal and Pyroly-

sis Carbon Chemistry

In order to demonstrate the sensitivity of XRSS to differences in bulk carbon chemistry between

pyrolysis carbon and hydrothermal carbon, a comparison was made between HTC-Oak-250

and Pyro-Oak-450. Despite their remarkably different morphologies (Figure 4.7), these ma-

terials were chosen because of their similar carbon content and relative degree of carbonisa-

tion (Table 4.2). HTC-Oak-250, as shown in Figure 4.7a and reported in other lignocellulosic

biomass derived hydrothermal carbons, shows the formation of both primary and secondary

char [43]. HTC-Oak-250 displays some remaining cellulosic structure due to primary char for-

mation, however this structure has been disrupted, resulting in smoothed edges and a loss of

macroporosity. In contrast, in Figure 4.7b, Pyro-Oak-450 retains the structure of the starting

biomass, with a well developed macroporous structure.

TABLE 4.2: Yield and Elemental Analysis of produced carbons.

Sample
Component (wt %) Atomic Ratio

Pc.Yield C H N O H:C x10 O:C
Oak Wood - 48.9 7.8 1.1 37.7 1.6 0.8

HTC-Oak-250 42.7 % 64.0 4.4 1.6 23.0 0.7 0.4
Pyro-Oak-450 57.4 % 65.7 2.7 0.6 8.9 0.4 0.1
Pyro-Oak-650 25.8 % 76.5 1.4 0.8 7.0 0.2 0.1

FIGURE 4.7: Secondary SEM images of (a) HTC-Oak-250 and (b) Pyro-Oak-450.
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Figure 4.8 shows the normalised XRS spectra for Pyro-Oak-450, HTC-Oak-250 and their corre-

sponding difference spectrum (HTC sub. Pyro). Carbon core electron transitions are also high-

lighted (Appendix A). From an initial assessment it is clear that, despite their similar carbon

content, HTC-Oak-250 and Pyro-Oak-450 display different carbon chemistry. A comparison

of pyrolysis carbon and hydrothermal carbon using bulk-sensitive, solid state 13 C NMR has

been performed using lignocellulosic components (i.e. cellulose, starch) [173]. However, pre-

vious studies have not made a direct comparison between chars produced from real lignocel-

lulosic biomass. The lack of comparative, bulk-sensitive spectroscopy between lignocellulosic

biomass derived chars is most likely due to the difficulties of 13 C enrichment and the presence

of interfering inorganic species (e.g. magnetite). In order to address the lack of a compari-

son of real-world pyrolysis and hydrothermal carbons, this section compares some of the key

features in the C K-edge spectra of HTC-Oak-250 and Pyro-Oak-450.

FIGURE 4.8: Background corrected and normalised XRS spectra of Pyrolysis
(blue dashed) and hydrothermal (red dashed) carbon. Difference spectrum

shown in solid black.
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4.5.1 Aromatic Substructure (285.0 eV and 292-295 eV)

In both spectra (Figure 4.8), the lowest energy feature is the aromatic 1 s-π*C=C transition (285.0

eV), where an amplitude loss between Pyro-Oak-450 and HTC-Oak-250 is observed in the

difference spectrum. The presence of the aromatic 1 s-π*C=C transition in both experimental

XRS spectra confirms that Pyro-Oak-450 and HTC-Oak-250 contain bulk aromatic substruc-

ture, which has been reported for other pyrolysis and hydrothermal carbons [173, 188, 242].

The FWHM for the Gaussian fit of the aromatic 1 s-π*C=C transition (285.0 eV) in Pyro-Oak-

450 (Table 4.3) was found to be 1.85 ± 0.04 eV using Gaussian fitting (see Section 4.8) and

indicates a broad range of aromatic functionality [258]. In contrast, HTC-Oak-250 shows a

smaller amplitude and FWHM (1.24 ± 0.02 eV) for the same 1 s-π*C=C transition. The smaller

amplitude and FWHM suggests that the bulk aromatic substructure is less well developed in

hydrothermal carbon. Furthermore, Pyro-Oak-450 displays increased spectroscopic structure

at the 1 s-σ*C=C transition (292 eV to 295 eV), which has been shown to indicate more ordered,

polyaromatic structures such as polyaromatic hydrocarbons (PAHs) [258]. Taken together, the

broader FWHM of the Pyro-Oak-450 1 s-π*C=C transition, and the increased structure at the

1 s-σ*C=C , suggests that pyrolysis carbon contains a continuum of condensed aromatic func-

tionality, most likely due to the formation of ordered sextet carbon. This understanding is

supported by chemical extractions of pyrolysis carbons performed by Keiluweit et.al., which

show high levels of extractable PAHs for pyrolysis carbons produced under similar conditions

to Pyro-Oak-450 [271]. Increased structure at the 1 s-σ*C=C transition is absent in HTC-Oak-

250 which, combined with the smaller FWHM of the 1 s-π*C=C transition, is indicative of fewer

aromatic bonding positions and greater structural disorder.

4.5.2 Feature at 286.6 eV

From the difference spectrum (Figure 4.8), the most significant spectral change between Pyro-

Oak-450 and HTC-Oak-250, other than the 1 s-π*C=C transition, is a significant peak at 286.6 eV,

which is present in HTC-Oak-250 but absent from Pyro-Oak-450. A previous NEXAFS study

of nitrogen modified hydrothermal carbons, attributed this feature to the presence of furan

species, which had initially been proposed using 13C NMR [136, 167]. This feature is further

discussed in Section 4.7.
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4.5.3 Carboxylic Functionality and Lignocellulosic Recalcitrance (288.9 - 290.3 eV)

In Figure 4.8, the shoulder at (∼288.9 eV), representing carboxylic functionalities, is present in

HTC-Oak-250 but significantly reduced in Pyro-Oak-450. Lower amplitude in the 287 eV to

290 eV region, suggests that Pyro-Oak-450 has significantly less carboxylic functionality than

the hydrothermal carbon. The XRS spectra for both HTC-Oak-250 and Pyro-Oak-450 also ex-

hibit a shoulder at∼290.3 eV, which is assigned to the 1 s-π*C=O carboxyl transition. This feature

is most likely due to remaining bulk cellulosic functionality from the starting lignocellulosic

biomass [183]. Since XRSS is sensitive to changes in bulk chemistry, due to the use of hard

X-ray photons, a complimentary comparison with surface-sensitive, soft X-ray NEXAFS spec-

troscopy was conducted.

4.6 Comparison of NEXAFS and XRSS

In order to qualify the differences between XRSS and soft X-ray absorption spectroscopy, NEX-

AFS and XRS were performed for both pyrolysis carbons Pyro-Oak-650, Pyro-Oak-450 and the

hydrothermal carbon HTC-Oak-250.

4.6.1 Pyro-Oak-450 and Pyro-Oak-650

Figure 4.9 shows both NEXAFS and XRS spectra for Pyro-Oak-650, Pyro-Oak-450 and HTC-

Oak-250. These spectra were unit normalised over the whole range of the C K-edge, with the

post-edge subtraction region extending from 320 eV to 340 eV. Whilst the produced NEXAFS

and XRS spectra for the pyrolysis carbons are similar, there are some key differences. In Pyro-

Oak-650 the 1 s-π*C=C transition (~285 eV) is reduced in magnitude in the NEXAFS compared to

the bulk-sensitive XRS spectrum. This is in contrast to Pyro-Oak-450, where the NEXAFS and

XRS spectra display similar magnitude at the 1 s-π*C=C transition. As will be discussed further

in Section 4.8, the FWHM for the aromatic 1 s-π*C=C transition has been shown to be linked

with the total aromatic condensation of polyaromatic and other condensed aromatic systems

(e.g. asphaltenes) [272]. Reduced amplitude and FWHM at the NEXAFS 1 s-π*C=C transition

for Pyro-Oak-650 highlights a more disordered surface layer, with a reduced polyaromatic

component compared to the bulk material. The similar XRSS and NEXAFS intensities for Pyro-

Oak-450 may also indicate a similar level of aromatisation throughout the material.
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FIGURE 4.9: Background subtracted and normalised soft X-ray NEXAFS (grey, dashed) and hard XRSS
(black, solid) for Pyro-Oak-650 (top), Pyro-Oak-450 (middle) and HTC-Oak-250 (bottom).

At the aromatic 1 s-σ*C=C transition (~292 eV), increased structure and intensity in the NEXAFS

spectrum for Pyro-Oak-650 relative to Pyro-Oak-450 is observed. This is evidence that Pyro-

Oak-650 contains more long-range graphitic-type ordering, as expected [188]. Relative to the

XRS spectrum, the NEXAFS spectrum for Pyro-Oak-450 displays an increase in intensity in the

C-O region (1 s-π*C=O , 286 eV to 289 eV). This is likely due to the surface of Pyro-Oak-450 con-

taining more oxygenated functionalities, not present in the bulk material. Increased C-O func-

tionality is not observed in the Pyro-Oak-650 NEXAFS spectrum. It is likely that oxygenated

surface functionalities are removed at higher pyrolysis temperatures through decarboxylation
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reactions. The XRS spectrum for Pyro-Oak-450 also exhibits a shoulder at ∼290.3 eV, which

is assigned to the 1 s-π*C=O transition. This shoulder is known to be present in lignocellulosic

materials, and is not present in the NEXAFS for either Pyro-Oak-450 or Pyro-Oak-650. The lack

of a shoulder at ∼290.3 eV in the NEXAFS indicates that lignocellulosic functionality remains

in the bulk, despite the surface being fully carbonised.

4.6.2 HTC-Oak-250

Figure 4.9 also shows the NEXAFS spectrum for HTC-Oak-250 which displays increased am-

plitude in the 1 s-π*C=C aromatic region compared to the XRS spectrum. The differences in

bulk and surface carbohydrate-derived char are discussed in Chapter 3. The conclusion of that

work is that, for carbohydrate derived carbon, the surface region displays more oxygenated

functionality with a more condensed furanic core. The result that the surface-biased NEX-

AFS spectra for HTC-Oak-250 here shows higher amplitude than the bulk XRSS measurement

might therefore seem erroneous. However it is likely that the additional formation of primary

char, which is known to be more aromatic in nature, is influencing this result.

4.6.3 Possible Spectral Distortion

Qualitative trends between the NEXAFS and XRS spectra clearly show potential differences

between the carbon chemical signature of the surface compared with the bulk. However,

the possibility of spectral distortions arising from thickness artefacts commonly observed in

transmission mode NEXAFS may not be ruled out. Therefore, no quantification of the NEX-

AFS results in comparison to the XRS spectra is performed here. Transmission artefacts in

transmission NEXAFS is due to the homogeneity of these samples. However, comparisons of

different regions in the measured samples (Figure 4.10) show no significant spectral variation,

and the XRS resolution is sufficient to resolve all major features over the spectral region. There-

fore spectral distortion, whilst present, would not significantly influence the conclusions made

here.
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FIGURE 4.10: Scanning transmission X-ray microscopy images of (a) Pyro-Oak-650 and (b) HTC-Oak-
250 with three areas and their corresponding average spectra highlighted in blue, green and purple.
The average NEXAFS spectra used in this study and its corresponding selected area are shown in red.

4.7 Hydrothermal Carbon - In-Silico Simulations of Relevant Struc-

tures

From the difference spectrum shown in Section 4.5 (Figure 4.8), the most obvious XRS spec-

tral change between Pyro-Oak-450 and HTC-Oak-250 is the addition of a significant peak at

286.6 eV in HTC-Oak-250 that is absent from Pyro-Oak-450. This feature has been reported

for carbohydrate derived hydrothermal carbon using NEXAFS, where it was attributed to

the presence of furan functionality [168]. The presence of furan species within the structure

of carbohydrate derived hydrothermal carbon had previously been identified by solid-state

13C – NMR , and is attributed to the nucleation of secondary char from HMF during HTC

[43, 142, 173]. Solid-state 13C – NMR collected for carbohydrate-derived hydrothermal car-

bons led Baccile et.al. to suggest several different furan-furfuryl units may be present in the

structure [142]. However, the limitations of 13C – NMR in terms of isotopic enrichment, spec-

tral resolution and sample preparation have meant that no studies have been able to provide

evidence for the major structural motif within hydrothermal carbon. Advances in modern

DFT codes now allow for accurate ab-initio simulation of XRS spectra for low-Z structures.

Such computational approaches now provide a route to modelling bulk local chemical motifs.

In this section, simulated XRS spectra for three furan-furfuryl structures (Structure00, Struc-

ture01, Structure02) are compared to bulk experimental XRSS in order to: i) understand the
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bulk chemical information obtained from XRSS, ii) compare those with published results us-

ing 13C – NMR and surface-limited soft X-ray spectroscopy, and iii) highlight the importance

of using DFT to simulate theoretical XRS spectra for an unambiguous assignment of peaks

from experiment.

4.7.1 Comparison of Modelled Structures

Figure 4.11 shows the calculated structures (structure00, structure01 & structure02) plotted

with the experimental XRS spectrum collected for HTC-Oak-250.

FIGURE 4.11: Experimental XRS spectrum for HTC-Oak-250 and average calcu-
lated spectra for: structure00, sturcture01 and structure02. Features in the exper-

imental data are highlighted with asterisks.



Chapter 4. Bulk Structural Insight for Sustainable Carbon by X-ray Raman Scattering 120

The experimental data for HTC-Oak-250 displays four clear spectral features (highlighted with

asterisks) at: 285.0 eV, 286.6 eV, 288.9 eV and 290.3 eV. These features correspond to the aro-

matic 1 s-π*C=C , furan 1 s-π*C=C – O , carboxyl 1 s-π*C=O and carbonate 1 s-π*C=O functionalities

respectively. The furan 1 s-π*C=C – O transition in the experimental data is well matched by each

of the spectra for the potential calculated structures, as expected. The calculated structures do

not show features at 288.9 eV and 290.3 eV since these correspond to carbon functionalities not

present within the calculated structures.

Structure00

Structure00 displays a low energy feature at 285.6 eV and a higher energy feature at 287.9 eV.

The relative energy difference between the lower energy peak at 285.6 eV and the furan tran-

sition (286.6 eV) in the calculated spectrum for Structure00 does not match the experimental

data. Furthermore, the broad higher energy feature at 287.9 eV in Structure00 is not present in

the experimental data. Combined, the differences between the calculation for Structure00 and

the experimental data suggests that condensed furan units, without aryl linking units, are not

common within the HTC-Oak-250 structure.

Structure01

The calculated spectrum for Structure01 has two features located at 285.1 eV and 286.6 eV.

These features correspond directly to those observed in the experimental data. The energy

difference in the calculated spectrum matches the experiment well. This makes structure01 the

most likely candidate of the modelled structures to be the main furan motif within HTC-Oak-

250.

Structure02

The calculation for Structure02 displays two features at 285.6 eV and 286.6 eV. The furan fea-

ture at 285.6 eV, as discussed, matches the experimental data well. However, whilst the small

shoulder at 285.6 eV in the calculation does not correspond well with the experimental fea-

ture at 285.1 eV, there is still intensity in this region. This makes it possible that structure02 is

present within hydrothermal carbon, but is unlikely to be the major structural motif.
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4.7.2 The Structure01 Model

The experimental relative energy difference between the lower energy peak (285.1 eV) and fu-

ran peak (286.6 eV) in the experimental data is best matched by the calculation for structure01.

Figure 4.12 displays the average calculated spectra and atom-wise calculated spectra for the α-

carbon (atom 4) and β-carbon (atom 3) atoms in the structure01 model (labelled atom positions

shown in Figure 4.5).

FIGURE 4.12: Experimental XRS spectrum for HTC-Oak-250 (black, dotted) and
average calculated spectra for furan-furfuryl moiety: sturcture01 (red, solid)
and Levulinic acid (blue, solid). Filled areas show calculated spectra for (a)

structure01-atom 3 (green, fill) and (b) structure01-atom4 (pink, fill).

The spectra for structure01 (red, solid) is the average over all carbon atoms in the structure,

including atoms 3 and 4. The α-carbon (structure01, atom 4) component of the simulated XRS

spectra has intensity at the furan 1 s-π*C=C – O transition, but shows no amplitude in the aromatic

region (285.0 eV). The aromatic 1 s-π*C=C transition is solely represented by the β-carbons in the

structure01 model (e.g. structure01, atom 3). As previously discussed, the energy difference

between the simulated β-carbon (285.0 eV) and α-carbon (286.6 eV) transitions for structure01
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matches the energy difference observed in the experimental data. The accurate representation

of both the aromatic and furan transition peak positions by the structure01 model provides

supportive evidence for the furan 1 s-π*C=C – O transition assignment made in soft NEXAFS

measurements [168]. Therefore, it is possible to suggest that the bulk hydrothermal carbon

(HTC-Oak-250) is built predominantly of furan units bridged at the α-carbon atom. However,

this does not rule out the presence of the other calculated structural motifs, since the result-

ing hydrothermal carbon is a complex amorphous material which is likely to contain a wide

variety of different structural units, including Structure02. The calculation for levulinic acid

(Figure 4.12, blue solid) also represents the experimental resonance at 286.6 eV, as well as the

feature at 288.9 eV. The good fit between experiment and calculation provides supporting ev-

idence for the role of levulinic acid and other organic acids in the bulk structure of hydrother-

mal carbon matrix. However, whilst the agreement between theory and experiment for the

α carbon bridging model is compelling, the average XRS spectrum calculation of structure01

fails to reproduce the amplitude ratio between the experimental aromatic 1 s-π*C=C transition

and furan 1 s-π*C=C – O transition peaks. Such differences are likely to be explained by the in-

nate complexity of the material, the presence of additional aromatic functionalities and the

associated structural disorder. The final experimental feature at 290.3 eV is not represented by

these calculations, and is thought to be due to remaining lignocellulosic functionality within

HTC-Oak-250 [254].

4.8 Evolution in Carbon Chemistry during Pyrolysis

In this section, XRSS is used to highlight differences in carbon functionality and to monitor

changes in the total degree of aromatic condensation in two biomass-derived pyrolysis carbons

produced under moderate (Pyro-Oak-450, 450 °C) and severe (Pyro-Oak-650, 650 °C) pyrolysis

temperatures. Although previous NEXAFS studies have been performed on pyrolysis carbon

and other black carbons [119, 187, 188], this section represents the first application of XRSS

to pyrolysis carbons, and provides an understanding of chemical changes averaged over the

entire bulk sample. XRSS is applied here to monitor the development of an increasingly con-

densed aromatic system in pyrolysis carbon and to propose a semi-quantitative description of

pyrolysis condensation using previous measurements on polyaromatic carbons.
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4.8.1 Local Structural Changes in Pyrolysis Carbon due to Process Temperature

Figure 4.13 shows normalised XRS spectra for Pyro-Oak-450 and Pyro-Oak-650. Details of

XRS data treatment and background subtraction are shown in Appendix B. The figure also

highlights the corresponding difference spectrum and electron transitions for the carbon func-

tionalities shown in Table 4.3. An initial assessment suggests three main spectral differences

between Pyro-Oak-450 and Pyro-Oak-650: (i) increased amplitude and broadening of the aro-

matic 1 s-π*C=C transition in Pyro-Oak-650 relative to Pyro-Oak-450 (285 eV, Figure 4.13-inset),

(ii) inhibition of transition amplitudes in the C-O spectral region (286 eV to 290 eV) in Pyro-

Oak-450 relative to Pyro-Oak-650 and (iii) increased fine structure in the 1 s-σ*C=C transition

region (292 eV) in Pyro-Oak-650 .

FIGURE 4.13: Background subtracted and normalised XRS spectra of Pyrolysis carbon produced at two
temperatures (450 °C and 650 °C) are shown with electron transitions highlighted. Difference spectrum
shown below in solid black. Region (i) shows the 1 s-π*C=C transition region. A magnification of this

region is shown inset (ii).
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In order to investigate the three discussed differences between the spectra for Pyro-Oak-450

and Pyro-Oak-650 in a semi-quantitative manner, Gaussian spectral fitting was performed.

Spectral fitting has been routinely applied to NEXAFS of pyrolysis carbons [115, 187, 188, 273].

Gaussian spectral deconvolution is performed by fitting Gaussian functions at known electron

transitions for functionalities within the sample. Here, six key electron transitions were used

to describe the chemistry of the sample: G1: aromatic 1 s-π*C=C (285.0 eV), G2: furan/phenolic

1 s-π*C=C – O (286.6 eV), G3: aliphatic 1 s-σ*C – H (287.5 eV), G4: carboxyl 1 s-π*C=O (288.9 eV), G5:

carbonate/carbonyl 1 s-π*O – C=O (290.3 eV), G6: aromatic 1 s-σ*C=C (292 eV). These transition en-

ergies were taken from previous studies of standards, pyrolysis carbons and similar materials

and were fixed at these energy positions whilst the FWHM and amplitude of these peaks were

allowed to vary. As well as the Guassian functions an atomic background error function and a

series of asymmetric Gaussian functions were used to describe the edge step and fine structure

and were fixed during the fit. Further details on the fitting approach used here can be found

in Appendix A. Results of the Gaussian fitting are shown in Table 4.3.
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Figure 4.14 shows the results of the non-linear least-squares Gaussian fitting for Pyro-Oak-450

and Pyro Oak-650. FWHM and peak areas (Ag) of the fitted Gaussian transitions are high-

lighted in Table 4.3. Fitting was performed using 188 data points, with χ2 values of 0.116 and

0.237 for the fits for Pyro-Oak-450 and respectively.

FIGURE 4.14: XRS Spectral fitting of two pyrolysis carbons produced at 650 °C (Pyro-Oak-650) and
450 °C (Pyro-Oak-450) using non-linear least-squares fitting. The pre-ionisation potential (pre-IP) region
is represented using six Gaussian functions, the IP is represented using a decaying step function, and the
post-IP region is represented using two asymmetric functions and one symmetric Gaussian function.

From Table 4.3, there is a 33 ± 7% decrease in Ag at the carboxyl transition (G4, 288.9 eV) be-

tween Pyro-Oak-450 and Pyro-Oak-650. This large decrease in peak G4 intensity with respect

to pyrolysis temperature, indicates decarboxylation reactions to be the dominant mechanism

during pyrolysis as suggested by other studies [227]. The large reduction in the shoulder at G4

contrasts with previous NEXAFS studies of pyrolysis carbons, which show a significant peak at

the 1 s-π*C=C transition, even at pyrolysis temperatures greater than 500 °C [271]. The retention
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of peak G4 in soft X-ray NEXAFS studies and its reduced intensity in this XRS study suggests

that carboxyl groups are principally found at the surface of the pyrolysis carbon. Spectral fit-

ting also highlights the complete removal of the carbonyl 1 s-π*O – C=O transition (G5, 290.3 eV)

going from Pyro-Oak-450 to Pyro-Oak-650. As previously discussed, the carbonyl 1 s-π*O – C=O

transition is a feature present in the spectrum of raw cellulose and other carbohydrates. The

removal of peak G5 from the fit indicates complete removal of cellulosic functionality during

pyrolysis between 450 °C and 650 °C. NEXAFS collected here, as well as literature NEXAFS,

indicates complete removal of initial cellulosic functionality by 400 °C at the surface, however

this does not seem to be the case in these bulk XRSS measurements [183]. It may well be that

the removal of cellulosic functionality begins at the surface, leaving some of this functionality

still present in the core of pyrolysis carbons at higher temperatures. There appears to be little

change in both the furan (G2, 286.6 eV) and aliphatic (G3, 287.5 eV) region of the spectrum

between Pyro-Oak-450 and Pyro-Oak-650. It is likely that beyond 450 °C any changes in these

types of functionalities has already occurred, has reached a stable state or has been completely

removed.

4.8.2 Potential Application of XRSS for Quantification of Aromatic Condensation

As discussed in Section 4.1.3 non-graphitising carbons, including pyrolysis carbons, may be

considered as two principle aromatic carbon phases: (i) an amorphous carbon phase com-

posed of randomly organised aromatic structures and (ii) a highly ordered crystallite phase,

comprised of well organised sheets of aromatic ‘graphene’ layers [70, 274]. Aromaticity is a

measure of both the disordered and ordered phases, where a perfect aromaticity value of 1.0

would represent the graphite lattice. An alternate measurement is the degree of aromatic con-

densation, which estimates the average size of the crytallite phase (i.e. ring conjugation).

Aromaticity

The difference in aromaticity between Pyro-Oak-450 and Pyro-Oak-650 was measured here us-

ing the method set out in previous studies [243, 245]. The relative increase in amplitude (Ag) in

the 1 s-π*C=C transition between the two pyrolysis carbons was measured. The fit shows an in-

crease in peak area (Ag), and therefore aromaticity, of 20.7± 6.0 %. This increase in aromaticity

is similar to the total increase in percentage carbon between the two carbons (Table 4.2).
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Degree of Aromatic Condensation

The degree of aromatic condensation in polyaromatic systems may be considered as the av-

erage size of condensed ring systems in the carbon. Here, XRSS is suggested as an alternate

route to measuring the degree of aromatic condensation in sustainable carbons. XRSS is more

sensitive to the highly delocalised, poly-condensed π electron systems in pyrolysis carbons

than 13C – NMR and may be performed without complex sample preparation [113]. In order

to study the bulk degree of condensation in pyrolysis carbons, the Clar model is used [237]. In

the Clar model, π bonding in condensed systems is considered as a superposition of aromatic

sextets (AS) and isolated double bonds (IDB) [238, 275]. AS contain electrons fully delocalised

over the arene ring and are highly condensed, stable systems; AS may be considered as equiv-

alent to the crystalline phase of the pyrolysis carbon model. Whilst IDB may be considered as

the disordered aromatic phase. It is possible to directly quantify the degree of average bulk

condensation for a material in terms of the ratio between IDB and AS (IDB:AS).

FIGURE 4.15: (a) The correlation of the 1 s-π*C=C FWHM with the ratio of sextet-type carbon and double-
bond carbon atoms for the polyaromatic hydrocarbons in (b). The large variation in FWHM is directly
correlated with PAH carbon type lending strong support for the corresponding fundamental descrip-

tion of polyaromatic hydrocarbons. Taken from [272] with permission from Elsevier.

XRSS has been shown to be an effective tool for measuring the ratio of isolated double bonds

and aromatic sextets [276]. For a series of standard polyaromatic hydrocarbon materials,

Bergmann et.al. demonstrated direct proportionality between IDB:AS and the FWHM of the

1 s-π*C=C (G1, 285 eV) transition (Figure 4.15) [258, 272]. In the fitting presented in Table 4.3, the

FWHM of Pyro-Oak-450 and Pyro-Oak-650 were found to be 1.85 eV and 2.10 eV respectively.
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By plotting these values onto Figure 4.15a, the IDB:AS ratios for Pyro-Oak-450 and Pyro-Oak-

650 were estimated to be approximately 0.7 and 1.0 respectively [258, 272].

TABLE 4.4: Calculated ratio of aromatic carbon type vs FWHM for the 1 s-π*C=C
peak. Taken from [272] with permission from Elsevier.

Compound IDB:AS Ratio FWHM 1 s-π*C=C
Benzene 0.0000 1.148
Triphenylene 0.0000 1.151
Benzo[e]pyrene 0.11100 1.282
Phenanthrene 0.16700 1.187
Benzo[ghi]perylene 0.22200 1.438
Coronene 0.33300 1.328
1,2-Benzanthracene 0.50000 1.441
Benzo[c]naphtho[gra]tetracene 0.55500 1.623
Benzo[a]pyrene 0.66700 1.716
Naphthalene 0.66700 1.411
Naphtho[2,3a]pyrene 1.0000 2.123
Anthracene 1.3330 2.502
2,3-Benzanthracene (tetracene) 2.0000 3.479

This suggests an average condensed ring system similar to Napthalene for Pyro-Oak-450 and

to Naptho[2,3a]pyrene for Pyro-Oak-650. Through this method, XRSS offers an alternative

route to measure aromaticity in complex, disordered carbonaceous materials, including those

which are not suitable for 13C – NMR . XRS data supports interpreting the NMR data with a

model that weighs circularly condensed structures more heavily than linearly condensed struc-

tures. This XRSS approach needs further validation, but has been applied for other condensed

aromatic systems [276].

4.9 Chapter Summary

XRSS is a powerful bulk spectroscopy technique capable of investigating disordered carbona-

ceous materials. Here XRSS has been applied to two complex, biomass-derived, amorphous

sustainable carbon systems: hydrothermal and pyrolysis carbon. The hydrothermal carbon,

HTC-Oak-250 displays less well-developed aromatic substructure than either Pyro-Oak-450 or

Pyro-Oak-650. This chapter demonstrates that pyrolysis carbon is likely to be a continuum

of aromatic moieties unlike hydrothermal carbon which exhibits higher local structural dis-

order. Using the ERKALE DFT code, experimental data were compared with three different

molecular structures thought to be present in hydrothermal carbon. Comparison of calcula-

tion and experiment indicates that (i) the previous assignment of the 286.6 eV furan transition
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is likely correct, (ii) hydrothermal carbon is primarily built of furan structures linked via the α-

carbons, and (iii) that carboxylic functionality (e.g. levulinic acid) is contained within the bulk

hydrothermal carbon structure. Comparison of NEXAFS and XRSS supports the presence of

an enriched aromatic layer on the surface of hydrothermal carbon.

Pyrolysis carbons produced at a moderate (450 °C) and a severe (650 °C) pyrolysis tempera-

ture were compared using XRSS. XRS spectral fitting suggests that decarboxylation appears

to be the dominant mechanism between the two pyrolysis temperatures, and that bulk cellu-

losic functionality present at 450 °C is removed by 650 °C. These finding were also confirmed

through a comparison of NEXAFS and XRSS. NEXAFS highlighted a more disordered surface

layer in Pyro-Oak-650 with limited oxygenated functionalities, this is in contrast to Pyro-Oak-

450, which displays a more oxygenated surface layer. Together the XRSS fitting to the bulk

local structure and the more surface-sensitive NEXAFS data suggest that the oxygenated sur-

face layer in Pyro-Oak-450 is removed through decarboxylation reactions during pyrolysis at

650 °C. When compared to NEXAFS the three key advantages of XRSS are: (i) bulk sensitiv-

ity (ii) absence of spectral saturation due to self-absorption and (iii) increased experimental

versatility.

4.9.1 Further Work

Comparison of NEXAFS and XRS C K-edge spectra offers an exciting route to study differences

between surface and bulk carbon functionality. An initial attempt to study these differences us-

ing transmission X-ray spectroscopy (STXM) in ancient heritage materials has been performed

[257]. However, other modes of NEXAFS spectroscopy (e.g. total electron yield), may produce

better spectra with lower artefacts from heterogeneity in the sample. Future comparison of

these techniques would likely yield significant results for pyrolysis carbon produced from a

series of different biomass for example. Secondly, the key advantage of XRSS is the ability

to perform measurements without complex sample environments or preparation required for

other bulk techniques (e.g. 13C – NMR ). Further work is now required to explore systems

where XRSS can provide key insight. An example of this would be in hydrothermal carboni-

sation, where in-situ measurements of carbon chemistry have, so far, not been possible.



Chapter 5

Reductive Recovery of AuIII Chloride

by Oak-Derived Pyrolysis Carbon

One of the most widely investigated and successful applications of pyrolysis carbon has been

for the recovery of aqueous organic and inorganic species from soils and water [277]. Many

studies have focussed on the uptake and kinetics of inorganic species onto pyrolysis carbon.

However the mechanisms governing adsorption onto pyrolysis carbon are not well under-

stood. Whilst a range of mechanisms are thought to be important for recovery onto carbons

(e.g. ion exchange, physisorption), the reduction of inorganic species onto pyrolysis carbon

has been the most commonly cited.

Due to the relatively low redox potential of [AuIIICl4]– (+0.8 V against a saturated calomel/-

graphite electrode), the reduction of AuIII to metallic Au0 onto pyrolysis carbon was selected

as a proxy for studying available reduction pathways. This chapter reports a multi-length

scale microscopy and spectroscopic approach to understand the pathways enabling reduction

of AuIII onto oak-derived pyrolysis carbon (Pyro-Oak-650). This chapter demonstrates the ca-

pacity of Pyro-Oak-650 for AuIII recovery. Reduction occurs onto the carbon surface, forming

nanoparticulate Au0 as well as micrometre-sized clusters. The average Au0 particle size is

shown to be proportional to the initial AuIII
(aq) concentration. A maximum average Au0 size

is reached between 13 mg g−1 to 26 mg g−1 gold:char ratio, above this, ultrafine (< 5 nm) Au

nanoparticles form. Reduction is primarily driven by naturally occurring mixed FeII/III oxides

within the oak-derived pyrolysis carbon. Secondary reduction sites are proposed to consist of

both condensed aromatic and sulfhydryl groups.

131
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5.1 Introduction

Pyrolysis carbons may be treated using thermochemical processes (e.g. acid treatment, steam

treatment) to produce activated carbons with tailored properties (e.g. ultra-high porosities).

Activated carbons have been widely produced and applied in industrial processes since the

1980s [38]. Studies on the production, activation and subsequent performance of activated

carbons from biomass such as coconut shell and apricot stones are well documented, with

numerous literature reviews and books on the subject [38, 40, 278, 279]. However, in the late

1990s and early 2000s, new techniques and approaches to the study of carbon led to the advent

of nano-carbon materials, resulting in the discovery of fullerenes, nanotubes, graphene and, at

the micro/macro scale, hydrothermal carbon [280]. Nano-carbon development has led to the

addition of a number of novel nano-structured carbon sorbents. More significantly, the nano-

carbon age has fostered new development concepts and methodologies for producing mate-

rials with novel and controllable architectures and functionality. This revival has led to new

approaches towards pyrolysis carbon adsorbents and a re-visiting of previous literature [278].

Modern studies are now beginning to consider the nano-scale structure and function within

carbons, and are attempting to produce industrially relevant materials, whilst also complying

with the principles of green chemistry and the biorefinery.

Biomass-derived pyrolysis carbons are being reassessed as a low-cost, but highly effective,

route for the removal or recovery of pollutants and resources from aqueous media [150, 281–

286]. This reassessment is being driven by an iterative process of identifying important mech-

anisms using modern spectroscopy, then developing ’engineered’ carbons to improve their

effectiveness. However the mechanisms governing these adsorption studies using pyrolysis

carbon are often not reported. This is due to the difficulty of measuring the effects of carbon

functionality, inorganic functionality and carbon macroscopic and microscopic structure on

adsorption. Whilst some studies have tackled the adsorption mechanisms of inorganic species

onto pyrolysis carbon, more work is required [287–289]. This chapter focuses on understand-

ing the potential routes governing the reduction of inorganic species onto pyrolysis carbon

before modification. It is hoped that through this understanding, a better approach to engi-

neered carbons can be developed. This section briefly reviews the preparation of engineered
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pyrolysis carbons for the recovery of inorganics, including the pathways for reduction of in-

organic species onto pyrolysis carbons, before considering the reduction of AuIII as a practical

application and useful proxy for understanding such pathways.

5.1.1 Production of "Engineered Pyrolysis Carbons" - Activation Approaches

Engineered pyrolysis carbons are highly porous carbon materials designed and modified to

fulfil a particular purpose or application, in this way they may be considered as activated car-

bons. Modification of pyrolysis carbons is carried out through either thermal or chemical treat-

ment applied pre-pyrolysis or post-pyrolysis. Figure 5.1 shows a schema for the production

of modified pyrolysis carbons. Modifications are generally performed to either: (i) increase

porosity of the final carbon or (ii) increase or introduce new functionalities [61, 281].

FIGURE 5.1: Schema for the pre/post modification routes to engineered pyrolysis carbons using chem-
ical and thermal treatments.

Thermal Modification

Thermal modification is generally performed to develop porosity and increase surface area

within the carbon [80]. An initial pyrolysis stage is performed, usually at lower temperatures

than an unmodified pyrolysis carbon, before a second stage gasification, performed under

oxidising conditions (e.g. by addition of O2, CO2), is performed.
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Carbonisation Heat treatment of biomass-derived pyrolysis carbon has been shown to pro-

duce a surface that is more basic and hydrophobic because of the removal of oxygenated sur-

face groups. Pyrolysis carbon precursors are typically heated to between 600 °C to 1000 °C

[290]. Thermal treatment involves a loss of material, resulting in decreased yields.

Steam and Carbon Dioxide Treatment During the secondary thermal treatment stage, oxi-

dising gases such as steam or CO2 may be introduced into the reactor [291]. The introduction of

oxidising gases results in the generation of oxygenated carbon functionalities, which are subse-

quently incorporated into the carbon structure. Surface carbon oxide species have been shown

to be of critical importance for binding polar compounds through charged surface functional

groups, which helps to immobilise both organic and inorganic onto its surface [292]. Steam

and CO2 treatments have traditionally been used to activate carbons for use as sorbents. Like

all thermal modification methods, steam and CO2 treatment suffer from "burn-off", reducing

carbon yield. However, steam/CO2 treatment provides a higher yield of carbon compared

with secondary carbonisation, with low environmental risk and may be performed as a con-

tinuous process [293]. The introduction of steam or CO2 during thermal treatment produces a

significant increase in sorption capacity [294]. Steam activation results in the volatilisation of

bio-oil produced during pyrolysis, increasing macro-porosity [295]. However the process re-

duces aromaticity in the final carbon, which can reduce adsorbtion performance in some cases

[296].

Templating A more recent approach to the production of ultra-porous carbon sorbents is

templating. Templating may be categorised as either soft or hard. During hard templating, a

carbon precursor is soaked into the pore structure of an inorganic sacrificial template. The mix-

ture is pyrolysed at high temperatures, before the template is subsequently removed. Hard-

templating has led to the generation of ordered mesoporous carbons, with highly controlled

pore size distributions [297]. However, hard templating requires the removal of the inorganic

template, using hazardous chemicals such as hydroflouric acid. Soft templating addresses this

issue by generating a cooperative assembly of structure-directing agents able to form a ly-

otropic phase, negating the need for acids to remove an inorganic hard template [298]. Both

soft and hard templating allow remarkable control over the porosity and pore sizes of pro-

duced carbons, with the expense of more challenging synthesis.
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Chemical Activation & Modification

Acid & Alkali Treatment Acid and alkali treatment may be applied pre or post pyrolyis.

Acid treatment is performed by refluxing the carbon in strong acids between 25 °C to 120 °C,

promoting microporosity and increasing oxygen functionalities at the carbon surface [296, 299].

In the pre-pyrolysis approach, treatment of acids removes latent biopolymers on the carbon

precursor surface, as well as removing some inorganic species which may later block pores

during pyrolysis [281, 300]. Post-pyrolysis acid treatment may be applied to promote oxygen

functionalities at the carbon surface. Alkali modification of biomass-derived carbon precursors

typically utilises either KOH or NaOH, and can increase the surface pH as well as increase the

available oxygen functionality in the char, but has been shown, under certain conditions, to

reduce the porosity of the starting carbon [301]. Both acid and alkali treatment have been

shown to increase the adsorption of certain potentially toxic inorganics by two or three times,

and have shown changes in the pH behaviour of adsorption [300].

Heteroatom Functionalisation The introduction of heteroatoms (i.e. atoms which may re-

place carbon with cyclic structures) into pyrolysis carbon can induce new functionalities and

catalytic sites [302]. Common heteroatoms for introduction into pyrolysis carbons include N,

S, or P. Heteroatom functionalisation changes the available surface functional groups of the

produced carbon and can yield increased performance in terms of chemo-selective adsorption

and total adsorption capacity [303, 304]. Furthermore, the introduction of nitrogen in combi-

nation with transition metals (e.g. Fe, Ni), has been shown to be highly effective for catalysis

purposes, such as applications within supercapacitors and oxygen reduction reaction catalysts

[305]. A post-pyrolysis approach to heteroatom functionalisation is commonly applied to py-

rolysis carbons and is performed by soaking either the starting biomass or precursor char in a

chemical bath before drying or a further chemical modification step. A good example of this

are pyrolysis carbons functionalised with sulphur [302]. Recent work has shown that sulphur

doped pyrolysis carbons show a large increase in the remediation of a range of heavy metals

from the aqueous environment [302]. The effect of sulphurisation on adsorption performance

of pyrolysis carbon is most pronounced on mercury, where adsorption has been shown to oc-

cur at an order of magnitude higher than in untreated pyrolysis carbon [306].
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Impregnation Impregnation is the loading of an inorganic phase onto the surface of the py-

rolysis carbon matrix, typically in order to act as a redox-active site for complexation or nucle-

ation. The most common in-situ method of preparing impregnated biomass-derived activated

carbon is by soaking the precursor biomass in a concentrated solution of the compound de-

sired. The prepared/soaked biomass is then pyrolysed, forming an oxide of the inorganic

species on the surface of the char. A good example of this is the preparation of manganese ox-

ide (MnOx) impregnated pyrolysis carbons, which have been shown to increase the adsorption

of lead, atrazine, phosphorous and mercury [307, 308]. However, other impregnated systems

have also been prepared including calcium modified pyrolysis carbon which showed increased

adsorption capacities for P, As and Cr respectively [309]. Another route to the production of

activated carbons is by impregnating them with compounds that give the activated-carbon a

magnetic quality. It has been shown that by impregnating chars with transition metal oxides

with a significant magnetic moment (e.g. Fe, Mn, Co, Ni), it is possible to produce a char

with significantly improved adsorption properties as well as being recoverable by magnetic

separation [281, 300]. This yields real-world applications for recoverable remediation from the

aqueous environment. Independent reports have shown that a magnetic pyrolysis carbon pro-

duced by soaking the starting biomass feedstock in concentrated iron chloride solution, results

in magnetite formation in one-step [284, 310]. These magnetic pyrolysis carbons have also been

shown to be able to increase adsorption capacity for both arsenic and crystal violet which is an

organic synthetic dye which is carcinogenic [309, 311]. The work on this area is very rapidly

evolving and both [281, 300] give a good review on the current status of chemical modification

of pyrolysis carbons.
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5.1.2 Mechanisms for Inorganic Adsorption onto Pyrolysis Carbon

Pyrolysis carbons have been widely studied and applied to remove potentially toxic inorganic

species from the environment and also to recover valuable aqueous resources. The principle

mechanisms for the removal of inorganic cations or anions from aqueous solution are thought

to be physisorption, precipitation, ion-exchange and redox reactions (Figure 5.2). Other indi-

rect mechanisms for the removal of inorganics onto pyrolysis carbon have also been observed,

such as changes in pH or precipitation. Few studies have focused directly on understanding

the, often complex, mechanisms that result in the inorganic adsorption from the aqueous envi-

ronment. This section briefly reviews the main pathways for inorganic adsorption onto pyrol-

ysis carbon as proposed by a series of literature reviews on the subject [277, 281, 292, 312–314]

FIGURE 5.2: Diagram summarising the principle mechanisms governing the reduction of aqueous in-
organic species onto microporous carbon (shown in black).
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Complexation

Complexation involves the formation of multi-atom species with specific metal-ligand in-

teractions [314]. Complexes formed on the surface of pyrolysis carbon are separated into

inner-sphere and outer-sphere complexes. An inner-sphere complex is formed when no water

molecule is present between the metal ion (or ions in binuclear complexes) and the surface

functional group to which it is bound (e.g. direct bonding). Inner-sphere complexes can be

either monodentate or bidentate, in ligands which donate either a single or double pair of

electrons to the metal ion respectively. Examples of monodentate ligands include hydroxide,

cyanide and chloride. Outer-sphere complexes form when there is an indirect, coulombic at-

traction between the metal ligand and a pyrolysis carbon surface species. The inner-sphere

complexation of transition metals with partially filled d-orbitals is common, since many 3d

species readily form ligands with surface carbon oxides [251]. A good example of this is the

adsorption of NiII and ZnII onto pyrolysis carbon derived from straw and wood, which form

inner-sphere complexes with carboxyl and hydroxyl surface species [288]. Similarly, CrVI was

shown to form inner-sphere complexes with surface carbon oxide groups [315]. The adsorp-

tion of CrVI is a useful tool for understanding the complexity of adsorption onto pyrolysis

carbons. CrVI may form an inner-sphere complex, but is also reduced to CrIII on the pyrolysis

carbon surface; CrIII species are less soluble than CrVI, and readily precipitate as a solid [287].

The competition between complexation and reduction for CrVI is likely to be highly dependent

on indirect factors such as carbon feedstock, modification or pH [315, 316]. In order to study

the complexation of inorganic species onto pyrolysis carbon, surface complexation modelling

in tandem with Boehm titration has been widely applied. Surface complexation models are

chemical models that can account for the effects of variable chemical conditions, such as pH,

on adsorption reactions, and in combination with other spectroscopic techniques (e.g. XANES)

can be highly illuminating. Double layer complexation models have been successfully applied

to several potentially toxic elements (e.g. Pb, Zn, Cr) and actinide species (e.g. UVI) [289, 317].

These models have demonstrated that surface carbon oxide functional groups (carboxyl, phe-

nolic, and lactonic) in pyrolysis carbons are effective in binding inorganic species via complex-

ation [312].
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Physisorption

Physisorption is the physical adsorption of the sorbate by electrostatic/coloumbic interactions

between the inorganic species and the pyrolysis carbon surface. These interactions may occur

between carbon oxide species, or directly onto the condensed aromatic species of which pyrol-

ysis carbon is principally composed. Physisorption is directly influenced by the total porosity

and surface area of the carbon. Pyrolysis carbons produced at higher temperatures offer more

condensed aromatic species and a large relative proportion of microporosity (< 2 nm), making

physisorption favoured at higher temperatures [318]. The surfaces of pyrolysis carbons are

amphoteric, meaning that they are capable of reacting chemically either as an acid or a base.

Currently it is understood that the nature of the pyrolysis carbon-metal interactions is dictated

by the ratio between acidic (e.g. carboxyl) and basic functional (e.g. quinonic) groups. The

theory underpinning this is called the hard and soft acids and bases (HSAB) concept and is

more completely discussed elsewhere [251, 319]. Higher temperature pyrolysis carbons have

reduced concentrations of oxygenated functionalities, and are therefore more likely to be dom-

inated by soft Lewis base functional groups. The presence of basic surface functionalities in

pyrolysis carbons results in dipole-dipole interactions such as cation-π bonding. For example,

CdII has been shown to form π bonding with electron-rich domains on aromatic structures in

higher temperature pyrolysis carbon [320].

Ion-Exchange

Ion-exchange occurs between the aqueous inorganic ion and a correspondingly charged ion

on the surface of pyrolysis carbon. Cation exchange stems from the presence of mineral com-

ponents containing the ions potassium (K), calcium (Ca), magnesium (Mg), and phosphorus

(P) in pyrolysis carbon. These cations are thought to readily exchange with inorganic cations

in aqueous solution [321]. Measuring the cation exchange in pyrolysis carbons is very chal-

lenging, and literature reports often vary for similar materials [322]. A common metric for un-

derstanding the relative availability of such cations for exchange is called: the cation exchange

capacity (CEC). CEC is relative to the pH at which it is determined, since pH has a large ef-

fect on the availability of counter-ion exchange. The higher the value of CEC, the greater the

potential for the removal of inorganic species [323]. It has been reported that pyrolysis car-

bon produced from rice husk showed greater affinity for HgII and ZnII because of a high CEC
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resulting from the high mineral loading from the rice husk [324]. Anion exchange is also possi-

ble, where positively charged sites at mineral surfaces develop due to the dissociation of OH–

ions from local acidic groups or by the presence of basic functional groups on the pyrolysis

carbon surface. Little is understood about anion exchange capacities of pyrolysis carbons and

this is an area for further review [321].

Precipitation

The adsorption of inorganic species onto pyrolysis carbon may occur through a reduction in

solubility, resulting in the formation of a precipitate on the carbon surface [323]. Precipitation

may occur through the reduction or complexation of an inorganic species, or through other

indirect mechanisms (e.g. changes in surface pH). An example of precipitation is lead (PbII),

which has been shown to form the mineral cerussite and its hydrated form, hydrocerussite, on

the surface of pyrolysis carbon after initially forming an outer-sphere complex with surface ox-

ides [133]. In the presence of phosphate minerals on the surface of pyrolysis carbons from dairy

manures, PbII may also precipitate as lead phosphates such as pyromorphite and hydropyro-

morphite [325]. In pyrolysis carbons derived from high-sulphur feedstocks, the presence of

both reduced sulphydryl and sulphate species is common. HgII is known to precipitate onto

the surfaces of such carbons by initial reduction to less soluble HgI species by sulphur func-

tionalities [326, 327]. The incorporation of aqueous inorganic species into minerals may also

occur. This is common with disordered mineral species such as iron-oxyhydroxides which

transforms arsenate and chromate species into schwertmannite (Fe8O8(OH)x(SO4)y ·nH2O),

but has not yet been observed in pyrolysis carbons [328].

Reduction-Oxidation

The reduction of inorganic aqueous species onto pyrolysis carbon is a common pathway for

adsorption [312]. Metallic species in the aqueous environment are typically cations, that are

reduced onto the pyrolysis carbon surface via three main redox pathways: (i) oxygenated sur-

face functionalities (ii) electron-donating condensed aromatic species and (iii) inorganic sur-

face functionalities (e.g. oxides). Oxygenated carbon functionalities may act as both electron

donators or acceptors. Carboxyl and phenolic groups present within pyrolysis carbons present
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a significant source of electron donating capacity (EDC) especially in lower temperature car-

bons (i.e. < 500 °C) [321, 329]. A recent study has demonstrated that woody-biomass derived

pyrolysis carbon can donate one order of magnitude more electrons than they can accept, po-

tentially favouring surface reduction of inorganic species [330]. However, the same study also

points out that the reaction kinetics for the EDC in pyrolysis carbon are relatively sluggish

compared to other redox active species present in carbons, which may be favoured. At higher

pyrolysis temperatures, carbons tend to become more condensed, as discussed in Section 4.8.

This condensation leads to the formation of highly conjugated π-electron systems and basic

surface oxide functional groups (e.g. quinone / hydroquinone moieties) as observed by NEX-

AFS spectroscopy [188, 271]. These species have been shown to provide a significant electron

accepting capacity (EAC) in higher temperature pyrolysis carbons [329]. In either case, pyroly-

sis carbon presents a significant concentration of ’electron-shuttling’ functionalities to aqueous

inorganic species which are likely to play a significant role in redox reactions. To the author’s

knowledge, no direct experimental evidence for the reduction of inorganic aqueous species by

organic pyrolysis carbon functionality has been observed. However, the ready reduction of

CrVI to CrIII on pyrolysis carbon has long been associated with surface electron donating car-

bon oxide functionalities and FT-IR results by Xu et.al. suggest that lactone functional groups

may be one route for Cr reduction [331]. As well as its organic chemistry, pyrolysis carbon

from biomass contains a wide variety of naturally-occurring mineral functionalities and oxides

which offer a significant redox potential [312]. In particular, manganese and iron oxide im-

pregnation of pyrolysis carbons has been used to increase the adsorption capacities [312, 332].

Increased adsorption due to the addition of metal oxide species is thought to be due to their

acting as electron donors.

5.1.3 Motivations for Studying Aqueous Gold Recovery

Mechanistic Insights

Despite many publications investigating the adsorption of metallic species onto the surface of

pyrolysis carbon, the mechanisms governing adsorption are not well understood. Studies typi-

cally focus on the adsorption kinetics and maximum recovery values of pyrolysis carbon rather

than the mechanisms governing adsorption. In particular, the reduction and redox chemistry

of pyrolysis has not yet been fully explored. Studies on the organic species deemed likely to
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act as a source of EDC have made significant progress, but are yet to define clear species or

mechanisms for how reduction of inorganic species occurs [329]. Even less is known about

mechanisms governing metal oxide species which may act as electron donors on pyrolysis car-

bon. This is despite evidence that iron-oxide modified pyrolysis carbon is highly redox-active

and effective in its use as a sorbent for toxic elements (e.g. As, Cd) amongst a wide range of

other applications [61, 332, 333].

As a metal, gold is unreactive in water and over a a wide pH range. Under very acidic con-

ditions and/or under oxidising conditions gold may either form the trivalent gold (AuIII ) or

monovalent gold (AuI ) species. However, gold is rapidly oxidised to AuIII rather than mono-

valent gold because of the low reduction potential of the trivalent species [334]. Gold may form

complexes with both cyanide (e.g. CN– , SCN– ) and halide (e.g. Cl– , Br– , I– ) species. Gold

chloride is able to form both the monovalent ([AuCl2]– ) and the trivalent ([AuCl2]– ) chloride

complex, however the trivalent species is more common [334]. The key benefit for the use of

gold chloride for studying the reduction mechanisms at play during inorganic reduction onto

pyrolysis carbon is the low reduction potentials of both the trivalent and monovalent gold

chloride species (Equations. 5.1 and 5.2).

AuCl2
− + e− −−⇀↽−− Au + 2 Cl−; E0 = 1.113 V (5.1)

AuCl4
− + 3 e− −−⇀↽−− Au + 4 Cl−; E0 = 0.994 V (5.2)

The low redox potential of gold chloride species results in a simple reduction onto the surface

of pyrolysis carbon. Previous studies have shown that the reduction of gold chloride onto

pyrolsyis carbon occurs readily, forming metallic gold on the surface of the carbon [335–338].

However, an understanding of the reduction mechanisms governing gold reduction onto acti-

vated carbon is not currently available [339].

Metallurgical Importance

To date, the majority of gold enters the market from mining, rather than from recycled sources.

The demand for gold is increasing; the majority of gold is used for either financial invest-

ment and the production of jewellery (Figure 5.3a). The increasing proportion of gold used in
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technology and electronic goods is also of cause for concern, since the time between use and

disposal is much shorter than for the other applications of metallic gold.

FIGURE 5.3: (a) Gold in 2019 as a percentage of total demand: 4388 tonnes.
Sources: ICE Benchmark Administration, Metals Focus, Refinitiv GFMS, World
Gold Council. Data harvested December 2020. (b) World gold production 1840-

2005. Taken from [340] with permission from Elsevier.

The increasing value of gold in the markets, combined with sustained value for use in jew-

ellery and a growing use in consumer electronics, has caused a significant increase in gold

demand and gold production (Figure 5.3b). Gold is a finite and non-renewable resource and

long-term gold production trends include declining ore grades, resulting in increasing solid

wastes (tailings, waste rock) and, environmentally damaging, open cut mining. Recovery of

gold from mining tailings is performed industrially using the leaching process. A leaching

agent is used to form a soluble gold complex which is subsequently recovered. Cyanides and

thiocyanides have traditionally been used as the leaching agent, since the formed gold cyanide

complex ([Au(CN)2]– ) is relatively stable, effective for gold dissolution and is low cost [334].

However cyanidation, whilst effective, is controversial due to the repeated accidental release

of potentially toxic elements, as well as toxic cyanide waste into the environment [341, 342].

Alternative approaches and leaching agents have been widely researched. There are now a

large number of technological approaches for the recovery of gold from secondary sources

[342, 343]. These include pyrolysis of ground electronic waste, hydro-technologies, biological

recovery using hyper-accumulating species and a wide variety of novel non-cyanide leaching

agents. Alternative leaching agents include thiourea, thiosulphate and halides, which all form

stable gold complexes in aqueous solution [344]. The use of halide species for recovery of gold

is re-emerging as an alternative to cyanide for the leaching of gold from ore. Furthermore,
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the recovery of gold from the leachate is typically performed using (steam) activated pyrol-

ysis carbons through the carbon in pulp (CIP) and carbon in leachate (CIL) processes [345].

Therefore, understanding the mechanisms governing the reduction of [AuICl2]– complexes

onto pyrolysis carbon is extremely relevant for future gold recovery techniques.

5.1.4 Halide Leaching and Pyrolysis Carbon Recovery

Halide Leaching

Hydrochloric acid and/or Aqua Regia are common in both industrial gold recovery from mine

tailings, but also in the artisinal recovery of gold from electronic wastes. The use of HCl for

recovery offers an economic fast reaction rate, which is not common for other approaches

such as biological recovery or leaching using thiourea or thiosulphate [343]. In chloride gold

leaching, gold may form aqueous monovalent cyanide [AuI(CN)2]– and chloride [AuICl2]–

complexes as well as trivalent complexes (e.g. [AuIIICl4]– ). EXAFS studies on gold chloride

have shown that the stable aqueous state of gold chloride various with pH [346]. At pH 6,

aqueous gold chloride remains in its AuIII state as the planar [AuIIICl4]– anion, but above pH

6 AuIII may also coordinate with oxygen species to form mixed Cl, O square-planar complexes

(e.g. [AuIII(O, Cl)x]) [346, 347]. Gold chloride leaching is economical and widely practised,

but is also more difficult to apply than cyanide leaching. This difficulty is due to corrosion

of ducting by the acidic halide species and hazards resulting from the potential production

of toxic chlorine gas. However, recent work has show that chloride gold leaching could be

combined with ozone (O3) or hypochlorite to reduce the concentration of required HCl making

the process potentially less hazardous [348, 349].

Recovery of Gold from Leachate

Non-Carbon Methods Recovery after lixiviation may be achieved via several processes, such

as: cementation, solvent extraction and through ion-exchange resins or biosorpents. Cemen-

tation, commonly known as the "Merille-Crowe process" involves adding powdered Zn to the

leachate solution, reducing gold to Au0 and forming [Zn(CN)4]2 – ions. Cementation was

widely used prior to the 1980s, however the use of activated carbon became more widespread

due to its lower cost and faster recovery times [334]. Another option is solvent extraction.
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Solvent extraction is not widely practised, however organophosphorous species (e.g. tetra-

butylphosphorous) may be used to compete with gold cyanide and gold chloride complexes,

freeing the gold as Au0 . Recent studies into the use of solvent extraction for recovery of gold

from chloride solutions have shown the technique to be highly effective for gold recovery, and

also highly selective at low concentrations [350, 351]. Similarly ion-exchange resins, which

typically use organosulphur type resins are highly selective for gold recovery from leachate.

Recovery occurs via the formation of intermediate AuI -SH complexes. While the use of tradi-

tional sorbents and ion-exchange resins is effective due to the ease of reduction of AuIII to Au0

, there are concerns regarding the leaching of toxic organic and organo-sulphur species from

ion-exchange resins, as well as the sustainability and effectiveness of such sorbents [342]. Bio-

sorption and phyto-recovery are also potential, low-yield alternatives to hydrometallurgical

processes. X-ray absorption spectroscopy (XAS) was used to determine that AuIII was reduced

to form metallic gold colloids on Alfalfa biomass, which varied in size depending on the pH

of the initial solution [352]. Other studies on the adsorption of AuIII onto biomass include

egg-shells, collagen and chitosan [353].

Recovery using Pyrolysis Carbons Due to their low-cost and effectiveness, lignocellulosic

derived pyrolysis carbons have emerged as the primary sorbent for gold (and other precious

metals) from leachate solutions. However, the nature of the species adsorbed on the carbon

surface has proved difficult to resolve [38]. The [AuIIICl4]– anion is readily reduced to Au0 on

the surface of pyrolysis carbons, forming large grains of metallic gold on the outer surface of

pyrolysis carbon. Studies have reported on sorption capacities [336, 338, 354, 355] and kinetics

[335, 356] of pyrolysis carbon in dilute gold chloride systems under different chemical condi-

tions, temperatures and pHs. These studies have shown that the adsorption of gold chloride

onto pyrolysis carbon follows a first order rate and is highly dependent on the mass-transfer of

the aqueous leachate into the carbon pore matrix [338]. However the mechanisms governing

the adsorption of AuIII onto pyrolysis carbon are not well understood. Studies from the 1980s

and 1990s focussed on cation exchange, resulting in stable [AuIIICl4]– complexes of Ca, Mg

or K on the surface of the carbons. McDougall and Hancock emphasised that the reduction of

gold chloride ([AuIIICl4]– ) onto activated pyrolysis carbon was simply due to the high electron

donating capacities of activated carbons in comparison with the relatively low redox potential
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of [AuIIICl4]– (+0.8 V to 1.2 V against a saturated calomel/graphite electrode) [357]. The au-

thors of the study do not suggest any species likely to cause this reduction, but the electron

donating capacities of other non-activated carbons have been shown to be remarkably high

and often underestimated in the past [330]. Surface carbon species responsible for electron

donation in lignocellulose derived pyrolysis carbons are understood to be primarily quinone

species or polyaromatic condensed carbon species. Some indirect evidence for these species

playing a role during AuIII chloride reduction onto activated carbon was presented using XPS

[338]. However, beyond this, no experimental evidence for the reduction mechanisms govern-

ing gold chloride reduction onto carbons are known.

5.2 Aim

In this study, wet chemical batch sorption experiments have been integrated with a multi-

length scale microscopy and spectroscopic approach to elucidate the recovery mechanisms of

gold by a woody biomass-derived pyrolysis carbon. Gold uptake experiments followed by

transmission electron microscopy (TEM), X-ray absorption near edge spectroscopy (XANES)

at the Fe, S, and Au ionisation edges and extended X-ray absorption fine structure (EXAFS)

measurements at the Au L3-edge have been used to highlight the formation mechanism and

size distribution of nanoparticulate gold recovered by the pyrolysis carbon. X-ray microto-

mography (XµT ) illustrates that agglomerations of gold nanoparticles form micrometre-scale

Au0 particles at the outer surface of the pyrolysis carbon. High resolution scanning trans-

mission electron microscopy (HR-STEM) with dual electron energy loss spectroscopy (EELS)

highlights the role of naturally occurring, redox-active iron species within the pyrolysis carbon

in promoting formation of nanoparticulate gold. EXAFS analysis of the reduced gold atom co-

ordination number suggests that nanoparticulate gold, forms directly on the pyrolysis carbon

matrix, and only dominates at an initial aqueous gold loading above 100 ppm (13 mg g−1).

These insights into the reaction mechanisms occurring in the recovery of gold by pyrolysis

carbon should lead to an optimised recovery pathway, possibly resulting in more environmen-

tally and economically sustainable processes.
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5.3 Experimental Techniques

5.3.1 Batch Uptake Experiments

150 mg of Pyro-Oak-650 (see Section 4.3.2) was suspended in a pH 6 acetic acid buffer solution

in polypropylene centrifuge tubes. The buffer-pyrolysis carbon suspension was left to equilib-

riate for 1 hour before being brought to a final pH of 6.0± 0.4 (2 SD, n=30) using small volumes

of 1 M sodium hydroxide and acetic acid in order to correct for basic inorganic surface func-

tional groups present on the pyrolysis carbon. The correction of surface pH is conventional for

pyrolysis carbon uptake experiments [358]. Blank samples containing only the buffered gold

solution (described below) across the measured concentration range, were prepared according

to the same protocol. The acetic acid buffer was found to maintain the model AuIII chloride

standard in solution at pH 6 at all concentrations. As discussed, at pH 6, aqueous gold chlo-

ride remains in its AuIII state as the planar [AuIIICl4]– anion [346]. Uptake experiments were

carried out in triplicate, with acid-washed glassware (2 %v/v HNO3) using ultrapure water

(> 18 MΩ cm). After the pyrolysis carbon suspension had stabilised at pH 6, the volume was

made up to 20 mL (solid-to-solution ratio: 7.5 g L−1) and brought to the desired Au concentra-

tion (10 – 1000 ppm) using a 10,000 ppm gold chloride stock solution (Alfa Aesar). Uptake was

performed on a lateral shaker at 150 rpm for 6 hours, with regular pH checks at thirty-minute

intervals during the first 3 h. No significant changes in pH were observed during uptake. Af-

ter equilibration, samples were centrifuged for 15 min at 3000 g. The supernatant was filtered

through a 0.2 µm cellulose acetate syringe filter, then acidified with 2 %v/v HNO3 for anal-

ysis. The solid phase retained in the vials after centrifugation was washed twice with 10 mL

of ultrapure water, then dried overnight at 40 °C. AuIII uptake was determined by difference

using a flame atomic absorption spectrophotometer (AAS). Standard additions of both the su-

pernatant samples and reagent blanks were performed using an external standard (1000 ppm

Au, Alfa Aesar). Further information regarding the batch uptake experiment, and issues with

gold reduction in a Good’s buffer can be found in Appendix C.

5.3.2 Inorganic Analysis

The concentrations of certain inorganic constituents (Al, Fe, Mg, Mn) in the starting biomass

were determined by flame AAS. Dry oak biomass used for the preparation of Pyro-Oak-650
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was cryogenically milled (Retsch, UK), then digested in 10 ml 70%, trace metal grade HNO3

(Fisher Scientific, UK) using a microwave digestor. The resulting aliquot was diluted gravimet-

rically using ultrapure water to a total volume of 50 ml. The flame AA spectrometer (Varian FS-

240) was fitted with a semi-automatic sample dilution system (SIPS-20, Varian). The AAS was

calibrated using ICP-MS standard solutions (Alfa Aesar) to element-specific calibration ranges

(Mn: 0-5 ppm, Fe: 0-15 ppm, Mg: 0-20 ppm, Al: 0-200 ppm). Measurements were performed

in triplicate using an air/acetylene flame, except for Al, where a nitrous oxide/acetylene flame

was used to reduce possible matrix effects.

5.3.3 Electron Imaging and Spectroscopy

Samples for TEM were prepared by dispersing the pyrolysis carbon in ethanol via sonication,

before drop casting onto amorphous carbon holey support films on copper grids (Agar, UK)

and mounting onto a double-tilt analytical TEM holder (FEI, UK). HAADF and EDX measure-

ments were performed using an FEI Titan3 Themis G2 scanning transmission electron micro-

scope (S/TEM) operating at 300 kV with an FEI Super-X energy dispersive X-ray EDX system.

The same microscope was also fitted with a monochromator (∆E ~0.4 eV) and a Gatan Quan-

tum 965 ER energy filter to collect dual EEL spectroscopy measurements at the Fe L3,2 edges

and zero loss (elastic) peak. Dual EEL spectroscopy allows for simultaneous collection of core

and elastic electron loss spectra for absolute energy-loss calibration.

STEM-EDX mapping was performed on a small isolated region adjacent to a gold nanoparti-

cle. On a pixel basis, the signal to noise ratio for STEM-EDX data is not sufficient to produce

an accurate EDX spectrum with sufficient statistical confidence. Therefore, pixel-wise data

were rebinned by a factor of four, reducing spectral resolution from 5 eV to 20 eV. Principal

component analysis was performed to de-noise the EDX spectrum. Hyperspy, a python-based

software for hyperspectral data analysis was used to perform the principal component anal-

ysis through the built-in “decomposition” method [359]. Principal component analysis finds

linear combinations of components in the raw data which best match the co-variance matrix.

Using the de-noised EDX spectrum, peak intensity values were extracted.
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5.3.4 X-ray Absorption Spectroscopy

APS - 10-BM Gold L3-edge EXAFS was acquired at sector 10 of the Advanced Photon Source

(APS) using an ion-chamber in standard transmission geometry. Samples of Pyro-Oak-650

after the batch uptake experiments were prepared by mounting cryogenically-milled powder

(sieved through 100 µm) in a slotted, thin Teflon holder sealed with kapton film. Rejection of

higher-order beam harmonics was performed by de-tuning the cryogenically-cooled, Si(111)

monochromator by 50%. No harmonic rejection mirror is available at 10-BM [360]. Energy

calibration was performed using a standard gold foil in the reference position of the standard

transmission geometry. Four scans were averaged in order to produce the presented data.

APS - 20-BM Iron K-edge XANES were acquired at beamline 20-BM using an ion-chamber in

standard transmission geometry. 20-BM utilises a cryogenically cooled Si (111) double-crystal

monochromator and a toroidal focusing mirror, which was used to reject higher-order har-

monics of the desired energy. Transmission mode spectra were collected using the standard

geometry, with a metallic iron foil collected simultaneously as a reference. Samples were pre-

pared as cryogenically milled powder (passed 100 µm sieve) spread thinly onto Kapton tape.

Three scans were averaged in order to produce the presented data. XANES data were treated

using the XAS-viewer application as part of Larch (v0.9.46) [361]. Pre-edge subtraction and

unit normalisation was performed using the MBACK function [362]. Energy calibration was

performed against the first maximum of the derivative spectrum of an iron foil standard.

APS - 13-IDE Sulphur K-edge XANES spectra for Pyro-Oak-650 were acquired at beamline

13-ID-E using an energy-dispersive Vortex ME4 silicon drift diode array detector in fluores-

cence mode. Samples of Pyro-Oak-650 were prepared by mounting powder onto sulphur-free

tape. Harmonic rejection was performed by using a Si mirror. XANES measurements were

performed in a He atmosphere bag. Five scans were averaged to produce the presented spec-

tra. Commercially synthesised sulphur compounds (cysteic acid, pyrite and cysteine) were

used as reference standards. XANES data were treated using the XAS-viewer application as

part of Larch (v0.9.46). Pre-edge subtraction and unit normalisation was performed using the

MBACK function [362]. Energy calibration was performed by setting the maximum of the

white line of the spectrum for a sulphate tape to 2480 eV.
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5.4 Reduction of AuIII and Microscopic Distribution of Au0

5.4.1 Uptake Isotherm

An uptake isotherm was collected at pH 6 in order to determine the uptake capacity of Pyro-

Oak-650 for aqueous AuIII chloride (Figure 5.4). The concentration of Au0 in the pyrolysis

carbon phase increased directly with the initial aqueous gold concentration. Fitting these data

using a Langmuir function suggested that the maximum projected uptake of the char was

391± 25 mg g−1. This result and the Langmuir fitting approach used is similar to those of

other pyrolysis carbon kinetics studies with AuIII [354]. Further details regarding the uptake

experiment and subsequent Langmuir fit may be found in Appendix C.

FIGURE 5.4: Adsorption isotherm for [AuIIICl4]– adsorption onto Pyro-Oak-650 at pH 6.

5.4.2 Identification and Distribution of nAu

As previously discussed, the reduction of AuIII chloride to metallic gold onto pyrolysis car-

bon has been well established, despite no complete understanding of the reduction mecha-

nism [335, 357]. TEM imaging and electron diffraction demonstrate the complete reduction

of aqueous AuIII to nanoparticulate Au0 (nAu) at all initial gold concentrations (Figure 5.5).
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The formed nanoparticulate, colloidal gold (nAu) was polycrystalline, with the characteristic

lattice spacing for Au {1 1 1} (0.235 nm) being observed. The sizes of observed nAu varied

between sub-10 nm to micrometre sized metallic gold.

FIGURE 5.5: (a) Bright field TEM image of a Pyro-Oak-650 particle with formed nAu both internally and
externally. (b) Zoomed bright field TEM image of image (a) showing faceted Au0 colloids. (c) SAED
pattern which is indexed as metallic gold. (d) High-resolution image of the gold lattice with a fringe

spacing of 0.24 nm - identified as the gold {1 1 1} spacing (0.235 nm).

The large variation in size of reduced Au0 was apparent from TEM imaging. TEM studies

are not well suited for measuring large clusters of heterogeneous inorganic materials. Further-

more, the preparation of the sample for TEM imaging disturbed the original microstructure of

Pyro-Oak-650. Pyrolysis carbon microstructure is well-known to affect the diffusive transport,
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and hence adsorption pathways, of aqueous species [248, 363]. However, the distribution of

the adsorbate is rarely discussed. Therefore XµT was used here to non-destructively observe

the location and distribution of Au0 at the micrometre-scale. Synchrotron X-ray microtomog-

raphy has been applied to pyrolysis carbons, and is well-suited for measuring a wide range

of macroporous structure, which is challenging to interpret using other techniques (e.g. 2-D

electron microscopy, SEM, BET) [229, 364]. Figure 5.6a shows a reconstructed slice from an in-

tact sample of Pyro-Oak-650 after gold uptake at an initial aqueous gold concentration of 1000

ppm (133 mg g−1).

FIGURE 5.6: X-ray micro-tomogram of Pyro-Oak-650 after gold uptake at 1000
ppm. (a) is an absorption contrast tomogram collected at an energy above the
Au L2-edge at 19 keV and (b) the same tomogram slice after subtraction of a
tomogram collected at an energy below the L2-edge and digitally modified for

enhanced contrast.

In order to investigate the distribution of the reduced Au0 species, chemical contrast was given

to gold by subtraction of tomograms collected 40 eV above and below the L2-edge. By subtrac-

tion of the tomograms collected above and below the L2-edge, chemical contrast is given to

areas containing gold. This method of difference micro-tomography has been discussed and

performed elsewhere [365]. The result of this subtraction is shown in Figure 5.6b after contrast

enhancement. Whilst gold clusters are clearly visible in the image without contrast enhance-

ment, Figure 5.6b has been digitally altered to enhance bright spots (white) on the printed

page. As in the non-chemical absorption-contrast image Au0 particles, several micrometres
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in size, primarily form at the outer surface of the pyrolysis carbon. However, with added

chemical contrast, much smaller gold particles, such as those observed in Figure 5.5b, are seen

deeper within the pyrolysis carbon matrix with sizes on the order of the pixel resolution of

the detector (0.325 µm). The concomitant reduction in average size of gold particles with re-

spect to the distance from the outer surface of the pyrolysis carbon is likely due to interpore

diffusion of aqueous gold into the pyrolysis carbon matrix. Several studies have highlighted

the importance of physical structure in the reduction of aqueous metals onto pyrolysis carbon

[312, 366]. Knowledge of the underlying mechanisms of fluid-flow through the pyrolysis car-

bon matrix is nascent, but recent studies suggest that fluid-flow through macropores is crucial

for the transport of aqueous reactants to active-sites [367]. This suggests that the size of the

formed gold particles is dependent on how the aqueous AuIII solution diffuses deeper into the

pyrolysis carbon matrix, where further redox sites would be available after redox sites on the

surface are spent.

5.5 Potential Reduction Pathways

5.5.1 Condensed Aromatic Species

As discussed in Section 5.1.2, surface carbon oxides and condensed aromatic species within

pyrolysis carbon offer a significant source of EDC [329]. As shown in Chapter 4, Pyro-Oak-

650 does not contain a significant proportion of bulk oxygenated functionality. In turn, this

makes the likelihood of carboxyl or phenolic groups acting as significant sources of EDC quite

low. The low concentrations of oxygenated surface functionalities are also demonstrated in

the surface NEXAFS spectra for Pyro-Oak-650 in comparison to Pyro-Oak-450 (Figure 4.9).

However, Pyro-Oak-650 is highly aromatic and the C K-edge XRSS demonstrates significant

aromtic ordering and the presence of condensed aromatic phases (Section 4.8). It is likely that

polyaromatic species and quinone-like functionalities within Pyro-Oak-650 play a significant

role during the direct reduction of aqueous gold onto a pyrolysis carbon surface. In a similar

study by Wojnicki et.al., it was suggested that phenolic species are primarily responsible for the

reduction of aqueous AuIII via a coupled redox transformation with phenolic electron donat-

ing species [338]. However, direct experimental evidence for such redox interactions within

pyrolysis carbon have not yet been reported.
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5.5.2 Sulphur Species

Heteroatomic functionalities provide pathways for both complexation and redox in pyrolysis

carbon [146]. Of the heteroatomic species present in pyrolysis carbon, nitrogen and sulphur

species appear to be the most active [368]. Pyrolysis carbons modified through chemical ad-

dition of sulphur species are commonly reported as having high electron donating capacities,

and have been shown to reduce potentially toxic elements (e.g. Cd) to less-toxic sulphides

[369]. However, pyrolysis carbon sulphur chemistry has been only sparingly investigated de-

spite its important role in active redox functionality. A study on pyrolysis carbon sulphur

speciation by Cheah et.al. found the presence of both sulfhydryl and sulphate groups present

within pyrolysis carbon derived from Oak wood and corn stover [370].

FIGURE 5.7: Sulphur K-edge XANES spectra of Pyro-Oak-650 with chemical
state reference standards
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Figure 5.7 shows the S K-edge XANES for Pyro-Oak-650. Principal component analysis demon-

strates that Pyro-Oak-650 is primarily composed of reduced sulfhydryl functionality, with only

a limited contribution from sulphate groups (< 10%). The lower concentration of sulphate

groups in Pyro-Oak-650, when compared to the aforementioned study by Cheah et.al., may be

due to the formation of sulphates by ingress of oxygen during pyrolysis, or by slow oxida-

tion of reduced sulphur groups in the pyrolysis carbon. Regardless, the significant presence

of sulfhydryl groups in Pyro-Oak-650 offers an intermediate reduction pathway for the for-

mation of nanoparticulate Au0 via an initial AuI – S reduction step. The reduction of aqueous

AuIII – Cl to AuI – S has been observed for algal biomass, where sulfhydryl sites were found

to be the principal reduction pathway [371]. In this case, Au L3-edge EXAFS of Pyro-Oak-650

post-uptake (discussed later in Section 5.7) provides no evidence for AuI – S species; instead

AuIII was completely reduced to Au0 .

5.5.3 Iron Oxides

Transition metals and their oxides have been shown to act as highly effective redox agents

within pyrolysis carbon. Increasing the concentration of iron oxides within pyrolysis carbon

by chemical impregnation has been shown to dramatically increase the ability of pyrolysis

carbon to recover emerging contaminants, as well as provide magnetic properties for more

straightforward recovery [60, 286, 310]. Furthermore, recent work has shown that chemical im-

pregnation using iron precursors may yield significant improvements in pyrolysis gas yields

and gas energy content, lowering the potential energy costs of scaled-up production [372].

Many lignocellulosic feedstocks are naturally high in micronutrients, including iron, without

the need for doping or further modification. In these feedstocks, transition metal oxides are

formed from naturally occurring iron within the biomass feedstock [301]. During pyrolysis,

naturally occurring iron is likely reduced to magnetite, as observed for Fe-modified pyrolysis

carbons [372]. The ratio of FeII:FeIII in the formed magnetite, has been found to have a direct

effect on the rate and extent of reduction of other aqueous metal species (e.g. HgII) onto pyrol-

ysis carbon sorbents [373]. Here, flame AAS was performed to determine the concentrations of

iron, as well as some other relevant oxide-forming metals in the oak biomass used to produce

Pyro-Oak-650.
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TABLE 5.1: Major Inorganics present within Oak Wood as determined by flame AAS. Estimated con-
centration of inorganic concentration in Pyro-Oak-650 by percentage yield.

Element Conc. in Biomass (mg kg−1) Conc. in Pyro-Oak-650 (mg kg−1)
Aluminium (Al) 11± 3 40± 12

Iron (Fe) 40± 1 156± 5
Magnesium (Mg) 480± 15 1880± 62
Manganese (Mn) 19± 1 75± 3

Inorganic content for Al, Fe, Mg and Mn in the raw biomass are shown in Table 5.1, which also

shows approximate concentrations of (Al, Fe, Mg, Mn) in Pyro-Oak-650. Since total digestion

of the sample was not possible in HNO3, the concentrations for Pyro-Oak-650 were calculated

from the pyrolysis percentage yield (Table 4.2). This analysis is considered to be valid since

none of the selected inorganic constituents are known to volatilise at or below 650 °C. The

concentration of iron in Pyro-Oak-650 was found to be 156± 5 mg kg−1.

FIGURE 5.8: Iron K-edge XANES spectra of Pyro-Oak-650 with chemical state
reference standards.
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Fe K-edge XANES of Pyro-Oak-650 was performed to assess the chemical state of the iron

within Pyro-Oak-650 before gold adsorption (Figure 5.8). The result is consistent with a mixed

magnetite-like FeII:FeIII valence state. Linear combination fitting of Pyro-Oak-650 Fe K-edge

XANES against FeII and FeIII standards (FeIICl2 and Lepidocrocite respectively), gave a ratio

of 14% FeII and 86% FeIII, similar to that reported in Ref. [372]. These results support the

idea that Fe exists in a solid solution between magnetite Fe3O4 (FeII:FeIII = 0.5) and maghemite

γ-Fe2O3, which each have an inverse spinel structure. The complex chemistry of iron in envi-

ronmental samples makes a positive identification of magnetite challenging. However, as will

be discussed in Section 5.6, the identification of single crystalline lattice of iron oxide, in con-

junction with the evidence presented here, makes magnetite the most likely phase of iron oxide

present in Pyro-Oak-650 before gold uptake. The potential for the iron content of Pyro-Oak-

650 to be involved in the reduction of aqueous gold to nanoparticulate gold onto the pyrolysis

carbon was further investigated using analytical electron microscopy (Section 5.6).
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5.6 Role of Mixed Valence Iron Oxide in Aqueous gold Reduction

5.6.1 Co-location of Iron Oxide and Au0

Fe K – edge XANES was conducted post-uptake, but did not show any significant change in

bulk iron speciation or valence when compared to the spectra for pre-uptake Pyro-Oak-650,

and is therefore not shown. However, STEM imaging showed a lower atomic contrast thin

film formed around nAu in Pyro-Oak-650 after uptake (Figure 5.9a).

FIGURE 5.9: (a) HAADF-STEM image of nAu in post-uptake Pyro-Oak-650 with
a crystalline thin film (highlighted red-dashed) around the nanoparticle edge.
(b) STEM-EDX spectrum shows the presence of Fe and O within the highlighted

region. Corresponding STEM-EDX maps at the (c) Au Mβ (d) Fe Kα.

STEM mode, high-angle annular dark field (HAADF) imaging shows an isolated, lower atomic

mass contrast, crystalline film around a gold nanoparticle within the Pyro-Oak-650 carbon

matrix after gold uptake at 500 ppm (67 mg g−1). STEM EDX was collected for an isolated

region of the crystalline film (Figure 5.9b). The spectrum shows the presence of gold from the
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nanoparticle surface, as well as both iron and oxygen (the Cu peak is due to the copper support

grid). The corresponding EDX maps for gold and iron (Figure 5.9c & Figure 5.9d respectively)

clearly show that the isolated region is an iron rich lattice and is most likely some form of iron

oxide. An attempt to index the lattice of the isolated crystalline iron-containing phase to a

specific iron oxide was made (Figure 5.10).

FIGURE 5.10: (a) HRTEM image of iron oxide film surrounding nAu (b) Fast
Fourier transform of highlighted region. (c) lattice spots from (b), with their

corresponding spacings shown in the table below.

The isolated iron oxide region identified by HAADF-STEM (Figure 5.9a), can be seen as a

crystal in the HR-TEM image in Figure 5.10a. A fast Fourier transform (FFT) was performed

on the lattice image region highlighted in red. The power spectrum produced from the FFT

is shown in Figure 5.10b. By indexing the power spectrum, it is possible to identify lattice

planes and zone axes of nanoparticles. Further details on indexing electron diffraction patterns

are available [374]. Using the Gatan Microscopy Suite software, a line intensity profile of the

individual spots identified by FFT were used to measure the spot spacings; these are shown

in the inset table within Figure 5.10. Using the results of the EDX, which identify this particle

as an iron oxide, several likely iron oxide lattices were compared to the FFT spot spacings
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(i.e. Wustite, Magnetite, Ferrihydrite). Unfortunately, no exact solutions to the spacing and

orientation of the spots were found. It is possible that the iron oxide here displays some form

of defect ordering, resulting in a misleading diffraction image. A disordered iron oxide lattice

is supported by the FFT, which shows significant ‘blurring’ of the lattice spots. Several papers

have reported faulting and highly disordered iron oxides using electron microscopy [375–377].

It is also possible that due to the very thin crystal, forbidden diffraction spots may become

visible due to a lack of destructive interference. Interestingly Alam et.al. report the formation of

a disordered iron oxide phase after the reduction of CrVI onto a magnetite modified pyrolysis

carbon. However, the authors were unable to identify the crystalline phase to either magnetite

or maghemite using a combination of electron microscopy and mossbauer techniques [378]. It

is possible the imaged isolated crystalline phase of iron oxide co-located with the reduced Au0

may be evidence of such a disordered phase.

5.6.2 Role of Surface Iron Oxide Species in Au Reduction

The presence of both Fe and O in the EDX, combined with the bulk Fe K-edge XANES mea-

surements, provides strong evidence that the crystalline film around the gold nanoparticle

is some form of magnetite-like iron oxide. Having established the presence of iron oxides

at the surface of the pyrolysis carbon, it was presumed likely that iron oxide was one sig-

nificant mechanism for the reduction of AuIII onto pyrolysis carbon. It is also worth noting

that the iron species present within Pyro-Oak-650 were naturally occurring, rather than intro-

duced through a chemical modification stage. In order to investigate whether iron oxides in

Pyro-Oak-650 were a direct pathway for AuIII reduction, STEM dual-EELS measurements were

performed on Pyro-Oak-650 post uptake. EEL spectroscopy allows for spatially-resolved core

electron spectra to monitor changes in chemical speciation. Dual EEL spectroscopy provides

higher energy resolution than traditional EEL. This is achieved through absolute energy align-

ment by subtracting the elastic energy (∆E ∼ 0) peak of the scattered electrons produced by

a monochromated electron source [379]. Using dual-EEL spectroscopy, it is possible to resolve

two sub-peaks within the acquired Fe L3-edge EEL spectra: one centred at 709.0 eV and the

other at 710.8 eV). The Fe L2-edge is centred around 721 eV. Resolving the two subpeaks in the

Fe L3-edge spectra allows one to monitor the ratio between FeII and FeIII for a nanometre-scale

region of interest [380].
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FIGURE 5.11: Spatially-resolved Fe L3,2-edge EEL spectra for iron oxide nanopar-
ticles adjacent to (maroon circles) and distant from (purple circles) nAu within
Pyro-Oak-650 post-uptake. EEL spectra for FeII and FeIII standards are also

shown.

Dual EELS was applied here to monitor the valence of nanoparticulate iron oxide adjacent to an

Au0 nanoparticle on the Pyro-Oak-650 surface. Dual EEL spectra (Figure 5.11a) were collected

for isolated iron oxide nanoparticles within the pyrolysis carbon matrix at locations adjacent

to, and distant from a cluster of gold nanoparticles (Figure 5.11b). The FeII and FeIII edges from

monovalent mineral reference spectra are located at 709.0 eV and 710.8 eV respectively. Least-

squares fitting of the Fe L3 and Fe L2 edges by linear combination of the FeII and FeIII reference

spectra (Hedenbergite and Hematite respectively) was performed. The fit shows that the iron

oxide nanoparticle adjacent to the reduced Au0 nanoparticle was more oxidised than the distant

iron oxide nanoparticle (Table 5.2).
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TABLE 5.2: FeII/III ratio generated by linear combination fitting of EELS Fe L3,2-
edge data for iron oxide nanoparticles adjacent to and distant from a Au0

nanoparticle within the pyrolysis carbon matrix (Figure 5.11).

Position Hedenbergite Std. (FeII) Hematite Std. (FeIII)
Adjacent 44% 52%
Distant 67% 38%

Collectively, the co-location of mixed Fe oxides with the gold nanoparticle shown in Fig-

ure 5.11, and the FeIII-rich nanoparticles adjacent to Au0 provide strong evidence for the role

of mixed iron oxides in the reduction of aqueous AuIII onto the surface of Pyro-Oak-650. Other

inorganic species, especially other transition metal oxides, are likely present within the pyrol-

ysis carbon matrix. Flame AAS measurements carried out on a sample of the initial woody

feedstock for Pyro-Oak-650 show trace quantities of several transition metals as well as iron

(Table 5.1). It is possible that naturally occurring oxides of these metals are formed during

pyrolysis. However, no evidence for this was observed.
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5.7 Size Distribution of Nanoparticulate Gold within Pyro-Oak-650

Figure 5.12 shows SEM back-scattered electron imaging and X-ray microtomography of Pyro-

Oak-650 post-uptake at 1000 ppm initial Au loading. Both imaging modalities clearly show

the formation of larger clusters (500 nm to 1000 nm) of reduced metallic gold on the carbon

surface. At the same time, TEM imaging has identified the presence of reduced nanoparticu-

late gold within the pyrolysis carbon matrix. As discussed in Section 5.4.2, X-ray tomography

shows that nanoparticulate gold forms further within the carbon matrix, whilst larger clusters

are predominantly present at the surface only. It seems likely that the reduction of AuIII oc-

curs primarily at the carbon surface, before diffusing into the highly porous carbon network.

Understanding the formation and growth of nanoparticulate gold within Pyro-Oak-650 as a

function of initial AuIII concentration is important for identifying possible reduction mecha-

nisms and designing effective gold recovery strategies. For example, finding the concentration

at which the average gold cluster size is largest may allow for more effective recovery of gold

chloride. Understanding the relative changes in gold nanoparticle size may also help identify

the pathways by which gold, and other aqueous inorganics, are reduced onto the surface.

FIGURE 5.12: (a) FEG-SEM back-scattered electron image of Pyro-Oak-650 after 1000ppm gold uptake.
The same sample was reconstructed using XµT which is shown from two angles in (b) and (c). (d)

FEG-SEM image of the carbon surface of the same sample, showing small gold clusters.
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5.7.1 EXAFS Fitting

EXAFS is a powerful tool for measuring coordination numbers, bond lengths and structural

disorder in nanoparticles [381]. By using the known face centred cubic structure of metallic

gold, it is possible to model changes in the coordination number (i.e. the number of adjacent

gold atoms) within a sample. Lower coordination numbers are directly correlated with re-

duced nanoparticle sizes since, on average, every gold atom has fewer nearest neighbours. In

this way, changes in average coordination number can be measured using EXAFS to estimate

average nanoparticle size [381–383].

EXAFS fitting was initially performed by finding the amplitude reduction factor (S2
0 ) for a

reference gold foil by fixing the coordination number to 12 - the coordination number of the

gold atoms in the face-centred cubic (FCC) lattice. Throughout the fitting the input parameter

determining the maximum frequency of the background,Rbkg, was set to 1.5 Å. The data range

used for Fourier transforming the EXAFS χ(k) data was 2.5 Å
−1

to 10 Å
−1

. A Hanning window

with a δk value of 2.0 Å
−1

was used for each fit. Fitting of each dataset was performed with a

k weighting of 2 over the first coordination shell (1.5 Å to 3.6 Å).

TABLE 5.3: Results of EXAFS fitting for gold foil reference standard.

Sample Coordination
Number, N

Amplitude Reduction
Factor S2

0

Radial Dis-
tance, R (Å) σ2 (Å

2
) ∆E0 (eV)

Gold Foil 12 (fixed) 0.96± 0.07 2.85± 0.04 8.3± 0.5 2.2± 0.2

The fit of the gold foil standard was used to calibrate the amplitude reduction factor S2
0 . The

absorption energy shift ∆E0, mean-squared relative displacement σ2 and average interatomic

distance (R) were also calibrated for fitting the experimental data. The results of fitting the gold

foil are shown in Table 5.3. As expected, R was found to be 2.85± 0.05 Å - the average inter-

atomic spacing in the gold lattice. The amplitude reduction factor was found to be 0.96±0.06.

The values shown in Table 5.3 were used for subsequent fitting of the experimental data.

TABLE 5.4: Results of EXAFS fitting for Pyro-Oak-650 after gold uptake.

Initial AuCl3 Conc. (ppm) Coordination
Number (N)

50 11.52± 0.23
100 11.87± 0.24
200 11.61± 0.28
500 10.20± 0.32
1000 9.71± 0.36
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FIGURE 5.13: Au L3-edge data and fits for: (a) the magnitude and (b) the real part of the Fourier Trans-
form of the EXAFS data for the gold foil and Pyro-Oak-650 after batch gold absorption experiments at
50 ppm, 100 ppm, 200 ppm, 500 ppm and 1000 ppm. Dotted vertical lines represent the fitting region.

EXAFS fitting of the gold nanoparticles formed on the pyrolysis carbon post-uptake was per-

formed simultaneously in order to reduce errors due to correlations within an individual fitting

approach. The energy shift, ∆E0, interatomic distance, R, and mean-square displacement, σ2,

between gold atoms in the nanoparticle were refined but constrained to be the same in all sam-

ples. This approach carries the implicit assumption that Au0 nanoparticles are formed within

each sample, and only the coordination number of the produced nanoparticulate gold varies

between the post-uptake pyrolysis carbon samples. This has been applied in several studies,

as it is well known that reductions in coordination number strongly correlate with a reduction

of average nanoparticle diameter [381, 382]. The fits for each sample are shown in Figure 5.13.
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Phase-uncorrected Fourier-transformed EXAFS for the absorption isotherm series between 50-

1000 ppm initial gold concentrations (6.5 mg g−1 to 130 mg g−1 gold:char ratio) are shown in

Figure 5.14a. Au L3-edge EXAFS confirms the complete reduction of aqueous AuIII to Au0

across all concentrations, with no evidence of AuI species present.

FIGURE 5.14: (a) Magnitude of Au L3 EXAFS for the range of initial gold concen-
trations. (b) Change in the average coordination number of Au0 nanoparticles

against initial concentration.

The results of the first coordination shell EXAFS fitting from Table 5.4 are plotted in Fig-

ure 5.14b against the initial gold chloride concentration. The average gold atom coordination

initially increases between 50 ppm and 100 ppm (6.5 mg g−1 to 13 mg g−1), before decreasing

from 12 at 100 ppm to 9.7 at 1000 ppm (130 mg g−1). The average coordination number of

nanoparticulate gold within the pyrolysis carbon after uptake at 1000 ppm is 9.7± 0.3. FEFF9,

a self-consistent real space multiple-scattering code, was used to calculate average nanopar-

ticle sizes for the observed Au0 coordination numbers by building gold lattices with set di-

ameters and subsequently calculating their corresponding EXAFS spectra [104]. Figure 5.14b

shows that above 100 ppm, the average gold coordination number is significantly lower. At 500

ppm (65 mg g−1) a coordination number of 10.2± 0.3 corresponds to an average gold nanopar-

ticle size of 3.0± 0.4 nm, whilst at 1000 ppm a coordination number of 9.7± 0.3 corresponds

to an average gold nanoparticle size of 2.4± 0.2 nm. At coordination numbers above 11, the

average nanoparticle size exceeds 5 nm. At this point, the accuracy nanoparticulate Au0 size
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calculation using EXAFS measurements becomes unreliable. TEM, which provides better es-

timate of particle size above 5 nm, has been used as a complementary technique to EXAFS for

determining the particle size distribution of nanoparticulate Au0 . TEM and FIB-SEM images

clearly show the formation of larger micrometre-sized Au0 (Figure 5.12), as well as 10 nm to

50 nm sized nanoparticles, at lower initial gold loading below 200 ppm (26 mg g−1). EXAFS co-

ordination numbers suggest largest Au0 particle size to occur around 100 ppm gold loading.

However, EXAFS coordination numbers between 50 – 200 ppm initial AuIII loadings are the

same within uncertainty, creating ambiguity for any significant differences in Au0 in nanopar-

ticle size. Above 200 ppm (26 mg g−1), the observed reduction in average nanoparticle size is

likely due to the formation of monoatomic or ultrafine gold nanoparticles. The dependence of

reduced zerovalent gold cluster size on initial aqueous loading may be due to two primary rea-

sons: (i) diffusion of gold chloride into the pyrolysis carbon pore matrix and (ii) the availability

of redox active sites.

5.8 Chapter Summary

This chapter highlights the role of naturally occurring iron oxides, formed during pyrolysis,

in the reduction of aqueous AuIII onto oak-derived pyrolysis carbon. Analytical S/TEM with

EEL spectroscopy and Fe K-edge XANES give evidence that mixed FeII/III oxides act as nucle-

ation sites for the reduction of aqueous AuIII to Au0 nanoparticles within the pyrolysis carbon

matrix. During the reduction process, a film of iron oxide was observed to form around the

gold nanoparticles between 10 nm to 50 nm in size. The average oxidation state of this iron

oxide thin film was higher in proximity to Au0 nanoparticles, thus providing direct evidence

for the role of mixed valence iron oxides in reduction of AuIII onto pyrolysis carbon. Such

naturally occurring, mixed valence iron oxides are likely to act as primary sites for aqueous

AuIII reduction. At higher AuIII concentrations, XµT shows the formation of micrometre-sized

Au0 particles at the surface of the pyrolysis carbon, as well as the extraordinary porosity of

Pyro-Oak-650. It is proposed that aqueous AuIII is initially reduced to Au0 nanoparticles by

primary sites, composed of heterogeneously distributed, highly redox-active species (e.g. iron

oxides). At the surface of the pyrolysis carbon, Au0 nanoparticles quickly grow to form the

large micrometre-sized Au0 particles observed using TEM and XµT . EXAFS suggests that the
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maximum average size of the Au0 particles in the pyrolysis carbon is reached between 100 –

200 ppm (13 mg g−1 to 26 mg g−1). Beyond these concentrations ‘primary sites’ become spent,

and other less potent redox-active sites, as well as sites physically located further within the

pyrolysis carbon pore structure, become active. These secondary sites are likely to include

quinonic and aromatic functionalities as well as other heteroatomic functionalities such as the

sulfhydryl groups embedded in the pyrolysis carbon, as observed using XANES. At very high

AuIII concentrations EXAFS highlights the reduction of average Au0 size, presumably due to

the formation of nanoparticles less than 5 nm in size at secondary sites within the pyrolysis

carbon matrix.

Understanding routes for the reduction of aqueous gold onto pyrolysis carbon has important

implications for the recovery of this precious metal from the environment. The use of py-

rolysis carbon for gold recovery offers a cost-effective and renewably sourced route. In the

future, pyrolysis carbon could be modified using magnetite, other oxides or zero-valent iron

for improved performance in gold recovery – a practice which has already proved successful

[301, 312, 321]. Reversible uptake and release of FeII onto magnetite using only modifications

in pH could also have an interesting application here for “re-charging” a magnetite-modified

pyrolysis carbon sorbent [384]. Furthermore, larger Au0 particles form at the outer surface

of the pyrolysis carbon matrix at concentrations in the range of 100 – 100 ppm (13 mg g−1 to

26 mg g−1). The mechanistic understanding presented here suggests that the aqueous gold

stream should be conducted at these concentrations since larger Au0 particles may be recov-

ered more economically.



Chapter 6

Summary & Future Directions

6.1 Summary

The underlying motivation for this project has been the need to reduce global dependence on

fossil fuels and develop sustainable materials for future technologies. This goal is fundamen-

tally driven by the need to address the effects of anthropogenic activity on the biosphere. We

are explicitly accountable for the environment we live in and the finite natural resources that

we exploit. Irresponsible, profit-led exploitation of Earth’s resources is unsustainable and will

result in irreversible non-linear changes to both our climate and the wider biosphere. It is

now clear that future development must be aligned with the compass of planetary and social

responsibility discussed in Chapter 1. A planetary boundaries model is currently being imple-

mented by relevant stakeholders to guide sustainable development whilst upholding human

rights obligations (Figure 1.1, Chapter 1).

This thesis has developed the current understanding of sustainable carbon production from

pyrolysis and hydrothermal carbonisation. Chapter 1 set out the background and goals of

this thesis, discussing the need to address the production of materials from finite resources by

building a sustainable bioeconomy. Both pyrolysis and hydrothermal carbonisation offer a sus-

tainable carbon product which can be integrated within the biorefinery for treatment of lower-

value biomass resources that are currently viewed as waste. The sustainable carbons produced

through hydrothermal carbonisation and pyrolysis are now increasingly performant within a

wide variety of applications including, but not limited to, soil amendment, energy storage and

catalysis. Both hydrothermal carbonisation and pyrolysis offer a remarkable degree of struc-

tural and chemical tunability through careful control of both feedstock and process conditions.

169
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However, in order to exploit this tunability to produce higher-performance carbons, it is crucial

to understand the mechanisms underpinning carbonisation of the feedstock. This thesis has

taken a reductionist approach to provide insight into both the local structure and the function

of pyrolysis and hydrothermal carbon. This has involved the application and development

of state-of-the-art synchrotron techniques. A brief theory and outline of these techniques was

given in Chapter 2.

Hydrothermal carbonisation has emerged as a tunable and sustainable technique for carbon

material formation, especially from wet feedstocks, giving comparatively higher carbon yields

than pyrolysis. After re-emerging from scientific obscurity, hydrothermal carbonisation now

represents a significant technology for utilisation within the biorefinery. Specifically, there is

commercial interest in hydrothermal carbonisation for (i) the treatment of wastes to produce

fuels or fertilisers and (ii) the production of high-technology carbons for energy storage de-

vices or catalyst supports from waste, or low-carbon resources. Whilst a reasonably good

understanding of the local structure of hydrothermal carbon now exists, the mechanisms gov-

erning its formation are not yet known. Biomass-derived hydrothermal carbon is formed from

two components: primary and secondary char. Very little is know about primary char, which

is thought to be formed from solid-solid interactions during carbonisation, the final product is

a highly amorphous carbon with an irregular morphology. In contrast, the carbohydrate com-

ponents of lignocellulosic biomass form the more well-studied secondary char which exhibits

a spherical morphology. Carbohydrate-derived hydrothermal carbons are extremely tunable;

remarkable control over carbon functionality, morphology and the final particle size has been

achieved. For this reason, carbohydrate-derived hydrothermal carbon is the most likely initial

starting point for high-technology carbon products.

Chapter 3 considers both the formation mechanism and local structure of hydrothermal car-

bon from a model carbohydrate - glucose. Previous TEM and 13C – NMR studies have shown

that hydrothermal carbon nucleates from oligomers formed during the condensation of 5-

hydroxymethylfurfural under hot-compressed water conditions. Differences between surface

and bulk carbon chemistry in hydrothermal carbon is a crucial factor for understanding the

nucleation and growth since growth occurs under interface control. In particular, two main
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growth mechanisms of secondary char have been proposed: (i) La-Mer growth and (ii) hy-

drophobic ripening. Whilst La-Mer growth supports a shell-core model of hydrothermal car-

bon, hydrophobic ripening does not. Therefore demonstrating a core-shell hydrothermal car-

bon structure has importance both in terms of understanding available surface functionality

and for developing a analytical understanding of hydrothermal carbonisation. Unsuccess-

ful attempts to verify the core-shell model have been conducted using TEM imaging and by

making comparisons between bulk elemental analysis and surface XPS measurements. As

in previous studies, Chapter 3 reports similar C:O results from elemental analysis and XPS.

Chapter 3 is the first study to utilise STXM-NEXAFS to demonstrate that whilst the surface

and bulk C:O ratios are similar, significant chemical differences between the core and shell

exist. STXM-NEXAFS spectroscopy highlights a hydrothermal carbon core with increased aro-

matic and furanic functionality, providing evidence for a more condensed, hydrophobic core.

The shell displays a broader distribution of carboxylic and/or aldehyde functionality and is

less aromatic. This work provides the first experimental evidence for a core-shell model of

hydrothermal carbon and is published in [111]. The study also demonstrates the effective-

ness of STXM-NEXAFS of FIB-prepared hydrothermal carbon lamellae to provide nano-scale

chemical information not available by other techniques.

FIGURE 6.1: Schematic depiction of the proposed hydrothermal carbonisation
mechanism discussed in Chapter 3.
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The STXM-NEXAFS collected for the glucose-derived hydrothermal carbon enabled an alter-

native growth mechanism to be proposed. In this proposed mechanism, growth does not oc-

cur via cleavage of the carboxyl terminal unit in 5-hydroxymethylfurfural as proposed in prior

work. Instead, growth is described in four stages (Figure 6.1): Stage 1 – 5-hydroxymethylfurfural

is produced from the dehydration of glucose in HCW and acts as the key monomer for hy-

drothermal carbon nucleation. Stage 2 – A carboxyl/aldehyde rich shell layer is formed, likely

due to acid-catalysed ring opening of local 5-hydroxymethylfurfural monomers or through al-

dol condensation of local carboxylic acids. The carbon oxide rich surface layer is likely to act

as a binding site for local 5-hydroxymethylfurfural monomers. Stage 3 - As the hydrothermal

carbon grows, the shell layer undergoes dehydration and condensation reactions (e.g. Diels-

Alder reactions). The shell layer also acts as a site for further carbon growth by reacting with lo-

cal 5-hydroxymethylfurfural monomers and by aggregation with other nearby proto-spheres.

Stage 4 - In the core, dehydration and condensation reactions dominate which leads to the

removal or shortening of these aryl linking units. The mechanism proposed in Chapter 3 is

congruent with previously reported work, whilst also driving the study to a more comprehen-

sive understanding. This mechanistic insight will likely have a significant impact within the

community by providing the first experimental evidence for the long-held core-shell hypoth-

esis. However, this information alone does not solve the mechanism of carbohydrate-derived

hydrothermal carbon formation, nor does it address the complexities of biomass-derived hy-

drothermal carbon formation. Both of these challenges are likely to require a new approach.

For carbohydrate-derived hydrothermal carbon, in-situ measurements of carbon and oxygen

chemistry are required to isolate key functional stages during growth. Whilst, for biomass-

derived hydrothermal carbon, the highly heterogeneous nature of the material demands bulk

spectroscopy to better understand local structure without erroneous influences from surface-

based chemistry or from single particle bias.

The challenge of gaining bulk carbon spectroscopy for heterogeneous carbons produced from

biomass is primarily to overcome experimental limitations. Electron and soft X-ray spec-

troscopy are limited in penetration depth by the interaction cross-section of the electron/X-

ray, whilst solid-state 13C – NMR is limited by low signal-to-noise ratios and challenges due

to isotopic enrichment and can be distorted by magnetic mineral components. This thesis has



Chapter 6. Summary & Future Directions 173

identified and developed X-ray Raman scattering spectroscopy as a tool for studying sustain-

able carbon materials. Chapter 4 demonstrates the first application of XRSS for investigating

the bulk local structure of sustainable carbons produced from lignocellulosic biomass. XRSS

allows for the collection of soft X-ray absorption spectra for lower atomic mass elements using

hard X-ray photons under environmental conditions. This makes the study of local structural

changes within heterogeneous sustainable carbons more straightforward, without the need for

complex high vacuum environments, with the added advantage of bulk sensitivity.

Chapter 4 utilises XRSS to investigate the local structure of both pyrolysis carbon and hy-

drothermal carbon produced from a common lignocellulosic biomass - Spanish holm oak wood

(Quercus Ilex). By comparison of XRS spectra and density functional theory calculations, the

local structure of oak wood-derived hydrothermal carbon is shown to be composed of furan

structures linked via the α-carbon position. This bulk understanding of the local-structure of

hydrothermal carbon has not been previously reported. Further work is required to make com-

parisons between the local structure of lignocellulosic and carbohydrate derived hydrothermal

carbons to assess potential differences in mechanisms.

Chapter 4 also applied XRSS to pyrolysis carbon derived from oak wood biomass. The re-

sults demonstrate that pyrolysis carbon is remarkably different from the furanic structure of

hydrothermal carbon from the same feedstock. XRS spectra show that pyrolysis carbon is com-

posed of a highly-defective condensed carbon structure. The pyrolysis process between 400 °C

and 600 °C is driven by decarboxylation reactions, resulting in an increasingly condensed non-

graphitic carbon structure. Gaussian fitting of the 1 s-π*C=C transition is used here as an alterna-

tive technique to quantify bulk aromatic condensation in non-graphitising carbons. The results

clearly demonstrate the effectiveness of this approach, however further validation is required

(e.g. by comparison with other measured standards and alternatives techniques such as optical

Raman scattering). The surfaces of pyrolysis carbons are known to contain carbon oxide func-

tionalities important for the final function of the carbon. A comparison of surface-biased soft

X-ray NEXAFS and bulk XRS spectra was performed. The results demonstrate the difficulties

of using soft X-rays to investigate such heterogeneous materials, with the presence of thick-

ness effects evident within the NEXAFS data. However, a fingerprinting approach suggests

that the surface of the lower temperature pyrolysis carbon (Pyro-Oak-450), contains a higher
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proportion of surface oxide species than the higher temperature carbon produced at 650 °C, as

expected. Surface oxides of this kind are relevant for a range of pyrolysis carbon applications,

including adsorption of environment pollutants.

Pyrolysis carbons are now well-established as effective sorbents for potentially toxic aqueous

inorganic species (e.g. Cr, Pb, Hg). Studies have extensively demonstrated that pyrolysis car-

bons offer remarkably high adsorbtion capacities and rates for such species. However the

mechanisms by which adsorption occurs onto pyrolysis carbon have not been fully explored.

Potential mechanisms such as ion-exchange, physisorption and complexation, have each been

observed. An especially important mechanism for the immobilisation of inorganic species

onto pyrolysis carbon is direct reduction. The direct reduction of inorganic species onto pyrol-

ysis carbon is well-documented, often resulting in the precipitation of less toxic or less solu-

ble species. Understanding the routes for inorganic species to be reduced onto the surface of

pyrolysis carbon would be an important step to producing tailor-made pyrolysis-derived sor-

bents. Such tailored carbon sorbents could be engineered to produce increased sorbtion rates

and capacities, whilst also offering routes for carbon regeneration or lower-energy synthesis.

Chapter 5 used the absorption of gold chloride as a proxy to investigate the reductive recov-

ery of gold species onto the surface of pyrolysis carbon, since the low reduction potential of

[AuIIICl4]– , results in a facile reduction of AuIII to Au0 onto the pyrolysis carbon surface. It is

hoped that a better understanding of reduction for this system might be translatable to other

inorganic systems also.

Reduced metallic Au0 formed readily on the surface of the oak-derived pyrolysis carbon

(Pyro-Oak-650). X-ray microtomography and SEM imaging clearly showed the presence of

large clusters of Au0 micro-particles at the carbon surface. TEM imaging and X-ray micro-

tomography also show the presence of much smaller nanoparticulate gold within the porous

carbon structure. Reductive pathways considered likely for the reduction of [AuIIICl4]– to

metallic Au0 included surface carbon oxides, heteroatomic species and highly redox-active

iron oxide species. The previous chapter (Chapter 4) set out clear evidence for the existence

of a highly oxidised carbon surface within the oak-derived pyrolysis carbon produced at both

450 °C and 650 °C using NEXAFS spectroscopy. Likewise, XRSS and Gaussian fitting high-

lighted the highly condensed carbon species found within Pyro-Oak-650. Both surface oxides
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and the condensed aromatic network present within Pyro-Oak-650 are known to act as electron

donors for reduction. However, in Chapter 5, no evidence of carbon acting as a pathway for

direct reduction was observed. Similarly, it is known that heteroatomic species present within

lignocellulose-derived pyrolysis carbons may act as a reduction pathway for inorganic species.

Previous studies have highlighted organic and mineral sulphur species within grass-derived

pyrolysis carbon as a reduction pathway for gold chloride [352]. S K-edge XANES showed

that Pyro-Oak-650 primarily contains reduced sulfhydryl functionalities, with only a limited

contribution from sulphate groups (< 10%). Au L3-edge EXAFS showed no evidence of Au(I)-

S species, though there activity is not totally ruled out here. High-resolution STEM imaging

highlighted a thin film of an iron oxide in close proximity to a reduced gold nanoparticle. Iron

within the pyrolysis carbon primarily exists as a magnetite-like mixed valence FeII/III oxide.

EEL spectroscopy, taken from iron oxide nanoparticles adjacent to and distant from a reduced

Au0 nanoparticle, showed a significant change in valence. The iron oxide particle next to the

Au0 precipitates had more ferric iron than the isolated iron oxide. Taken together the data

presented in Chapter 5 present strong evidence for the role of iron species in the reduction of

aqueous gold species (Figure 6.2). Fitting of Au L3-edge EXAFS demonstrated a reduction in

the average nanoparticle size as a function of initial gold loading concentration.

FIGURE 6.2: Schematic depiction of the proposed gold (III) chloride reduction
mechanism discussed in Chapter 5

Combining this information, a reduction mechanism for AuIII was proposed (Figure 6.2). AuIII
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is initially reduced to Au0 nanoparticles by primary sites, composed of heterogeneously dis-

tributed, highly redox-active species (e.g. iron oxides). At the surface of the pyrolysis carbon,

Au0 nanoparticles quickly grow to form the large micrometre-sized Au0 particles observed

by TEM and X-ray tomography. EXAFS suggests that the maximum average size of the Au0

particles in the pyrolysis carbon is reached between 100 – 200 ppm (13 mg g−1 to 26 mg g−1).

Beyond these concentrations ‘primary sites’ become spent, and other less potent redox-active

sites, as well as sites physically located further within the pyrolysis carbon pore structure, be-

come active. Though no evidence for such sites was found here, secondary sites are likely

to include quinonic and aromatic functionalities, as well as other heteroatomic functionalities

such as the sulfhydryl groups observed using XANES. At very high AuIII concentrations EX-

AFS highlights the progressive reduction of average Au0 nanoparticle size. Nanoparticles less

than 5 nm in size likely form at secondary sites within the pyrolysis carbon carbon matrix.
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6.1.1 Conclusions

Sustainable carbon materials will inevitably play a significant role in the transition from fossil-

produced materials. Sustainable carbon devices for energy storage, catalysis and waste man-

agement appear to be the closest in terms of technology-readiness. The results presented in this

thesis provide significant insight into both the structure and function of hydrothermal carbon

and pyrolysis carbon. Insights of this nature will guide the development of materials with en-

hanced properties (e.g. carbon functionality) for high performance devices. Furthermore, syn-

chrotron X-ray spectroscopy is presented as a tool for gaining formerly unprecedented chemi-

cal and mechanistic information for carbons. Further technical developments will likely yield

significant insight, especially for in-situ science. Key project results are summarised below:

Technical Developments

• The first experimental evidence for a core-shell model of hydrothermal carbon has been

published. Evidence was collected by scanning transmission X-ray microscopy (STXM),

in the first known application of this technique to hydrothermal carbon. STXM is shown

to be an effective tool for studying the hydrothermal water-carbon interface.

• The demonstration and development of X-ray Raman scattering spectroscopy (XRSS)

as a tool for studying the bulk local-structure of sustainable carbon materials. XRSS has

significant potential for use in in-situ studies as well as studying heterogeneous materials.

Sustainable Carbon Developments

• A hydrothermal carbon nucleation and growth mechanism has been proposed. This

model provides direct insight into hydrothermal carbon functionalities relevant for fu-

ture sustainable carbon devices.

• The principle furanic repeating unit within hydrothermal carbon has been isolated by

XRSS and DFT calculations. Experimental evidence for this structure provides important

fundamental insight for future mechanistic developments.

• Comparison of two pyrolysis temperatures (450 °C & 650 °C) shows the development of

an increasingly condensed carbon structure and removal of surface oxide species. Based

on these results, a semi-quantitative route to pyrolysis condensation has been proposed.

• Naturally-occurring iron oxides have been identified as a key pathway for the reduction

of gold species onto pyrolysis carbon.
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6.2 Future Directions

This thesis has demonstrated the potential of synchrotron X-ray techniques for exploring both

the structure and function of sustainable carbon materials. There is significant scope for build-

ing on the work undertaken during this doctoral project. This section outlines some potential

directions for these studies and then finishes by discussing the specific aims of the EPSRC

Doctoral Prize Fellowship awarded to the candidate.

6.2.1 Local Structural Implications of Pyrolysed Hydrothermal Carbons

As discussed in Chapter 3, there is an increasing body of work considering the application of

hydrothermal carbons within energy storage devices [216]. For this purpose, it is now common

to pyrolyse carbohydrate-derived hydrothermal carbon to increase porosity and conductivity

in the final product [50]. Pyrolysis of hydrothermal carbon has also been used as to introduce

heteroatomic species (typically N groups) as active sites for catalysis. Facile heteroatomic mod-

ification of hydrothermal carbons can be achieved by simply adding aqueous species directly

to the process water prior to carbonisation. Subsequent pyrolysis of hydrothermal carbon has

also been shown to remove polyaromatic and phenolic functionalities [385]. The removal of

toxic polyaromatic and phenolic species from hydrothermal carbon makes the final product

safer for disposal or for use as a soil amendment. The benefits of pyrolysing hydrothermal

carbons have been demonstrated, but little is known about the local-structure of the final py-

rolysed hydrothermal carbon (pyHTC).

FIGURE 6.3: Secondary electron SEM images of pyHTC-Oak-250+450 (HTC at 250 °C followed by py-
rolysis at 450 °C) showing the remaining (a) primary and (b) secondary char morphologies.
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In order to study changes to hydrothermal carbon during pyrolysis and to understand the

local structure of the final product, a preliminary XRSS study was performed. The experiment

compared samples Pyro-Oak-450 and HTC-Oak-250 (from Chapter 4) against PyHTC-Oak-

250+450 - a sample of HTC-Oak-250 which had subsequently been pyrolysed under the same

experimental conditions as sample Pyro-Oak-450 (see Section 2.2). The resulting pyrolysed

hydrothermal carbon (pyHTC) was produced with a yield of 55 wt% carbon after pyrolysis,

resulting in a total process yield (both HTC and pyrolysis) of 24 wt% carbon. The total yield

of pyHTC was therefore considerably less than direct pyrolysis (57 wt% carbon, see Table 4.2).

However, for certain applications, this low yield may be acceptable due to increased material

performance. PyHTC-Oak-250+450 retained the morphology of the starting HTC-Oak-250,

with the features of primary and secondary charring clearly visible (Figure 6.3).

FIGURE 6.4: XRS spectrum showing the similar bulk local-structure between py-
rolysed oak wood and pyrolysed oak-derived hydrothermal carbon.

From XRSS, the bulk local structure of PyHTC-Oak-250+450 is remarkably similar to pyrol-

ysis carbon derived directly from the starting biomass - Pyro-Oak-450 (Figure 6.4). In order
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to quantitatively assess the changes in carbon functionality produced during pyHTC, Gaus-

sian fitting was performed. The fitted peak areas of the relevant carbon K-edge transitions are

shown in Table 6.1 (full fit results are shown in Appendix D). It is clear that, during pyrolysis

of HTC-Oak-250, the furanic sub-structure (shown to be present in Chapter 4) is almost com-

pletely destroyed. The 1 s-π*C=C – O peak at 286.6 eV (G2) shows an approximate 50% reduction

in peak area. Similarly, the fitting suggests that carboxylic/aldehyde species (1 s-π*C=C=O, G4

& G5) are almost completely removed, whilst more aliphatic species are produced (G3). The

removal of oxygenated carbon functionalities is concomitant with a dramatic increase in the

condensed aromatic 1 s-π*C=C peak (G1), yet still less than found in Pyro-Oak-450.

TABLE 6.1: Results of non-linear least squares fitting. Peak area (Ag) and FWHM
for each of the six pre-ionisation potential carbon functionalities are shown.

Sample G1 285.0 eV G2 286.6 eV G3 287.7 eV G4 288.9 eV G5 290.3 eV
Ag FWHM Ag FWHM Ag FWHM Ag FWHM Ag FWHM

HTC-Oak-250 0.93 1.72 0.57 1.28 0.28 1.88 0.83 2.08 0.78 1.93
PyHTC-Oak-250+450 1.35 1.78 0.31 1.47 0.54 2.38 0.08 2.33 0.14 2.05
HTC-Oak-250 1.45 1.79 0.32 1.35 0.33 1.75 0.22 2.54 0.12 1.75

Overall, these preliminary data suggest that pyHTC-Oak-250+450 has remarkably similar bulk

carbon chemistry to a directly-produced pyrolysis carbon. This bulk understanding of pyHTC

carbon chemistry has not yet been reported and many articles appear to suggest that furanic

functionality remains present in pyrolysed hydrothermal carbon - this is clearly not the case.

This preliminary result might mean that hydrothermal carbonisation could act as an interme-

diate process in situations where direct pyrolysis may not be appropriate. Examples of this

might include:

• The introduction of bulk heteroatomic functionalities, which is more straightforward

with hydrothermal methods.

• Waste-management, where hydrothermal treatment of ’wet’ biomass can be performed

without costly drying methods. Hydrothermal carbon is much more hydrophobic than

the starting biomass, meaning that drying of hydrothermal carbon prior to a secondary

pyrolysis step may be more economic, with the added benefits of reduced phenolics/pol-

yaromatic hydrocarbons.

Both the chemistry and implications for applications of pyHTC deserve further investigation

and XRSS would likely be a powerful tool for such studies.
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6.2.2 Carbohydrate Derived Hydrothermal Carbon - Bulk Local Structure and Ef-

fects of Pentose vs Hexose Starting Feedstocks

Another area of interest requiring further investigation is the effect of different carbohydrates

on the formation of hydrothermal carbon. As discussed in Section 3.2, the morphology of

the produced carbon remains as the familiar spherule shape, however the homogeneity and

sizes of the produced carbons are remarkably different. Titirici et.al. described the carbons

produced from pentoses (i.e. fructose, xylose) as dispersed spheres, whereas those produced

from hexoses (i.e. glucose) as a mixture of interconnected particles below 200 nm in size and

isolated spheres between 500 nm to 1000 nm [43]. The authors suggested that the differences

in morphology between hexose and pentose sugars are due to a different formation pathway,

postulating that C5 sugars proceed via polymerisation of furfural, whilst C6 sugars are formed

by the polymerisation of 5-hydroxymethylfurfural [143]. In order to investigate any differences

in bulk, local structure, carbons derived from fructose (C5), sucrose (mixed) and xylose (C6)

were investigated using XRSS (Figure 6.5).

FIGURE 6.5: XRS spectra showing the different bulk local-structure between py-
rolysed oak wood and pyrolysed oak-derived hydrothermal carbon.

SEM images show that both the fructose and sucrose derived hydrothermal carbons display

significant poly-dispersed particle morphologies, whilst the xylose-derived carbon was mono-

dispersed - as reported elsewhere [43]. The XRS spectra for the produced chars are also shown
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in Figure 6.5. Whilst these data are preliminary, there is a significant increase in peak area

beneath the 1 s-π*C=C transition from fructose to sucrose to xylose. This trend also appears

to be reversed in the 1 s-π*C=C – O (286.6 eV) feature. These significant differences in carbon

chemistry between hydrothermal carbons produced from different sugars have not been fully

explained. Further work may include monitoring differences in the O K-edge to determine

whether differences are due to changing oxygen chemistry, or by monitoring differences in

surface and bulk chemistry by comparing XRSS with NEXAFS spectroscopy.

6.2.3 EPSRC Doctoral Prize Fellowship - in-situ XRSS and Device Development

The next stage in the development of sustainable carbon materials is the production of use-

ful, sustainable devices from waste biomass. In order to achieve this goal, I intend to use an

atoms-to-devices approach, building upon the mechanistic and technological advances dis-

cussed within this thesis. The awarded fellowship will be used to produce an effective energy

storage device from a common waste biomass - coffee grounds. Hydrothermal carbonisation

and heteroatom doping will be used to produce a sustainable carbon for the device, whilst an

accurate model of how carbon and heteroatom chemistry impacts the device’s performance

will be investigated using a range of spectroscopy and imaging approaches.

FIGURE 6.6: Schematic summarising workpackages within the awarded doctoral prize fellowship.



Chapter 6. Summary & Future Directions 183

A workflow for the proposed project is shown in Figure 6.6. This fellowship will be undertaken

as a series of workpackages (WPs). WP1 will be used to perform in-situ XRSS of hydrothermal

carbonisation under hot compressed water conditions. This will extend my PhD collaboration

with sector 20 of the European Synchrotron Radiation Facility (ESRF) by utilising beamline

ID-20s detection capabilities to isolate inelastically-scattered photons from within an in-situ

cell. In-situ XRSS will enable the study of oxygen and carbon bond development during hy-

drothermal carbonisation. The results from these in-situ experiments will link directly with the

mechanism proposed in Chapter 3 and will be used to guide development of a suitable carbon

for an energy storage device. For example, understanding changes in local chemistry dur-

ing carbon formation in the autoclave can be used to more efficiently introduce heteroatomic

functionalities for higher catalytic performance. Furthermore the behaviour of carbohydrates

under hot compressed water conditions may have importance in other fields such as HTC for

waste disposal or geochemistry.

Building on WP1, WP2 will be used to collect surface carbon and oxygen spectroscopy using

bulk and spatially-resolved X-ray spectroscopy (NEXAFS and STXM) obtained at Diamond

lightsource. WP2 will also utilise the experimental resources of the recently established Bragg

centre at the University of Leeds (e.g. HRTEM, XPS). The experiments in workpackage 2 will

be used to modify hydrothermal carbons using heteroatom functionalisation. In this way, it

will be possible to produce a carbon with improved functionality. Secondary pyrolysis may

also be used to increase conductivity and porosity. Finally, WP3 will focus on conducting elec-

trocatalytic performance measurements on selected carbons conducted in collaboration with

Prof. Titirici at Imperial College London. These measurements will demonstrate how bulk

and surface functionality identified in WP 1 and 2 influence device performance. Project data

will identify efficient hydrothermal carbonisation transformation pathways for energy storage

device applications.



Appendix A

Carbon K-edge Fitting

Carbon K-edge spectra may be interpreted by monitoring changes in peak heights and ratios

at certain energies corresponding to individual carbon functionalities. Gaussian fitting is cur-

rently the most reliable way to assess changes in carbon functionalities in NEXAFS spectra and

has been applied extensively [386]. The curve fitting procedure is based upon deconvolving

spectra using Gaussian functions at energies of known electron transitions. The energies of

electron transitions for carbon functionalities have been investigated in NEXAFS and EELS

studies of reference compounds. A list of electron transitions and references for the carbon

functionalities described throughout this thesis are shown below in Table A1.

TABLE A1: Summary of Gaussian peak locations and functional group assign-
ment for carbon K edge NEXAFS spectra.

Transition
Energy (eV) Interpretation Electron

Transition Ref.

284.8 C=C aromatic [benzene-type building blocks] 1s-π∗ [168, 174, 183–185]
285.3 C=C-X Aryl-linked group [X = O, C] 1s-π∗ [183, 186, 187]
286.6 C=C-O furan 1s-π∗ [123, 168, 183, 188]
287.5 C-H aliphatic 1s-σ∗ [188, 189]
288.2 C=O-OH carboxyl, C=O aldehyde 1s-π∗ [174, 174, 183]
290.3 O-C=O carbonate 1s-π∗ [174, 183, 188]
292.0 C=C aromatic [benzene-type building blocks] 1s-σ∗ [174, 183, 188]

ERF =
A ·
(
1 + erf

[x−µ
σ

])
2 · exp [−d · (x− µ− σ)]

(A1)

G =
A

σ
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2π
· exp

[
−(x− µ)2/(2σ2)

]
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A

σ
√

2π
· exp

[
−(x− µ)2/(Γ2)

]
; Γ = (x ·m)− b (A3)
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Parameters: x – Energy (eV); A – Amplitude; µ – centroid position; σ – sigma (width); d -

decay; m - constant, 0.5; b - constant, - 165 eV.

In this study, spectral deconvolution was performed by non-linear least squares fitting using

LMFIT, a high-level interface to non-linear optimisation and curve fitting for Python [181].

Fitting was performed using a series of Gaussian functions with a step function to represent the

ionisation potential. Here, instead of using a traditional step function for fitting the ionisation

potential step, an exponentially modified error function was used (Equation A1) and is labelled

in fits as "ERF".

The motivation for this choice is to better represent the non-linear decay of the K-edge after

the ionisation potential and is discussed within Chapter 7 of in Ref. [387]. An exponential,

defined by the variable d, was used to best simulate the decay of the edge after the ionisation

potential and was initially allowed to vary before being set for the fit. Whilst the value of d is

not reported during fitting, it was typically found to be in the range of 0.05 to 0.10, whilst the

centroid position µ and width σ were set at 289 eV and 2.0 eV respectively.

FIGURE A1: Example of Gaussian fitting for the C K-edge.

An example carbon K-edge fit is shown in Figure A1. The quantitative region of the spectrum,

which contains all the chemical information relevant to this study lies in the region between

https://lmfit.github.io/lmfit-py/
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284.8 eV to 292.0 eV (see Table A1). This region was typically fitted with five Gaussian func-

tions at each of the energy positions µ in Table A1 except for the function at 285.3 eV. The

Gaussian function at 285.3 eV is only used in Chapter 3 to describe aryl-linked functionalities

and is further discussed there. The full width half maximum (FWHM) of these Gaussian func-

tions were considered as a convolution of experimental energy resolution and physical peak

broadening due to the chemistry of the material. The Gaussian FWHM were initially set at

0.2 eV, approximating the energy resolution of the instrument, then allowed to vary between

0.3 eV to 0.8 eV. This fitting approach is set out by Stohr et.al. in Ref. [386]. Gaussian functions

in this thesis are labelled G[No.] by their relative position in the spectrum and energy positions

for the Gaussian functions are always highlighted in a corresponding table.

Beyond the quantitative region of the spectrum (> 292 eV) asymetric Gaussian functions (Equa-

tion A3) were used to simulate the structure of the edge beyond the ionisation potential.

The asymmetric Gaussians used for this part of the spectrum were fixed at energy positions:

293.8 eV 296.7 eV and 302.3 eV. The Asymmetric Gaussian function neatly describes the de-

cay of the carbon K-edge beyond the ionisation potential, but does not carry any significant

chemical information and once fitted, were left fixed so to not influence the statistics of the

final result. The use of an asymmetric Gaussian function to describe this ’far’ edge region is

discussed in Refs. [386, 387].
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LERIX Module for XRStools Software

XRStools is a python-based open source software for the ingest and treatment of X-ray Raman

scattering data. The software has been written by A. Mirone and C. Sahle from the inelastic

X-ray scattering beamline (ID-20) at the European Synchrotron Radiation Facility (ESRF). A

brief description of the software has been published in Ref. [256]. This appendix describes the

function of XRStools for extracting core-loss XRSS data and a module written by the candidate

to input data from the LERIX spectrometer at the Advanced Photon Source (see Section 2.7.3).

FIGURE B1: (a) Measured spectra for acetic acid (from Ref. [256] with permission), showing the valence
Compton profile over a range of momentum transfer (3.5 Å

−1
to 8.4 Å

−1
). The core-loss region of the

C K-edge (285 eV) sits ’on top’ of the valence Compton profile. (b) Extraction of core-loss region from
Compton background using a combination of a Pearson VII and calculated core profile in XRStools.

XRStools is software originally designed as a utility for treating XRS data from beamline ID-

20 at the ESRF. The principal benefit of the software is the ability to extract core-loss spectra

187
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from raw data. As discussed in Section 2.7.3, XRSS measures non-resonant inelastic X-ray scat-

tering (NRIXS). A significant part of the NRIXS profile is valence Compton scattering. The

valence Compton profile is dependent on the momentum transfer of the scattered photon. In

Figure B1a, the valence Compton profiles for an XRS spectrum of acetic acid is shown. At

low momentum transfer, the Compton profile is sharp and remains at energies well below the

carbon K-edge. At higher momentum transfer, the carbon K-edge rests ’on top’ of the Comp-

ton profile. This makes the subtraction of the valence contribution from the total spectrum a

possible source of spectral distortion and can complicate data analysis considerably. In order

to perform a reliable extraction of core-loss edges from XRS data, XRStools uses a Pearson-VII

function in combination with an atomic photoabsorption profile taken from tabulated Hartree-

Fock data in Ref. [261]. As shown in Figure B1b, the Pearson-VII function successfully repre-

sents the ’tail’ of the valence Compton profile, while the tabulate core absorption profile rep-

resents the edge region. This ’extraction’ process allows for a reliable removal of the Compton

background. Furthermore, the use of a quantitative Hartree-Fock core profile should, in theory,

leave data on the same scale as the structure factor S(q, ω).

FIGURE B2: Logic flow diagram for the LERIX script written as a module for the XRStools software.

The extraction module, as well as other useful features beyond this discussion, within XRStools

makes this code extremely useful for careful treatment of XRSS data. However, the python
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code has been maintained for use with the ESRF ID-20 beamline only. In order to treat data

from the LERIX beamline (20-ID) at APS using XRStools, a python module, xrs_read.read_lerix,

was written by the candidate to parse and prepare LERIX data for analysis in XRStools.

Raw XRSS data at the LERIX beamline is typically received in ASCII format as three types: (i)

elastic (ii) nixs and (iii) wide. ASCII files for each type contain a variety of scan configuration

information (e.g. scan time, regions and motor positions) as well as the energy position, I0

intensity and the detector values for each of the 19 crystal analysers 1. The elastic file type

contains data for the elastic X-ray scattering region, typically between−3 eV to 3 eV. The wide

file type contains a low energy resolution scan over the whole energy region of interest (e.g.

for the C K-edge: 3 eV to 450 eV) and captures the Compton profile for extraction. The nixs file

contains the core-loss region of the spectrum and is typically performed with better statistics

(longer count times, higher resolution) than the wide region. The xrs_read.read_lerix module

parses these three file types and treats the data so that it is ready for extraction using the

XRStools.xrs_extraction module. A logic flow diagram for the xrs_read.read_lerix module is

shown in Figure B2. The module treats the data by finding the FWHM and centroid position of

the elastic profile for each analyser by Gaussian fitting. This information is then used to convert

the raw monochromator energy value to the core-loss energy scale (i.e. E = Ei − Ef ) for nixs

and wide scans, and to report the resolution for each crystal analyser. The nixs and wide

scans are then merged to produce the final raw data which can be analysed using XRStools.

The treated data can be viewed graphically using the matplotlib library, and also has a user

interface for exporting and saving the data for future use.

The full XRStools code with LERIX support is available on the candidate’s github page, which

also contains instructions for installation and example usage:

https://github.com/LJRH/XRStools

1Information regarding the LERIX beamline design can be found in Ref. [114]

https://github.com/LJRH/XRStools
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Gold Uptake Experimental Details

A series of batch uptake experiments were conducted to quantify the adsorption of AuIII chlo-

ride onto Pyro-Oak-650. Details of the uptake experiment are available in Section 5.3.1. This

appendix contains details regarding the choice of pH buffer and the fitting of the uptake data.

The results from the uptake experiment discussed in Chapter 5 are shown below in Table C1.

TABLE C1: Results of batch gold uptake experiment (pH 6).

Initial Au Conc.
Cinit (mg l−1)

Char Mass
m (mg)

Final Conc.
Cf (mg l−1)

Dilution
Factor/d

Initial
Au:Char
Ratio/Ce
(mg l−1)

Equilibrium
Au:Char
Ratio/Qe
(mg l−1)

Std.Dev

50 149.4 2.4 2 6.69 6.05
0.2650 146.4 1.5 2 6.83 6.42

50 148.4 0.2 2 6.75 6.69
100 157.6 1.6 2 12.69 12.28

0.25100 158.3 0.7 2 12.63 12.46
100 140.7 4.7 2 14.21 25.82

1.22200 148.0 2.0 10 27.03 24.32
200 155.0 2.3 10 25.81 22.84
300 153.7 6.2 10 39.04 30.97

1.90300 150.6 4.9 10 39.84 33.33
300 151.0 3.1 10 39.74 35.63
400 152.0 8.0 10 52.63 42.11

3.82400 153.8 1.8 10 52.02 49.67
400 152.0 1.5 10 52.63 50.66
500 147.5 5.6 10 67.80 60.20

1.30500 151.1 6.9 10 66.18 57.05
500 143.4 7.7 10 69.74 59.00
750 157.0 7.8 20 95.54 75.67

1.89750 156.0 6.6 20 96.15 79.23
750 140.0 9.5 20 107.14 80.00
1000 152.6 13.3 20 131.06 96.20

2.621000 152.3 12.7 20 131.32 97.96
1000 151.3 15.3 20 132.19 91.74

190
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Ce =
Ci · V
m

· 100 (C1)

Qe =
((Ci − Cf ) · d) · V

m
(C2)

The initial gold:char ratio (Ce; mg g−1), the concentration prior to adsorption, was calculated

using Equation C1. The equilibrium gold:char ratio (Qe; mg g−1), the concentration of gold

after adsorption, was calculated using Equation C2 using flame AAS. The Ci (mg l−1) is the

prepared initial Au concentration and Cf (mg l−1) is the final Au concentration measured by

flame atomic absorption spectrophotometry (AAS). The mass of biochar and the dilution factor

used for AAS measurements are m and d respectively. The volume V of solute used during

AAS spectrophotometry was 20 ml.

Qe =
(Ce · kQmax)

(1 + kCe)
(C3)

The gold adsorption isotherm was modelled using a Langmuir expression (Equation C3). The

use of a Langmuir function has been shown to represent the adsorption of inorganic species

onto pyrolsyis carbon well [388]. Fitting was performed in OrginPro2019 using Equation C3,

where k (mg−1) is the Langmuir constant and Qmax is the maximum uptake onto the biochar.

The Langmuir model was used to estimate adsorption onto, an assumed, heterogeneous dis-

tribution of active sites on the biochar surface. Fitting was achieved with a χ2
reduced of 1.8 and

an adjusted R square value of 0.997, results are shown in Table C2.

TABLE C2: Results of Langmuir fit of batch uptake experiment.

Fitting Variable Fit Value Standard Error
Qmax 391 25
k 0.00251 1.8× 10−4

Buffer Selection

An Acetic acid buffer was selected for the gold uptake experiment. The acetic acid buffer was

prepared by adding 100 ml of 1 M NaOH to 0.6 ml of CH3COOH and making up to 500 ml volu-

metrically using high-purity water (>18 MΩ cm). The selection of the acetic acid buffer was due
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to a failed attempt using MOPS (3-(N-morpholino)propanesulfonic acid) buffer (Figure C1).

FIGURE C1: MOPS (3-(N-morpholino)propanesulfonic acid).

MOPS is standard Good’s buffer and is frequently used as a buffering agent in biology and

biochemistry in the presence of inorganic species. It is not known to form complexes with in-

organic species and is highly effective at maintaining pH 7 in an aqueous environment. How-

ever, when MOPS was applied to the [AuIIICl4]– solution, it immediately formed a red/purple

colour indicating the formation of gold nanoparticles (Figure C2). On further reading it was

found that Good’s buffers readily precipitate Au0 from gold chloride solutions [389]. Further

control experiments (without pyrolysis carbon) were conducted to demonstrate that the Acetic

acid buffer did not lead to nanoparticulate formation at pH 6 (Figure C2).

FIGURE C2: Photographs of a range of [AuIIICl4]– concentrations (10 - 500 ppm)
buffered at pH 6 using MOPS buffer (left) and acetic acid buffer (right). MOPS

buffer resulted in precipitation of nanoparticulate gold.
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K-edge Fitting

FIGURE D1: Results of Gaussian fitting for HTC-Oak-250, Pyro-Oak-450 and
PyHTC-Oak-250+450.
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