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Abstract

In wireless communications, maximising the energy efficiency of a heterogeneous cellular

network has attracted a lot of attention from researchers as it is required to guarantee the

quality of service (QoS). We note that the probabilities of activating base stations (BSs) in

conjunction with BS sleeping strategies, partial spectrum reuse (PSR), and bias factors in

adjusting the power consumption of BSs have not been extensively studied in maximising

the network energy efficiency. Besides, mobile users’ mobility may lead to an unbalanced

distribution of traffic load among BSs, which will affect the energy efficiency of the net-

work. To address the above research gap, the main objective of this thesis is to propose

solutions to maximising the energy efficiency of a two-tier network while considering BS

activation probabilities, BS sleeping strategies, PSR, BS bias factors, and user mobility.

The first contribution is to maximise the network energy efficiency through joint optimi-

sation of the activation probability of small cell base station (small BS), the activation

probability of macrocell base station (macro BS) and the PSR factor. The simulation re-

sults show that a higher activation probability of small BSs and a higher PSR factor leads

to the network’s higher energy efficiency, where the inter-tier interference is mitigated

by applying PSR. The second contribution is to maximise the network energy efficiency

by jointly optimising the spatial density of active BSs and the user-cell association indi-

cators. Hence, a Switching Off Decision and User Association (SODUA) algorithm is

proposed for a Control-Data Separation Architecture (CDSA) where it allows the macro

BS to control the small BSs to be switched on or off. The simulation results show that for a

given service area, there is an optimal number of active small BSs maximising the network

energy efficiency, but the energy efficiency cannot be further improved by switching off

more small BSs than a certain number. The third contribution considers four modes of
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small BSs: On, Standby, Sleep, and Off, where a different bias factor is associated with

each mode, CDSA is considered for the macro BS to determine the mode of each small

BS, and the macro BS is always in the On mode and is associated with the corresponding

bias factor without having the four modes since it is always in active mode to control the

network. A Genetic Algorithm based Power Mode Variant Selection (PMVS) algorithm

is proposed to maximise the network energy efficiency by jointly optimising the bias fac-

tors of all BSs. The simulation results reveal that the proposed Genetic Algorithm based

PMVS algorithm improves the two-tier network’s energy efficiency as compared with the

SODUA algorithm.
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Chapter 1

Introduction

This chapter presents an overview of the research topic that begins with Section 1.1 where

the background and the motivation of the research are highlighted. Section 1.2 describes

the problem statement in detail that produces the main research objectives, which are then

explained in Section 1.3. Next, Section 1.4 describes the thesis contributions and the strate-

gies used in each objective. Besides, this section lists the works that is planned to submit,

were presented and published in several events. Finally, to help the readers to get a better

understanding, the thesis organisation is described in Section 1.5.

1.1 Research Background and Motivation

It is a fact that the number of wireless cellular communications users is proliferating world-

wide [1]. The deployment of small cell Base Stations (BSs) in macrocell networks helps

the power consumption of the macro BSs to be effectively used and managed especially

during communications between BSs and mobile users [2]. It is due to the small BSs

consume less power and less cost of deployment [3] compared to the macro BS. Deploy-

ing small BSs in a macro cell network also helps in extending coverage of the macrocell

network. In other words, the small BSs can help to boost signals propagation over the

communication channel within macrocells’ coverage. As a result, the macrocell network

has better and wider coverage as one of the characteristics of the small BS to improve the

capacity of the macrocell networks [4]. However, uncoordinated deployment and improper

planning of small BSs in macrocell networks cause heavy traffic in the network [4], intra-
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2 1. Introduction

cell interference [5], energy inefficiency [6], and high operational cost [1]. Therefore, the

existence of the small BSs in macrocell networks needs attention for improvements such as

interference management and spectrum sharing to defeat various challenges as suggested

by the authors in [7]. Hence, one of the strategies that is considered in this thesis is spec-

trum sharing. This will be discussed further in Chapter 2.

To ease the reader to understand the function of small BSs, the explanation as follows.

In this thesis, only a single cell association is considered where a mobile user can only be

associated with a macro BS at one time even though there are many other macro BSs in

the network. Therefore, when a mobile user moves from one place to another, there is no

guarantee that the mobile user receives the same Quality of Service (QoS) from the same

macro BS due to loss of signal during signal transmission. This leads to the deployment of

small BSs that helps in extending the macro BS’s coverage area. The combination of the

BSs that have various ranges of transmit power is called a heterogeneous network.

A heterogeneous network is composed of macrocells and small cells. A macrocell is

a macro BS’s coverage, while a small cell is a small BS’s coverage. A macrocell is the

largest cell that can cover a large area about 30 km in radius. However, a small cell covers

a smaller area as compared to the macrocell depending on the category. There are several

categories of a small cell such as microcell, picocell and femtocell. The largest small cell

is microcell [8] which is, usually deployed in street environment [9]. The medium [10]

category of small cell BS is picocell that is, usually, deployed by service providers in a

building to cover high-density user area or also known as hotspot area [11]. The smallest

category is femtocell where it is designed to be used at home with easy installation [3].

The most interesting about this femtocell is that the power consumption is the lowest [10]

as compared to the other two categories. The category of cells can be summarised in Table

1.1.

From a mobile user’s perspective, the connection to applications or services offered

by the BSs currently serving the mobile user must be continuous. Any interruptions to

an application or a service, such as delays or sudden termination of the service, must be

managed wisely to minimise the impact. Therefore, studies on service continuity [12, 13]
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Table 1.1: The category of cells

Type of BS Category Deployment Lo-
cation

Description

Femto Small cell (small-
est cell)

Personal and in-
dividual BS

Low powered. A few meters
(in diameter). User installed.
Indoor (Home office).

Pico Small cell
(medium cell)

Operator in high
user density area
(e.g. hotspot)

Support up to 100 users. Cov-
erage less than 250 yards (228
meter). Indoor within a build-
ing (eg an office floor or retail
space).

Micro Small cell
(largest cell)

Street environ-
ment

Coverage less than 1.5 km (in
diameter). Uses power con-
trol to limit the radius. Can be
temporarily installed to cater
high traffic during an event.
Can be permanently installed
to cater mobile cellular users.

Macro Macro cell Fixed by the
telecommunica-
tion company

A tower that is used to cover
about 30 km.

have been extensively carried out. The solution for the service continuity is that to deploy

small BSs because they can help in extending macro BSs’ coverage [14]. Consequently,

mobile users can be covered and get connected everywhere. This situation helps to extend

macro BSs and improve energy efficiency [15].

Energy efficiency has been widely studied in the wireless communications area. Vari-

ous techniques were applied previously to improve the whole network’s energy efficiency,

either in a homogeneous network or a heterogeneous network [6, 16]. For instance, al-

locating both transmit power to small BSs and bandwidth for backhauling [14], using

the unlicensed band in License-assisted Access (LAA) [17], and optimising both discrete

power and resource block allocation [18].

However, energy efficiency in a heterogeneous network has not been sufficiently stud-

ied, especially to improve energy efficiency that considers probabilities of activating BSs

with BS sleeping strategies in Partial Spectrum Reuse (PSR) [19]. The power consump-

tion can be reduced by sending BSs into sleep mode. Besides, applying a probability of

activating BS can help us calculate estimated power consumption and finally, calculate
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the energy efficiency of the whole network. Moreover, by applying PSR, it will help to

mitigate inter-tier interference that leads to a higher energy efficiency.

The existence of small cells in a heterogeneous network helps in minimising power

consumption because the small BSs are low-powered radio communications’ equipment.

Nevertheless, due to mobile users’ mobility, some of the small BSs are lightly loaded

and still consume some amount of energy. In fact, the small BSs cannot be turned off

to avoid coverage holes and to guarantee network coverage at all times at all locations in

the network. To solve this problem, a separation architecture or known as a Control-Data

Separation Architecture (CDSA) was proposed where the small BSs could be switched off

when necessary by the macro BS [20]. In this thesis, the terms separation architecture and

CDSA are used interchangeably. Hence, the separation architecture helps in controlling

the network activities especially sending small BSs either to sleeping mode, off mode, or

just leave them on. The separation architecture splits the tasks between the macro BS and

the small BSs logically, where a macro BS controls the signalling tasks. In contrast, the

small BSs serve the data transmission. The task segregation between the two types of BS

helps to release their burden with other unrelated tasks.

Nonetheless, there is something that can be contributed to maximising energy effi-

ciency in separation architecture. For instance, finding an optimal density of active small

BSs with switching off strategy can help in improving energy efficiency. In fact, by having

an optimal density of active small BSs, a density of small BSs active or a number of small

BSs active to be added into the network can be limited. This is to ensure that the network

is not overloaded with unnecessary small BSs.

Typically, mobile users tend to associate with macro BSs due to the high transmit

power signal of a macro BS as compared to the small BSs [21, 22]. By employing a bias

factor at the small BSs, the received signal at the mobile users could be increased, which

would help the small BSs be selected for the user-cell association. However, according

to [23], a bias factor can be used for power saving by adjusting the bias factor at the power

amplifier. In the previous works, a bias factor was used to adjust certain values such as

to increase an average throughput [24], to maximise a number of mobile users [25], and
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to reduce a number of amplifier measurements [26]. Therefore, a bias factor used for

adjusting the power consumption of a BS can be used to maximise the energy efficiency of

a heterogeneous network. To the best of our knowledge, less work was carried out recently

in adjusting power consumption by having the bias factor for maximising energy efficiency

in a separation architecture with BS sleeping strategy.

1.2 Problem Statement

From the previous section, it is clearly mentioned that implementing PSR with sleeping

BS strategies could help in minimising the power consumption of the whole network.

Nonetheless, less work was carried out to measure the energy efficiency performance of

the whole network. Besides that, implementing a BS sleeping strategy in a separation

architecture would improve the whole network’s energy efficiency. However, the current

studies suffer from several weaknesses in providing a higher energy efficiency that consid-

ers certain constraints highlighted later in this section. Therefore, this section accentuates

the problems to be investigated based on the above motivation section.

BS sleeping strategy is the most popular strategy that is used with various techniques

and algorithms among researchers in this area. One of the recent studies applied sleeping

strategies to minimise the BSs’ power consumption in a heterogenous network [27]. In

contrast, another study applied two types of sleeping strategies (random and strategic) on

macro BSs only to maximise the energy efficiency in a homogeneous network which was

also known as a one-tier network [6]. However, the authors deployed femtocells in the

macrocell network coverage area, not for the purpose of maximising the energy efficiency

but providing better coverage. To the best of our knowledge, less work has been carried

out in maximising the energy efficiency of a two-tier network that considering probabilities

of activating BSs with BS sleeping strategies in PSR environment. Therefore, this thesis

investigates how energy efficiency of a two-tier network can be improved.

PSR is one of the inter-tier interference mitigation strategies that has not been suf-

ficiently studied especially for maximising energy efficiency. A study that carried out
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by [28] determined which type of BSs was preferable to be deployed either to add more

micro BSs or to switch off more macro BSs in order to maintain the energy cost of the

whole network. These options were based on the micro BS energy cost minimisation cal-

culation. If it were below the predetermined threshold value, the first option would be

selected. Otherwise, the second option would be chosen. This study’s drawback was that

the micro BSs density would need to have remained constant if the second option was

selected. It means that no more micro BSs could be added. Supposedly, in mobile com-

munications dealing with mobile users with additional small BSs especially femtocell, a

study that considers ad-hoc femtocell is necessary. The study did not consider BS sleeping

mode if there were more small BSs deployed out of sudden.

This has been further studied by [27] where PSR with BS sleeping strategy was pro-

posed to solve the problem of minimising total energy cost. An active probability ratio

was used together with the optimal PSR factor in solving the problem. This work also con-

sidered closed-access strategy and interference-limited environment to achieve minimum

energy consumption. Similarly, the work in [29] applied PSR that focused on total energy

cost, too, where the whole delay experienced by the users and the total energy cost was

minimised. In that case, the delay happened when the mobile users did not get any trans-

mission signal and thus, retransmission was needed. In short, the abovementioned studies

did not consider maximising energy efficiency except minimising energy cost.

Due to mobile users’s mobility, many small BSs are lightly loaded which means a

small BS serves a few mobile users. Nevertheless, small BSs still consume some amount

of power. Therefore, in the previous works, the BS sleeping strategy was proposed, to min-

imise the power consumption by sending certain BSs to sleep mode based on some criteria.

This strategy led to coverage holes where the coverage of the network was not guaranteed.

Consequently, some users could not be associated with any small BSs due to the coverage

holes. Thus, a separation architecture, or CDSA consists of a macro BS and several small

BSs were proposed to solve the problem. In this architecture, the macro BS controls the

whole network activities including controlling the small BSs that under its coverage [20].

This also helps to split between control signalling and data transmission where the macro
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BS controls the whole network activities including the small BSs. Nevertheless, the small

BSs provide flexible data transmission due to uncertainty of traffic load, the distance to

the small BSs and the Signal-to-noise-plus-interference Ratio (SINR). Consequently, by

applying CDSA, the small BSs can be switched off when necessary without affecting the

coverage holes because the macro BS will take over the data transmission jobs when there

is no active small BS in that particular area. This helps to save energy and lead toward

maximum energy efficiency.

Normally, CDSA is applied together with BS sleeping strategy where a macro BS

controls the small BSs and instructs the small BSs to go into sleep mode [30]. Thus, this

would help the power consumption of the network to be reduced. In the previous works,

the macro BSs sent the small BSs to sleep mode [31,32] if the number of mobile users was

less than the predetermined threshold value. According to [33], sleeping mode consumes

10% of the power consumption but switching off mode, consumes none. Therefore, a study

that applies a CDSA and considers switching off strategy is necessary to be carried out to

investigate the whole network energy efficiency performance.

However, the downside of switching off BSs is, the wake-up time is longer than the

sleeping BSs when needed [34]. Hence, it is indeed better to consider various sleeping

modes of a BS that would let only necessary small BSs to be sent to off mode.

1.3 Research Objectives

i. To optimise the energy efficiency of a two-tier network by considering activation prob-

abilities and PSR factor.

ii. To propose an algorithm that maximises the energy efficiency of a two-tier network in

CDSA.

iii. To solve the optimisation problem by using the proposed algorithm with bias factors

employed on each BS mode.
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1.4 Thesis Contributions and Publications

Based on the problem statements presented above, and the literature review that will be

ventured later, this thesis elucidates three objectives with its highlighted contributions.

The three objectives of the thesis are explained separately in each chapter.

1.4.1 Base Station Activation Probabilities and Partial Spectrum Reuse

Factor

In the first objective, a joint optimisation of BS activation probabilities and PSR factor is

proposed to maximise a two-tier heterogeneous network’s energy efficiency. The contri-

butions of this work are listed as follows.

i. Proposing a joint optimisation of BSs activation probabilities and PSR factor in order

to maximise the energy efficiency of a two-tier network,

ii. Formulating the optimisation problem where the objective is to maximise the energy

efficiency by optimising the activation probability of a macro BS, the activation prob-

ability of a small BS, and the PSR factor. The optimisation problem is subject to

constraints such as activation probabilities, data rates of both tiers and PSR factor, and

iii. Solving the problem by finding first the best target Signal-to-interference Ratio (SIR)

where our proposed scheme works best. The best target SIR is defined as the SIR

that leads the network to achieve the highest energy efficiency given various value

of BS activation probabilities. By assuming the target SIR to be the same for both

tiers, it will be used in obtaining the highest coverage probabilities given by various

combination of the BSs activation probabilities and the PSR. This is to ensure that the

best energy efficiency is achieved given the best target SIR. The optimisation problem

is solved by using Genetic Algorithm where the highest value is obtained.

The main strategies applied to maximise energy efficiency of a heterogeneous network

are spectrum sharing and sleeping BSs. Therefore, applying spectrum sharing will min-

imise the interference and finally maximise the energy efficiency. There are two types of
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spectrum sharing that researchers focus on which are: Universal Spectrum Reuse (USR)

[35,36] and PSR [29]. The USR allows both macro BSs and small BSs to access the whole

spectrum whilst the PSR allows only one of the tiers (normally small BSs) to access a

portion of the other spectrum (normally macro BSs). Applying USR in a heterogenous

network is not the best option because it causes severe inter-cell interference and limits

the QoS performance of macrocell networks [19]. Apart from spectrum sharing, other in-

terference mitigation strategies such as sensing resource blocks and seeking the optimal

sensing period [4] as well as coordinated scheduling [37] were applied in many studies.

However, only spectrum sharing is focused on this thesis, specifically, the PSR.

The PSR factor is applied to achieve a higher energy efficiency due to less work carried

out as an alternative to interference mitigation strategy. A lower PSR factor value will be

discovered for a lower inter-tier interference that results in less spectrum usage. Not only

the interference mitigation, but the network energy consumption can also be reduced [27].

The optimal PSR will benefit both users in macrocell networks and small cell networks as

proved by a study done by [28].

If the PSR factor is higher, more macro BSs will be activated but more small BSs will

be sent to sleep mode [27]. A lower PSR factor indicates more small BSs will be activated

and vice versa. The concept of universal or spectrum reuse allows each BS to occupy the

whole system spectrum. This would cause severe inter-cell interference [28].

BS sleeping strategy was applied in previous works not only to optimise the total net-

work energy cost with PSR [28] but also to improve the energy efficiency of a heteroge-

neous network. Moreover, BS sleeping strategy was also used with USR in both homoge-

neous network and heterogeneous network to optimise the total network energy cost [38].

Similarly, this thesis applies BS sleeping strategy and spectrum reuse to optimise the en-

ergy efficiency of a heterogeneous network. The optimal probability of activating a macro

BS and a small BS are investigated to maximise the energy efficiency by using Genetic

Algorithm.
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1.4.2 Switching Off Decision and User Association Algorithm for Op-

timal Base Station Density

In the second objective, a Switching Off Decision and User Association (SODUA) algo-

rithm is proposed to maximise the energy efficiency of a two-tier heterogeneous network’s

energy efficiency. The contributions of this work are listed as follows.

i. Modelling the spatial distribution of the small BSs and the mobile users as two inde-

pendent Poisson Point Process (PPP). While, a single macro BS is located at the center

of the network to control the small BSs’ activities in the CDSA. The expressions for

the SIR, user-cell associations, power consumption and energy efficiency of a two-tier

network are formulated,

ii. Formulating the energy efficiency maximisation problem and solving it by using the

proposed algorithm. The proposed algorithm considers the traffic load of each small

BS and switching off strategy that could improve the two-tier network, and

iii. Proving the combination of various SIR, the random small BSs’ transmit power, and

the small BSs switching off in CDSA can give a significant result toward the energy

efficiency of a two-tier network.

The main strategies used to maximise a two-tier heterogeneous network’s energy effi-

ciency are switching off BSs, CDSA and the proposed SODUA algorithm. However, for

this objective, the main target is to find an optimal BS density.

Based on literature, most of the previous works obtained optimal BS densities by op-

timising their network energy efficiency like works done by [27, 38–40]. The works op-

timised their network energy efficiency subject to the coverage probabilities larger than

their threshold values. On the contrary, the works in [28,41] considered outage probability

instead of coverage probability as their constraints. Nevertheless, the work in [42] found

the optimal BS density by only considering a BS density value.

Normally, when a study applies a BS sleeping strategy or a BS switching off strategy, a

BS density [43] is one of the factors that will be considered in making sure that a network
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achieves a higher energy efficiency. In short, an optimal BS density is used to help in

maximising the energy efficiency of the whole network. Many works have been carried out

to find an optimal BS density by optimising the coverage probability, the energy efficiency,

and the total network energy cost [38, 40, 43]. For example, the work that was carried out

by [38] obtained an optimal BS density through a binary search algorithm. Then, the

optimal BS density value was used to minimise the network energy cost.

In contrast to [38], the work that carried out by [44] formulated an area power con-

sumption minimisation framework to obtain the optimal values of the deployment factor

which consist of BSs density and transmit power. Specifically, an optimal BS density was

obtained through an analytical model. The authors considered minimising a total energy

expenditure problem where the optimal combination of BS densities was computed. An

optimisation problem was formulated to find an optimal BS density. However, the problem

was hard to solve thus it was just solved numerically [36]. Similarly, several works were

carried out to find an optimal BS density by formulating an optimisation problem [40] by

applying various methods.

As mentioned, a separation architecture or also known as CDSA was introduced to

guarantee the coverage of the network [45, 46]. As the main controller, the macro BS can

determine the small BSs’ modes based on certain criteria that will be discussed later.

In comparison, the second objective switches off only the selected BSs whilst the work

done by [47] activated only selected BSs that were near to the uncovered network corner,

or known as edges. The reason was if the BSs were simply selected to be switched off

because they resided in uncovered area, the unnecessary BSs would as well be selected.

For example, the BSs without users that were not selected to be switched off in the area

would just waste the power consumption. Therefore, it would be better if the algorithm

could be improved by selecting the BSs where at least a user resided in the uncovered area.
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1.4.3 A Genetic Algorithm Based Power Mode Variant Selection Al-

gorithm

In the third objective, a Genetic Algorithm Based Power Mode Variant Selection (PMVS)

algorithm is proposed to maximise a two-tier network’s energy efficiency in a CDSA. The

main contributions of this work are summarised as follows.

i. Proposing a system model that allows each small BS to flexibly switch modes, accord-

ing to its rank (the details will be further discussed in Chapter 5),

ii. Deriving the expressions for the downlink SIR, a user-cell association indicator, power

consumptions of each BS, and energy efficiency of a two-tier network. Based on the

model and the derivation, the optimisation problem is formulated, and

iii. Solving the optimisation problem by applying a Genetic Algorithm based PMVS al-

gorithm. As a result, the optimum values of the bias factors are found for each BS’s

mode. In general, the proposed algorithm decides the appropriate mode for each small

BS by using ranking method. Besides that, the proposed algorithm calculates energy

efficiency where the bias factors modify the power consumption of each BS’s mode

subject to several constraints.

The proposed algorithm, that selects an appropriate power mode and finds the optimal

bias factor value for each BS’s mode, is proposed to maximise the energy efficiency of a

two-tier network in a CDSA. At this point, the proposed algorithm modifies the SODUA

algorithm that is proposed in the second objective to achieve a higher energy efficiency of

a heterogeneous network. Besides CDSA, Genetic Algorithm is used in this work as an

optimisation method.

In short, the Genetic Algorithm is a type of heuristic search of an evolutionary algo-

rithm where the best solution of an optimisation can be obtained by combining different

possible solutions [48]. The algorithm has been used in various works including in min-

imising a network’s energy consumption [48, 49]. However, less works studied on max-

imising energy efficiency of a two-tier network.
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In this third objective, a bias factor is applied on each small BS mode as well as macro

BS to maximise energy efficiency. Here, a bias factor on each power consumption’s mode

is used to adjust the total power consumption in order to optimise the energy efficiency.

The bias factors will be determined by the Genetic Algorithm to obtain a higher energy

efficiency. The power consumption of each mode varies depending on the number of small

BSs of each mode. The Genetic Algorithm will be used to determine the bias values that

satisfy the objective problem with several constraints.

In the previous work of [24], each mobile user sought the appropriate bias value, and

aimed to increase the average throughput. Besides that, the Cell Range Expansion (CRE)

was introduced to reduce the interference of a macro BS by adding a bias value to the

received signal received power (RSRP) of a small BS to induce adjacent users in order to

select a small BS. Normally, most of the users tend to associate with a macro BS because

the transmission power of a macro BS is higher than the small BSs. By employing a bias

value, the BSs could extend its coverage area. Therefore, more users are pushed from

highly loaded macro BSs to lightly loaded small BSs.

On top of that, sleeping or switching off strategy is one of the popular strategies for

maximising energy efficiency of a network. Some studies applied sleeping mode in sleep-

ing strategy whilst the others applied switching off mode in switching off strategy. Ac-

cording to [33], sleeping mode consumes 10% of the power consumption but switching off

mode consumes none. In this work, four different power modes: On, Standby, Sleep and

Off, was considered as studied by [34] to ensure the energy is used efficiently. On top of

that, the repulsive strategy [50] is applied in determining whether or not the small BSs can

be put in one of the power modes for the small BSs that are in a specific area.

Apart from that, a bias factor on each power consumption’s mode of the small BSs will

be introduced as an adjustment factor in order to maximise the energy efficiency of a two-

tier network. The bias factors of all modes will be determined by the Genetic Algorithm

in order to obtain a higher energy efficiency. The power consumption of each mode varies

depending on the number of small BSs of each mode. Besides, an adjustment of a macro

BS will be considered as well, but at a minimum level due to the heavy tasks done by the
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macro BS.

As at this thesis is written, we plan to submit and have submitted, presented,and pub-

lished several papers as listed below.

i. Zaid Mujaiyid Putra Bin Ahmad Baidowi, Xiaoli Chu,” Maximising energy efficiency

by bias factors at base stations in a two-tier network with control-data separation archi-

tecture.” (Have been accepted in 2021 2nd Information Communication Technologies

Conference (ICTC2021) but withdrawn due to funding).

ii. Zaid Mujaiyid Putra Bin Ahmad Baidowi, Xiaoli Chu, ”An optimal energy efficiency

of a two-tier network in control-data separation architecture,” Journal of Communica-

tions, vol. 15, no. 7, pp. 545-550, July 2020.

iii. Zaid Mujaiyid Putra Bin Ahmad Baidowi, Xiaoli Chu,”Energy-efficient joint opti-

mization of activation probabilities and partial spectrum reuse factor in hetnets,” in

2019 IEEE 9th International Conference on System Engineering and Technology (IC-

SET 2019), Shah Alam, Malaysia, Oct. 7, 2019, pp. 303-308.

iv. Zaid Mujaiyid Putra Bin Ahmad Baidowi, Xiaoli Chu (2019). Optimizing Density of

Macro Base Stations for Maximizing Energy Efficiency. Poster session presented at

the Engineering Research Symposium (ERS2019). Engineering Researcher Society,

PGRForum and Think Ahead, The University of Sheffield, United Kingdom.

v. Zaid Mujaiyid Putra Bin Ahmad Baidowi, Xiaoli Chu (2018). Optimizing energy

efficiency in two-operator heterogeneous networks. e-Poster session presented and

published at the Euroscicon Conference on 3D Printing and Wireless Technology.

Am J Compt Sci Inform Technol 2018 Volume: 6 DOI: 10.21767/2349-3917-C2-006.

The next section introduces each subsequent chapter to the readers for the better un-

derstanding of this thesis.
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1.5 Thesis Organisation

This report consists of six (6) chapters where the remainder chapters are described as fol-

lows. Chapter 2 covers fundamental concepts that related to the research and literature

review as this report is written. Chapter 3, 4 and 5 explain the first, second and third

objectives where the proposed system model development, the problem formulation, the

solutions and the results are presented. Finally, Chapter 6 concludes the research and dis-

cusses the recommendation for future works. The following paragraphs introduce Chapter

2 until Chapter 6.

Chapter 2 covers fundamental concepts related to the research and literature review as

this report is written. Before presenting the literature reviews, it is essential to describe

the fundamental concepts related to our research topics to enlighten the readers about the

research topics. The topics discussed in this chapter are the difference between homoge-

neous and heterogeneous network, the Voronoi tessellation that makes the distance of the

BSs to the mobile users are inequal, the SINR as a measurement of the signal strength over

the interference and noise, the coverage probabilities of BSs, the sleeping strategies used in

this thesis, and finally the energy efficiency as the performance measurement of the whole

network. However, during the literature review, the previous works as references will be

discussed extensively and critically. For instance, the closed-access and open-access used

as the network configuration, the highlight of user-cell association indicates the serving

BSs for the mobile users, the spectrum sharing used as an interference mitigation tech-

nique, the strategies used in maximising the energy efficiency, the traffic offloading to

allow the small BSs to be sent to sleep mode, the CDSA, the BSs sleeping and switching

off strategies, and the bias factor used for adjusting the power consumptions.

Chapter 3 further explains the first objective, where a joint optimisation of BS ac-

tivation probabilities and PSR factor is proposed to maximise a two-tier heterogeneous

network’s energy efficiency. The strategies applied in this work are BSs sleeping strategy

and Partial Spectrum Reuse (PSR). The BSs sleeping strategy is used to reduce the power

consumption while the PSR is used to reduce the inter-tier interference. To the best of our

knowledge, less work was carried out to maximise the energy efficiency especially apply-
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ing PSR factor in a two-tier network. Therefore, in this first objective, the PSR factor is

applied together with BSs sleeping strategy in a two-tier network.

Chapter 4 is different from Chapter 3. In Chapter 3, the energy efficiency of a two-tier

network, that consists of a set of macro BSs and a set of small BSs, is maximised. The

macro BSs and small BSs are scattered over a network in a closed-access configuration

where only mobile users that belongs to each tier can be connected to the BS that belongs

to the same tier. However, this chapter’s model considers only one macro BS and several

small BSs that scattered over a network in an open-access configuration. Besides, Chapter

3 did not consider CDSA but it only considered the activation probability of a small BS and

activation probability of a macro BS as well as PSR factor. Nevertheless, in this chapter,

the proposed algorithm maximises the energy efficiency by jointly optimising the decision

making of switching off the active small BSs and the user-cell association. The difference

between this chapter to the previous is that a CDSA is applied, where a macro BS controls

all the small BSs under its coverage. Furthermore, in this second objective, a SODUA

algorithm is proposed to maximise a two-tier heterogeneous network’s energy efficiency.

The main strategies to maximise a two-tier heterogeneous network’s energy efficiency are

switching off BSs, CDSA and the proposed SODUA algorithm. The switching off BSs

is applied only to the small BSs to reduce the network’s power consumption where the

mobile users associated to the BSs will be offloaded to the other active small BSs. At

the same time, the CDSA is used as the network architecture to guarantee the network

coverage when the small BSs are switched off. Besides, the architecture allows a macro

BS to control the small BSs especially in determining which small BSs to be switched

off. Based on that, a SODUA algorithm is proposed to maximise the network’s energy

efficiency.

Chapter 5 unfolds the third objective where a Genetic Algorithm Based Power Mode

Variant Selection (PMVS) algorithm is proposed. The main strategies to maximise a two-

tier heterogeneous network’s energy efficiency applied are four different power modes of

a BS, a bias factor, and CDSA. To apply only switching off BSs is not practical because it

will contribute to other drawbacks such as time delay in BS’s waking up. Hence, the four
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different power modes of a BS consist of On, Standby, Sleep and Off modes, are applied.

The bias factor of each mode of a BS is applied to adjust the BSs’ power consumption.

An optimal bias factor of each mode is investigated to maximise the network’s energy

efficiency.

Chapter 6 concludes the work done in Chapter 3, 4 and 5. Ultimately, the recommen-

dation for future work is highlighted here to improve the work that has been carried out.

In a nutshell, the main strategies used in this thesis are sleeping BSs, switching off

BSs, and sharing spectrum. Switching off and sleeping strategies are different in terms

of the power consumptions and the categories exist in sleeping mode. Thus, they are

deployed in this thesis separately. The random sleeping strategy is applied in the first

objective, whereas the repulsive strategy is applied in the second and the third objective.

Nevertheless, in the second objective, switching off BSs is applied while sleeping BSs is

implemented in the third one. The repulsive strategy allows the selected small BSs in the

sleeping area to be sent to the one of the sleeping categories while the selected small BSs,

in the switching off area, are sent to off mode. While the second objective considers only

switching off BSs, the third objective considers four different modes that comprise of On,

Standby, Sleep and Off [34]. The reason of having these four modes are: not all BSs need

to be switched off, and by applying switching off mode, the wake-up process will be a

bit longer as described by [34] and this can be summarised in Table 1.2. As mentioned,

Table 1.2: Waking up time

Category Mode Wake up Time
(in second)

Awake On 0
Sleeping Standby 0.5
Sleeping Sleep 10
Sleeping Off 30

this thesis applies both sleeping mode and switching off mode separately in the objective.

Therefore, for the second objective, only BSs that are in switching off area can be switched

off whereas in the third objective, only BSs that are in the sleeping area are sent to the other

three sleeping categories. The rests remain Awake, that is, in On mode.



Chapter 2

Fundamental Concepts and Literature
Review

Before reviewing the literature related to the topics in this research, it is better to under-

stand the Fundamental Concepts described in Section 2.1. Then, the extensive literature

reviews written in Section 2.2.

2.1 Fundamental Concepts

Before presenting the literature reviews, it is important to describe the fundamental con-

cepts that are related to our research topics, to enlighten the readers about the research

topics. Furthermore, the general formulas for calculating energy efficiency are explained

in this section.

2.1.1 Homogeneous and Heterogeneous Networks

A homogeneous is a conventional network where the network consists only similar power

transmission range for all BSs reside in the network as the only macro BSs as shown in

Figure 2.1. A heterogeneous network is a network with multiple transmit power range

for all BSs in the network. It can be two or more for range of transmit power. This is

best illustrated in Figure 2.2. The heterogeneous network consists of various types of

BSs with different transmit power ranges shown a significant impact to the performance

of the network’s energy efficiency. Small BSs, that reside in a heterogeneous network’s

coverage proven that the total power consumption of the heterogeneous network could be

18
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reduced due to their low-powered radio communication’s equipment [51]. Intuitively, the

use of low-powered equipment in the heterogeneous network helps in reducing the power

consumption of the network as compared to a homogeneous network. It can be said that

the energy is efficiently used and managed.

Figure 2.1: Homogeneous network with similar type of base stations

Figure 2.2: Heterogeneous network with different types of base stations
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2.1.2 Voronoi Tessellation

A Voronoi tessellation is a division of a region that relates to a region where a user that is

near to a BS is associated with that particular BS as compared to the other BSs. Voronoi

tessellation is normally used in distributing users and BSs on a plane, when the BSs are

not equal in distance [52, 53]. It can also be used when different transmit power over tiers

are used [54]. The rest of the BSs, that are not associated with a typical mobile user, are

considered as interferers. This is used when calculating a signal received at a mobile user

from the nearest BS. The BS that is communicating with the mobile user is called a serving

BS. The location of a mobile user is important in determining whether or not the user can

get the coverage from the BS. The BS that is partitioned by using Voronoi tessellation is

illustrated in Figure 2.3 where the dots on the diagram are the location of the BSs. The

regions are divided based on the nearest location that a BS can serve when a mobile user

moves from one region to another.

Figure 2.3: Voronoi tessellation
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In this thesis, Voronoi tessellation is applied to simulate inequality of the distance from

a BS to a user for user-cell association purposes.

2.1.3 Signal-to-interference-plus-noise Ratio

Signal-to-interference-plus-noise ratio or SINR is a basic concept in defining the received

signal at a mobile user. The transmit signal is attenuated due to fading, path loss and

shadowing as it is propagating from a BS known as a transmitter to a mobile user that is a

receiver.

Basically, the SINR can be measured as the ratio of power, P , to interference, I , plus

noise, N , as follows

SINR =
P

I +N
(2.1)

When the transmit power experiences attenuated signal in the channel model, the SINR

can be written as follows

SINR =
Phd−α

I +N
(2.2)

Referring to Equation (2.2), the numerator consists of the received power at the receiver

while the denominator consists of interference and noise factors that contribute to the

SINR. The received power consists of transmit power which is coming from the trans-

mitter, P , and it is modified by fading, h, and path loss over the distance d−α.

The transmit power of the BS is within the minimum and the maximum allowable

transmit power depending on the category of the BSs. For instance, a macro BS’s maxi-

mum transmit power is 20 Watt. However, for small BSs, it depends on its categories such

as micro’s maximum transmit power is 6.3 Watt, pico’s is 0.13 Watt, and femto’s is 0.05

Watt [55].

The fading is usually modelled as Rayleigh distribution because it is suitable with our

environment where the interference signal powers are scattered. This is because the signals

traverse the air through many objects before arriving the receiver or the signal can be said



22 2. Preliminaries

as coming from multipath. The Rayleigh fading can be modelled using exponential distri-

bution as the interference power is exponentially distributed [53]. The channel effect such

as fading is random, thus communication between the BS and the mobile users experience

only Rayleigh fading with mean 1, while the transmit power is 1/µ.

For example, Rayleigh fading has been widely used in modelling fading distribution

where the signals are scattered all over the environment with no dominant components

scatter the signals. It was implemented in a homogeneous network where it is much suit-

able for macro cells in an outdoor dense urban area with non-line-of-sight (NLOS) envi-

ronment where obstacle are in presence [56]. However, it was also used to model fading

distribution in heterogeneous network [57] with background noise in presence [58].

Fading is also known as small-scale fading because the fluctuation of the signal happens

rapidly within a small area. The example of the situation that causes the fluctuation is the

movement of a mobile user from one location to another. This type of fading is, normally,

modelled as Rayleigh fading. It is also known as a small-scale effect due to fast changes

in respect to time. It happens because power signals propagate from the transmitter to

the receiver by using multipath. Finally, all the signals arrive at the receiver in a slightly

different time.

Mathematically, the fading, h, is Rayleigh distributed if h =
√
X2 + Y 2, where X

and Y are two independent variables that follow normal distribution, that can be written as

X ∼ N(0, σ2) and Y ∼ N(0, σ2). The σ is the variance and mean is 0 since there is no

dominant component to the scatter.

The total received power at a mobile user usually is less than the total transmit power

due to many factors along the way from a transmitter to a receiver. Thus, the transmit

power is decreased as it travels to the receiver. The transmit power also decreases over

the distance the signal power travels. The decreasing power can be measured by path loss

exponent which is a type of distance-dependent. The path loss, PL, can be measured as the

ratio of the transmit power, Pt, to the received power, Pr, and written in linear equation as

PL =
Pt
Pr

(2.3)
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Besides, it can also be measured in decibel unit as

PL(dB) = 10 log10
Pt
Pr

(dB) (2.4)

On top of that, path loss can also be calculated based on the distance, d, to the power of

path loss exponents, α, as follows

PL = d−α (2.5)

The negative power indicates that the value is decreasing over the distance. The path loss

exponent varies depending on the environment it propagates [59]. Basically, the indoor

environment experiences a higher path loss exponent as compared to the outdoor environ-

ment due to strong obstacles such as wall, floor, and curtain. The path loss exponent can

be classified as shown in Table 2.1 [60].

Table 2.1: Path loss exponent

Environment Path loss exponent
Free space 2
Urban area 2.7 - 3.5
Suburban area 3 - 5
Indoor line-of-sight 1.6 - 1.8
Obstructed in building 4 - 6
Obstructed in factories 2 - 3

Another modifying factor to the transmit power is shadowing. It happens when the

power signal is blocked by any obstacles such as buildings during the propagation. It is also

known as large-scale fading because the changes to the transmit signal are large in a small

area. For example, signal changes due to blockage of the building, mountains, or hills. The

shadowing is typically modelled as log-normal distribution. However, shadowing is not our

focus in this thesis because only small-scale fading is considered. Hence, shadowing can

be put aside in this thesis.

The interference is the other signals that are coming from another BSs to a typical

mobile user. A noise is a basic noise model to reflect the random process of thermal

noise that naturally exists. However, some studies considered as an interference-limited
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case where the SINR is reduced to SIR, that is without noise power. It happens when the

interference is dominated over noise power, N [61]. Therefore, the expression is written

as follows

SINR =
Phd−α

I
(2.6)

where the numerator consists of P , the transmit power of a transmitter that is subject to

minimum and maximum allowable power depending on the type of BS, h, the Rayleigh

fading, d, the distance from the BS to a typical mobile user, and α, the path loss exponent

depending on which category. If the interference-limited case is considered, the denomi-

nator consists of only I , the interference that coming from another BSs.

2.1.4 Coverage Probability

A coverage probability was developed for SINR using stochastic geometry framework

by [53]. This is, then, used widely by other researchers to carry out more research. At

first, the coverage probability model was implemented in only homogeneous network but

it was implemented also in a heterogeneous network [62]. The model was introduced to

solve problems for mobile users where the locations are randomly located unlike the prior

studies wherein focused on grid model and based on fixed deployment of BSs. The SINR’s

coverage probability expression derived was tractable and easy to solve as compared to the

previous expressions’ coverage probability.

To date, the coverage probability was studied extensively by researchers in the wire-

less communication area. Coverage probability is one of the vital performance metrics to

measure the probability of a typical mobile user to be able to achieve a certain threshold

value of SINR [63]. Here, the BSs are deployed according to a homogeneous PPP where

the points (i.e. BSs) are scattered all over the network.



2.1. Fundamental Concepts 25

2.1.5 Small BS Sleeping Area

To determine whether or not the small BSs can be assigned to one of the modes, this thesis

applies repulsive strategy as in [50] where the small BSs that are in a specific service area

could be assigned in sleeping strategy when necessary. This can be illustrated in Figure

2.4 and the Average Sleeping Ratio’s formula is written as follows

Average Sleeping Ratio =
The area of allowable maximum coverage

The actual area of the coverage
=

πr2
s

3
√

3
2
D2

(2.7)

where rs is the radius from the serving BS, that is a macro BS, to the allowable maximum

coverage area, D is the radius from the serving BS to the end of the actual coverage area.

In this case, the hexagonal area is applied [50].

Figure 2.4: Small BS sleeping area

2.1.6 Energy Efficiency

Energy can be defined as a total amount of work done that is measured in Joule. Power, on

the other hand, is defined as how many data rate is transferred at what energy or how fast

it can be done. The unit of power is Watt and a Watt is equal to one Joule divided by one
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second. It can be expressed as follows

Power in Watt =
Joule

second
(2.8)

Energy efficiency is measured by a throughput of a system per unit power consumption

[64]. The throughput is the amount of data rate transferred from the BSs to the mobile users

in a specific service area (if considering an area). The power consumption is the amount

of power in Watt used by each BS in a network. Therefore, an energy efficiency can be

described as how many data per second can be transferred from a transmitter to a receiver

over a total of power consumption. This can be shown as follows

Energy Efficiency,EE =
Total number of data transferred (in bits / s)

Total power consumption (in Watt)
(2.9)

Therefore, the throughput of a network can be calculated based on two definitions

either using achievable data rate [18] or using average spectral efficiency [65] as the nu-

merator. As a result, the energy efficiency can be calculated based on one of the two

definitions over the total of power consumption. The achievable data rate is measured in

bits/seconds while the average spectral efficiency is measured in bits/seconds in a unit area

by considering density of BSs. The two formulas can be written as follows

i Achievable Data Rate as the network throughput

Energy Efficiency,EE =
Achievable Data Rate

Total Power Consumption

ii Average Spectral Efficiency as the network throughput

Energy Efficiency,EE =
Average Spectral Efficiency

Total Power Consumption

The energy efficiency that is based on achievable data rate is the performance metric

for network capacity, and it is defined as a network throughput in terms of total data rate

(in bits/s) without considering BS density. Nevertheless, the energy efficiency that is based
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on average spectral efficiency is the performance metric for network capacity, too, but it is

defined as the network throughput that considers BS density (in unit area, e.g. m2).

According to [6], a network throughput can be obtained through all connections from

the given BSs to the mobile users where it is taken over all the connections in a certain

area of a network such that

P(SIR > T ) log2(1 + SIR)

and this is called average rate where, P(SIR > T ) is the coverage probability, log2(1+SIR)

is the achievable data rate and T is the threshold value.

Therefore, for each tier, the average rate is defined as λP(SIR > T ) log2(1 + SIR) by

having a BS density, λ. Consequently, the average rate of a two-tier network can be written

as follows

ASEhetnet = λmPm(SIRm > T ) log2(1+SIRm)+λsPs(SIRs > T ) log2(1+SIRs) (2.10)

where λm and λs are the BS density of the macro BSs, and the small BSs, Pm(.) and Ps(.)

are the coverage probability of the macro and the small BSs, SIRm and SIRs are the SIR

of the macro and the small BSs.
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2.2 Literature Review

2.2.1 Closed-access and Open-access

Network access can be configured in two ways: closed-access and open-access [54]. In

an open-access scenario, the mobile users can be connected to any nearest BSs regardless

of their tiers [43]. For example, a mobile user can be connected to either a macro BS

or a small BS based on the association strategy used such as nearest BS or the BS that

offers the highest SINR. This can be illustrated in Figure 2.5. By applying an open-access

configuration, the network operators can expand their network capabilities at a lower cost

deployment [66]. In contrast to when closed-access is deployed, a mobile user can only

be connected to BS of the same tier. For example, a mobile user that is connected to a

macro BS is called macro BS’s mobile user (MU) while a mobile user that is connected to

a small BS’s is called small BS’s mobile user (SU). This can be illustrated in Figure 2.6 for

closed-access involving small BSs only and Figure 2.7 for closed access involving macro

BSs only. Even though the open-access offers cheaper and flexible network configuration,

the closed-access ensures that no inter-tier interference occurs because the interference is

coming from only the same tier with no interference from other tiers.

2.2.2 User-cell Association

A user-cell association tells us about how a mobile user is connected to a BS. Various user-

cell association strategies were proposed in the earlier works. For example, a user-cell

association strategy that was based on the fading-average propagation loss process where

a mobile user was associated with a BS that offered the strongest signal [67]. Besides that,

maximum instantaneous received power (MIRP) and maximum average received power

(MARP) were used to determine a user-cell association strategy that was proposed by [40].

Here, the CRE bias value was used to ensure that the mobile users were connected to a

small BS instead of a macro BS. Similarly, a work done by [68, 69] used CRE bias as

well to ensure that a mobile user, that was being associated with a small BS, would not be

offloaded to a macro BS for a user-cell association. However, this user-cell association was
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Figure 2.5: Open access

Figure 2.6: Closed access (small BS only)



30 2. Preliminaries

Figure 2.7: Closed access (macro BS only)

based on conventional SINR and received signal received power (RSRP) measurement.

Even though many studies no longer used the conventional SINR due to its limitation

such as prone to connected to macro BS, a study that was conducted by [39, 47] used the

conventional SINR for cell association. However, an interference margin was added to the

SINR to mitigate the interference coming from neighbouring BSs.

Nevertheless, in another study, a mobile user was associated with the nearest BS [70]

instead of the MIRP, MARP, RSRP and SINR. If a mobile user is associated with a BS that

is based on the conventional SINR, it might be associated with a macro BS which located

far from the user as compared to the small BS that is closer. This is the downside of the

conventional SINR because the transmit power of a macro BS is larger than the small BS.

However, if the nearest BS approach is applied, the nearest BS to the user will be selected

even though the received power is lower, regardless of the tier.

However, some studies applied closed-access where the mobile users could only be

connected to the same tier [27]. For instance, if a mobile user belongs to a small BS or

known as SU, the mobile user can only be connected to small BS not a macro BS. If the

mobile user belongs to a macro BS, or known as MU, they can only be connected to a

macro BS. This is quite similar to the concept of separation architecture where only small

BSs can serve mobile users. A macro BS in contrast, does not serve any users for data

transmission except controlling the signalling activities.
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In a user-cell association, an indicator variable is used to show that a BS is associated

with a mobile user. An indicator 1 shows that the BS is associated with the mobile user

while an indicator 0 shows that the BS is not associated with the mobile user. The general

association relationship between the mobile users and the small BSs can be represented by

matrix A = [asu]S×U

asu =


0, if mobile user u is not associated with the small BS s

1, if mobile user u is associated with the small BS s
(2.11)

where S is a set of small BSs, U is a set of mobile users.

2.2.3 Spectrum Sharing

Interference in wireless communications is common due to signal propagation from one to

another. In a homogeneous network, there is only one type of interference which is co-tier

interference or known as inter-cell interference. Whilst, in a heterogeneous network, there

are two types of interference occurs. The first type is co-tier or inter-cell interference and

the other is cross-tier or inter-tier interference. Co-tier interference happens among the

same tier while cross-tier happens between different tiers [71]. For instance, interference

coming from other small BSs to a small BS is a type of co-tier interference. However,

the interference that is coming from small BSs to a macro BSs is a type of cross-tier

interference.

However, the solution for cross-tier interference is to implement either spectrum split-

ting or spectrum sharing [72, 73]. Due to using orthogonal frequency bands in spectrum

splitting, macro BSs and small BSs are totally in separate networks. Hence, no cross-tier

interference occurs and this solves the issue of interference coming from other tiers. How-

ever, due to using the same spectrum by both macro BS and small BSs in spectrum sharing

scheme, co-channel interference arises.

The cross-tier interference problem was also proposed to solve by applying different

cells on a spectrum such as PSR scheme [29]. The scheme allows the spectrum to be
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shared and reused by different tiers. For example, macro BS’s spectrum not only used by

itself but a fraction of the spectrum is shared by small BSs as well. This will reduce the

interference to the macro cell.

2.2.4 Strategies in Maximising the Energy Efficiency

Information and communication technology (ICT) industry was identified as the main fac-

tor to carbon dioxide emission due to high electric energy consumption [74]. According

to [1], it was predicted to be exponentially increasing in a short period and it could lead

to global warming. In order to overcome this problem, many researchers worked toward

minimising power consumption of BSs and energy efficiency of a network in ICT commu-

nications [75–78]. For instance, improving energy efficiency performance in a fast-moving

vehicle such as high-speed railway communication system [79], maximising the energy ef-

ficiency in a Multiple-Input Multiple-Output (MIMO) network [80], and proposing energy-

efficient radio resource management to improve cell edge users throughput [81].

One of the techniques to minimise the power consumption of BSs is coordinated beam-

forming [82] where the transmitted signal is directly sent to the destination rather than to

all areas. Besides that, a separation architecture or known as CDSA was proposed to be

applied to reduce network energy consumption [78]. In this study, a conventional macro

BS that was used to serve users was replaced with two types of light-weight BSs. The first

one was for a coverage BS to cover the network and the latter was used for traffic BSs. The

coverage BS was for serving a specific coverage area whereas the traffic BSs were used

specifically to handle user traffic. The traffic BSs could be switched on and off based on

the traffic load. This would certainly help the network to minimise its power consumption.

In another study, a group of BSs of different tiers were clustered together to serve a

typical mobile user, known as cooperative clusters scheme in order to maximise energy

efficiency [1]. In this scheme, a typical mobile user would be served by a group of BSs, re-

gardless of their tiers, that offered Received Signal Strength (RSS) larger than the threshold

value. RSS is a measurement of power received at a mobile user that transmitted by a BS.

The formulation for checking whether or not the RSS value was larger than the threshold
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value was formulated as follows

PkΨk,s ‖ xk,s ‖αk≥ Tk (2.12)

where, if K is the number of tier, then k ∈ 1, 2, ..., K, Pk is transmit power of tier-k

of BS-s, Ψk,s is fading coefficient of tier-k of BS-s, xk,s is location of BS, αk is path

loss exponent of tier-k, and Tk is RSS threshold value of tier-k. The work proved that

the proposed cooperative clustered to be more energy-saving as compared to only macro

network deployment. Similarly, the authors of [2] implemented cooperative clusters as

well but the work grouped only the small BSs. Thus, a typical user would be served

by either a macro BS or a cluster of small BSs which offered the larger RSS. The work

expressed it as follows

xk,s∑
xj,s∈C

Psr
−α
j,s > Pmr

−α
m (2.13)

where, xk,s is the coordinate location of the small BS-s of the tier-k, xj,s is the location of

j-th BS that is the element of the set of cooperative small BS. The set of cooperative small

BS is the small BSs that are working together to provide the RSS for serving the mobile

user. Hence,
xk,s∑

xj,s∈C
Psr

−α
j,s is the RSS of cooperation of small BSs, Pmr−αm is the RSS of a

single macro BS, Ps and Pm are the received power of small and macro cell respectively,

and r−αj,s and r−αm are the radius of small and macro cells respectively. Therefore, if the

value of the left equation, that was the cooperative small BS, was larger than the right, that

is the macro BS only, the mobile user would be associated with the group of small BSs.

Otherwise, the mobile user would be associated with the macro BS.

The above-mentioned schemes were known as distributed energy-efficient power con-

trol schemes. Unlike the above-mentioned schemes, each small BS in [77] worked indi-

vidually to achieve energy efficiency without having cooperation from macro BS or other
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small BSs. The calculation of the individual energy efficiency was expressed as follows.

EEk =
Rk

P c
k + 1

σ

N∑
i=1

P i
k

(2.14)

where, Rk is the rate of k-th small BS, P c
k is the circuit power consumption, σ is the

inefficiency of the power amplifier with 0 < σ ≤ 1. Here, the small BSs made decisions in

controlling their own transmit power to achieve a higher energy efficiency. In contrast, the

cooperative small BSs techniques, that were mentioned previously, depending on the other

small BSs. This independent technique allowed independent decision where the small BSs

did not have to rely on coverage area of the macro BS.

Energy efficiency can also be maximised by applying offloading in License-shared

Access (LSA) which is a type of sharing different spectrum [61, 83]. Here, the small cell

networks offered offloading services to macrocell network for offloading its MU. As a

reward, the small cell networks will be awarded a license due to services offered. The

license could be used to access the spectrum owned by the macro BS. In this scheme,

all the small cell networks in the network cooperated with the macro BS for the service.

The small cell networks were divided into two categories: offloader and licensee. The

offloader acted as a group who offered the offloading service while the licensee acted

as a group who received the license. Nevertheless, this approach seemed unfair because

the group that helped in offloading was not awarded but the other licensee, received the

reward. The reward was a license, that was given by the macro BS to the licensee group,

for executing data transmission in macro BS’s spectrum. Intuitively, energy efficiency

could be maximised since the distance from the mobile user to the small cell network was

much shorter than the distance from the mobile user to the macrocell network. Therefore,

if the probability of getting connected to the nearest small BS from the mobile user was

higher, the more energy could be saved.

There are differences between having a license and unlicensed spectrum. Of course,

the license can only be used by a company that bought the license but the unlicensed can be
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used by anyone. One of the benefits of having a license is there will be no interference in

communication from any other operators. It is a great way to mitigate interference because

the operator needs to only manage internal interference. The examples of the licensed

spectrum are Long Term Evolution (LTE) and Third Generation (3G). In contrast, unli-

censed spectrum, such as Wireless Fidelity (WiFi), experience a lot of interference coming

from other parties. Therefore, the use of unlicensed band in wireless communication can

degrade the energy efficiency of a network.

In conclusion, minimising power consumption is not necessarily maximising energy

efficiency. Minimising power consumption of all BSs in the network will reduce the heat

and carbon dioxide emission. For example, in reducing power consumption, some of the

components such as transmit power are reduced. Consequently, reducing transmit power

would reduce the coverage area too. However, maximising energy efficiency means in-

creasing the network throughput from transmitters to receivers over the total power con-

sumption. The higher the energy efficiency, the better the network’s performance is. While

the power consumption is measured in Watt, W , the energy efficiency is measured in bits

per second per Watt, b/s/W , or bits per Joule, b/J as explained in Section 2.1.6. However,

both contribute to energy saving and lead to less carbon dioxide emission.

2.2.5 Traffic Offloading

Offloading is a process of transferring jobs or tasks or activities from one party to another.

For instance, if a mobile user is being served by a BS, it will be transferred to another BS

to ensure the connectivity of the service. Most of the time, the users are mobile where they

move from one place to another [79]. Therefore, the mobile users need to be offloaded,

either to the nearest BS or to the BS that offers the best QoS, to ensure the service is

continuous. Otherwise, the communication will be interrupted, delayed, or disconnected.

Hence, a lot of studies were carried out and suggested various methods for offloading

activities. For example, a method, namely small cell cooperation, offloaded users from

macro BSs via small cells cooperation was proposed [2]. It is clear that the small BSs

were joined together as a group for offloading purpose by its name. For devices that needed
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high energy consumption but fewer resources and a massive amount of data, using smart

devices for offloading purposes where the network was shared or offloaded with other

smart devices to have a higher energy efficiency was suggested [64]. However, offloading

to cloud storage, that was proposed by [13], was suitable for receiving a huge amount of

data by mobile users. Besides that, this method, offloading to cloud infrastructure was

studied by [12] where computational tasks were offloaded to cloud.

Offloading or handing over mobile users from one BS to another, offers several benefits

and drawbacks during the implementation. Some studies said that an offloading is an

approach to help reducing traffic congestion in a macro BS. When the traffic and the power

consumption are reduced, the cost will too be reduced and this is known as a cost-effective

approach [84]. From the macro BS’s point of view, offloading from a macro BS to a small

BS can help them in reducing the power consumption of a macro BS due to short distance

from the mobile user to the small BS. However, from the small BSs’ point of view, low

access fee, that imposed to the small BS if it was chargeable [84] helped them to reduce

their operational cost. While most of the studies claimed that the implementation of small

BSs was cheaper than the traditional macro BSs, a study conducted by [85] highlighted

that the implementation of small BSs was expensive due to licensed and limited spectrum.

However, implementation in WiFi network is one of the ways to reduce cost as it operates

in unlicensed spectrum.

Nevertheless, offloading is not favourable by some parties specifically mobile opera-

tor networks. The work [86–88] proposed incentive-based offloading to encourage more

parties to get involved in offloading. Various types of incentives were given to the par-

ties that involved in offloading service. For example, offering those that participated in

offloading to have a reduced cost for better QoS, to share resources with the licensed spec-

trum, to receive a discounted price for service charge if they were willing to wait longer

for downloading service.

Even though small BSs help in offloading macro BS’s users, the QoS could not be guar-

anteed to be the same as receiving the service from macro BSs. Therefore, an offloading

method of cooperation among small BSs by applying Software-Defined Network [2] and
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an offloading by using cell switching techniques were proposed [18] to ensure that their

QoS is maintained.

In short, offloading mobile users offers benefits in a heterogeneous network environ-

ment that will be used as one of the strategies in this thesis. In fact, several studies have

proven by offloading the mobile users from a macro BS a to small BS, the energy efficiency

of a heterogeneous network can be maximised [74,83]. Similarly, offloading from a macro

BS to a small BS or from a lightly loaded or heavily loaded small BS to another small BS,

would actually benefit both the mobile users and the BSs. For instance, the mobile users

keep receiving services and the BSs can reduce the burden in terms of power consumption

while maintaining QoS.

2.2.6 Control-Data Separation Architecture (CDSA)

Separation architecture, or also known as CDSA, is a basic concept of separation architec-

ture to split two signals of wireless communications such as signals that mainly for cov-

erage purpose and signals for data transmissions purpose. It is divided into two different

planes, the control plane (CP) and the data plane (DP). The architecture consists of control

BSs (CBSs) in CP, basically macro BSs, and data BSs (DBSs) in DP, basically small BSs.

The difference between the CP and DP is that the CP operates on the low-frequency band

while the DP operates on the high-frequency band. Moreover, the CP provides great prop-

agation capabilities to obtain high coverage but low data rate service. Whilst the DP offers

a high capacity, wide spectrum resources and high data rate service.

Theoretically, when a mobile user joins a network, it will be first connected to a CBS

for coverage signalling. Besides that, the idle users will also be connected to CBS. Then,

CBS finds suitable DBS to provide high data rates for data transmission. By having a single

control, that is a CBS, the unnecessary DBSs can be flexibly switched off for saving power

consumption. The selection of DBSs for saving purpose is based on the predetermined

algorithm. By switching off the DBSs, no holes of coverage occur because the CBS pro-

vides extensive connectivity to the DBSs. Since the CBS controls the network, the inactive

DBSs can always be activated by the CBS whenever the DBS moves as long as it is within
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the CBS coverage area. The inactive DBSs can be activated earlier before the arrival of the

mobile users at the inactive DBSs to ensure they are active for providing data transmission.

The DBS always check for the most suitable DBS, based on the predetermined strategy, to

associate with the mobile users.

Literally, the architecture was introduced by [89] and has been used by other re-

searchers to split logically between signalling and data transmission signals. Later on,

in this thesis, the term macro BS will be used rather than CBS while the term small BS

will be used rather than DBS. Under this separation architecture, the coverage of the net-

work is guaranteed [45, 46, 50] as this architecture avoids coverage holes in the network.

Besides that, the architecture allows macro BS (i.e. CBS) to control all activities including

small BSs’ activities in order to improve the energy efficiency of a heterogeneous net-

work [50]. Since the macro BS provides high coverage as it operates on low capacity and

low-frequency bands, the capabilities of the propagation are high in quality [20]. However,

the small BS (i.e. DBS) offers high capacity and more spectrum resources as it operates

on high-frequency bands [46]. The separation of control signalling and data transmission

allows the macro BS to dynamically readjust the network via its control. Thus, any addi-

tional small BSs are allowed whether planned or ad-hoc cases.

Therefore, more studies that apply separation architecture were conducted. For in-

stance, the architecture was applied in an ultra-dense network [90]. The purpose of de-

ploying the architecture in the study was to enhance small BS’s capabilities in order to

accelerate the process of small BSs handover process. Besides that, the architecture was

applied in other works as well such as in the radio access network (RAN) [91], in the

cloud-radio access network (C-RAN) [92], and in fog-radio access network (F-RAN) [93].

Based on the above, here is the summary of the characteristics of the separation archi-

tecture or CDSA:

i. The separation of control and data plane allows the CBS to dynamically readjust the

network via control signalling while the DBS obeys the instructions given by the CBS,

ii. The DBS will be activated by the CBS when it is needed. For example, when the

mobile user moves to the inactive DBS coverage range area,
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iii. Only CBS can manage the signalling activities and provide connectivity to the mobile

users,

iv. CBS operates on low-frequency bands thus it can provide high coverage as compared

to the DBS,

v. DBS operates on high-frequency bands thus it offers high capacity and more spectrum

resources,

vi. The network can minimise the power and the energy consumption by minimising the

number of BSs that are always in on mode,

vii. It is a reconfigurable and scalable architecture where the DBSs are flexible to be added

to the network anywhere and anytime,

viii. It is dynamic to the traffic loads which means by switching it on or off could contribute

to energy saving and energy efficiency.

2.2.7 Base Station Sleeping and Switching Off Strategies

One of the strategies in minimising energy consumption and maximising energy efficiency

is that sending BSs to sleep mode [27, 28]. Most of the studies proved that by applying

BS sleeping strategies, a network can obtain a higher energy efficient [43] and a higher

energy-saving [94].

The BS sleeping strategies that are commonly used are random sleeping, strategic

sleeping and partial sleeping [95]. A study done by [6] applied both random and strategic

BS sleeping strategies. The former strategy had equal probability for sleeping selection

while the latter strategy sent the BSs to sleep when they were low in traffic. Generally, in

random sleeping, information like traffic load and cell’s location are not required because

the decision for which BS to be in sleeping mode is selected randomly. Since the random

sleeping allows any small BSs to be switched off with equivalent probability, it can be

implemented easily. Whilst, strategic strategy needs a specific approach and method that
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based on the problem. However, one more strategy was used in previous work: repul-

sive sleeping strategy where only the BSs that resided in a specific area were selected for

sending to sleep mode [50].

On top of that, the BSs can be sent to sleep mode based on various reasons. For

instance, in traffic-aware sleeping strategy, the BSs were sent to sleep mode if the BSs had

no users in the coverage area to serve [43]. This is also known as passive sleeping strategy.

However, a recent study done by [46] applied random and repulsive scheme of sleeping

strategy in which, the random scheme allowed the small BSs to be an equal probability of

switching off while the repulsive scheme allowed only the small BSs that were near to the

macro BSs to be switched off. In another study, BS sleeping strategy applied a rule for

sending BSs to sleep mode where the rule was set where the BSs would need to be sent to

sleep mode when some mobile users were less than 10% during the peak hour [94]. The

remarkable impact of implementing such a strategy was that the coverage was guaranteed

to be 95% even though most of the BSs were in sleep mode.

Vertical and horizontal offloading were proposed to ensure that the QoS of the mobile

users was satisfied within the sleeping small BSs [50]. Vertical offloading happens when

the mobile users are offloaded from a lower tier to a higher tier or can also be said from a

small BS to a macro BS. This can only happen if the mobile users are within the sleeping

small BSs area. This situation is illustrated in Figure 2.8.

The horizontal offloading happens when the mobile users are offloaded to the same tier

or can be based on a small BS to another small BS. However, it can only be done within

a limited range due to the low transmit power of small BSs. This is illustrated in Figure

2.9. The horizontal offloading was implemented earlier by [6] in random and strategic BS

sleeping strategies. However, the mobile users were offloaded between the macro BSs only

since it was implemented in a homogeneous network.

BSs sleeping and switching off strategies are among the common strategies to minimise

the total power consumption of BSs in a network. Instead of minimising the BSs’ power

consumption, it was also proven to maximise the energy of a network. Several studies ap-

plied sleeping strategy whilst the others applied switching off strategy. According to [33],
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Figure 2.8: Vertical offloading

Figure 2.9: Horizontal offloading

a BS that is in sleeping mode consumes 10% of the power consumption but a BS that is in

switching off mode consumes zero power consumption. However, by switching off certain

BSs, it would tremendously help to reduce more than 50% of the power consumption as

mentioned by the authors of [96].

Switching off strategy was studied by [48] to minimise the total energy consumption
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by switching off lightly loaded small BSs during low traffic load. The mobile users from

the switched off BSs were offloaded to the neighbouring small BS. Similarly, this strat-

egy was applied by [46] but the traffic was offloaded to macro BS instead of neighbour-

ing small BS. A switching mechanism that considered increasing power consumption of

the macro BS due to offloaded traffic from the switching off BSs was developed. The

mechanism was for selecting the best set of small BSs to be switched off. An earlier

research performed slightly different in switching off strategy where Mobile Network Op-

erators (MNOs) switched off their macro BSs to save energy by offloading the traffic of its

underutilised macro BSs to a third party [97]. The third-party is a company who leases the

MNOs’ capacity for small cell networks implementation.

Prior research used various modes of BSs that based on certain criteria for power and

energy saving. Different power-saving modes were applied based on different depths. A

higher power saving would be obtained when a sleep mode was deeper. However, a deeper

sleep mode required a longer wake up time. Four different power-saving modes were

applied based on: wake up time [34, 96, 98] and sleep time [23, 99, 100].

The examples of the wake-up time modes that have been studied are On, Standby,

Sleep and Off modes. For switching off, the higher priority are given to the BSs that had

lower energy efficiency as compared to the others. The mobile users that associated with

the sleeping BSs would be reassociating with the neighbouring small BSs then. In contrast,

the sleep time modes were studied based on four different times: 71 µs, 1 ms, 10 ms and

1 s. In this type of sleep modes were based on time depth that was how long it went to

sleep in stages. A deep sleep mode meant longer latencies. Thus, more components such

as signal processing power, amplifier inefficiency, and power losses would be deactivated.

As a result, lower total power consumption can be obtained. On the contratry, one of

the studies, that implemented sleep-time approach [100], applied a single depth mode but

could be configured as many modes of depth based on temperature. The optimum depth

was found using an exhaustive search.
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2.2.8 Bias Factors for Adjusting Base Station Power Consumption

A bias factor is a positive biasing factor that has been used in many studies to adjust certain

values. For example, to increase an average throughput [24], to maximise a number of

mobile users [25], and to reduce a number of amplifier measurements [26]. According to

[23], a bias factor could be applied to contribute to power saving as long as the constraints

were fulfilled, especially, when the requirements of transmitting the power were reduced.

Moreover, there was a study that set a bias factor at power amplifier [23] while another

study controlled power using adaptive bias [101]. However, both studies reduced power

consumption while maintaining high power output.

Generally, most of the previous studies applied bias factor to increase the received

signal strength so that the users would be associated with the small BSs rather than the

macro BS [102–104]. The reason is that most of the users tend to associate with a macro

BS because the transmit power of a macro BS is higher than the small BSs. Therefore,

by applying a bias factor at the small BSs, the coverage area could be extended, and this

would help the small BSs to be selected for the user-cell association. As a result, more

users were pushed from highly loaded macro BSs to lightly loaded small BSs [21, 22].

Besides that, CRE bias was implemented to minimise network energy consumption where

small BSs could change their coverage by adjusting the user-cell association bias [105].

Like mentioned, most of the studies focused on applying bias factor for user-cell asso-

ciation purposes. Few studies were performed on bias power [101]. Based on the previous

studies, a bias factor was set at Power Amplifier [101] while in this thesis, a bias factor

will be set on each total power consumption of the BS mode. In a former study, the Direct

Current (DC) was controlled by using adaptive bias where the mean value of the DC is

reduced while maintaining high power gain [101]. In another work done by [106], a bias

factor is set at each pico BS to adjust, either to increase or decrease, the coverage areas of

pico BSs for load balancing. However, the authors in [21] added a positive bias factor to

the small BSs’ transmit power in order to increase coverage range where the users received

power than it supposed to.



Chapter 3

Optimal Probability of Activating Base
Stations

3.1 Overview

This chapter explains the three factors that lead to a two-tier network’s higher energy ef-

ficiency [107]. The energy efficiency is formulated based on [27] and the optimisation

problem was solved using a Genetic Algorithm. Section 3.1 starts with an overview of the

chapter, and Section 3.2 explains the system model which describes SIR, and the power

consumption model. Next, Section 3.3 describes further the problem formulation including

the coverage probabilities of a BS and the performance metrics of the energy efficiency,

and the problem formulation. Furthermore, Section 3.4 unfolds the problem solving in

detail. The results obtained are analysed and extensively discussed in Section 3.5. Finally,

the conclusion of this chapter is presented in Section 3.6.

3.2 System Model

The proposed system is a two-tier network deployment that consists of macro BSs and

small BSs. Both tiers have different transmit powers where the macro BSs have a transmit

power higher than the small BSs. The BSs are arranged according to some homogeneous

PPP, Φm of intensity λm and Φs of intensity λs, for macro BSs and small BSs respectively.

A closed-access configuration scheme is applied in the spectrum sharing network deploy-

ment where a portion of the spectrum is allocated for both macro BSs and small BSs.

44
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While, the other portion is allocated for only the small BSs. This spectrum sharing is also

known as partial spectrum reuse or PSR as described in Section 2.2.3. Since the closed-

access configuration scheme is applied, the mobile users can only be associated with their

respective tiers. For example, the macro BSs have their mobile users called macro BS mo-

bile users or MUs, and the small BSs have their own mobile users called small BS mobile

users or SUs. The MUs cannot connect to the small BSs and the SUs are unable to connect

to the macro BSs.

The mobile users are located in the Voronoi cell and hence, each mobile user is asso-

ciated with the nearest BS of its tier only. For instance, an MU can only be associated

with the nearest macro BS while an SU can only be associated with the nearest small BS.

Whether a mobile user belongs to a small BS or a macro BS is predetermined before join-

ing the network. Besides, it is assumed that a BS can only serve one mobile user. Since

spectrum sharing is applied, SUs are allowed to access the macro BSs’ spectrum but MUs

cannot access the small BSs’ spectrum [27].

According to [83], it is impossible for all operators to install their own dedicated small

BSs in all locations. The small BSs can be deployed by other companies or individuals to

help the operator to serve the mobile users, and this small BSs can be mobile, it is known

as mobile femtocell [108]. The small BSs are overlaid on the same area as the macro BSs’

network. However, the situation would cause severe inter-tier interference and thus the

interference between the small and macro BSs needs to be managed wisely.

Therefore, closed-access network is implemented to avoid inter-tier interference. In

this system model, it is considered that each tier to have its own traffic where the macro

BSs are having a number of MUs while the small BSs are having a number of SUs to

serve. The MUs and the SUs are predetermined where it is assumed that they have been

registered to their respective tiers. The macro BSs operate in their spectrum and they have

the right of ownership. While, the small BSs need to get permission from the macro BSs to

operate in the spectrum. Since the macro BSs agreed the small BSs to use their spectrum,

the small BSs have to agree that the macro BSs can give the instruction for sending them

to sleep mode when necessary.



46 3. Optimal Probability of Activating Base Stations

It is assumed that the proposed two-tier network has two different constants transmit

power. The transmit power of the macro BSs is 1/µ while the small BSs is 1/cµ. It means

that a macro BS’s transmit power is assumed to be c times higher than a small BS’s. The

received power at a typical MU and SU in a distance rm and rs are described as hmr−αm and

hsr
−α
s , respectively. hm and hs represent the channel fading coefficients of the macro BSs

and small BSs, respectively. Both hm and hs are assumed to follow exponential distribution

hm ∼ exp(µ) and hs ∼ exp(cµ), respectively. rm and rs are mobile users’ distances to the

associated macro BSs and small BSs, respectively. In this paper, the path loss exponent is

assumed to be larger than 2, that is, α > 2.

The SINR received at an MU from a macro BS, γm, and the SINR received at an SU

from a small BS, γs, respectively, can be expressed as

γm =
hm r−αm

Imm + Ims + σ2
(3.1)

γs =
hs r

−α
s

Iss + Ism + σ2
(3.2)

where Imm =
∑

i∈Φm\mo
gm d−αm is the interference power coming from other macro BSs to

the typical MU. Ims =
∑
i∈Φs

gs d
−α
s is the interference power coming from all small BSs

to the typical MU. Iss =
∑

i∈Φs\so
gs d

−α
s is the interference power coming from other small

BSs to the typical SU. Ism =
∑
i∈Φm

gm d
−α
m is the interference power coming from all macro

BSs to the typical SU. mo and so are the typical MU and SU located at origin, respectively.

gm and gs denote the fading coefficients of the interfering macro BSs and small BSs. They

are assumed to experience Rayleigh fading where gm ∼ exp(µ) and gs ∼ exp(cµ). dm

and ds are the distances between the typical user and the interfering macro BSs and small

BSs, respectively.

The power consumption is modelled in two categories. There are power consumptions

either with sleeping BSs or without sleeping BSs. The power consumption of the two-

tier network without sleeping BSs which considers BSs to be active all the time can be
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expressed as

Pactive = λm(Pm
0 + Pm) + λs(P

s
0 + Ps) (3.3)

The active BSs are presented by the density of macro BSs and small BSs, λm and λs,

respectively. The power consumption of the two-tier network with sleeping BSs which

considers BSs to be active some of the time and to be sleeping at other times can be

expressed as

Ptotal = λm(PmPm
0 + PmPm + (1− Pm)Pm

sleep)

+λs(PsP s
0 + PsPs + (1− Ps)P s

sleep)

(3.4)

where Pm and Ps, respectively represent the probabilities of activating a macro BS and a

small BS. Therefore, the probability of inactive macro BS and small BS can be written as

1 − Pm and 1 − Ps. Pm
0 and P s

0 are the static power expenditure of macro BS and small

BS, respectively. Pm and Ps are the radio frequency (RF) output power of macro BS and

small BS, respectively. Pm
sleep and P s

sleep are the power consumption of sleeping macro BS

and small BS, respectively. The sleeping BSs are considered as inactive BSs as well.

3.3 Problem Formulation

In this section, the proposed scheme will be described further. There are three parameters:

the probability of activating a macro BS, the probability of activating a small BS, and the

PSR factor. The parameters can be adjusted to obtain the maximum coverage probability

to maximise the energy efficiency of a two-tier heterogeneous network. The work can be

summarised as follows

i) Deriving the coverage probabilities of the two-tier network that consists of the prob-

abilities to activate the BSs for both small BSs and macro BSs as well as the PSR

factor,

ii) Formulating a maximisation problem of the energy efficiency,
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iii) Obtaining the fitness value known as an optimal value of the energy efficiency by

using Genetic Algorithm that optimises the activating probabilities and the PSR, and

iv) Evaluating and comparing the energy efficiency performance of the proposed scheme

with an existing work [27].

3.3.1 Coverage Probability of a Base Station

For both tiers, a BS’s coverage probability is defined as a probability that a randomly

chosen user can achieve a target SINR, T , from a serving BS. Mathematically, it can be

written as P(SINR > T ).

Thus, the coverage probability for both macro cell network, Pm(SINRm > T ), and

small cell network, Ps(SINRs > T ), can be defined as the following [27]

(3.5)
Pm(SINRm > T )

= πPmλm ×
∫ ∞

0

e−πPmλm(1+ρ(T,1))v−πPsκλsρ(T,c)v−µTα2v
α
2 dv

(3.6)
Ps(SINRs > T )

= πPsλs ×
∫ ∞

0

e−πPsλs(1+ρ(T,1))v−πPmλmκλsρ(T, 1
cκ

)v−cµTα2v
α
2 dv

where

ρ(T, x) = T
2
α

∫ ∞
T

−2
α

1

1 + xu
α
2

(3.7)

We introduce two new parameters where λ = λm/λs to represent the ratio of the macro

BS density to the small BS density and P = Pm/Ps to represent the ratio of the probability

of activating a macro BS to the probability of activating a small BS. The optimal ratio of

the probability of activating the BSs can be written as P∗ = Pm
Ps .

We consider the interference-limited [42, 109] scenario in our work because the noise

power is too small (i.e. σ → 0) compared to the interference power that comes from other

BSs regardless of the tier. Hence, the impact of noise in the network can be ignored and
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the SINR becomes signal-to-interference ratio (SIR). As a result, the coverage probability

can be simplified as follows [27]

Pm(SIRm > T ) =
1

1 + ρ(T, 1) + 1
Pλκρ(T, c)

(3.8)

Ps(SIRs > T ) =
1

1 + ρ(T, 1) + Pλρ(T, 1
cκ

)
(3.9)

When α = 4, the coverage probability of both tiers can be simplified as in (3.10) and

(3.11) [27].

Pm(SIRm > T ) =
1

1 +
√
T
(
π
2
− arctan

(
1√
T

))
+ λs
Pλmκ

√
T
c

(
π
2
− arctan

(√
c
T

))
(3.10)

Ps(SIRs > T ) =
1

1 +
√
T
(
π
2
− arctan

(
1√
T

))
+ Pλm

λs

√
cTκ

(
π
2
− arctan

(
1√
cTκ

))
(3.11)

3.3.2 Performance Metric for Energy Efficiency

The throughput obtained at a given BS-user link is given by P(SIR > T ) log2(1 + SIR)

and the network throughput or here the average rate is used. The average rate is taken

over all the links in the network. In each tier, the average rate is defined as the density

of the BS of each tier multiplies by average probability and the achievable data rate i.e.

λ P(SIR > T ) log2(1 + SIR). Therefore, the average rate of both macrocell network and

small cell network can be written as follows

Average Ratehetnet = λmPm(SIRm > T ) log2(1 + T )

+λsPs(SIRs > T ) log2(1 + T )

(3.12)

The unit for this is bits/sec in the unit area. The average power consumption is mea-
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sured in Watt. Therefore, the performance metrics of the two-tier network’s energy effi-

ciency are bits/sec/Watt in the unit area.

Consequently, the energy efficiency of a heterogeneous network is defined as the aver-

age rate of macrocell networks and small cell networks that are divided by the total power

consumption of macrocell networks and small cell networks [6] as follows

EEhetnet =
Average Ratehetnet

Average Powertotal

(3.13)

Therefore, it is proposed to maximise the energy efficiency of a two-tier network by

optimising the probabilities of activating a small BS (Ps) and a macro BS (Pm), as well as

the PSR factor, (κ).

max
Ps,Pm,κ

EEhetnet

subject to

C1 : Ps ∈ [0, 1]

C2 : Pm ∈ [0, 1]

C3 : Ps(SIRs > T ) κ log2(1 + T ) ≥ ωs; κ ∈ (0, 1]

C4 : log2(1 + T ) ≥ ωm

(3.14)

where Ps and Pm are between 0 (including) and 1 (including), κ log2(1 + T ) is the rate

of a small cell’s user (that shares the entire spectrum) that must be larger than its threshold

value, ωs, log2(1+T ) is the rate of a macro cell’s user that must be larger than its threshold

value, ωm. However, the PSR factor, κ, must be between 0 (excluding) and 1 (including).

This indicates that the sharing must not be 0 (means nothing is shared) and 1 (shares 100%

of the spectrum).
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3.4 Problem Solving

In the following subsection, the best target SIR that works for obtaining the highest energy

efficiency is identified. The value is used to solve the problem by using a Genetic Algo-

rithm. Therefore, the best value of energy efficiency will be achieved by using the best SIR

for all cases.

3.4.1 Identifying the Best Target SIR

Figure 3.1: Energy Efficiency vs. SIR Threshold

In order to find the best target SIR that works for our proposed scheme, the probabilities

of activating the BSs and the PSR factor are fixed as shown in Figure 3.1. As a result, the

best target SIR is obtained as 5 dBm regardless of the probabilities. This value will be used

for the rest of this chapter unless stated otherwise. Since we found the best SIR that works

for this model is 5 dBm, the T is fixed to be 5 dBm to obtain the best energy efficiency by

optimising the three parameters: the probability of activating macro BS, the probability of
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activating small BS and the PSR factor.

3.4.2 Genetic Algorithm for Optimal Solutions

Genetic Algorithm has been widely used in various fields such as wireless sensor network

[49, 110], cognitive radio network [57], super-dense heterogeneous network [111], and

renewable energy area [112]. However, less work applying the Genetic Algorithm was

carried out in maximising a heterogeneous cellular network’s energy efficiency.

The examples of studies that applying the Genetic Algorithm in wireless sensor net-

work were minimising energy during packet transmission [49], extending network life

[110], and maximising energy efficiency [33]. Nevertheless, in a cognitive radio network,

the Genetic Algorithm was improved by proposing a two-tier crossover Genetic Algorithm

to improve the conventional Genetic Algorithm such as extending the crossover. Accord-

ing to [110], the conventional algorithm has limited searching space, slow convergence

speed, and not entirely stable. Similarly, optimum energy efficiency value was discovered

by using an improved version of the Genetic Algorithm in super-dense heterogeneous net-

work [111]. Nevertheless, only the conventional algorithm was used to increase energy

efficiency in renewable energy areas [112] and heterogeneous cellular network [48] with-

out having the algorithm to be improved. However, the algorithm was used together with

a gradient-based method that removes the computation of derivation to find the optimum

system capacity in the spectrum sharing case [113].

In recent work, a Genetic Algorithm was used to centralise management process by

selecting the appropriate mode of each BS depending on the daily traffic load [33]. This

helped the network’s energy efficiency to be increased. Besides that, a Genetic Algorithm

was also used to find an optimal solution for minimising energy consumption [49] and

used as a mechanism to dynamically switch off/on and improve energy efficiency [48].

The energy consumptions minimisation was implemented by switching off BSs that were

lightly loaded.

Once we obtained the best target SIR that the proposed system works best, the objec-

tive problem is solved by using Genetic Algorithm. By running the Genetic Algorithm, the
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Algorithm 1: Genetic Algorithm
START
Generate the initial population, populate = 200;
Compute the fitness i.e. EEhetnet Equation (3.13);
while i ≤ populate do

Select the two fittest values;
Crossover the fittest values at 80% of probability rate;
Mutate the selected random genes that change the value;
Compute the fitness i.e. EEhetnet Equation (3.13) ;

END

best combination of the three parameters Ps, Pm and κ, that optimise the energy efficiency

is obtained. The first population, that comprises of Ps, Pm and κ, was randomly initialised

by the Genetic Algorithm. Then, it is used to calculate the energy efficiency as in Equa-

tion (3.13). Technically, the Genetic Algorithm processes the values through selection,

crossover, and mutation. In selection, the Genetic Algorithm selects the two combinations

of the three parameter values that contribute to an optimal energy efficiency. Then, the val-

ues undergo crossover process where the parameters would be exchanged to each other to

get a new result, which is normally better. This new result is added to the population. After

that, the parameters go through the last process which is mutation. During this process, the

values of the parameters are flipped such as the value 0 is flipped to 1 and 1 to 0. Finally, a

new value of the energy efficiency is calculated based on value the parameter values after

undergone mutation process. This cycle is repeated until the final population is reached or

until it is converged. Once converged, the values obtained are considered optimal, and it is

said that the best solution has found.

As a result, the optimal values of the three combination parameters: the probability

of activating a small BS Ps, probability of activating a macro BS Pm and a PSR factor

κ that could maximise the energy efficiency were discovered. The lower limit was set to

be 0 for all parameters Ps, Pm and κ. However, the upper limit was set to be 1 for Ps,

Pm. While, 1 is set for κ to indicate that the whole spectrum macro BS can be shared for

the best energy efficiency and coverage. The main idea of the Genetic Algorithm can be

illustrated in Algorithm 1.
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3.5 Results and Discussion

After running the Genetic Algorithm as shown in Algorithm 1, it is found that the opti-

mum values of the energy efficiency can be obtained after the population reached 50 and

the fittest value is 4.6904x10−3. This result was contributed by the three combination pa-

rameters and the values are Ps = 0.977, Pm = 0.65 and κ = 0.999. The results are

shown in Table 3.1. Based on the result, a higher Ps and κ would give a higher energy ef-

ficiency. The combination of the three parameters will be used in this section unless stated

otherwise, to compare with current work.

Table 3.1: Optimal values of each parameter that contribute to the maximum energy effi-
ciency of the two-tier network.

Ps Pm κ GA Existing
0.977 0.65 0.999 4.6904x10−3 2.4x10−3

The proposed scheme was compared with the existing scheme that was studied in [27].

The difference between our scheme and the existing scheme is that the proposed scheme

uses the probabilities of activating BSs to be random and the values were found by using

Genetic Algorithm. Then, the ratios of both probabilities were calculated. While, the exist-

ing scheme calculated the probabilities of activating BSs and ratios based on assumptions

and mathematical derivations. Based on the Genetic Algorithm result, it can be concluded

that the Genetic Algorithm produces better results than the assumptions and mathematical

derivations.

Table 3.2 shows the parameter value that are used in getting the optimum values by the

Genetic Algorithm.

Table 3.2: Parameter values that are used in numerical results .

Variables Values Variables Values
λm 0.5 BS/km2 [27] Pm [0, 1]
λs 0.1 BS/km2 [27] Ps [0, 1]
Pm

0 130 Watt [55] P s
0 4.8 Watt [55]

Pm 20 Watt [55] Pm
sleep 75.0 Watt [55]

Ps 0.05 Watt [55] P s
sleep 2.9 Watt [55]
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Coverage Probability vs. SIR

The coverage probabilities were plotted in a graph and compared with the reference [27]

using the obtained values shown in Table 3.1. In general, reference [27] applied PSR

scheme and base station sleeping model for minimising the energy consumption in closed-

access network where interference-limited case was considered. The probabilities for both

macro-tier and micro-tier networks were derived by using stochastic geometry. Then, the

coverage probabilities for both tiers were maximised for optimising both the PSR factor

and the Active Probability Ratio (APR) of the tiers. The relationship between the optimal

PSR factor and APR was analysed for minimising energy consumption. The target SINR

was set to be 20 dB. Consequently, the energy consumption can be saved up to 50% by

using the proposed optimisation method where the macro BSs’ transmit power was five

times than the micro BSs’. However, the authors did not maximise the network’s energy

efficiency.

Figure 3.2: Coverage Probability vs. SIR Threshold
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Referring to Figure 3.2, the macro BS’s coverage probability of the proposed scheme

performed better than the macro BS’s coverage probability of the existing work. In con-

trast, the small BS’s coverage probability of the current scheme performed better than our

proposed scheme. The proposed scheme lets the probability of activating macro BSs and

small BSs to be random and the Genetic Algorithm obtained the optimal values.

The Impact of Energy Efficiency towards Probabilities of Activating Macro BS and

Small BS

The probabilities of activating a macro BS and the probabilities of activating a small BS

were compared in terms of energy efficiency. The probability of activating a small BS

(Ps = 0.977) was fixed when measuring the probability of activating a macro BS. On

the other hand, the probability of activating a macro BS (Pm = 0.65) was fixed when

measuring the probability of activating a small BS.

Figure 3.3: Energy Efficiency vs. Probability of Activating a Macro BS
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Figure 3.3 shows that energy efficiency decreases as the probability of activating a

macro BS increases. When the probability is 0, the energy efficiency is above 0.9449x10−3

because there is a value for Ps. However, the best probability of activating a macro BS is

at 1 because it gives the highest energy efficiency. The graph shows that the highest energy

efficiency that the proposed scheme can achieve is 4.6x10−3. Comparing to the current

work, the highest energy efficiency that the two-tier network can achieve is only 2.4x10−3.

Figure 3.4: Energy Efficiency vs. Probability of Activating a Small BS

Figure 3.4 shows energy efficiency vs. probability of activating a small BS where the

value of activating a macro BS is fixed to 0.65 based on the Genetic Algorithm result in

Table 3.1. As a result Figure 3.4 indicates that energy efficiency increases as the probability

of activating a small BS increases. Finally, the energy efficiency reached 4.6x10−3 when

the probability of activating a small BS is 1, where at the same time the probability of

activating a macro BS is 0.65. Comparing to the current work, the highest energy efficiency
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that the two-tier network can achieve is only 2.4x10−3. Therefore, this proves that our

proposed scheme outperformed the existing work in terms of the whole network’s energy

efficiency.

3.6 Summary

In this chapter, the system model according to the current work was presented. Based

on the system model, three main factors that contributed to higher energy efficiency were

determined. There are activation probability of a small BS, a macro BS’s activation prob-

ability and a PSR factor. Finally, the optimisation problem was solved by using Genetic

Algorithm. In the next chapter, an optimal density of active BSs will be discovered to

obtain a higher energy efficiency of a two-tier network in separation architecture or CDSA

environment.



Chapter 4

Decision Making of Switching Off Small
Base Stations

4.1 Overview

This chapter explains the proposed algorithm namely Switching Off Decision and User

Association (SODUA) to maximise the energy efficiency of a two-tier network [114]. The

first objective of the thesis was presented in the previous chapter that is different from this

chapter. Chapter 3 is about maximising energy efficiency of a two-tier network that con-

sists of a set of macro BSs and a set of small BSs in a closed-access configuration. Only

users that belong to each tier can be connected to the BS that belongs to the same tier.

However, this chapter’s model considers only one macro BS at origin and several small

BSs that scattered over a network in an open-access configuration. Besides, Chapter 3

did not consider CDSA but it only considered the activation probability of a small BS and

activation probability of a macro BS as well as PSR factor. Nevertheless, in this chapter,

the proposed algorithm maximises the energy efficiency by jointly optimising the decision

making of switching off active small BSs and the user-cell association. The difference be-

tween this chapter to the previous is that a CDSA is applied, where a macro BS controls all

the small BSs under its coverage. The details about the CDSA was explained in Chapter

2. Section 4.1 starts with an overview of the chapter and followed Section 4.2 which de-

scribes SIR, achievable downlink rate, user-cell association, energy efficiency, and power

consumption model. Section 4.3 describes further the proposed SODUA algorithm includ-

ing problem formulation and problem solving. Section 4.4 explains and analyses the result

59
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while Section 4.5 concludes this chapter.

4.2 CDSA Implementation

This chapter models small BSs and mobile users to be randomly located on a mathematical

space. In contrast, only one macro BS is deployed where the macro BS is located at the

origin, or known as the network center.

Figure 4.1: Distributions of small BSs and mobile users with macro BS at origin

The proposed network deployment is a two-tier network that comprises one macrocell

network (MCN) and several small cell networks (SCNs). As the macro BS is located at

the origin, o, the small BSs are arranged according to an independent PPP where the set

of small BSs is represented by S. Similarly, the mobile users are arranged according to

another independent PPP where the set of mobile users is represented by U . Hence, S

and U , respectively represent the number of small BSs and mobile users. In Chapter 3,

the network deployment was closed-access configuration scheme but in this chapter, the



4.2. CDSA Implementation 61

network is deployed in an open-access configuration scheme. Therefore, the mobile users

can be associated with any tiers of BSs depending on the user-cell association method

described here in this chapter.

As for the user-cell association, every single mobile user can be associated with only

one small BS that offers the highest SIR value. The mobile users are associated with the

small BS that offers the highest signal strength of a given set of S and U . The small BSs

and the mobile users are located in Voronoi tessellation where all the points are randomly

located. This can be illustrated in Figure 4.1.

Figure 4.2: Control-Data Separation Architecture (CDSA)

On top of that, CDSA, or the concept of signalling and data separation, is proposed as

introduced by [89]. Conceptually, the separation architecture allows a macro BS to control

all the small BSs in the network and transmits the signalling information separately to

provide full coverage and transmit a high data rate. The proposed architecture of the CDSA

is illustrated in Figure 4.2.

In CDSA, the two layers or planes divide the small BSs and the macro BS. The macro

BS area located is called Control Plane (CP) while, the area where the small BSs are

located is called Data Plane (DP). The macro BS, also known as a Control Base Station

(CBS), has its territory where it has full control toward the small BSs, also known as Data

Base Stations (DBSs) that are under its coverage (see Figure 4.2). The CBS has the needed
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primary information such as the location of the DBSs, the location of the mobile users and

the SIR of each communication link.

4.2.1 Channel Model

The proposed two-tier network has two different parameters of transmit powers. First, the

transmit power of macro BS is denoted by P0 at the origin. Second, the transmit power

of small BSs that is denoted by Ps for all small BS s. The received power at a typical

mobile user connected to one of the small BSs in the distance rs is described as Pshsr−αs

where hs represents the channel fading coefficient of the small BSs. The channel fading is

an attenuation of a signal due to various obstacles that affect the signal propagation. The

effect of the signal propagation was discussed in Chapter 2.1.3. The fading coefficient of

the small BS hs is best described to follow exponential distribution hs ∼ exp(µ). The rs is

the distance from the mobile user u to the associated small BS s. The path loss exponent

is assumed to be larger than 2, α > 2. Further explanation on the path loss exponents was

explained in Section 2.1.3.

4.2.2 User-cell Association in CDSA

As explained in Section 2.2.2, the user-cell association indicator variable indicates that a

mobile user is connected to a small BS. The indicator variable, asu, is set to 0 if no user is

associated with small BS s, and it is set to 1 if the mobile user u is associated with small

BS s. Similarly, the user-cell association can be mathematically written as in Equation

(2.13). However, in this system model, the user-cell association based on the highest SIR

is controlled by the macro BS either to let the small BS remain active or to switch it off in

CDSA. If small BS is switched off, no energy is consumed by the small BS [45]. In this

case, P stat
s + Ps = 0 when asu = 0; ∀u ∈ U of that particular small BS. P stat

s is the static

power consumption of the small BSs and Ps is the small BS’s transmit power.

The user-cell association can be described similar to the one that described in Chapter

2. Nevertheless, each mobile user in set U can only be associated with one of the small

BSs in set S. Referring to the user-cell association in Equation (2.11), if the small BS s is
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not in the set of active small BSs, Sact, the indicator variable, asu, is set to 0 for all users

since the small BS cannot serve any mobile users. This situation can be represented as

ASact = {a | ∀u ∈ U , asu = 1 if s ∈ Sact and asu = 0 if s /∈ Sact}. Since this model is

applied in the CDSA where the macro BS is the centre of controlling the whole network,

it must always be active all the time [115]. However, the small BSs with low traffic load

will be switched off to save the energy and keep the network’s power consumption at an

optimum level.

4.2.3 Signal-to-interference Ratio

In a CDSA, both macro BS and small BSs use different spectrum [20]. Hence, the mobile

users are experiencing interference coming from the other small BSs only because the

mobile users are served by the small BS only. Different from closed-access scheme, no

interference is coming from macro BS because the macro BS does not serve any mobile

users. Besides, the interference-limited environment is considered because the noise power

is too small and it is approaching zero (i.e. σ → 0) as compared to the interference coming

from the other small BSs. Thus, SIR is used rather than SINR and this can be expressed as

follows

γsu =
Ps | hsu |2 r−αsu∑

i∈S\s

∑
u∈U

Pi hiu r
−α
iu

(4.1)

where index-i represents the other small BSs, except the serving small BSs, that are inter-

fering the typical mobile user.

4.2.4 Achievable Downlink Rate per Mobile User

The data rate over a specified bandwidth of each communication in the presence of inter-

ference power, between mobile user u and small BS s, can be achieved by the following
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expression.

Rsu = B log2 (1 + γsu) asu ; ∀s ∈ S, u ∈ U (4.2)

whereB is the system bandwidth. Consequently, the total achievable data rate of all mobile

users that are associated to their respective small BSs can be calculated as follows

Rtot =
∑
s∈S

∑
u∈U

B log2 (1 + γsu) asu. (4.3)

This chapter focuses on high data rate services which is offered by small BSs. Since

a macro BS offers low data rate services and it does not serve any mobile users, the rate

of the macro BS is not considered in this chapter. Therefore, only the small BSs’ rates are

considered.

4.2.5 Power Consumption Model in the CDSA

Since the macro BS is always active to control the whole two-tier network, the macro BS’s

power consumption must always have a value. However, the small BS can be switched

on or off depending on the load of the traffic. The transmit powers of the small BSs vary

between the minimum and the maximum allowable transmit power as Pmin
s ≤ Ps ≤ Pmax

s .

The minimum and the maximum values have been described in Chapter 2. To calculate

the power consumption of the two-tier network, both the power consumption of the macro

BS, P tot
0 , and the total power consumption of the small BSs, P tot

s , are added and this can

be expressed as follows.

(4.4)P tot
0 = P stat

0 + P0

(4.5)P tot
s =

∑
s∈S

∑
u∈U

(
P stat
s + Ps

)
asu

(4.6)P tot = P tot
0 + P tot

s

where P stat
0 and P stat

s are the static power consumption of the macro BS and the small

BSs. WhileP0 and Ps are the transmit power of the macro BS and small BS s. The user-

cell association indicator, asu, in Equation (4.5), indicates that the user is associated to a
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small BS if asu = 1 as explained in Section 4.2.2. Finally, when the values of the indicator

are summed up, the number of users that are connected to each small BS can be obtained.

4.2.6 Energy Efficiency

Since the macro BS does not serve any mobile users in CDSA, no achievable data rate is

considered for communications. The total power consumption of macro and small BSs

are considered because the macro BS is always active to serve the whole network. In

this chapter, a two-tier network’s energy efficiency is defined as how much data can be

transferred from all BSs to all associated mobile users over a two-tier network’s total power

consumption. Alternatively, it can be said as the total achievable data rate of the small BSs,

in bit/sec, over the total power consumption of both macro BS and small BSs, in Watt. For

better network performance, a higher energy efficiency is needed. Therefore, the equation

can be expressed as follows

EE(S, asu) =

∑
s∈S
∑

u∈U B log2(1 + γsu)asu

P stat
0 + P0 +

∑
s∈S
∑

u∈U(P stat
s + Ps)asu

=
Rtot

P tot
0 + P tot

s

(4.7)

Substituting Equation (4.3), (4.4), and (4.5) into Equation 4.7, the equation can be written

as

EE =
Rtot

P tot
. (4.8)

The unit measurement of the energy efficiency performance is bits/sec/Watt or bits/Joule.
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4.3 Switching Off Decision and User Association Algo-

rithm

In this section, the problem formulation of the proposed Switching Off Decision and User

Association Algorithm (SODUA) is discussed in detail. The algorithm focuses on the

number of small BSs in a given service area. Hence, the number of small BSs and the

size of the area are given. The algorithm decides whether or not the small BSs should be

switched off based on the traffic load. Once the small BSs are switched off, all the users

that are associated with them will be offloaded to the other active small BSs that offer the

highest SIR. It means that the algorithm finds the best small BSs associated with the mobile

users subject to some constraints to achieve a higher energy efficiency. The constraints will

be described further in Section 4.3.2.

4.3.1 Switching Off Strategy

Figure 4.3: Switching off area

The small BSs’ switching off strategy that is applied, in this research, is based on a

repulsive scheme. This repulsive scheme was explained in Section 2.1.5 under Small BS

Sleeping Area that was applied by [50]. However, in this chapter, the repulsive scheme
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based switching off strategy is applied instead of the sleeping strategy. As described in the

previous section, this scheme allows the macro BS to switch off only the small BSs that

reside in the switching off radius, rso, and, is within the macro BS’s coverage radius, D

as illustrated in Figure 4.3. The macro BS is at the origin while the small BSs are located

randomly on the plane. The macro BS sets its allowable switching off area to allow only

the selected small BSs in the area to be switched off. Meanwhile, the small BSs outside

the area will not be switched off to ensure the mobile users outside the area are served

by them. This is because the farther the radius, the weak the macro BS’s transmit power

signal is. Similar to [50], the average switching off ratio, Λ, can be calculated based on the

switching off area to the macro BS’s coverage area as

Λ =
πr2

so

πD2
. (4.9)

4.3.2 Problem Formulation

The proposed SODUA problem can be formulated as follows.

max
Sact, asu

EE

subject to

C1 :
∑
u∈U

Rsu ≥ Rmin
s ; ∀i ∈ Sact

C2 : Pmin
0 ≤ P0 ≤ Pmax

0

C3 : Pmin
s ≤ Ps ≤ Pmax

s ; ∀s ∈ Sact

C4 :
∑
s∈S

asu ≤ 1 ; ∀u ∈ U

C5 : asu ∈ {0, 1}

C6 :
∑
u∈U

asu ≥ U ;∀s ∈ Sact

C7 : count

(∑
u∈U

asu ≥ U

)
≤ Λ; ∀s ∈ Sact

(4.10)
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where the constraints C1−C7 can be described as follows.

C1: The total data rate of each active small BS, Sact, must be larger than the minimum

data rate of each small BS,

C2: The transmit power of the macro BS must be between the minimum, Pmin
0 , and the

maximum, Pmax
0 , allowable transmit power where Pmin

0 = 0 Watt and Pmax
0 = 20 Watt

or Pmax
0 = 43 dBm [55],

C3: The transmit power of each active small BS must be between the minimum, Pmin
s ,

while the maximum, Pmax
s , allowable transmit power. In this research, a femto BS is used,

hence, Pmin
s = 0 Watt and Pmax

s = 0.05 Watt or Pmax
s = 17 dBm [55],

C4: Only one-to-one association is allowed for communication. Thus, one mobile user can

only be connected to a single small BS,

C5: The user association indicator, asu, is a binary digit variable, where 0 indicates that no

association and 1 indicates that mobile user u is associated with small BS s, and

C6: To allow the small BS to remain active, the number of mobile users of each small BS

must be larger than the minimum number of mobile users of each small BS, U , which is

automatically calculated by the algorithm. In other words, the small BSs will be switched

off if the number of mobile users is less than the threshold value that is calculated by the

algorithm, and

C7: The average number of small BSs active must be less than the average switching off

ratio, Λ. The numerical calculation will be shown in Section 4.4 Equation (4.11).
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4.3.3 Problem Solving

Algorithm 2: Switching Off Decision and User Association (SODUA) Algo-
rithm

1. START
2. while m < M do

3. γsu = rand(U, S)
4. γmax

sj = max γsu; j ∈ Umax
γ

5. γ2
su = γsu

6. while j ∈ Umax
γ do

7. asj = 1
8. Rsj = Wsu log2(1 + γmax

sj )
9. γ2

sj = 0
10. END

11. Ps = rand(1, S)
12. atot =

∑
j∈Umax

γ
asj; ∀s ∈ S

13. U = average(atot)
14. Offloading Section
15. S ina

k = find(atot < U)
16. Sact = find(atot ≥ U)
17. Sina

sbs = count(S ina
k )

18. Sact
sbs = count(Sact)

19. Sina
user = count(

∑
u∈U asu = 1; ∀s ∈ S ina

k )

20. if Sina
sbs > Λ then

21. Plast = 1
22. END

23. γmax2
sk = max γ2

su

24. Rina
sk = Wsu log2(1 + γmax

sk ); ∀k ∈ Umax
γ , s ∈ Sina

k

25. Ract
sk = Wsu log2(1 + γmax2

sk ); ∀k ∈ Umax2
γ , s ∈ Sact

26. Rnew
sj = Rsj +

∑
k∈Umax2

γ
Ract
sk −

∑
k∈Umax

γ
Rina
sk

27. END
28.

29. EE =
Rnew
sj

P tot
0 +P tot

act

30. END

The SODUA algorithm is proposed to determine which small BSs to be switched off

based on the traffic load. The user-cell association is based on the highest SIR received

by each mobile user in the network. The algorithm associates a mobile user with a small

BS that offers the highest SIR and calculates each small BS load. The algorithm, then,

decides to switch off the small BSs that have fewer mobile users than the threshold value.

Consequently, the mobile users will be offloaded to the other active small BSs that offer

the highest SIR.
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The proposed algorithm generates 1000 times samples and it is shown in Algorithm 2.

For all possible links between the mobile users and the small BSs in U×S matrix, the SIRs

are generated randomly, γsu. Then, the highest SIR, γmax
sj , is sought for each mobile user

where j is the user’s index that received the highest SIR, j ∈ Umax
γ . In order to perform

offloading later, the γsu is copied to a new variable γ2
su.

Then, the user-cell association indicator variable, asu is assigned to 0 or 1 depending on

the association value. The indicator variable is set to 1 if mobile user u is associated with

small BS s. Otherwise, the indicator variable is set to 0. Remember, this is a one-to-one

connection only where one user is associated with only one small BS but one small BS

can serve more than one mobile user. Next, the data rate of each user, Rsj is calculated

by using γmax
sj . All the elements in the array γ2, where the small BS’s location is s and

the location of the user is j, are set to 0. This allows the algorithm to find the subsequent

highest SIR if the mobile users need to be offloaded to the other active small BSs.

Here, the transmit power of the active small BSs (i.e. femto BS), Ps are randomly set

within 0 Watt and 0.75 Watt. In this chapter, the transmit power of each small BS is

set to be random within the allowable transmit power, and the mobile users will be asso-

ciated with the highest SIR offered by a small BS. The random power of small BSs and

the selection of a small BS by SODUA algorithm contribute to a higher energy efficiency.

However, the transmit power of a macro BS is set to the maximum limit because consider-

ing the heavy task that it has to carry out as explained in Section 2.2.6. Next, the number

of mobile users that are attached to each small BS, atot is counted. The average number of

mobile users that each small BS serves in the whole network is then found. This becomes

the benchmark of the minimum number of mobile users that each small BS should serve,

U . By identifying the small BSs to be switched off, S ina
k , and to be active, Sact, where k

is the index of the inactive users, will help the algorithm to count them. Besides, the algo-

rithm counts the number of active small BSs, Sact
sbs , the number of inactive small BSs, Sina

sbs ,

and the number of mobile users in the inactive small BSs, Sina
user. If the number of inactive

small BSs, Sina
sbs , is larger than the average switching off ratio, Λ, the last few small BSs

will be switched back on. However, this is not our focus but significantly, the number of
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small BSs that can be switched off must not exceed the average switching off ratio, Λ. The

average switching ratio is a ratio of the allowable maximum coverage area to the actual

coverage area as described in Section 2.1.5. The ratio is used to determine whether or not

the small BSs can be switched off. By switching off several small BSs, the mobile users

are experiencing larger spectrum efficiency as the distance to the macro BSs is shorter.

Before offloading, the highest SIR, γmax2
sk , of the inactive small BSs from γ2

su is sought.

Next, the data rates of the users that associated with the inactive small BSs, Rina
sk , and the

users that associated with the active small BS, Ract
sk are calculated. These will be used

for calculating the new total data rates, Rnew
sj , of the whole network. Finally, the energy

efficiency of the two-tier network, EE, is calculated.

4.4 Results and Discussion

In order to run the simulation, the parameter values are set first as shown in Table 4.1.

Table 4.1: Parameter values

Parameter Value Parameter Value
Bm 20 MHz [55] Bs 20 MHz [55]
P stat
m 130 Watt [55] Pm 20 W [55]
P stat
s 4.8 Watt [55] Ps [0 0.05] W [55]
rso 30 km D 40 km

In this simulation, the number of users, U , and the number of small BSs, S, were set to

be 200 and 30, respectively, in the whole network. For all cases, the small BSs’ transmit

power value was fixed to 0.75 Watt unless stated otherwise. The simulation was run for

105 iterations to observe the consistency of the proposed algorithm. The simulation result

in Figure 4.4 shows that the ”After Offloading” is always above the ”Before Offloading”.

This can be explained as

i. The algorithm switched off the small BSs that had fewer mobile users. This caused

the small BSs to be inactive and thus, the total power consumption became zero, 0,

ii. The mobile users were offloaded from the inactive small BSs to the other active small

BSs which offered the highest SIR, γmax2
sk ,
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iii. The new data rates for the new association between the mobile users and the small

BSs were calculated based on the above item (ii)

Due to this scenario, the energy efficiency of the whole two-tier network could be in-

creased. The reason was that the increment of the data rates was small but the power

consumption decrement was sufficient enough to cause the increase of network’s energy

efficiency.

To sum up, the small BSs that had fewer users would be switched off before offloading

activity took place. After that, the algorithm would connect the users to the other active

small BSs that offered the highest SIR γmax2
sk .

Figure 4.4: Energy Efficiency vs. Iteration

Before proceed to the next step, the average switching off ratio, Λ, is needed to be
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calculated by using Equation (4.9) as

Λ =
πr2

so

πD2

=
π × 302

π × 402

=
π × 900

π × 1600

=
2827.4333

5026.5482

= 0.56

(4.11)

Based on the calculation in the above steps in Equation (4.11), only 56% of the total num-

ber of small BSs could be switched off that based on the repulsive scheme. As mentioned

previously, the number of small BSs is set to be 30. For simplicity, we assumed that all

the 30 small BSs to be in the switching off area. Therefore, the maximum number of small

BSs that could be switched off was

56%× 30 = 17

small BSs, or can be mathematically written as

Sina
sbs ≤ 17

.

The proposed algorithm produced an average minimum number of users of each small

BS, U = 7, several active small BSs, Sact
sbs = 16 and the number of inactive small BSs,

Sina
sbs = 14. The result of the three parameters, that generated by the algorithm, where

U = 7, Sact
sbs = 16 and Sina

sbs = 14 resulting the highest energy efficiency as compared to the

others as shown in Figure 4.5. However, if the average minimum number of users U was

increased by 1 (from 7 to 8), the energy efficiency would be increased because the more

chances small BSs would be switched off, too. Nevertheless, this did not correspond to

the average switching off ratio, Λ, where Sina
sbs = 19 (refer to Table 4.2) i.e. Sina

sbs > 17 .

If U was decreased by 1 (from 7 to 6), the energy efficiency would be decreased because
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the fewer chances small BSs would be switched off, too. Refer to Table 4.2 for the result

of the optimal inactive small BSs is 11 if U is reduced from 7 to 6, while if U is 7, the

inactive small BS is 14 i.e. just right before 17.

Table 4.2: The optimal number of active/inactive small BSs.

Avg. No. of Users Avg. of Active small BSs Avg. of Inactive small BSs
7 16 14
8 11 19
6 19 11

In a nutshell, reducing U would reduce the energy efficiency performance and would

just waste the energy because more small BS could be switched off and maximise the

energy efficiency simultaneously. In contrast, increasing U would improve the energy

efficiency performance but the issue is that the average number of inactive small BSs,

Sina
sbs = 19, is exceeding the average number of small BSs Λ = 17. Hence, the best U is

7 that would maximise the whole network’s energy efficiency performance subject to the

predefined constraints as in Equation (5.7). The result is summarised in Table 4.2.

Figure 4.5: Energy Efficiency vs. SIR with Various Number of Active Small BSs
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The result in Figure 4.5 shows four different cases. Case 1: All Active. All small BSs

were considered active in all traffic conditions and no offloading was considered. Case 2:

Sact with rso where the small BSs would be switched off if the number of mobile users

associated with the small BS was less than the minimum number of mobile users. Mathe-

matically, this can be written as
∑

u∈U asj < U . From the simulation, the number of small

BSs that were active was 16 and inactive (i.e. switched off) was 14. This corresponded

to the average sleeping ratio, Λ. Case 3: Sact without rso. Like Case (2), the small BSs

with fewer users, Sina
user, than the average minimum number of users were switched off.

However, the number of small BSs that can be switched off was not restricted. The small

BSs can be switched off as many as the algorithm found necessary. Case 4: Sact with

rso andPs. The proposed algorithm was applied. In the proposed algorithm, each small

BS has random transmit power from 0 to 0.75 (i.e. Ps = [0 0.75]). On top of that, the

average number of small BSs, Sina
sbs , that can be switched off was restricted to be less than

Λ. Based on the result, the algorithm switched off 14 small BSs with 7 users (for each

small BS in average). This corresponded to Λ and it showed that the proposed algorithm

outperformed the others.

4.5 Summary

In this chapter, the system model that considering the CDSA was presented and algorithm

with switching off strategy namely SODUA was proposed. Finally, the optimisation prob-

lem was solved by using the proposed algorithm. In the next chapter, bias factors on power

consumption will be considered to adjust based on several constraints to obtain a higher

energy efficiency of a two-tier network in CDSA.



Chapter 5

Optimal Bias Factors for Different
Modes of Base Stations

5.1 Overview

This chapter explains the proposed Power Mode Variant Selection (PMVS) algorithm to

maximise a two-tier energy efficiency. This chapter’s main focus is to enhance the pro-

posed strategy of the previous two objectives where various modes of BS sleeping are

considered, and Genetic Algorithm is used with the proposed algorithm. However, the

user-cell association is based on Chapter 4 with some modifications that will be explained

later in this chapter. Section 5.1 starts with an overview of the chapter followed by the

system model’s description such as the ranking strategy in CDSA, channel model, bias

factor, and power consumption model with the bias factor in Section 5.2. Then, section

5.3 describes further the proposed PMVS algorithm including problem formulation and

problem solving. Section 5.4 explains the results and finally, Section 5.5 summarises this

chapter.

5.2 System Model

The system model in this chapter is similar to Chapter 4 where a two-tier network that

consists of a macro cell and multiple small cells are considered. The location of the macro

BS is set at the origin. While, the set of small BSs, S, and the mobile users U are spatially

distributed. Since the small BSs and the mobile users are scattered randomly, each cell

76
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consists of a small BS and several mobile users known as Voronoi cell. As for the user cell

association, each mobile user is associated with the nearest small BS which is different

from Chapter 4. Similar to Chapter 4, this chapter applies an open-access configuration

scheme. The mobile users can access all the small BSs’ spectrum since the whole spectrum

is shared for all mobile users. This means a user can access any small BSs’ spectrum as

the whole spectrum sharing is applied.

5.2.1 Ranking Strategy in CDSA

Similar to Chapter 4, this chapter applies CDSA, or also known as the concept of signalling

and data separation. The macro BS plays a vital role in providing the necessary information

such as the location of the small BSs and the mobile users, determining the power modes

decision and finally, calculating the energy efficiency of the whole network.

In Chapter 4, the macro BS determines whether or not to switch off the small BSs based

on SODUA algorithm results. However, in this chapter, the macro BS determines each

small BS’s power mode in the network. When mobile users initially join the network, they

will be connected to the macro BS. The macro BS calculates the distance of all possible

connections between the mobile users and the small BSs. Next, the macro BS decides

the appropriate serving small BS for each mobile user. Simultaneously, the macro BS

determines the power mode for each small BS to the mobile user according to the ranking

as follows

i. For each user, all possible distances to all small BSs are calculated,

ii. Based on the above step (i), the distances are sorted from the nearest to the farthest, in

other words, in ascending order,

iii. Then, to rank them, they are labelled as 1 (On) for the shortest, 2 (Standby) for the

second shortest, 3 (Sleep) for the third shortest and 4 (Off) for the rest of the small

BSs,

iv. It is assumed that the small BSs and the macro BS transmit power levels are at the

maximum which will be adjusted later by the proposed algorithm.
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5.2.2 Channel Model

The channel model is similar to Chapter 4 where there are two different transmit power

levels for a macro BS and the small BSs. The SIR model, the achievable downlink rate,

and the energy efficiency are also similar to Chapter 4. In contrast, the user-cell association

is based on the nearest BS instead of the highest SIR as compared to Chapter 4. However,

the formulation is similar to the one described in Section 2.2.2 Equation (2.11).

5.2.3 The Bias Factor

The main factor contributing to a higher energy efficiency of the two-tier network in this

chapter is the bias factors. A bias factor is added to each mode of the small BS including

the macro BS instead of applying on only small BS. The representative of each mode that

is applying a bias factor is shown in Table 5.1.

Table 5.1: The bias factors

Type of BS Mode Bias Factor
Small BS On qon

Small BS Standby qsby

Small BS Sleep qsl

Small BS Off qof

Macro BS On qmbs

5.2.4 Achievable Downlink Rate

For each communication between small BS s and mobile user u, we define the achievable

data rate as follows.

Rsu = B log2 (1 + (asu.γsu)) ; ∀s ∈ S, u ∈ U (5.1)

where B is the bandwidth between small BS s and mobile user u. Similar to Chapter 4,

the user-cell association indicator, asu, in Equation (5.1) can be used to obtain the number
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of users. The total achievable data rate of all mobile users is expressed as follows.

Rsbs =

[
qon ×

∑
s∈Son

Rsu

]
+

qsby ×
∑
s∈Ssby

Rsu

+

[
qsl ×

∑
s∈Ssl

Rsu

]
+

[
qof ×

∑
s∈Sof

Rsu

]
(5.2)

5.2.5 Power Consumption Model with the Bias Factor

As mentioned previoulsy, the macro BS is always in active mode due to controlling the

small BSs in CDSA and other network activities [115]. Therefore, the total power con-

sumption of the macro BS, Pmbs, is expressed as

Pmbs = qmbs ×
(
P stat
m + Pm

)
. (5.3)

The power consumption of small BSs varies based on the power modes. So, the total

power consumption of small BSs, Psbs, is modelled as

Psbs =

[
qon ×

∑
s∈Son

(
P stat
s + Ps

)
× asu

]

+

qsby ×
∑
s∈Ssby

(
P stat
s + Ps

)
× 0.5× asu

+

[
qsl ×

∑
s∈Ssl

(
P stat
s + Ps

)
× 0.15× asu

]

+

[
qof ×

∑
s∈Sof

(
P stat
s + Ps

)
× 0× asu

]
(5.4)

where the 0.5, 0.15 and 0 are percentage of the power consumption that will be further

explained in Section 5.3.1. Since the percentage of small BS off mode is 0, the power

consumption of the small BS can be eliminated. Therefore, the bias factor of the small BS

off will be ignored for the rest of this chapter. The bias factors of each small BS’s mode

and the macro BS as in Equation (5.3) and (5.4) are used to adjust the power consumption

when necessary based on the proposed algorithm. Finally, the total power consumption of
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the two-tier network is expressed as

Pall = Psbs + Pmbs. (5.5)

5.3 The Proposed Power Mode Variant Selection Algo-

rithm

In this section, the problem formulation of the proposed Power Mode Variant Selection

(PMVS) algorithm is discussed in detail. The objective of this algorithm is to find the

optimum values of the bias factors in order to maximise the energy efficiency of a two-tier

network. The Genetic Algorithm based PMVS algorithm decides the appropriate mode for

each small BS by using the ranking as described in Section 5.2.1.

First, the bias factors are determined randomly by the Genetic Algorithm during the

initial population. Then, the PMVS algorithm is called and the bias factors are passed to

calculate the energy efficiency. From here, the PMVS algorithm processes the main steps

such as calculating all possible distances, sorting them in ascending order, associating the

mobile users with the small BSs, determining the mode of the small BSs, and calculat-

ing the total power consumptions, and ultimately, calculating the energy efficiency of the

whole two-tier network. Then, the value of the energy efficiency is passed back to the

Genetic Algorithm where it is called. Next, the Genetic Algorithm uses the bias factors

obtained during the initial population phase, to do the following selection, crossover, and

mutation phases. The new bias factors result after going through the phases are used to

recalculate the new energy efficiency. This process continues until the Genetic Algorithm

converged, where there is no other better solution for the bias factor.

5.3.1 The Power Mode Selection Strategy

In this chapter, the macro BS decides which power mode is appropriate for the small BSs

based on the ranking. The four different modes of operation with the percentage of the

power consumptions as studied by [34] are considered as follows
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i On: During this active operation mode, the small BSs consume 100% power,

ii Standby: When the small BSs are in this operation mode, they consume 50% power

and can wake up quickly when instructed by the macro BS,

iii Sleep: Here, small BSs consume 15% power and will take some time to wake them up

when instructed by the macro BS, and

iv Off: Small BSs that are switched off and the total power consumption is nearly zero

and thus it is approximated as zero.

The BSs’ modes can be classified into two, active small BSs and inactive small BSs.

The active small BSs are the small BSs that are On and consume 100% of power con-

sumption. Whereas, the inactive small BSs include the small BSs in Standby, Sleep and

Off modes. They consume 50%, 15%, and 0% of the power consumption, respectively.

Nevertheless, the macro BS is always in On mode as it needs to serve the small BSs all

the time. Table 5.2 summarises the mode of the BSs, the status and the percentage of the

power consumption.

Table 5.2: The variant of power modes

BS and Mode Status Power
Consumption (%)

Small BS - On Active 100
Small BS - Standby Inactive 50

Small BS - Sleep Inactive 15
Small BS - Off Inactive 0
Macro BS - On Active 100

Like Chapter 4, a repulsive scheme is applied where the decision of power mode is

considered if the small BSs reside in the PMVS radius, rpmvs, within the macro BS’s cov-

erage radius, D (Figure 5.1). The rest of the small BSs will remain On. The average power

mode ratio, Λ, can be calculated based on the PMVS area to the macro BS’s coverage area
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as [50, 114]

Λ =
πr2

pmvs

πD2
. (5.6)

Figure 5.1: PMVS Area
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5.3.2 Problem Formulation

The proposed PMVS problem can be formulated as follows

max
qon,qsby,qsl,qof ,qmbs

EE =
Rsbs

Pall

subject to

C1 : 0 ≤ qon ≤ 0.9

C2 : 0 ≤ qsby + qsl + qmbs ≤ 0.1

C3 : qon + qsby + qsl + qmbs ≤ 1

C4 :
∑
s∈S

asu ≤ 1 ; ∀u ∈ U

C5 : asu ∈ {0, 1} ;∀s ∈ S;∀u ∈ U

C6 : count

(∑
u∈U

asu 6= 1

)
≤ Λ; ∀s /∈ S

(5.7)

where

C1: The bias factor for active small BSs, qon, must not exceed 90% of the total bias factor

value that is between 0 and 0.9. This ensures that a higher energy efficiency is obtained,

C2: The bias factors for inactive small BSs, qon, qsby, qsl, and macro BS, qsby + qsl + qmbs,

must not more than 10% of the total bias factor value that is between 0 and 0.1. Combining

those BSs is that there will be less small BSs that are in inactive mode as compared to the

active mode. However, the macro BS’s bias factor will have to be as minimum as we can

due to its heavy tasks as mentioned earlier,

C3: The total of the bias factors of active small BSs, inactive small BSs and macro BS

must be less than or equal to 100% that is 1,

C4: One mobile user can only be connected to a single small BS,

C5: The user association indicator, asu, is a binary digit variable,

C6: The number of small BSs that can be sent to inactive modes must be less than the

average inactive ratio, Λ.
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5.3.3 Problem Solving

Genetic Algorithm

In general, the steps in Genetic Algorithm are summarised in Algorithm 3. First, the Ge-

netic Algorithm generates an initial population randomly that consists of a set of solutions.

The solutions are the bias factors on each mode of small BSs and the macro BS earlier

(qon, qsby, qsl, qmbs). For better understanding, the solutions, the set of solutions and the

population are illustrated in Figure 5.2. Second, the Genetic Algorithm computes the so-

lution’s fitness by calling Algorithm 4 (i.e. the PMVS algorithm) to obtain the value of the

energy efficiency. Third, the iteration, counter, starts until the total population is reached

but the algorithm will also stop once the set of solutions is converged. Here, the Genetic

Algorithm performs the selection, crossover, mutation and finally computes the energy ef-

ficiency by invoking Algorithm 4. The Genetic Algorithm keeps doing the processes until

the fittest set of solutions is found.

Figure 5.2: A solution, a set of solutions and a population
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Algorithm 3: Genetic Algorithm
START
1. Generate the initial population, populate;
2. Compute the fitness i.e. Algorithm 4: The PMVS Algorithm;
3. while counter ≤ populate do

4. Select the fittest solutions;
5. Crossover the fittest solutions;
6. Mutate the selected random genes that change the value;
7. Compute the fitness i.e. Algorithm 4: The PMVS Algorithm;

8. END

PMVS Algorithm

The PMVS algorithm received input for bias factors from Algorithm 3. The PMVS al-

gorithm shown in Algorithm 4 executes the main tasks such as calculating all possible

distances between the mobile users and the small BSs, sorting the distance in ascending

order, associating the users with the selected small BSs, assigning the appropriate mode to

each small BSs that based on the ranking that has been explained earlier, calculating the

power consumptions, and finally, calculating the energy efficiency of the two-tier network.

The energy efficiency value is, then, passed to Algorithm 3 where it is called.

Algorithm 4: The PMVS Algorithm
START
1. Get bias factor values (qon, qsby, qsl, qmbs) from Algorithm 3 at step 1;
2. Generate random coordinates of small BSs and users;
3. Calculate all possible distances between the users and the small BSs, rsu;
4. Sort the distances in ascending order;
5. Number the distances in ascending order from 1 to 4;
6. Associate user u with small BSs s that is numbered as 1;
7. Calculate the number of users of each small BS which is numbered as 1. If the
small BSs have no users, assigned them to one of the inactive power mode
according to their highest rank 2 (Standby), 3 (Sleep) or 4 (Off));

8. Calculate the power consumption of each mode of small BS;
9. Calculate the total of power consumption of small and macro BS, Pall. Equation
(5.5);

10. Calculate the SIR γ as in Equation (4.1), data rate R as in Equation (5.2), and
energy efficiency EE of the whole network as in Equation (5.7);

END
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5.4 Results and Discussion

In this simulation, the number of mobile users U is set to be 200 and the number of small

BSs S is set to be 50 in the whole network. For simplicity, all the small BSs are assumed

to be in the PMVS area. The rest of the parameter values are summarised in Table 5.3.

Table 5.3: Parameter values

Parameter Value
P stat
m 130 Watt
P stat
s 4.8 Watt
Pm 20 W
Ps 0.75 W
B 10 MHz

As a result, the bias factor values are obtained as stated in Table 5.4 where qon is

maximum compared to the rest. Whilst the power consumption of the macro BS was only

reduced at 0.003 of the total power consumption. The reason is that the macro BS has

many tasks to handle as it functions as a controller of the network. Reducing more power

will only disrupt the operational function of the macro BSs. Standby mode was reduced

at 0.009, while the Sleep mode was reduced only at 0.001. This is the best result that the

Genetic Algorithm based PMVS algorithm can produce.

Table 5.4: Number of users and bias factor values

BSs and Status Number of Users Bias Factor Value
Small BS - On 45 qon 0.9
Small BS - Standby 4 qsby 0.009
Small BS - Sleep 1 qsl 0.001
Macro BS - On 1 qmbs 0.003

Technically, if all the bias factors are set to be small, Psbs will be small. Since the total

achievable data rate of all mobile users, Rsbs, includes the bias factors too, the rate will be

small too. Consequently, the total energy efficiency will be decreased.

After getting the value of the bias factors shown in Table 5.4, a graph is generated by

using the parameter values as shown in Table 5.3. As a result, it is showed that the proposed

algorithm outperformed the previous work [114]. The previous work proposed SODUA

to find an optimal number of small BSs in a given service area where it was implemented
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in CDSA, too. It looked for the small BSs that were lightly loaded and switched them

off to save power consumption. The mobile users, that were connected to the small BSs

that were switched off, are offloaded to the other small BSs that were active. No Genetic

Algorithm, no various power modes selection, and no bias factors were considered.

This proved that by considering the four different modes of small BSs i.e. power

modes, the energy efficiency could be maximised by having the bias factors for adjusting

the power consumptions. The power adjustment was needed as all BSs transmit their

power at the maximum level. The macro BS that acted as a controller of the two-tier

network controls all activities including the power adjustment.

Figure 5.3: Energy Efficiency vs. Target SIR: The comparison between PMVS and SO-
DUA algorithm.
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5.5 Summary

In this chapter, the system model was presented where the CDSA was slightly similar to

Chapter 4. However, the PMVS algorithm that based on ranking strategy was proposed

where the bias factors in all BS modes were applied. Finally, the optimisation problem

was solved by using the Genetic Algorithm based PMVS algorithm. In the next chapter,

the conclusion and future works will be discussed.



Chapter 6

Conclusion and Future Work

This chapter concludes the works that were carried out in this thesis. Above all, recom-

mendations are highlighted here for future works that can be carried out. Each technical

chapter above (Chapter 3, 4 and 5) presented the system model, the solutions and the re-

sults which were proved to be better than the previous works.

6.1 Conclusion

The system model of the first objective, which was presented in Chapter 3, was designed

with multiple macro BSs and multiple small BSs in a two-tier heterogeneous network. The

network applied a closed-access configuration scheme where both tiers use different spec-

trum to mitigate inter-tier interference. However, to fully utilise the macro BSs’ spectrum,

PSR is deployed where the small BS can access a portion of the macro BSs’ spectrum. As

a result, the energy efficiency of a two-tier network has been maximised.

In order to contribute more to a higher energy efficiency, BS sleeping was applied with

probabilities of activating a BS. The energy efficiency was calculated based on these fac-

tors: the probability of activating a macro BS, the probability of activating a small BS, and

the PSR. An optimal energy efficiency was then investigated using a Genetic Algorithm

where the above-mentioned factors were optimised. The proposed scheme was compared

with the current work and the finding showed that the proposed scheme outperformed the

existing scheme in terms of energy efficiency. Therefore, a conclusion for the first ob-

jective is that a higher activation probability of a small BS and PSR factor but a lower

89
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activation probability of a macro BS would contribute to higher energy efficiency.

The system model of the second and the third objective, presented in Chapter 4 and 5,

respectively, was quite different from the first objective. The second and the third objec-

tives applied CDSA that allows a macro BS to control small BSs in a two-tier heteroge-

neous network. In CDSA, a macro BS and small BSs operate in different spectrum. Thus,

no interference coming from different tiers would contribute to a lower energy efficiency.

Specifically, in second objective, a two-tier network’s energy efficiency was maximised

by jointly optimising the density of active small BSs and the user-cell associations. How-

ever, the published paper was developed based on the number of active small BSs in a

given area, which can be translated to be as density of active small BSs. Therefore, the

SODUA algorithm was proposed to determine which small BSs to be switched off in a

given service area in order to achieve a higher energy efficiency.

In brief, the SODUA algorithm determined a small BS that offered the highest SIR

to be associated with a mobile user where a mobile user could only be associated with

one small BS. The algorithm found the small BSs which had fewer mobile users to be

switched off. Then, the mobile users would be offloaded to the other active small BSs. The

achievable data rate of each connection between the mobile users and the small BSs was

recalculated for getting the accurate data rates. Finally, the results were compared with the

one “without offloading” because the proposed algorithm was the one “with offloading”.

Based on the proposed algorithm, the results were compared between the other algorithms

that considered the following.

i. When all small BSs were active and no offloading was considered,

ii. Switched off the small BSs that had fewer number of mobile users and there must be

a limit,

iii. Switched off the small BSs that had fewer number of mobile users and there was no

limit, and

iv. Like Similar to item (ii) above, however, in this last algorithm, the transmit power of

the small BSs were randomly deployed.
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Consequently, the simulation results showed that the proposed algorithm with random

transmit power outperformed the other algorithms.

Similar to the second objective, the third objective also applied a CDSA to allow a

macro BS to control the small BSs in a two-tier network. However, the difference is that

various power modes were applied on each small BS as compared to the second objective

where the second objective applied only switching off BSs. The user-cell association was

different from the second objective as well. The second objective’s user-cell association

was based on the highest SIR but the user-cell association of the third objective was based

on the nearest BS. Moreover, the third objective applied a ranking strategy to determine

the user-cell association which is not applied by the second objective.

Therefore, in the third objective, a two-tier network’s energy efficiency was maximised

by applying a Genetic Algorithm based PMVS algorithm. In short, the proposed PMVS

algorithm decided the appropriate mode for each small BS by using the ranking method

from the nearest to the farthest. It also investigated for an optimal bias factor of each BS

mode for adjusting the transmit power of the BSs including the macro BS. The simulation

results showed that the proposed algorithm outperformed the previous work in the second

objective.

6.2 Recommendation for Future Work

Due to some constraints, the works in this thesis are not fully matured and completed.

Thus, something else can be added to the works such as redesigning, comparing and

analysing. The works can be summarised as follows:

i. In the first objective, the system was deployed in a closed-access configuration scheme.

However, it would be best if considered in an open-access configuration scheme since

more implementation is in open-access configuration scheme in the real situation.

However, the implementation in the open-access scheme suffers from severe inter-

ference due to other neighbouring BSs. Hence, mitigating interference needs to be

considered for the open-access configuration.
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ii. In the second objective, a CDSA that allows a macro BS to control the small BSs has

been applied. Thus, the macro BS controls which small BSs to be switched off and

the mobile users that attached to them will be associated with the other active small

BSs. However, it is necessary if the mobile users to be associated with the macro BS

to reduce the burden of the other active small BSs since the macro BS has no user to

serve.

iii. Besides, the overloaded small BSs have not been included in this thesis due to the

constraints to achieve higher energy efficiency. This might help to check whether the

small BSs are overloaded with mobile users or overburden by any other activities.

iv. In this thesis, the circle shape area was used to show the transmission area’s coverage

instead of hexagonal shape. However, this is not as important because only a single

macro BS was considered. If more than one macro BS is considered, the hexagonal

shape is appropriate to show the coverage area without overlapping. In future work,

this work could be extended to multiple macro BSs.

v. Specifically, for the second objective, the algorithm was developed based on the num-

ber of small BS in a given service area. Therefore, it is more useful if the algorithm

was designed to be flexible for several small BSs in any areas or best known as the

density of BSs. In such a way that, the area size can be decided later and the proposed

algorithm can determine the number of small BSs.

vi. The BS sleeping strategy in this thesis was carried out separately in different objec-

tive. Hence, it would be consequential if a comparison between different BS sleeping

strategies is done in one work to see the result clearly, to which one performs well.
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