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Abstract

Ptychography is a coherent diffraction technology, which is not limited by sam-
ple size and has the advantages of high imaging quality, strong portability,
and low stability requirements for optical platform. It has been experimen-
tally confirmed in the visible light domain, X-ray and other different frequency
bands. The ptychography system has a wide application prospect in the fields
of microimaging, three-dimensional morphology measurement and information
security. However, many researches on ptychography are still in the prelimi-
nary theoretical stage and there is none research on its combination with vortex
beam, and the key parameters affecting the imaging performance are still not
to be studied. This thesis first briefly introduces the research background, sig-
nificance, the basic concepts, development and application of ptychography and
vortex beam. Then, it introduces the theoretical basis supporting its use, in-
cluding computer-generated hologram (CGH), beam steering and the computing
algorithm of ptychography. On this basis, this thesis presents the following in-
novative research:
An optical ptychography set-up, with a spatial light modulator as the core de-
vice, is designed to facilitate the flexible production of different types of optical
probe, such as the generation of conventional beams and vortex beams; flexible
adjustment of the order and defocus of vortex beams, etc., so as to realize their
experimental exploration. Experiments show that vortex beams have a higher
imaging quality in ptychography, and the topological charge number and defo-
cus of vortices also affect the reconstruction quality of the samples to a certain
extent. Therefore, these parameters can be adjusted according to the experi-
mental requirements to achieve the best recovery quality of information about
the samples in the actual experimental operation.
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Chapter 1

Introduction

1.1 Vortex beam

Vortex structures are a natural phenomenon. Examples include hurricanes in
the atmosphere [8], “vortices” in classical fluid mechanics [9], and super-fluid
helium in quantum systems [10]. For the wave phenomenon, the wave with phase
singularity and rotating around the singularity is called vortex. The topological
charge ` refers to the number of phase singularities or the number of branches
in the vortex space (the number of tooth intervals). The optical vortex is an
electromagnetic wave with a spiral wavefront, In theory, a single photon carries
angular momentum `h̄ (` is the topological charge and can take any integer
value, h̄ is Planck’s constant). The optical vortex is also called “twisted light”.
The wavefronts of a vortex beam have a helical structure. The three-dimensional
phase structure is shown in Fig. 1.1.
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Figure 1.1: helical beam with different topological charge. columns show the
helical structures, phase-front and intensity of the beams. black maps to a phase
value of 0, while white maps to a phase value of 2π, Figure courtesy of [1]

Vortex beams are typified by two types: the Laguerre-Gaussian mode and
the Bessel-Gaussian mode [11–15]. The field of Laguerre-Gaussian beam in a
plane perpendicular to the propagation direction can be expressed as [16]:

E (r, θ) =

(√
2r

σ

)l
exp

(
− r

2

σ2

)
exp (−i`ϕ) (1.1)

The field of a Bessel in a plane perpendicular to the propagation direction
beam can be expressed as [17]:

E (r, θ) = J (αr) exp (i`ϕ) (1.2)

Where σ is the spot size, ` is the topological charge, r is the modulus of the
plane position vector of the light source, and ϕ is the azimuth angle of the light
source plane position vector, J is a Bessel function of the first kind .
It can be seen from the above expression that both Laguerre-Gaussian beams
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and higher-order Bessel beams have an azimuthal phase term exp (i`ϕ). Such a
beam carries the orbital angular momentum `h̄, and there is a phase singularity
on the optical axis, that is, the phase is indeterminate on the optical axis where
the beam intensity is zero; On the section perpendicular to the optical axis,
there is a beam intensity distribution of the bright ring containing dark spots,
that is, the dark center beam (shaped like doughnut) [18,19].

1.2 Ptychography

Ptychography is a coherent diffraction imaging (CDI) technology that records
the intensity information of an object and calculates the phase relationship
between the interference parts of different scattered waves. As it is a lens-
free imaging technique, it can improve the resolution and achieve performance
that traditional imaging technology cannot reach. Unlike traditional imaging
techniques, ptychography does not need a stable reference light wave and the
interferometer that is needed is only the object itself that causes the diffrac-
tion pattern. The concept of ptychography was coined by Hegerl and Hoppe
in 1970 [20]. However, it was difficult to expect proof-of-principle experiments
in the atomic-scale short wavelength range unless it could be achieved by ob-
serving crystal objects under a scanning transmission microscope. Hoppe and
Strube gave an ideal proof experiment in the visible light domain at that time,
but since there was no scanning transmission microscope at that time, they
could only make an idea at that time [21]. At the time, Ptychography did not
seem to offer any intuitive improvement over existing imaging, diffraction, and
holography techniques. In 1992, Rodenburg and Bates gave various strategies
to perform antiphase recovery calculations, including direct Wigner distribution
deconvolution (WDD), and predicted the advantages of Ptychography in phase
recovery [22]. In 1995, Nellist et al. successfully conducted a proof-of-principle
experiment of ptychography and verified that ptychography does have a unique
and important advantage over other phase recovery and imaging technologies:
it is not limited by coherent diffraction [23]. The constraint of wide informa-
tion limitation, known as the “information limitation”, is still the final obstacle
to obtaining optimal electronic imaging [23]. In 2004, Faulkner and Rodenburg
improved the ptychography technique and named it Ptychographic Iterative En-
gine (PIE) [24]. After continuous improvement by scholars, ptychography has
since been experimentally verified in different wavelengths such as the visible
light domain and X-ray [25–29], and improved algorithms have been developed
to improve imaging quality and computing speed [30, 31]. Due to its excellent
performance, ptychography has been applied to many fields.
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Figure 1.2: Diagram of Ptychography (a) Optical Set-up (b) Probe overlapping
position (c) Amplitude recovered from Ptychography. Figure courtesy of [2]

Ptychography is a coherent diffraction technique. In its modern form, the
imaging data is obtained from a series of diffraction patterns generated by the
interaction between the collected object function and the wavefront of the local
probe [32]. The probe can be obtained by focusing the light beam by a lens, or
an illumination probe [33] can be generated by a beam shaping element. Every
time you move the sample or probe, you must ensure that the illuminated area
overlaps. Fig.1.2(a) shows a schematic diagram of ptychography. Through a
series of diffraction patterns collected from different spatial configurations of
the object and the probe, the corresponding phase recovery algorithm can be
used to reconstruct the complex amplitude information of the object. The key
to this stack scanning is that every time a “layer” of the sample is illuminated
(the part of the sample that is illuminated each time), it must partially overlap
with other adjacent “layer”, A schematic diagram of the overlapping position
of the illumination beams in stack scanning is shown in Fig.1.2, with layers in
4 rows and 4 columns. A digital image sensor (such as a CCD) is used to col-
lect the corresponding diffraction intensity pattern of each “layer” after passing
through the entire system, and then a phase recovery algorithm can be designed
to reproduce Construct the complex amplitude information of the sample. Dif-
ferent from most phase recovery algorithms, each layer’s complex amplitude
is constrained by the distribution of other layers during the reconstruction, so
that the recovered complex amplitude information is the common solution of
all layers. In this way, the algorithm can quickly converge and the ambiguity
of solutions can be eliminated. Fig.1.2(c) is the amplitude distribution of the
sample recovered by the stacked imaging, and the reconstruction range can be
seen in Fig.1.2(b).
Compared with other technologies, ptychography has a faster convergence speed
and higher imaging quality, so it can be applied to situations requiring high res-
olution and high imaging quality. However, as stated, the key to ptychography
is to collect a series of diffraction patterns for image reconstruction by moving
the probe. The probe needs to be precisely controlled during the moving and
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scanning process, and the data acquisition process is time-consuming. [25,34].

1.3 Project research background and significance

Since ancient times, people have been trying various methods to break through
the limits of the human eye, hoping to uncover the mystery of the vast universe,
and also eager to observe ultra-fine objects. Since the invention of the astro-
nomical telescope and optical microscope in the 17th century, optical imaging
technology has greatly promoted the progress of human civilization in exploring
and discovering the mysteries of the unknown world. All along, people have been
developing various new technologies to improve the imaging quality of optical
systems. However, one factor restricting the development of ultra-high imaging
quality is the improvement of resolution. At the end of the 19th century and
the beginning of the 20th century, scientists Abbe and Rayleigh proved from
the wave theory of light that in optical imaging systems, the diffraction effect of
light will cause the image of an ideal point-like object to no longer be an ideal
geometric image point; instead, it will be a spot of a certain size, that is, the
Airy disk. If the distance between two point-like objects is too small, their Airy
disks will overlap and the two objects will not be distinguishable in the image.
That is to say, there is a resolution limit in the classical optical system, which
is a diffraction limited system.

According to the Rayleigh criterion, when the center of one Airy disk co-
incides with the first dark ring of another Airy disk, the two points can be
distinguished exactly [35]. In a photographic system, the minimum distance
at which two points are resolvable is related to the wavelength of the incident
light wave, the focal length of the lens and the size of the aperture; in the mi-
croscopic system, to improve resolution, the wavelength can be reduced or the
aperture (or numerical aperture) can be increased [36]. In addition, the aberra-
tions of lenses also affect the resolution. Although small aberration lenses are
easy to manufacture in the visible light range, they are difficult to manufacture
for short wavelengths [37]. Therefore, many scholars began to explore lensless
imaging technology to solve the problem that high-quality lenses are difficult to
manufacture.

Improving the resolution is only a difficult problem in optical imaging tech-
nology. At the same time, because the existing optical recording materials and
digital image sensors only respond to light intensity, a key problem to be solved
in many development fields of modern optics is how to recover the phase infor-
mation from the intensity pattern (amplitude) of a recorded sample, which is
known as the complex phase recovery problem. [38]. As early as 1952, Sayre
made a theoretical study on whether phase distribution information can be de-
tected from intensity distribution according to the Nyquist-Shannon sampling
theorem [39]. The results show that the phase information can be recovered
from the diffraction intensity distribution under certain conditions.

Among any phase retrieval techniques, holography is one of the most widely
studied techniques in terms of depth and breadth. Holography was proposed by
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Gabor in 1948 in his paper “A new microscopic principle”. Holographic technol-
ogy uses the interference and diffraction characteristics of light waves, through
the introduction of a beam of reference light and object light wave for interfer-
ence, recording the intensity information of the interference field, and then using
the reference light to reproduce the intensity distribution, the amplitude and
phase of all information representing the object can be recovered. In short, the
technique involves interference recording and diffraction reconstruction. It is
the same as the recorded intensity signal, but the total technique can reproduce
the complex amplitude information of the object. Later, the emergence of the
laser brought a good coherent light source, which created excellent conditions
for the practical operation and application of holography. Therefore, there was
an upsurge of holographic research in the scientific community. With the de-
velopment of computer technology and digital image sensor technology, digital
holography technology based on digital image sensors and computer image pro-
cessing technology has aroused the interest of experts and scholars all over the
world, and many new applications have appeared. There are digital holographic
microscopy techniques that can perform digital microscopic imaging of phase or
three-dimensional objects [40,41], and digital holographic interferometric wave-
front measurement techniques [42, 43]. Digital holography can also be used in
image encryption and hiding [44], image recognition [45], biomedical [46]and
other fields.

However, there are very strict conditions in the implementation of holog-
raphy. In the process of hologram formation, the holographic platform needs
maintain very high stability; vibration at the level of even one tenth of the wave-
length will seriously affect the quality of the interferogram. In recent years, in
order to improve the accuracy of phase recovery, many improved phase recov-
ery algorithms have been developed, such as the multi diffraction circle sample
phase recovery algorithm [47], oversampling algorithm [48], and so on. Among
them, the ptychography technique proposed by Hoppe in 1969 is worthy of our
attention [49,50]. Hoppe’s method solves the problem that the phase recovered
from a single diffraction pattern is relatively blurred. The beam used to irradiate
a sample and produce a diffraction pattern is moved to different positions of the
sample by moving the small hole from which it exits or the position of the beam
is unchanged and the object is moved. The diffraction patterns corresponding
to different positions are recorded, then stacked together to produce a com-
prehensive image. Ptychography technology also solves the problem of stable
reference light in holography. However, Hoppe’s work was not taken seriously
for a long time. The reasons are as follows: (1) at that time, the development
of phase retrieval was still in its infancy, and the efficient and practical phase
recovery algorithm had not yet come out; thus, although the idea of ptychog-
raphy was a good one, it was difficult to implement. (2) It was not until 2004
that Faulkner and Rodenburg began to re-study Hoppe’s work on ptychography,
and combined with the phase recovery algorithm, proposed a greatly improved
iterative algorithm for ptychography. It was then that the ptychography began
to receive widespread attention from people [24,51].
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1.4 Structure of this dissertation

The thesis is divided into six chapters, the specific structure and chapter ar-
rangement are as follows: Chapter 1 is an introduction. This chapter briefly
introduces the research background, significance and basic concepts of vortex
light and stacked imaging.

Chapter 2 describes the current development process of vortex light and
stack imaging.

Chapter 3 mainly describes the key equipment used in the experiment and
the principles of use, and introduces how to generate a vortex beam and realize
ptychography.

Chapter 4 introduces the methods of adjusting the spatial light modulator.
In this thesis, two such methods are used for calibration, and a comparison is
made between them.

Chapter 5 presents the combination of the vortex beam and ptychography to
image the material, where the material is ultimately imaged successfully,, and
the factors that affect the imaging quality are discussed.

Chapter 6 is the conclusion and prospects of this research. This chapter
mainly summarizes the research work of each part of the thesis, briefly expounds
some existing problems in the experiment that need to be further studied, and
puts forward the future research prospects.
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Chapter 2

Basic concepts and theory

2.1 Historical overview of vortex beam research

The study of optical vortices can be traced back to 1838. Airy discovered that
after a beam passed through a lens, an abnormal halo could be observed on
its focal plane. However, due to the lack of advanced technology at that time,
the cause of this anomaly was not studied further [52]. In 1919, Ignatovskii
conducted further analysis of Airy’s abnormal halo, and found that the direction
of energy flow around the halo was opposite to its initial direction [53]. In 1952,
Braubek and Laukien interfered the plane wave with the reflected beam of the
semi-reflective screen, and found the existence of vortices in the interference
field [54]. In 1959, Richard et al. analyzed the distribution of energy flow in the
focal plane and calculated the vector information of focus position [55]. Then, in
1967, Boivin et al. discovered the existence of a linearly rotating vortex around
the energy flow. It was later proven that vortices also exist in the light wave
field [56].

Starting in the 1970s, further characteristics of optical vortices began to be
uncovered seriatim. In 1974, Nye et al. proposed that dislocation structure
also exists in the light field by comparing with the dislocation structure of
crystals [57]. There are two dislocation structures, one is continuous spiral
dislocation, the other is discontinuous dislocation. It was pointed out for the
first time that the root cause of optical vortices is dislocation phase. This study
laid a foundation for the understanding of optical singularities in the future.
Later, Soskin et al. found that if a large part of the optical vortex is obscured,
the beam itself will recover to some extent during transmission [58]. In 1981,
Baranova et al. found that optical vortices exist in speckle fields [59]. In 1989,
Coullet et al. found that there was a singularity of zero electric field intensity
in a relatively large Fresnel laser cavity with a phase change of 2π per turn
instead of being constant. They introduced the term “optical vortices” for the
first time to describe the situation and theorized the phenomenon. This study
provided a qualitative leap in the development of optical vortices [60]. In 1992,
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Swartzlander et al. first observed the existence of optical vortex solitons in
nonlinear Kerr media [61]. In the same year, Allen et al. confirmed that each
photon in the vortex has orbital angular momentum according to Maxwell’s
equation [11]. In 1995, He et al. first realized the manipulation of copper oxide
particles by using optical vortices, confirmed the transfer of orbital angular
momentum to particles in optical vortices, and observed the rotation of particles
[62]. In 1997, Simpson et al. used optical vortices to rotate the particle itself,
and defined this operation as “optical wrench” [63].

Optical vortices have great potential and application prospect, and have been
studied by many scholars. The phase of optical vortices containing singularities
is a new method for image edge enhancement [64]. In addition, the photons
containing orbital angular momentum have received more and more attention
for the application in quantum computing [65], remote sensing [66] and other
fields.

2.2 Historical overview of ptychography research

As a key technology of coherent diffraction, ptychography technology is not lim-
ited by sample size and has high imaging resolution, strong portability, and low
requirements on the stability of the optical platform. Therefore, it has received
extensive attention in recent years, with research developing quite rapidly since
its inception. At present, research on ptychography focuses on expanding the
scope of application, pursuing its application in the field of extreme physics and
obtaining corresponding detection result.

2.2.1 Three-dimensional ptychography microscopy

Ptychography is limited to transparent objects; the illumination beam needs
to penetrate through the sample for imaging, which limits the thickness of the
sample. In the visible region, the thickness of the sample can not exceed tens
of microns to achieve resolution on the micron level. To address this issue, in
2014, T.M. Gordon et al. invented a 3-dimensional ptychography microscopy
technology [3]. By cutting the sample into several parts along the axial direction,
the thickness limit of the sample can be relaxed. The optical slicing of crude
sugar can be realized by using a single stacked imaging data acquisition device.
They used an improved version of the optical microscope to collect data. The
thickness of the slices can be from 2µm to 150µm, and the number of imaging
slices has been increased from 5 to 34 now. In addition, there is a strong phase
contrast, so it is not necessary to dye the samples. Fig. 2.1 and Fig. 2.2
show the experimental results of Gordon et. al, which strongly demonstrate
the advantages of the technique. They use the traditional microscope and h-
dimensional stacked imaging algorithm to achieve high-quality imaging of thick
slices [3].
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Figure 2.1: Slices selected from the reconstructed phase distribution of a com-
plex amplitude type mass algae specimen with a total thickness of 150µm. The
slice (a)-(h) corresponds to the 1, 3, 5, 11, 17, 21, 24 and 28 faces of the 34 slices.
The distance between adjacent faces is 4.7µm. The color-bar in (a) indicates
the phase shift (radians). Figure courtesy of [3]

Figure 2.2: (a)-(d) are the slices selected from the phase distribution recon-
structed from the complex amplitude embryo tip specimens, (e)-(h) are the
data collected from the same embryo tip specimens under a fluorescent confo-
cal microscope. The color-bar in (a) indicates the phase shift (radians). The
color-bar in (e) indicates the florescence intensity (a.u.). Figure courtesy of [3]
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2.2.2 Ptychography for optical image encryption

In 2013, Shi et al. used laminated imaging in optical image encryption, and
realized the combination of ptychography and information security [4]. Pty-
chography can be applied to almost all encryption systems. Compared with
the traditional double random phase encryption method, the introduction of
the probe increases the key space, which significantly improves the security of
the system. Based on the double random phase encryption system, Shi et al.
provided a simulation experiment proof of ptychography for optical image en-
cryption. Fig. 2.3 presents the schematic diagram of the proposed ptychography
encryption system. Fig.2.4 shows the decryption amplitude and phase distribu-
tion of three different types of probes (pure amplitude, pure phase, and complex
amplitude). In addition, no interference is needed in the whole encryption pro-
cess, which reduces the complexity of the encryption system and is helpful to
the realization of the optical encryption system.

Figure 2.3: Schematic diagram of stacked imaging encryption system. Figure
courtesy of [4]
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Figure 2.4: The amplitudes and phase distributions decrypted by three differ-
ent types of probes. (a) and (b) correspond to pure amplitudes; (c) and (d)
correspond to pure phases; and (e) and (f) correspond to complex amplitudes.
Figure courtesy of [4]

2.2.3 Fourier ptychography microscopy

In 2013, Zheng founded the wide-field-of-view, high-resolution Fourier Ptychog-
raphy Microscopy (FPM) technique, which enables multi-angle lighting to a
series of lighting probes collected within the Fourier domain. The iterative al-
gorithm is used to process the low-resolution intensity image and generate the
complex amplitude image with wide field of view and high resolution [5]. In ad-
dition, FPM can also correct aberrations due to the introduction of wavefront
correction technology, and digitally extend the depth-of-field of the microscope
without being restricted by the optical system. They also produced a FPM
device, as shown in Fig. 2.5(b), with a resolution of 0.78µm, a field-of-view of
about 120mm2, and a depth-of-field of 0.3mm (taking the wavelength of 632nm
as an example) with a constant resolution. As can be seen from the comparison
between Fig. 2.5(c) and Fig. 2.5(d), the resolution of reconstructed image by
FPM device is greatly improved.
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Figure 2.5: Fourier ptychography device prototype. (a) Device diagram, (b)
LED array and microscope used in the experiment, (c) USAF resolution test
diagram, magnification of the original image, and reconstruction of the same
area using the Fourier domain lamination imaging microscopy device. Figure
courtesy of [5]
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Chapter 3

Experimental Principles

Ptychography is an important coherent diffraction imaging technique [67], which
has the advantages of high quality phase retrieval and is not limited by sample
size. It has been used in X-ray [68], optical [69] and electronic fields [29]. The
fact is Ptychography experiments are mostly combined with X-rays at present,
and few studies have combined with vortex beam, while vortex beam has an
excellent performance in imaging, so it is particularly important to combine
vortex beam with contrast-enhanced ultrasound. In order to compare the imag-
ing properties of ptychography with conventional and vortex probes, the design
of the imaging system should strongly consider both the generation of the vortex
beam and the realization of ptychography. Therefore, the spatial light modu-
lator (SLM) is used as the key equipment in this experiment. This chapter is
divided into three main parts. The first part describes the working principle
of SLM, the second part describes the production method of vortex beam, the
third part introduces how to achieve beam deflection.

3.1 The working principle of SLM

Each pixel of a liquid crystal spatial light modulator (LC-SLM) consists of a
nematic liquid crystal layer and an electrode, the nematic liquid crystal has
an electronic birefringence effect. Nematic liquid crystal molecules are aligned
in the same direction, the rod structure and special arrangement structure of
nematic liquid crystal molecules make them exhibit the characteristics of a uni-
axial crystal, that is, the refractive index differs at different incidence angles
along the direction of the long axis. When the incident polarized light and the
long axis of nematic liquid crystal molecules are incident at an angle of ω, The
beam of light can be divided into two parts, one beam of light is ordinary light
(o light) with a refractive index of no, and another light is extraordinary light
(e light) with a refractive index of ne, which is precisely the birefringence ef-
fect of liquid crystal. Applying an electric field on both sides of the nematic
liquid crystal layer, the liquid crystal molecules will reorient after the voltage
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value exceeds a certain threshold, which causes the optical axis direction of the
uniaxial crystal to change. This phenomenon is called the electro-birefringence
effect of liquid crystals. The working principle of the pure phase LC-SLM is
to use the electronic birefringence effect to realize the beam deflection through
the pure phase modulation of the incident light. Thus, the LC-SLM is an ideal
modulator to realize the intelligent control of a laser beam.

The SLM used in the experiment belongs to the PLUTO-2 reflection series
produced by Holoeye, and the technique used for this model is liquid crystal on
silicon (LCOS).

For a phase only spatial light modulator, when a voltage is applied, the
liquid crystal molecules will be rotated in the direction of the electric field. If
the polarization direction of the incident beam makes an angle θ with the long
axis of the liquid crystal, according to the geometric vector relationship, the
complex amplitude component on the x-axis and y-axis is:

Ex = A cos θ

Ey = A sin θ (3.1)

where A is the complex amplitude of the original polarized beam. The above
is the amplitude information of the beam, For principle of phase modulation,
Due to the birefringence effect of liquid crystal molecules, the refractive index of
liquid crystal long axis and short axis is different, and the light can be divided
into ordinary ray(o ray) and extraordinary ray(e ray), the two rays have different
phase velocities in two directions, so the phase modulation can be realized by
using this effect. The phase difference between o ray and e ray can be expressed
as:

∆ϕ =
2π

λ
|neff − no| d (3.2)

1

n2
eff

=
cos2θ

n2
o

+
sin2θ

n2
e

(3.3)

where λ is the wavelength, d is the thickness of the LC layer, neff is the effec-
tive refractive index, varying with the applied electric field, no is the ordinary
refractive index of the LC, and ne is the extraordinary refractive index of the
LC.

3.2 Holography

Based on digital computing and modern optics, the computer generated holo-
gram (CGH) was first proposed in 1965 by Kozma and Kelly [70]. Subsequently,
Lohmane et al, a team working at IBM in the United States, made the first CGH
recording of amplitude and phase with a computer instead of a laser, which laid
the foundation for the development of CGH [71].
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Based on the preliminary achievements of CGH, many researchers have put
forward many kinds of CGH coding techniques. In 1967, Burch [72] made a mod-
ified off-axis reference hologram by adding off-axis reference light and increasing
bias in the complex signal encoding of object light waves. The computational
hologram made by this method is called a Burch-type computational hologram.
This coding technique replaced the cell oriented holograms by point holograms
and made this kind of computer generated holograms more attractive. In 1969,
Lesem [73] proposed the phase diagram coding technique, the advantages of this
coding technique lie in its high diffraction efficiency and coaxial reproduction.
In 1970, Lee [74] made a computational hologram with another new coding tech-
nology, which divided the sampling unit into four small units and then encoded
the complex value of the sampling point with these four small units. This holo-
graphic coding method proposed based on the effect of indirect phase is called
fourth-order indirect phase coding. Through analysis, Kamperer et al. [74]
found that Lee-type CGH is one of the ways to correct off-axis reference light
coding. Burckhardt later proposed a novel coding method for Lee-type CGH in
order to simplify the encoding method of holograms based on the indirect phase
effect. [75].

After 1980, along with the emergence of various new technologies, CGH
technology began to develop rapidly. Holograms could only be recorded with
holographic dry board before, the real-time and repeatability were poor. How-
ever, with the introduction of modern spatial light modulator technology, the
computer-coded CGH can be output to a spatial light modulator (such as spa-
tial acousto-optic modulator, liquid crystal spatial light modulator, digital mi-
cromirror device, etc.), making it possible to realize real-time display based on
the CGH technology.

3.3 Vortex beam production method

So far, computational holography is the simplest and most effective method to
generate vortex beams. In 1990, some groups began using diffractive optical
elements to create optical vortices. Soskin and his collaborators realized that
the diffraction grating with a central edge dislocation had optical singularities
in its first-order diffraction beam [76–78], and successfully obtained optical vor-
tices of ±1 order. In order to obtain higher-order Bessel beams, Heckenberg et
al. [79] first reported the use of computational holography to generate doughnut
shaped hollow beams in 1992. In 1996, Paterson et al. [80] designed the finite
aperture rotating prism type computational holography to generate two approx-
imate high-order Bessel beams, developed a new theoretical analysis method to
describe the principle of producing high-order Bessel beams, and explained their
experimental results.

Computational holography combines multiple disciplines, including com-
puter science technology, optical theory, and optical holography technology.
Among them, the grating made by the holographic method has high diffrac-
tion efficiency, which improves the success rate of making vortex beams. Among
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them, the diffraction image is usually taken from the first order diffraction beam.
The computational holography method for vortex beam generation mainly in-
troduces a phase singularity in the incident Gaussian beam, and the singularity
is represented by a misaligned grating in the center of the hologram. This
method of generating vortex beams consists of three parts: the first step is to
calculate the mathematical expressions of the desired order of vortex beams,
and use computer software to program the mathematical formulas to generate
two-dimensional computational holograms; the second step is to make a holo-
gram film with the generated computational hologram according to a certain
ratio; and the third part is to irradiate the plane wave with the same phase
and amplitude of the incident plane wave onto the hologram film to generate a
vortex beam.

For the production of a holographic fork grating, in the experiment, a plane
wave and a vortex beam with orbital angular momentum are interfered and
superimposed to form a two-dimensional computer hologram, which records the
amplitude and phase information. Suppose the electric field expression of a
plane wave beam is:

E1 = A1exp(ikx sinα+ iky cosα) (3.4)

The expression of the vortex beam propagating along the optical axis z is:

E2 = A2exp(i`θ) (3.5)

where A1 and A2 are the amplitude of the light wave, and ` is the orbital
angular momentum of the vortex beam. The light intensity distribution of the
interference and superposition of these two light waves on the z = 0 plane is:

I = (E1 + E2)(E1 + E2)∗ = A2
1 +A2

2 + 2A1A2cos(`θ − kx sinα) (3.6)

If both vortex light wave and plane wave are light waves of unit amplitude, that
is, A1 = A2 = 1, then the light intensity can be expressed as:

I = 2 + 2cos(`θ − kx sinα) (3.7)

We use Matlab software to achieve our goal. By changing ` value, we can get
fork-shaped gratings of different order topological charges, as shown in Fig.
3.1. In the Fig. 3.1, (a) and (b) are the forked gratings of order 1 and order 2
respectively, namely the first and second-order interference patterns. In Fig. 3.1
(a), an additional bright stripe appears in the middle and upper part, resulting
in a fork structure in the middle. Fig. 3.1 (b) for vortex beam of order 2,
two additional bright stripes appear in the middle, and so on, so N additional
bright stripes appear for the generation of vortex beams of order N. Fig. 3.1(c),
Fig. 3.1(d) for fork-shaped gratings of order 0.5 and 0.8, which are non-integer,
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will have a fault in the middle, but the fork-shaped structure in the center
does not change. It can be known that the number of center dislocation of
hologram is topological charge `, with its light and dark fringes determined by
`ϕπ = n + 2r

Λ cosϕ(n = 0,±1,±2...) , where Λ is the grating constant, r is the
distance from the center point of the grating, and ϕ is the Azimuthal Angle.

Figure 3.1: Forked gratings with different order topological charges, black maps
to 0 grayscale and white maps to 255 grayscale

With the development of technology, spatial light modulator (SLM) can be
used to conduct spatially distributed modulation of light waves, and the designed
phase information map can be directly displayed on pure phase SLM, and optical
vortices can also be generated by irradiating. Curtis and Grier [81, 82], for
example, uses this method to obtain vortex beams. Using this device they also
produced a deformable optical vortex [82].

Currently, generating optical vortices on SLM using computational hologram
display has become the most commonly used method in the laboratory. Using
this method, it is very convenient to control the beam parameters such as the
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topological charge of the vortex and adjust its spatial distribution dynamically
and in real time by just controlling the phase hologram displayed on SLM via
a computer.

3.4 Beam deflection by blazed grating

As illustrated in Fig. 3.2, a beam can be deflected if it passes through an optical
prism or the equivalent.

Figure 3.2: Introducing linear phases change on the incoming plane wave causes
a tilt on its direction. Consequently, it produces a 1D transverse shift of the
spot at the focal plane of the lens. when phases change linearly along the y-axis,
the optical wavefront is tilted by an angle, θ , due to a linear phase shift, L is
the period of the phase, producing a difference of λ on the optical path. P is the
pixel width. The phase modulation of SLM can be equivalent to that of prism.

Taking a grating hologram as an example, it is equivalent to that of a prism
if the wave front is modulated by a linear ramp within each grating element,
with a maximum amplitude 2π. This is a blazed grating. The condition for
such a tilting angle also coincides the condition for the 1st order diffraction
beam, hence the efficiency for the 1st order diffraction is also maximized. This
is important as we will use the 1st order diffraction pattern to encode the vortex
information.

As shown in Fig3.2, according to the trigonometric function, the beam de-
flection angle θ can be calculated by Eqn. 3.8

θ = arctan

(
λ

LP

)
(3.8)

where λ is the wavelength of the incident light, L is the width of each pixel in
SLM, and P is the number of pixels in a period of the blazed grating.

In this case, adjusting the pixel number of the blazed grating element, P ,
allows the beam steering, as shown in the Fig. 3.3.
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Figure 3.3: (a) and (b) represent the blazed grating(left) with different pixel
periods and its corresponding diffraction pattern(right), respectively, and the
red line clearly indicates the steering of light in the horizontal direction. order
topological charges, black maps to 0 grayscale and white maps to 255 grayscale

3.5 Reconstruction algorithm for ptychography

The introduction of the basic concept of image stacking demonstrated that it
is essentially a phase recovery method, and the stacked iterative algorithm is
essentially a phase recovery algorithm, but it is distinct from the traditional
phase recovery algorithm [83]. In this section, two commonly used stack imag-
ing reconstruction algorithms are introduced: the conventional stack imaging
algorithm(PIE) and the extended stack imaging algorithm(ePIE) [83,84].

3.5.1 PIE algorithm

PIE algorithm works by moving the illumination probe so that the beam scans
the region of interest of the sample, and record the far-field diffraction pattern
corresponding to each probe. The position of the probe following each movement
of the probe is determined. Fig. 3.4 presents the block diagram of the algorithm,
and this derivation follows Ref [83].
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Figure 3.4: Block diagram of PIE algorithm

The algorithm first requires one to guess the initial value of an object func-
tion On(~r+ ~Ri). After the light wave passes through the object with the complex
amplitude, the transmitted wave function is the product of the object function
and the probe function, P (~r):

ψn,i(~r) = On(~r + ~Ri)P (~r) (3.9)

where, n represents the index of the current iteration, ~r is the corresponding ob-
jective plane coordinate vector, i is the number of probes at different positions,
and ~Ri represents the displacement vector from the initial probe position to the
position of the ith probe: The far-field diffraction complex amplitude obtained
on the output plane is:

ψ
′

n,i = |An,i| exp(iφn,i) = F {ψn,i} (3.10)

where F stands for Fourier transform.
In the iteration, the amplitude distribution, |An,i|, is updated by the square

root value ψ
1/2
i of the strength pattern of the far field diffraction pattern recorded
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in practice, while the phase of Eqn. 3.10 remains unchanged. Then the complex
amplitude distribution of the new output surface is obtained as

ψn,i,new(~r) = ψ
1/2
i exp (iφn,i) (3.11)

The modified output complex function is inverse transformed via Fourier
transform, returned to the object space:

ψn,i,new (~r) = F−1
{
ψ
′

n,i,new (~r)
}

(3.12)

where F−1 stands for inverse Fourier transform, and the object function is
updated accordingly:

On+1

(
~r + ~Ri

)
= On

(
~r + ~Ri

)
+ βU (~r) [ψn,i,new(~r)− ψn,i(~r)] (3.13)

With the updated function:

U (~r) =
P (~r)

max(|P (~r)|)
P ∗ (~r)

|P (~r)|2 + α
(3.14)

Among them, α and β are constants, and their values will affect the convergence
speed and stability of the algorithm. |β| ≤ 1 is the feedback coefficient, and the
typical range of the values is β ∈ [0.9, 1]; α prevents the algorithm from being

unable to proceed if |P (~r)|2 is zero. If the probe function is normalized, it is
more appropriate for α to take the value of 0.001. The part |P (r)| /max (|P (r)|)
of the updated function ensures that the object is mainly changed at positions
where the probe has its highest magnitude. The part P ∗ (r) / |P (r)|2 removes
the initial multiplication with the probe function in Eqn.3.9 from the exit wave.
[85].

One then use the updated object function as the new guess for the next
iteration.

To calculate the similarity between the reconstructed image and the original
image, correlation coefficient Co and mean square error (MSE) are quantitative
indicators used .

Co is defined as follows:

Co (f, f0) = cov (f, f0) (σf , σf0)
−1

(3.15)

where f and f0 are the complex amplitudes of the decrypted image and the
original encrypted image respectively, cov (f, f0) is the cross-covariance of f
and f0, and σf and σf0 are the standard deviations. To evaluate the decryption
quality, phase relation values C0A and C0ϕ of amplitude and phase should be
calculated respectively.

MSE is defined as:

MSE =
1

M ×N

M∑
i=1

N∑
j=1

|f ′ (i, j)− f (i, j)|2 (3.16)
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where M × N represents the size of the object, f ′ (i, j) and f (i, j) represent
reconstructed image and original image respectively.

The closer Co value gets to 1, the closer the distribution of the two image
functions are. The smaller the value of MSE, the more similar the distribution
of the two functions.

If C0 or MSE meets the expected standard, then the recovered complex
function is the expected reconstructed image function. If C0 or MSE does not
meet the expected criteria, the complex amplitude of this recovery is taken as
the initial value for the next iteration. Iteration continues until the decrypted
image meets the requirements.

The PIE algorithm is characterized by the fact that the probe function is
known and that iteration and guessing occur simultaneously. In practice, how-
ever, neither the probe function nor the probe position can be determined with
any degree of precision.

3.5.2 ePIE algorithm

The ePIE algorithm is similar to the PIE algorithm. The difference is that the
probe function is also updated at each iteration [86]. The initial output function
is the product of the guessed probe function and the object function [87]. Due
to the fact that neither the probe function nor the moving position of the probe
can be accurately determined, so the ePIE algorithm updates the probe function
and the object function at the same time during each iteration. The update of
the probe function is similar to the update of the object function:

Pn+1 (~r) = Pn (~r) + β
On

(
~r + ~Ri

)
max

(∣∣∣On (~r + ~Ri

)∣∣∣)
O∗n

(
~r + ~Ri

)
∣∣∣On (~r + ~Ri

)∣∣∣2 + α
[Ψn,j,new (~r −Ψn,j (~r))] (3.17)

The updated probe function and object function are taken as the initial val-
ues for the next iteration. Compared with PIE pressure algorithm, The ePIE
algorithm has a faster convergence speed.
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Chapter 4

Calibration of SLM

The spatial light modulator is a new programmable optical element. This in-
strument mainly uses liquid crystal to realize the continuous modulation of the
phase of light wave. Therefore, the spatial light modulator is a very powerful
instrument in the laboratory and has a wide range of applications in adap-
tive optics, holographic optics, high-resolution imaging and other optical fields.
However, the LC-SLM-based liquid crystal material has its own characteris-
tics. In addition, dispersion will also affect the LC-SLM experiment as different
wavelengths of incident light have different refracting effects on the liquid crys-
tal molecules. Therefore, the LC-SLM needs to be calibrated for the working
wavelength of the laser used.

In order to obtain the phase modulation range of LC-SLM more accurately
and perform calibration, A binary grating is used firstly to measure the phase
modulation range of the LC-SLM, and then a bowman blazed grating is used
to perform phase calibration. The method of measuring the phase modulation
range is mainly to load a grating image with the required gray level change
onto the LC-SLM, then the beam intensity of the 0th order diffraction beam
spot is detected and a curve of beam intensity dependence on the gray scale
change is plotted. This is compared with the beam intensity value of the cor-
responding gray level. In that way, we measured the phase modulation range.
After the phase modulation range is determined, the phase calibration is mainly
performed through the bowman grating to obtain the diffraction pattern under
different contrast, and finally the best contrast can be received to achieve the
best phase modulation.

4.1 Construction of experimental platform

According to the experimental requirements, the experimental platform shown
in Fig. 4.1 was built. The laser with a wavelength of 632.8 nm realized a 4.5-fold
beam expansion through lens 1 with a focal length of 20 mm and lens 2 with a
focal length of 90 mm. The beam polarization was adjusted by rotating the laser
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tube and polarizer 1 to ensure the polarized beam is along the vertical direction
which is the default direction of LC molecules, The beam is then led through
the beam splitter (BS) to fill the SLM’s effective LCD . The beam is reflected
by the LC-SLM and the BS prism and then is focused onto the detection surface
of the CCD camera through a lens 3 with a focal length of 30 mm.

Figure 4.1: The optical system used in the experiment is mainly used to measure
the far-field diffraction pattern produced by the hologram displayed on the SLM
by a computer. The beam from the laser is expanded by the lenses 1 and lens 2,
being processed into polarized light by a polarizer and modulated by SLM, and
then Fourier transformed by a lens 3. Finally, using the camera in the Fourier
plane of the SLM to measure the diffraction pattern

4.2 Determination of phase modulation range

This experiment uses a version of PLUTO-VIS-016c from Holoeye company with
a resolution of 1920×1080, which is mainly based on electrically controlled ne-
matic liquid crystals to adjust the wavefront of the incident wave. This version

25



of the SLM has a pixel pitch of 10 µm, so it can achieve high resolution and
capable of a large deflection angle. The laser model used in this experiment is
HNLS008L self-contained HeNe Laser, and its wavelength is 632.8 nm. The pur-
pose of this section is to obtain the phase response of this SLM. To be compared
with the actual result of the experiment, it is known through the manual [88]
that the SLM can achieve a phase modulation of 5.3π at a wavelength of 623
nm .

4.2.1 Phase grating diffraction characteristics

According to Fourier optics [89], when the two-dimensional phase grating placed
in front of the lens is illuminated by coherent light, the beam intensity distribu-
tion on the focal plane of the lens is equal to the square modulus of the Fourier
transform of the phase grating in front of the lens [89]. We loaded a black and
white grating image onto the SLM, as shown in Fig. 4.2. The black part of the
phase delay is 0, the white part of the phase delay is a variable value. We place
the SLM in front of the lens and illuminated it with a coherent light. At this
time, the action of the SLM is equivalent to a two-dimensional phase grating,
so that the beam intensity distribution of the diffraction spot shown in Fig. 4.3
is obtained at the focal plane behind the lens.

Figure 4.2: One element of the binary grating
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Figure 4.3: Diffraction pattern due to the binary grating of Fig .4.2

Changing the phase contrast of the black and white grid of the binary grat-
ing (equivalent to changing the phase retardation of the black grid), the beam
intensity of the zero-order diffraction spot (central spot) located on the rear
focal plane of the lens will also change accordingly. In this way, the phase con-
trast of the binary grating loaded on the SLM can be obtained by measuring
the intensity of the zero-order diffraction spot behind the lens.
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Figure 4.4: Relationship between gray level and normalised intensity of zero-
order diffraction spot

In fact, we need to normalize 0-order light, and the normalization process is:

In = I0/It (4.1)

Where In is the normalized intensity, I0 is the optical diffraction intensity of
order 0, and It is the intensity of the reference beam spot, which is the intensity
of the 0-order beam spot without grating structure.
Through calculation, the relationship between the intensity of the zero order
diffraction spot and the contrast of binary phase grating is:

I = (1 + cos∆ϕ) /2 (4.2)

Where I is the normalized intensity of the zero-order diffraction spot. ∆ϕ is
the phase contrast of the binary phase grating. From the above discussion, the
phase contrast of the binary phase grating in front of the lens can be obtained
by measuring the light intensity of the zero-order diffraction spot on the focal
plane behind the lens. The phase delay represented by the binary grating black
lattice is then obtained. According to the corresponding relationship between
the phase delay and the gray level of the computer can be obtained, and the
phase modulation characteristics of SLM can be obtained.
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4.2.2 Experimental set up

As shown in Fig. 4.1, the 632.8 nm laser is coupled into the beam expander,
and then it is collimated by the collimating lens through the beam expander,
and then enters the polarized beam into splitting prism, and is divided into two
beams of linearly polarized light. The polarization direction of the transmitted
beam is parallel to that of the liquid crystal molecules of the LC-SLM, that is,
the polarization direction of the transmitted light is the same as that of the
light modulated by the LC-SLM. A binary hologram is loaded into the LC-SLM
by computer. The size of each lattice is 18 pixels × 18 pixels. The gray level
of white grid is 255, and the gray level of black grid is variable value. The
LC-SLM is equivalent to a variable two-dimensional phase grating. After being
illuminated by laser, we take the 0 order beam spot as the wanted spot, the
image shown in Fig. 4.5. The 0 order diffraction spot of binary grating is on
the left, and the reference spot is on the right. Followed the eqn.4.1, after the
image is collected, the intensity of zero-order diffraction spot is divided by the
intensity of reference spot which is the intensity of the 0-order beam spot without
grating structure, and the obtained result is taken as the normalised intensity
value of zero-order diffraction spot, so as to standardize the data quantification.

Figure 4.5: The 0-order diffraction beam spot of binary grating (left) and the
reference 0-order beam spot without grating structure(right).

4.2.3 Experimental result

In order to obtain the accurate phase modulation range, the diffraction pattern
for both horizontal and vertical polarizations of the incident beams were mea-
sured respectively.Followed the eqn.4.1, the ImageJ software can used to analyze
and record the different zero-order beam spot captured by the CCD camera.
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Vertical polarization

When the incident beam polarization is consistent with the long side direction
of the SLM micro display panel, the incident polarization state can be basically
not affected, and the purpose of changing only the phase can be achieved.

Figure 4.6: Longitudinal strip binary grating and evolution of the experimental
intensities of the zero-order beam spots when increasing the gray value of the
’white’ strips.(for an incident beam with vertical polarization)
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Figure 4.7: The normalized 0th order diffraction beam (vertical polarization)
as a function of the maximum gray level of the binary grating, together with a
curve fitting of the data using a+ cxcos(graylevel).

Horizontal polarization

In order to compare with the experimental data for the vertical incident polar-
ization, data were obtained by adjusting the incident polarization of the laser
to the horizontal state.
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Figure 4.8: Longitudinal strip binary grating and evolution of the experimental
intensities of the zero-order beam spots when increasing the gray value.(for an
incident beam with horizontal polarization).
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Figure 4.9: The normalized 0th order diffraction beam(horizontal) as a function
of the maximum gray level of a binary grating, together with a curve fitting of
the data using a+ c× cos(graylevel).

4.2.4 Results and Analysis

From the above experimental results of horizontal and vertical incident polar-
ization, it can be seen that the general trends of the two results are similar,
but there are still some differences, which are mainly due to the birefringence
effect of the liquid crystal. For different polarization states, liquid crystals have
different optical characteristics, that is, for a spatial light modulator, when the
polarization state of the incident beam is consistent with the direction of the
long axis of the liquid crystal, phase-only modulation can be achieved effeciently,
and when the polarization state is consistent with the direction of the short axis
of the liquid crystal, phase modulation cannot be achieved easily. From the
experimental images, we can see that the incident beam still achieves phase
modulation when polarized horizontally. This is mainly because it cannot be
fully guaranteed that the incident polarization is perpendicular to the short axis
of the liquid crystal. For above analysis, The comparison between the experi-
mental results of horizontal polarization and vertical polarization also explains
why the phase modulation can be obtained in the case of horizontal polarization
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and the phase modulation is similar, but the intensity of the diffraction beam
is weak relative to the vertical incident polarization.

Through the above analysis, we fitted the corresponding relationship be-
tween the horizontal and vertical incident polarization phases, and finally take
the average of the two relationships, and then the phase modulation curve of
the SLM can be obtained.

According to the data of vertical polarization and horizontal polarization,
the intensity value of the zero-order diffraction spot corresponding to each gray
level can be obtained, then the phase delay value corresponding to the intensity
value can be calculated. Finally, the phase delay corresponding to each gray
level can be deduced.

Figure 4.10: The phase response curve (phase change vs.maximum gray level).

According to Fig. 4.10, comparison with the ideal curve with a modulation
range of 6π, the linear relationship between gray value and phase modulation
obtained in the experiment is not perfect, and there is a certain gap between
the slope and the ideal curve, so it needs to be corrected.
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4.3 SLM phase modulation calibration

In reality, because each pixel of the spatial light modulator cannot achieve the
ideal phase modulation, this will reduce the overall diffraction efficiency of the
beam. An effective method introduced by Bowman is to adjust the blazing
function to improve the phase modulation effect which shown as Fig. 4.11.

Figure 4.11: (a) A set of ramps wrapped at 2π. The x variable represents one
spatial coordinate on the SLM. (b) A real SLM can reach a maximum value
of the phase φmax which is different from 2π. (c) By changing the contrast, it
is possible to obtain an phase-ramp which is as similar as possible to the ideal
one. Figure courtesy of [6]

As shown in Fig.4.11(c), A way to improve the intensity of the shifted spot
is to modify the phase for each pixel. In order to do this, we increase the slope
of each ramp to make the ramp of phase modulation as similar as possible to the
ideal one in Fig.4.11(a), Thus the optimal phase modulation curve is obtained,
as shown below:

Figure 4.12: The x variable represents one spatial coordinate on the SLM.
(a) The phase modulation that an ideal blazed grating can achieve. (b) A
experimental SLM does not produce the desired unwrapped phase. (c) By
changing the contrast, it is possible to obtain an unwrapped phase which is
as similar as possible to the ideal one.

As illustrated in Fig. 4.11, by changing the contrast, we can achieve change
the curve slope of the relationship between phase modulation and x value, thus,
to make the actual curve as similar as possible with the ideal one. For SLM,
phase modulation is controlled by gray value, so we can change the contrast
through change the slope of the relationship between the gray value and x value.
The relationship diagram should look like Fig. 4.13:
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Figure 4.13: By adjusting the contrast, it will affect the hologram sent to the
SLM. (a) Ideal situation with C =1. (b) By increasing the contrast we increase
the number of pixels that will be black or white on SLM (c) When C = 255
every pixel must be black or white, no matter what hologram we send into the
SLM, so we have a binary hologram

Follow the above discussion, the Bowman blazed grating is used to obtain
the best diffraction efficiency. For one element and the whole of Bowman blazed
grating, the designs for different contrast parameters should look like as Fig.4.14
and Fig.4.15:

Figure 4.14: One element of Bowman blazed grating under different contrast
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Figure 4.15: Bowman blazed grating under different contrast

4.3.1 Experimental result

By loading the SLM with the grating as shown in the Fig. 4.15 above, diffraction
patterns under different contrast values can be obtained. Then, the intensity
distributions of the diffraction spots are measured and normalized with the light
spot of the grating when C = 0 as the reference (i.e. no grating structure), and
the following data can be obtained.

Figure 4.16: The diffraction patterns (vertically aligned) due to Bowman Blazed
Grating as a function of the contrast values. The patterns were recorded at a
defocus to accommodate the the finite dynamical range of the recording CCD
camera.
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Figure 4.17: Evolution of the experimental intensities of the zero and ±1 or-
ders spots when increasing the contrast (normalized against the 0th order beam
without diffraction grating contrast, plotted as a function of the contrast pa-
rameter.)

By analysing diffraction patterns for different values of the parameter C as
shown in Fig.4.16, we can measure the zero-order light intensity and the 1st

and 2nd order light intensities under different contrast levels (see Fig.4.17 ), We
found out that the optimal contrast for our SLM was Copt = 1.1 corresponding
to a ratio between the intensities of order 1 and 0 of about 2.8. The same ratio
without correction was 1. Thus, we found that the optimal contrast on the SLM
is 1.1.

4.4 Combination of the two methods

In order to make the phase modulation curve of the spatial light modulator
possibly similar to the phase modulation with an ideal phase of 6π, we can
compare the relation between the binary grating and the blazed grating.
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Figure 4.18: The phase modulation curve of the spatial light modulator (red
curve drawn through experimental data). Also plotted is the idealised spatial
light modulation curve (blue).

As shown in the Fig. 4.18, the red line is the actual relationship between
phase modulation and gray level obtained through Binary Grating, while the
blue line is an ideal phase modulation curve with a phase modulation of 6π.
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Figure 4.19: (1)Ideal situation with C =1 (2)As discussed in Fig.4.13, the re-
lationship between input gray and output gray is changed by increasing the
contrast, thus increasing the number of pixels that will appear black or white
on the SLM

Through bowman grating, we can know that the optimal contrast of SLM
used in this experiment is 1.1. Therefore, after modifying the hologram sent
to SLM, the relationship between its input gray level and output gray level is
shown in Fig. 4.19.
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Figure 4.20: By adjusting the contrast, the original phase modulation curve was
closer to the ideal 6PI phase modulation curve

As shown in Fig. 4.20, Through the adjusted phase modulation curve, we
can see that after adjustment, the SLM phase modulation can be as close as
possible to the ideal situation, and close to the phase modulation of 6pi.

Therefore, combining two methods of binary grating and Bowman grating,
this chapter first obtains the actual phase modulation curve of SLM using binary
grating, and compares it with the perfect phase modulation curve, and then ob-
tains the best contrast through Bowman grating, so as to realize the calibration
of SLM and make the phase modulation curve of SLM close to perfect as far as
possible.
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Chapter 5

Application of SLM in
vortex beam ptychography

In the first and second chapters, some basic concepts and theoretical basis of
vortex beam and ptychography are introduced. In the third chapter, SLM, the
key instrument to generate vortex beams, and the principle of recovery of real-
space images are further outlined. Therefore, the vortex beam ptychography
imaging system with SLM as the core device can be designed.
Because the current research of ptychography mainly focuses on using the com-
mon laser, X-ray and electron microscopes, there are none reports on the re-
search of combining vortex beam and ptychography. Considering that both
Ptychography and vortexes are widely used in the field of imaging, it is of great
significance to apply vortexes to Ptychography. This chapter first introduce the
designs of the experimental device, and then demonstrats the actual imaging of
the sample in the case of vortex beam as the probe, and determines the factors
affecting the imaging effect.

5.1 Experimental set-up and data collection

5.1.1 Design principle of imaging system

As shown in Fig. 5.1, the principle of Ptychography is to scan a sample using a
probe until the entire region of interest on the sample is scanned. Probes usually
require a high degree of coherence, such as X-rays, monochromatic coherent
light, etc. Under normal circumstances, in the scanning process, the sample
area of two adjacent scans must be repeatedly illuminated to receive the far-
field diffracted light field of the overlapping area information obtained by the
probe scanning on the CCD. Fig. 5.2 shows the overlapping of a light probe
with a width of E at a scanning step of G.
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Figure 5.1: A diagram of a probe scanning a sample during ptychography. Fig-
ure courtesy of [7]

Figure 5.2: Overlapping scanning of a light probe on the sample surface. G is
scaning step and E is probe width.
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5.1.2 Design scheme of imaging system

According to the experimental requirements, the experimental platform shown
in Fig. 5.3 was built. The laser with a wavelength of 632.8 nm realized a 4.5-fold
beam expansion through lens 1 with a focal length of 20 mm and lens 2 with
a focal length of 90 mm, adjusted the beam polarization by rotating the laser
tube and polarizer 1 to ensure that the polarized beam is along the vertical
direction, which is the original direction of LC molecules. After the slit filter
filters out the unnecessary diffracted light, the beam passes through L4 and L5
and then converges to receive the diffraction pattern on the CCD.

Figure 5.3: The optical set-up for imaging the scanning probe. The slit is used
to block the unwanted diffracting beams.

Through the above design, an optical ptychography system is built, which
can generate vortex beam and realize beam scanning at the same time. The
main experimental unit picture is shown in the Fig. 5.4. After expanding
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and collimating, the laser generates vortex or ordinary beams through SLM.
Through adjusting the hologram patterns, the beam profile and positions can
be turned. After the unwanted diffraction beams are blocked by a slit, the
beam we want can be controlled to reach the CCD, so as to realize the purpose
of scanning different parts of the sample.

Figure 5.4: Optical set-up for the ptychography experiment. L4 and L5 are
adjusted to either image the probe or the diffraction pattern of the probe.
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Figure 5.5: The optical set-up for ptychography with the sample placed in a
defocused position with respect to the focal plane of the probe. Where d1 is
the focal length of L3, d2 is the distance from the focus of L3 to the sample, d3

is the distance from the probe focus to L4, d4 is the distance from L5 to CCD
camera, and d5 is the distance from CCD camera plane to focal point pf L5.

By changing the pixel width of grating element, we can control the beam
deflection, so as to realize the purpose of scanning on the sample. Follow the
Eqn.3.8, the scanning step can be calculated:

lstep = d1 ∗ tanθ = d1 ∗ λ

LP
(5.1)

In fact, due to the small scanning area of the probe, it is difficult to use
the physical measurement on the existing equipment. Therefore, the similar
triangle rule is used in this experiment to calculate the size of the probe on the
sample plane according to the size of the probe on the CCD. By measuring the
parameters(SLM pixel size, focal lens, pixel wigth of the grating element) of the
devices, we can calculate the probe size on the sample surface and obtain the
schematic diagram as shown in the Fig. 5.5, When the sample is not placed, we
can get the probe; when the sample is placed between slit and L4, we can get
the diffraction pattern through the sample.

The calculation steps are as follows:

Dprobe =
G∗(d4+d5))

d5

d3
∗ d2 =

nw∗(d4+d5))
d5

d3
∗ d2 (5.2)

where Dprobe is the diameter of Probe size on the sample surface, w is the pixel
width of the CCD , n is the number of pixels of the probe diameter on the CCD.
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Figure 5.6: (a) is the grating to achieve vertical deflection required by the
experiment. By combining the fork gratings and the blazed gratings, and by
changing the pixel period of the gratings, a grating which can realize both
vertical scanning and vortex light generation is obtained. (b) is the position of
the probe corresponding to the two gratings. The red line clearly reflects the
change of the position of the probe in the vertical direction(Vertical scanning).
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Figure 5.7: (a) is the grating to achieve horizontal deflection required by the
experiment. By combining the fork gratings and the blazed gratings, and by
changing the pixel period of the gratings, a grating which can realize both
horizontal scanning and vortex light generation is obtained. (b) is the position
of the probe corresponding to the two gratings. The red line clearly reflects
the change of the position of the probe in the horizontal direction(Horizontal
scanning).
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Figure 5.8: Probe scanning range calculated from data

5.1.3 Data collection

In this experiment, the thin transparent plastic sheet with a scratch structure
on the surface is selected as the sample, and the thickness of the sample is 1.44
mm, as shown in Fig. 5.9. In order to explore the influence of probe on imaging
effect, this experiment is Carried out from two aspects: the order of vortex beam
and defocus.

First of all, the influence of vortex beam order on imaging effect is explored.
Using 632.8 nm polarized light as incident beam source, after SLM modulation,
the position of sample 7×7 is scanned. The diameter of each probe was measured
to be 30 pixels. At the same time, by changing the pixel width of grating
element, we could control the deflection angle of the probe and scan on the
sample, and controlled the overlap ratio of the probe to be about 75%.
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Figure 5.9: The image of the scratched area taking using mobile phone (Huawei,
P30, camera apps). The scale bar is calculated using the information about the
physical size of the sample and the pixel size of the sample in the image.)

Figure 5.10: The montage of the diffraction pattern of a normal (non-vortex)
beam (by setting l=0) as it scans the sample in 7x7 positions.
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Figure 5.11: Diffraction of the sample by vortex beam of order 4.

Fig. 5.10 and Fig. 5.11 are the recorded images, which show the diffraction
patterns of non vortex beam and vortex beam under the same defocus condition.
In addition, the effects of different orders of vortex beam on image quality are
also studied. The diffraction patterns of different orders of vortex beams after
transmitting the sample at the same scanning position are shown in Fig.5.12,
and Fig.5.13 shows the diffraction patterns under different defocus obtained by
adjusting defocus with the vortex beam of ` = 5 as an example.

Figure 5.12: the diffraction patterns of different order vortex beam at the same
position
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Figure 5.13: Diffraction pattern of vortex beam with different focus at the same
position for ` = 5.

5.2 Reconstruction and quantification of quality

In order to compare the recovery effects of vortex beam and non vortex beam on
the same sample, 49 diffraction patterns were extracted and the ePIE algorithm
was implemented by Matlab program. After convergence , the reconstructed
image is shown in the Fig.5.14.

Figure 5.14: The phase reconstruction images of the samples were compared by
using the vortex probe(a) and the non-vortex probe(b), the yellow line represents
the sampling area of the line profile, (c) is the real image of the scratch structure
in the same scale
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Figure 5.15: The sample is reconstructed by using vortex beam and non-vortex
beam, extracting a line profile across a specific scratch feature to obtain the
gray distribution of the specific line. The horizontal axis represents the length
of the line, and the vertical axis reflects the gray values at different positions.

As shown in Fig. 5.14, extracting the line profile of a specific scratch feature
from the reconstructed image of the vortex beam and the non-vortex beam, the
grayscale distribution shown in Fig. 5.15 can be obtained. It can be clearly
seen that when the vortex beam is used when reconstructing the sample, the
gray value of the scratched structure is more obvious, and at the same time, the
noise signal is relatively weak in the non-scratched area, which can prove that
the image reconstructed by vortex beam has a higher contrast.
In order to further study the ptychography, the vortex beam is used as the probe
light source to reconstruct the amplitude and phase of the sample. In addition,
in order to compare image quality, we use peak signal-to-noise ratio(PSNR) to
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compare, the PSNR value is calculated as follows [90]:

PSNR = 10× log10

(2a − 1)

MSE
(5.3)

Among them, a is the number of bits of each sampled value, MSE is the mean
square error between the original image and the processed image, and the cal-
culation process is shown in Eqn. 3.16. PSNR is the most common and widely
used objective measurement method to evaluate image quality. However, many
experimental results show that the score of PSNR is not completely consistent
with the visual quality of human eyes. It is possible that the higher PSNR looks
worse than the lower PSNR. This is because the sensitivity of human vision to
error is not absolute, and its perception result will be affected by many factors
(for example, human eyes are more sensitive to contrast difference with lower
spatial frequency, higher sensitivity to brightness contrast difference and higher
sensitivity to chroma, and the perception result of human eyes to an area will
be affected by its surrounding areas) [91].

Through the equation we talked above, PSNR values of the recovered sam-
ple and the original sample can be calculated, and the data as shown in Tbl.
5.1. It can be clearly seen that both amplitude and phase images have a high
recovery quality when the sample is reconstructed by combining vortex beam
and ptychography, and the image shows higher quality when the sample phase is
restored. Since the probe function is updated iteratively when ePIE algorithm
is used, the phase and amplitude of the probe function can be recovered at the
end of reconstruction as well. The amplitude and phase images of the probe are
shown in Fig.5.17.

Figure 5.16: The amplitudes(left) and phases(right) of the sample when recon-
struction is carried out.
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Amplitude Phase

PSNR 62.3 71.3

Table 5.1: PSNR values of amplitude and phase reconstructed images

Figure 5.17: The amplitudes(left) and phases(right) of the estimate of the probe
after the reconstruction.

The previous experiments verify the feasibility of applying vortex beams
in an ptychography experiment, and then change the defocus by changing the
distance from the sample to slit position (which defines the plane where the
diffraction pattern is focused), and keep the topological charge of the vortex
beam same, so as to study the influence of different defocus on the quality of
sample reconstruction. Through the experimental data and reconstruction of the
sample, we can find that the reconstruction quality of the sample also changes
with the change of defocus. By comparing the PSNR value and grayscale dis-
tribution of line profile, it can be found that when the defocus is 1.0mm, the
reconstructed image has the clearest scratch structure and less noise, and the
reconstruction effect is the best. Fig. 5.18 shows the reconstructed result. Fig.
5.19 shows the grayscale distribution of line profile, Tbl. 5.2 shows the PSNR
values recovered under different defocus.
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Figure 5.18: The comparison of the phase reconstructed images of the sample,
for different defocus condition, the yellow line represents the sampling area of
the line profile.

Figure 5.19: Line profiles are drawn across specific scratch characteristics under
different defocus conditions. The horizontal axis represents the length of the
line, and the vertical axis reflects the gray values at different positions.
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Defocus 0.7mm 0.8mm 0.9mm 1.0mm 1.1mm 1.2mm

PSNR 56.5 58.6 60.5 62.4 56.1 54.6

Table 5.2: PSNR values of phase reconstructed images under different defocus.
It can be seen from the PSNR value that when the Defocus value is 1.0mm, the
PSNR value is the highest and the image quality is the best

In order to further study the influence of the vortex beam order on the
reconstruction quality of the sample, the vortex beam order is changed under
the condition that defocus is unchanged, and the diffraction patterns of different
orders of vortex light are reconstructed. The reconstructed image of the sample
is shown in Fig. 5.20, the amplitude and phase reconstruction images of the
probe are shown in Fig. 5.21, and the PSNR value of the reconstructed image
of the sample is shown in Tbl. 5.3.

Figure 5.20: Sample Phase reconstruction of different ` vortex beam (De-
fouse=1.0mm), the yellow line represents the sampling area of the line profile.
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Figure 5.21: The amplitudes(top) and phases(bottom) of the probe when re-
construction is completed, for different `

Figure 5.22: Line profiles are drawn across specific scratch characteristics under
different order conditions. The horizontal axis represents the length of the line,
and the vertical axis reflects the gray values at different positions.

Order 0 1 2 3 4 5

PSNR(Phase) 56.5 58.4 60.5 61.2 62.4 58.3

Table 5.3: PSNR values of phase reconstructed images for different order. It
can be seen from the PSNR value that when the Order value is 4, the PSNR
value is the highest and the image quality is the best
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5.3 Effect of defocus, effect of topological charge
of the vortex beams

The content of this chapter mainly describes how the topological charge order of
vortex beam and defocusing affect the reconstruction quality when the sample
is reconstructed by the combination of the vortex beam and the non vortex
beam with ptychogrphy, and makes theoretical analysis on it. According to the
previous experiments, as shown in Fig.5.12, under the appropriate diffraction
distance, the spatial light modulator can load the phase fork gratings with
different topological charges by setting the value of ` to generate different vortex
beams. By comparing the vortices and non-vortices in Fig. 5.10and Fig. 5.11, It
is found that when the vortex beam is used as the illumination source, the energy
of the vortex beam is mainly concentrated in the ring because the central light
intensity of the vortex beam is 0. Therefore, compared with the ordinary non-
vortex beam, the effective utilization rate of the illumination source is improved
when scanning the sample. In addition, the quasi non-diffractive property of
vortex beam can reduce the stray light generated in the transmission of the
illumination source [92], reduce the noise to a certain extent, and enhance the
contrast of imaging.

According to the experimental image shown in Fig.5.12, when the topological
charge increases, the vortex spot will also increase, but the diffraction halo tends
to increase first and then decrease. From the reconstructed image shown in Fig.
5.20, it can be seen that when the diffraction halo changes with the order of
vortex light, the recovery quality will also change. As shown in Fig. 5.22, when
using different order of vortex beam as probes, the specific scratch structure
of the reconstructed image of the sample is analyzed. It can be seen that the
contrast of the reconstructed image is affected by the order of vortex beam,
and when ` = 4, the scratch signal is the clearest and the noise is less. At
the same time, the PSNR value of the reconstructed image in Tbl. 5.3 reflects
that the reconstructed image is the clearest when ` = 4. Therefore, when
using different order of vortex beam to reconstruct images, with the increase of
diffraction halo, if the scanning steps are the same, the overlap rate will increase
accordingly, so that more details can be displayed in the reconstructed image
and the reconstruction quality is higher.

Through the research of defocus on the quality of reconstructed image, we
find that defocus is also a major factor affecting image quality. As shown in
Fig. 5.18, through the study of the specific scratch structure, the grayscale
distribution shown in Fig. 5.19 and the PSNR value of the reconstructed image
shown Tbl. 5.2 are obtained by analysis. Through comparison, it is found that
the amount of defocus will affect the contrast and resolution of the reconstructed
image when the same order of vortex light is used as the probe. This is mainly
manifested in the case of 1mm defocus, large gray value of scratch structure,
small noise signal, highest PSNR, and highest reflection imaging quality. Due to
the complicated influence of defocusing on image quality, there is no systematic
research yet. But we can find that if the defocus is larger, it means that a larger
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sample can be sampled at the same position. If the defocusing amount is very
small, the overlap ratio will decrease when the same translation step is used,
which will affect the reconstruction quality. To obtain the same overlap rate,
it is necessary to reduce each translation step of the probe. If it is necessary
to complete the sampling of the same region, it takes a longer time to obtain
more diffraction images. Therefore, it is necessary to choose the appropriate
defocusing amount and scanning step length when imaging the sample.
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Chapter 6

Conclusion and future work

In recent years, lensless coherent diffraction imaging technology has been widely
studied because of its simple system structure, low manufacturing cost, and not
limited by the numerical aperture and relative aperture of lens, which is helpful
to improve the resolution. With the increasing enrichment and improvement
of phase retrieval algorithm, the development of laminated imaging theory is
becoming more and more perfect. In this paper, based on the theory of stack
imaging and phase retrieval algorithm, some parameters which affect the recon-
struction quality of stacked imaging are studied. In this paper, the theoretical
basis of stacked imaging is briefly summarized, and then the three key param-
eters that affect the imaging performance of the stacked imaging system are
studied, focusing on the probe type, vortex optical topological charge and de-
focusing amount. The following is a summary of the main work completed in
this thesis and the future work is prospected.

6.1 The main work and research results

(1) In this thesis, a ptychography system based on vortex beam is designed. Us-
ing spatial light modulator as the core equipment, we can have more freedom to
adjust the probe, the overlap rate between probes and the distribution of over-
lapping area between probes, which makes the shape, size and scanning mode
of the probe no longer subject to strict restrictions, making the ptychography
more feasible, and the optical experimental operation of the ptychography sys-
tem is more simple, and can also get better imaging quality. (2) The effect of
the parameters of the vortex beam on the reconstructed image quality is verified
by optical experiments, and the systematic analysis is made.

6.2 Future research directions

Since ptychography is a lens-less coherent diffraction technique, the complex
amplitude information of the object can be recovered without the limitation of
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sample size. Due to its high quality and fast processing speed, it has been widely
used in the fields of microscopic imaging, wide-field imaging and information se-
curity, etc. However, there are still some problems to be further improved. (1)
The current work is to directly image transparent or translucent objects, while
some opaque objects cannot be processed. The next step is to study reflec-
tion lamination imaging, which is not limited to the processing of transparent
objects. In this way, ptychography can also be applied to the measurement
of object surface shape and other fields, making ptychography more practical.
(2) Ptychography is now used only to process static samples, but it is useless
for recording and measuring dynamic objects. Next, real-time dynamic tracking
measurement technology can be combined with ptychography to further expand
the application scope of ptychography.
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Appendix A

Mathematical derivation of
diffraction pattern of a
binary phase grating

From the structure of the binary phase grating element defined in Fig. 4.2, we
know that the phase delay of the left part of the grating element is ∆ϕ , and the
phase delay of the right part is 0. The phase function for the gating element, te
can be written as a convolution integral, as follows:

te(x, y) = exp(i∆ψ)× rect[x+ L/4

L/2
] + 1× rect[x− L/4

L/2
] (A.1)

So the phase function for the grating as a whole, tg, should look like this:

tg(x, y) = te(x
′, y)

⊗ N∑
n=1

δ(x′ − xn) =

∫ +∞

−∞
te(x

′, y)

N∑
n=1

δ(x′ − xn)dx′ (A.2)

where N is the number of the grating element in the grating, xn is the cen-
tral coordinate of nth element and the value is nL, where L is the length of
the grating element. The intensity distribution behind the lens should be the
Fourier transform of Eqn.A.2. According to the convolution theorem [93], the
Fourier transform of the convolution integral can be written as a product of
their corresponding Fourier transform:

F(tg) = F(te)×
N∑
n=1

F(δ(x′ − xn)) = Te

N∑
n=1

Tn (A.3)

where Te is the Fourier transform of the phase function for the grating element
te: .

Te = F(te) (A.4)
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and Tn is the Fourier transform of the nth delta function:

Tn = F(δ(x− xn)) (A.5)

Follows the principle of Fourier transform calculation [94], the calculation pro-
cess is as follows

Te =

∫ +∞

−∞
tue

ikxdx

=

∫ 0

−L/2
ei∆φeikxdx+

∫ L/2

0

1eikxdx

(A.6)

Replacing ei∆ϕ with a and 1 with b makes the calculation easier.

Te =1/ik(a− ae−ikL/2 + beikL/2 − b)
=1/ik[(ae−ikL/4)(eikL/4 − e−ikL/4)) + beikL/4(eikL/4 − e−ikL/4)]

=1/ik(2isin(kL/4))[ae−ikL/4 + beikL/4]

=L/2sinc(kL/4)(ae−ikL/4 + beikL/4)

(A.7)

N∑
n=1

Tn =

∫ +∞

−∞

N∑
n=1

δ(x− xn)eikxdx (A.8)

N∑
n=1

Tn =

N∑
n=1

eikxn =

N∑
n=1

eiknL =
eikL − eikL(N+1)

1− eikL

=
eikL(1− eiNkL)

1− eikL
= e

i(N+1)kL
2

sinNkL

SinkL

(A.9)

It can be concluded from the above calculation:

F(tg) =
1

2
sinc(

kL

4
)(ae

−ikL
4 + be

ikL
4 )e

i(N+1)kL)
2

sincNkL

sinkL
(A.10)

Thus, the diffraction pattern formula of whole grating can be concluded from
the above calculation:

I =
∣∣F(tg)

2
∣∣ ∝ ∣∣∣(ae−ikL4 + be

ikL
4 )2

∣∣∣ (A.11)

Where I is the intensity of each beam spot.
For the intensity of 0-order beam spot, I0, the value of k is 0 and then apply k
to EQN.A.11:

I0 ∝
∣∣(a+ b)2

∣∣ ∝ ∣∣(ei∆ϕ + 1)2
∣∣ = (cos

∆ϕ

2
)2 =

1 + cos∆ϕ

2
(A.12)

where we have resubtituted a = ei∆φ and b = 1. Therefore, the calculation
between zero-order beam spot intensity and grating gray scale can be obtained.
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Appendix B

Mathematical derivation of
diffraction pattern of a
Bowman phase grating

From the structure of the bowman phase grating element defined in Fig.4.11,
the phase function for the gating element tu can be written as below

tu(x, y) =


eiφmin −L/2 ≤ x ≤ − L

2C

ei(C
∆φ
L x+

φmin+φmax
2 ) − L

2C < x < L
2C

eiφmax L
2C ≤ x ≤ L/2

(B.1)

Where φmin is the minimal phase delay which corresponding to the 0-grey value,
φmax is the maximum phase delay which corresponding to the 0-grey value, C
is the contrast, and the slope of the relationship between the phase delay and
the x value can be controlled, L is the length of grating element. So the phase
function for the grating as a whole, tg, should look like this

tg(x, y) = tu(x′, y)
⊗ N∑

n=1

δ(x′ − xn) =

∫ +∞

−∞
tu(x′, y)

N∑
n=1

δ(x′ − xn)dx′ (B.2)

where N is the number of the grating element in the grating, xn is the cen-
tral coordinate of nth element and the value is nL, where L is the length of
the grating element. The intensity distribution behind the lens should be the
Fourier transform of Eqn.B.2. According to the convolution theorem [93], the
Fourier transform of the convolution integral can be written as a product of
their corresponding Fourier transform:

F(tg) = F(te)×
N∑
n=1

F(δ(x′ − xn)) = Tu

N∑
n=1

Tn (B.3)
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where Tu is the Fourier transform of the phase function for the grating element
tu: .

Tu = F(tu) (B.4)

and Tn is the Fourier transform of the nth delta function:

Tn = F(δ(x− xn)) (B.5)

Follows the principle of Fourier transform calculation [94], the calculation pro-
cess is as follows:

Tu =
2sin(kπC )

C + k
(B.6)

Where the value of k is 2πn
λ

N∑
n=1

Tn =

∫ +∞

−∞

N∑
n=1

δ(x− xn)eikxdx (B.7)

N∑
n=1

Tn =

N∑
n=1

eikxn =

N∑
n=1

eiknL =
eikL − eikL(N+1)

1− eikL

=
eikL(1− eiNkL)

1− eikL
= e

i(N+1)kL
2

sinNkL

SinkL

(B.8)

It can be concluded from the above calculation:

F(tg) = Tu

N∑
n=1

Tn =
2sin(kπC )

C + k
e
i(N+1)kL

2
sinNkL

SinkL
(B.9)

Thus, the diffraction pattern formula of whole grating can be concluded from
the above calculation:
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Appendix C

Matlab code to generate
CGH and receive diffraction
pattern

clear a l l ;
close a l l ;
s =2; % # of p i x e l s per f r i n g e .
c=18
Secondaryscreen = f a l s e ; % True p l a c e f i g u r e on secondary

screen .
imName=’SLMpat ’ ; % This i s the name o f the f i l e

t h a t has the p a t t e r n
ImageName=’SLMimg ’
Nx = 1920 ; % # of p i x e l s in x−dimension o f

Cambridge SLM
Ny =1080; % # of p i x e l s in y−dimension o f

Cambridge SLM
R mask=200;
e l l =5; % This i s the v a l u e o f the t o p o l o g i c a l charge

o f the LG beam
[X, Y] = meshgrid(−Nx/2+1:Nx/2 , −Ny/2+1:Ny/2) ;
max phase sh i f t=2∗pi ;

r1 = zeros (Ny,Nx) ; % used to d e c l a r e the
matrix and i t s dimension
c o l s = 0 :Ny−1; % c r e a t e a v a r i a b l e f o r numbering the

columns
r=conj ( co l s ’ )
%r1 ( : , f i n d (mod( co l s , s ∗2)<s ) )=2∗p i ;
r1=mod( r , c ) /c
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r6=repmat ( r1 , 1 , 1920 )
mask=(( sqrt (X.ˆ2+Y. ˆ 2 ) )<R mask ) ;

R = sqrt (X.ˆ2 + Y. ˆ 2 ) ; % Radia l d i s t a n c e
phi = atan2 (Y, X) ; % Azimuthal ang l e
phi1 = e l l ∗ phi + 1/ s ∗X; % Phase o f each p i x e l ;

r2=mod( phi1 , 2∗ pi ) /(2∗ pi ) ; % Phase mod 2 p i in u n i t s
o f 2 p i ;

r3=mod( phi1+r1 ∗2∗pi , 2∗ pi ) /(2∗ pi )%/(2∗ p i ) ; % compound
Phase mod 2 p i in u n i t s o f 2 p i ;

r4=r3 .∗ mask ;
c l ims = [ 0 1 ] ;

i f Secondaryscreen
Le f t =1920; % P i x e l w i d t h o f main screen
Bot=0; % Main screen h e i g h t − SLM h e i g h t in p i x e l s
p o s i t i o n = [ Le f t Bot Nx Ny ] ;
f igure ( ’ Po s i t i on ’ , po s i t i on , ’MenuBar ’ , ’ none ’ ) ;
axes ( ’ Po s i t i on ’ , [ 0 0 1 1 ] ) ;

else
figure ( ) ;

end
imshow ( r4 , c l ims ) ;

%colormap ( gray ) ;
axis equal ;
axis o f f ;
f i l eTy pe = ’bmp ’ ;
s e l l=num2str( e l l ) ;
s2 s=num2str( s ) ;
imfname=[imName , ’ s ’ , s2s , ’ l ’ , s e l l , ’ .bmp ’ ] ;
imwrite ( r4 , imfname , f i l eT ype ) ;
pathName=’C:\Program F i l e s \Thorlabs \ S c i e n t i f i c Imaging\

DCx Camera Support\Develop\DotNet ’ ;

exposureTime = 0 . 0 5 0 ;

addpath (pathName) ;
NET. addAssembly ( [ pathName , ’ \uc480DotNet . d l l ’ ] ) ;
% Create camera o b j e c t handle
cam = uc480 . Camera ;
% Open the 1 s t a v a i l a b l e camera
cam . I n i t (0 ) ;
% Set d i s p l a y mode to bitmap (DiB)
cam . Display . Mode . Set ( uc480 . De f ine s . DisplayMode . DiB) ;
% Set c o l o r mode to 8− b i t RGB
cam . PixelFormat . Set ( uc480 . De f ine s . ColorMode . RGBA8Packed) ;
% Set t r i g g e r mode to s o f t w a r e ( s i n g l e image a c q u i s i t i o n )
cam . Tr igger . Set ( uc480 . De f ine s . TriggerMode . Software ) ;
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% A l l o c a t e image memory
[ ˜ , MemId ] = cam . Memory . A l l o ca t e ( t rue ) ;

% S e t t i n g Gain
% cam . Gain . Hardware . Boost . GetSupported ()
% uc480 . GainBoost . SetEnable (0)
% Camera . Gain . Hardware . Boost ( )
[ ˜ , r r r ]=cam . Gain . Hardware . Factor . GetRed ( ) ;
[ ˜ , r r r ]=cam . Gain . Hardware . Factor . GetDefaultRed ( ) ;
cam . Gain . Hardware . Factor . SetRed ( in t32 (0 ) ) ;
cam . Gain . Hardware . Factor . SetBlue ( in t32 (0 ) ) ;
cam . Gain . Hardware . Factor . SetGreen ( in t32 (0 ) ) ;

cam . Timing . Exposure . Set ( exposureTime ) ;
cam . Timing . Exposure . Get ( ) ;
% Obtain image in format ion
[ ˜ , Width , Height , Bits , ˜ ] = cam . Memory . Inqu i r e (MemId) ;
cam . Acqu i s i t i on . Freeze ( uc480 . De f ine s . DeviceParameter . Wait

) ;

% Copy image from memory
[ ˜ , tmp ] = cam . Memory . CopyToArray (MemId) ;

% Reshape image
Data = reshape ( u int8 (tmp) , [ B i t s /8 , Width , Height ] ) ;
Data = Data ( 1 : 3 , 1 : Width , 1 : Height ) ;
Data = permute ( Data , [ 3 , 2 , 1 ] ) ;
Data=uint8 ( Data ) ;
f igure ; imshow ( Data , [ ] ) ;
cam . Exit ;

f i l eTy pe = ’bmp ’ ;
s e l l=num2str( s ) ;
s2 s=num2str( c ) ;
imfname=[ ’D:\New Folder ’ , ImageName , ’ s ’ , s2s , ’ l ’ , s e l l , ’ .bmp

’ ] ;
imwrite ( Data , imfname , f i l eTy pe ) ;
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Appendix D

Matlab code for ePIE
algorithm function

function [ r d i f f p a t s , d i f f p a t s , probeOrig , p o s i t i o n s ] =ePIE
( b ig ob j , s izeObj , sizeCCD , s ide , r a t i o )

%%% ptychography ( o p t i c a l )
% 1 . i n i t i a t e probe p o s i t i o n s
% 2 . c r e a t e complex probes
% 3 . coup le each probe to d i f f p a t t o f model image
%
% INPUTS
% b i g o b j b i g extended o b j e c t
% s i z e O b j s i z e o f extended o b j e c t
% sizeCCD s i z e o f CCD / probe / each p o s i t i o n ’ s e x i t

wave
% s i d e 1D scan s i z e
% r a t i o r a t i o o f probe s i z e to CCD array s i z e
%
% OUTPUTS
% r d i f f p a t s r e a l space e x i t wave
% d i f f p a t s propagated e x i t wave ( i . e . FFT’ ed )
% oROI o r i g i o n o f reg ion o f i n t e r e s t
% p r o b e o r i g probe
% p o s i t i o n s scan p o s i t i o n s

rng (2 , ’ t w i s t e r ’ )

show image = 0 ;
beam stop = 0 ;
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f in ite CCD = 0 ;
f i n i t e r a t i o = 0 ;
d i f f p a t t n o i s e = 0 ;

% make probe p o s i t i o n s ( p i x e l s i z e and r e a l r e s o l u t i o n
need to be s p e c i f i e d ! )

p o s i t i o n s = Grid Scan ( s izeObj , sizeCCD , s i d e ) ;
[ Xmin , Ymin , Xmax, Ymax] = Find Scan Area ( p o s i t i o n s ,

sizeCCD ) ;

numApertures = max( s ize ( p o s i t i o n s ) ) ;

X = p o s i t i o n s ( : , 1 ) ;
Y = p o s i t i o n s ( : , 2 ) ;

f igure (2 )
s c a t t e r ( p o s i t i o n s ( : , 1 ) , p o s i t i o n s ( : , 2 ) , ’ bo ’ ) ; grid

on ; grid minor ; axis square ; % check to see g r i d
p o i n t s

xlim ( [ 0 s i zeObj (2 ) ] )
ylim ( [ 0 s i zeObj (1 ) ] )
t i t l e ( ’ P ixe l scan p o s i t i o n s ’ )
xlabel ( ’ Po s i t i on ( px ) ’ )
ylabel ( ’ Po s i t i on ( px ) ’ )

%% make complex probe us ing p o s i t i o n s
probeOrig = s i n g l e ( Make Circle Mask (round( r a t i o ∗sizeCCD

(1) ) , sizeCCD (1) ) ) ;

%% make i n d i v i d u a l probe data ( app ly f i n i t e CCD and beam
st op e f f e c t )

d i f f p a t s = zeros ( sizeCCD (1) , sizeCCD (2) , numApertures , ’
s i n g l e ’ ) ;

r d i f f p a t s = zeros ( sizeCCD (1) , sizeCCD (2) , numApertures , ’
s i n g l e ’ ) ;

d i f f p a t s o g = zeros ( sizeCCD (1) , sizeCCD (2) , numApertures ,
’ s i n g l e ’ ) ; % used as b u f f e r

for i i = 1 : numApertures
%i i
objLoca l = b i g o b j ( Ymin( i i ) :Ymax( i i ) , Xmin( i i ) :Xmax(

i i ) ) ;
% p r o j = p r o b e o r i g .∗ b i g o b j (oROI{ i i , : } ) ; % p i c k s

out r−space reg ion o f model o b j e c t
exitWave = probeOrig .∗ objLoca l ;
r d i f f p a t s ( : , : , i i ) = exitWave ; % f u l l d i f f p a t t to
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compare super r e s o l u t i o n wi th

d i f f p a t s ( : , : , i i ) = abs ( f f t2 ( exitWave ) ) ; % keep i t
a l r e a d y f f t s h i f t m i c h a l e d and squa rero o te d

d i f f p a t s o g ( : , : , i i ) = d i f f p a t s ( : , : , i i ) ; % record the
o r i g i n p a t t e r n f o r comparison w noisy d i f f pa t s

i f show image
% showim ( abs ( p r o b e o r i g .∗ b i g o b j (oROI{ i i , : } ) ) ) ;

showim (abs ( exitWave ) ) ; pause ( 0 . 5 )
end

i f d i f f p a t t n o i s e ˜= 0 % noisy
d i f f p a t s ( : , : , i i ) = AddPNoise ( abs ( d i f f p a t s ( : , : , i i

) ) , d i f f p a t t n o i s e ) .∗ exp(1 i ∗angle ( d i f f p a t s
( : , : , i i ) ) ) ; % noise f r e e

end

i f f in ite CCD == 1 % super r e s o l u t i o n
d i f f p a t s ( : , : , i i ) = f f t s h i f t m i c h a l ( f initeCCD (

f f t s h i f t m i c h a l ( d i f f p a t s ( : , : , i i ) ) , f i n i t e r a t i o ∗
sizeCCD ) ) ;

end

i f beam stop == 1 % miss ing c e n t e r
d i f f p a t s ( : , : , i i ) = f f t s h i f t m i c h a l ( beamstop (

f f t s h i f t m i c h a l ( d i f f p a t s ( : , : , i i ) ) , s t o p s i z e ) ) ;
% beamstop

end

i f i i == 1 && show image
f igure (271)
imagesc ( f f t s h i f t m i c h a l ( d i f f p a t s ( : , : , 1 ) ) ) , axis

image
end

end

end

% HELPER FUNCTIONS

function p o s i t i o n s = Grid Scan ( s izeObj , sizeCCD , s i d e
)
extent = ( s i zeObj − sizeCCD ) /3 ;
%e x t e n t = ( s i z e O b j − sizeCCD )
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xpos = linspace(−extent (1 ) , extent (1 ) , s i d e ) ;
ypos = linspace(−extent (2 ) , extent (2 ) , s i d e ) ;
[ xpos , ypos ] = meshgrid ( xpos , ypos ) ;

% add random o f f s e t
random of f s e t = 1 ;
i f random of f s e t

xpos = xpos + randn( s ize ( xpos ) ) ∗ extent
(1 ) / s i d e / 3 ; % i n c l u d e var iance in
p o s i t i o n s ( normal ly d i s t r i b u t e d )

ypos = ypos + randn( s ize ( ypos ) ) ∗ extent
(2 ) / s i d e / 3 ;

end

xpos = round( xpos ( : ) + s i zeObj (2 ) /2+1) ;
ypos = round( ypos ( : ) + s i zeObj (1 ) /2+1) ;
p o s i t i o n s = [ xpos , ypos ] ;

end

function g1 = Make Circle Mask ( radius , imgSize )
row=imgSize

g1=zeros ( row )
w0=100;
l =1;
for m1=1:row
for n1=1:row

i f (m1−row /2) .ˆ2+(n1−row /2) .ˆ2< rad iu s
g1 (m1, n1 )=sqrt ( (m1−row /2) ˆ2+(n1−row /2) ˆ2) ˆabs ( l ) ∗exp(−((

m1−row /2) ˆ2+(n1−row /2) ˆ2) /w0ˆ2) ∗exp(1 i ∗ l ∗atan2 ( ( n1−row
/2) , (m1−row /2) ) ) ;

end
end ;
end

end

function [ Xmin , Ymin , Xmax, Ymax] = Find Scan Area (
p o s i t i o n s , sizeCCD )
ycen = round( p o s i t i o n s ( : , 2 ) ) ;
xcen = round( p o s i t i o n s ( : , 1 ) ) ;
Ymin = ycen − f loor ( sizeCCD (1) /2) ;
Ymax = Ymin + sizeCCD (1) − 1 ; % c o o r d i n a t e s

covered in each scan p o s i t i o n
Xmin = xcen − f loor ( sizeCCD (2) /2) ;
Xmax = Xmin + sizeCCD (2) − 1 ;

end
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