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Abstract

With increasing requirements for alternative fuels, a significant proportion of researchers

around the world concentrate on emissions and fuel systems compatibility of novel al-

ternative fuels. Whilst the impact of alternative fuels on combustion instability, noise,

vibrations and the mechanisms behind it are relatively unexplored. In this study an in-

vestigation has been conducted to determine the impact of fuel properties on atomisation

characteristics with a wide variety of novel alternative fuels and several low aromatic sur-

rogate fuels. One investigation has been a study observing the noise and vibrations ema-

nating from a gas turbine combustor running on alternative fuels. which has found how

fuel properties have impacted the noise, vibrations and pressure oscillations of the com-

bustor. It was found that fuels with lower density, viscosity and cetane number produce

lower vibrations from a gas turbine and that increased H/C ratio has a beneficial impact

on noise and vibrations. In addition, this investigation observed the noise and vibrations

characteristics of a full in-service gas turbine in the form of a Honeywell APU running on

20 alternative fuels of varying properties. A key finding of this investigation is that fuel

properties play a crucial role in the noise and vibrations of gas-turbines and therefore has

an impact upon the wear life of engine hot-section components, which would be amplified

at elevated operating pressure ratios. This finding is unique to this study.

Moreover, this investigation has determined that atomisation plays a key role in the

noise, vibrations and instability a fuel generates in a gas turbine combustor and a full

gas turbine. The impact of atomised fuel droplet size on engine vibration was studied,

which showed that as fuel droplet size increases so does the vibrations produced by the

engine. The final knowledge contribution of this work has been the study of several aro-

matic species and their properties with respect to their atomisation, noise and vibrations
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characteristics. To this end several aromatic compounds were tested for their droplet sizes

as well as noise and vibrations to determine the best aromatic for blending with kerosene.

The results showed that Ethylbenzene and Cumene produced the lowest droplet sizes and

vibrations.
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Chapter 1

Introduction

With the rapid onset of climate change looming in the intermediate future and the drive to

curb emissions, it is natural for alternative fuels to be considered for aviation gas turbines

as aviation accounts for 2% of all anthropogenic greenhouse gas emissions [6]. However,

with the introduction of alternative fuels comes with it many challenges one such chal-

lenge is the unknown nature of how existing combustion infrastructure will react to the

alternative fuel. This investigation focuses upon the effect of alternative fuels on combus-

tion noise, vibration and instabilities.

Noise in general is considered a nuisance at best and can lead to social tensions and

can hinder the quality of life of those persons directly impacted by high noise situations

on a daily basis such as those who live near a busy road such as motorways or A roads in

metropolitan city centres [7]. Another such issue is the constant noise pollution emitted

by busy airports such as London’s Heathrow [8].

Noise and vibrations are generally considered to be distinct when considering the do-

main of dynamics. However, both are interconnected in that they both describe the con-

vection of molecular motional energy in different domains usually noise in fluids (most

notably air) and vibrations in solid media (i.e. the dull vibrations in the cabin of an aircraft

caused by the gas turbines) [9].

Noise from aviation and aircraft can be classified into three categories; systems de-

rived noise (i.e. air-conditioning, pressurisation derived noise), Aerodynamic noise (from

the interaction of the aircraft fuselage on the free-stream airflow) and finally the largest
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1.1. THESIS STRUCTURE

contributor the engine derived noise. Engine noise in itself is dichotomous, in that it is

comprised of the mechanical noise from the compressors and fan as well as the jet noise

produced by the high-velocity jet of air leaving the rear of the engine.

Noise generated in the core of aerospace gas turbines can be separated into two cat-

egories namely direct and indirect combustion. Direct combustion noise is formed when

the burning gas mixtures of a combustion chamber expand unsteadily causing pressure and

temperature fluctuations which form the ideal conditions for noise generations. Indirect

combustion noise on the other hand is a result of entropy waves generated by the tem-

perature fluctuations caused by the unstable combustion propagating towards the turbine

blades and generating noise there [10].

This investigation focuses upon the vibration and noise generated by the combustion

system of the gas turbine and how it is impacted by the variation in fuel. It also sheds light

on how the variation in combustion noise and vibrations caused by combustion instability

impacts the noise and vibrations characteristics of the wider gas turbine. This is possible

as the gas turbine is a complex dynamic system that is rigidly linked in its entirety save

for the rotational components which have some degree of freedom but are still linked to

the wider engine by means of bearings and other mechanical fittings.

With the increasing attention that anthropogenic emissions have garnered in recent

times and the drive towards cleaner carbon neutral fuel intensifying, it is prudent to in-

vestigate the possible alternatives for conventional fossil derived jet fuel. Whilst liquid

alternative fuels have been in researched for the past 20 years, especially with an empha-

sis on their emissions characteristics, their operability has yet to be explored thoroughly

in terms of the noise and vibrations variation caused by fuels. Hence this investigation

focuses on a small segment of that operability namely the noise, vibrations and instability

characteristics of alternative fuels running on conventional gas turbines and combustors.

1.1 Thesis structure

The structure of this thesis is as follows, chapter 1 is a introduction providing a general

overview of thesis. Chapter 2 contains the background literature regarding the state of
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art as it pertains to the noise, vibrations and combustion instability of gas turbines. It

has been subdivided into 3 sections; alternative fuels and their pathways including the

legislation surrounding the adoption of sustainable aviation fuel (SAF) as drop in alter-

natives to conventional jet fuel, secondly combustion and instability which explores the

current knowledge around combustion instability, combustion fundamentals and atomisa-

tion which impacts combustion instability greatly, finally the literature informs the reader

about the signal processing techniques used in the analysis of the noise and vibration data

acquired in this investigation.

Chapter 3 describes the fuels chosen and the experimental apparatus used in this in-

vestigation. It is divided into four sections. The first of which is the fuel section where

all the aromatics and drop-in fuels are listed with their fuel properties as well as the rea-

soning behind their selection. The other 3 sections describe the 3 experimental campaigns

undertaken as a part of this investigation. Namely, atomisation testing using a particle

sizer, combustor testing using a can-type combustor and finally a full test campaign using

an APU.

Chapters 4, 5 and 6 describe the results obtained from the experiments conducted as

part of this investigation. The structure of this thesis has been designed to showcase the

overarching theme of how fuel variation impacts the combustion characteristics of an en-

gine. Firstly starting with the impacts of fuel type on atomisation as shown in chapter 4,

how the atomised fuel impacts the noise and vibrations characteristics of a combustor in

chapter 5 and finally how combustion and atomisation of various fuels impact an entire

gas turbine in terms of noise, vibrations and combustion instability.

Finally, chapter 7 serves to act as a section aiming to draw correlations from the 3

experimental campaigns and to showcase the links between atomisation, combustion and

their impacts on rotational machinery and the wider gas turbine. In addition to this chap-

ter 7 also includes a section on future work that could carried out to further enhance the

findings of this investigation.
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1.2 Research question

This project will evaluate the impact of conventional and synthetic (alternative) fuel com-

position on engine vibration, noise and combustion instability by using a range of combus-

tion systems including a Rolls-Royce Tay combustor and a commercially available Honey-

well APU (Auxiliary power unit). Furthermore, it will investigate the impact of the alter-

native fuels on spray characteristics as spray and mixing of fuel is a known factor affecting

combustion instability. The contribution to knowledge from this PhD is new knowledge

about how different novel alternative fuels impact combustion instability, noise and vi-

brations as well as any implications on engine life and maintenance of engines. The con-

tribution to knowledge also includes detailed understanding on instability phenomenon,

when alternative fuels are burned in conventional combustion systems. One of the future

impacts of the work could be designer fuels, optimised for current combustion systems

and better combustion systems in future. Both combustion systems and the fuels they use

require new strategies to cope with increasing environmental considerations.
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Chapter 2

Literature Review

This chapter contains review of the current state of art relating to the current research and

has been divided into the following topics;

• Liquid alternative fuels. With a view to exploring variations in composition and

production methods with respect to conventional fuels.

• Combustion instability in gas turbines and combustors. With a view to determining

how a variation in fuel composition could impact the instability characteristics of a

given engine.

• Signal processing as pertains to the acquisition and visualising of noise, vibrations

and pressure data.

2.1 Alternative fuels

Alternative fuels are defined as fuel that are capable of being used instead of conventional

fossil fuels. This review is focussed upon liquid alternative fuels which can be used to

replace liquid aviation fuels (i.e. Jet A1, Jet A, JP8 and TS1). That said it should be noted

that according to the International energy agency; of the 3.8 million kt(kilo-tons) of crude

oil produced in 2017 only 300,000kt was refined into ‘jet kerosene’, with 1 million kt and

1.3 million kt refined into ‘motor gasoline’ (i.e. Petrol) and Diesel respectively [11]. This

compares to only 8600 and 9500 kt of renewable fuel of all sources being produced in 2017

and 2018 respectively [12]. Thismeans that compared to fossil fuels alternative fuels make
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up only 0.25% of total crude oil production. However, since the year 2008 alternative fuel

production has undergone a 94% increase indicating the increasing demand for alternative

fuels as well as showcasing the increasing maturity of the production technologies [12].

2.1.1 Motivations

The motivations for using alternative fuels are complex multifactorial, this section aims

to elaborate on them. The most obvious motivation for further developing alternative fu-

els and proliferating their use stems from the climate crisis the world is currently facing.

Alarming rises in emissions due to anthropogenic activity causing the atmospheric CO2

concentrations to exceed 400µmol mol−1 and set to increase at a rate of 2µmol mol−1

per year [13]. These emissions impact the mean temperature of the planet by means of

radiative forcing mainly. This is defined as the remainder of solar energy in the atmo-

sphere after taking into account the energy that has been reflected back into space. This

trapped energy is essential to life on earth, however anthropogenic activity has increased

the greenhouse gasses present in the atmosphere to an extent that it is causing increases to

the global mean temperatures and other climatic events (i.e. Drought’s, warmer winter’s,

coastal flooding etc.) [14].

The second reason behind the argument for alternative fuels stem from the localized

emissions from the combustion of fossil fuels which emit particulate matter (PM) and NOx

and CO (carbon monoxide) which are known to be carcinogenic when inhaled and can

lead to respiratory illnesses in those who are subjected to long term exposure in poor air

quality environments such as in megacities around the world [15–17]. Therefore it stands

to reason that using alternative fuels with proven lower emissions specially in terms of

PM can be of profound utility [5, 18]. Other impacts of atmospheric air pollution take the

form of acid rains, smog and ozone layer depletion.

Finally, and most importantly are the economic and security of supply arguments for

the implementation of jet fuels of non-conventional origin. It is well known that when

the price of crude oil is high (i.e. from 2008-2014 when the price of Brent crude was

consistently above $100 a barrel) it has been observed that research into alternative fuels

has received increased funding due to the perceived increase in profitability for the sup-
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pliers of alternative fuels [19, 20]. Furthermore, the other economic argument for the use

of alternative fuel involved security of supply. That is to say that countries which do not

possess reserves of crude oil (or cannot produce enough on their own to be self-sufficient)

must secure their oil supplies from abroad, leading to an obligation with that country and

a possibility of fuel shortages if geopolitical issues arise among supplier and customer

countries. Figure 2.1 depicts the current routes of oil movements across the planet by

maritime means. As can be seen the major routes of transit involve the straits of Hor-

muz, Suez Canal and the straits of Malacca. All three of these choke-points are known

hot-spots piracy and/or terrorism which have threatened the supply of crude to customer

nations at various points in time; the most recent being the attacks on crude oil tankers in

the straits of Hormuz in 2019 (at the time of writing). This type of uncertainty and insta-

bility in the supply of crude oil has given political reason and will to explore alternative

fuels especially in countries such as the U.S. and the U.K.

Figure 2.1: Choke-points of current oil transit routes and route volume [21].

Combined, the motivations for the use of alternative fuels are known as the ‘energy

trilemma’, which are 3 issues thatmust be balanced in order to achieve a sustainable energy

policy for a given state.
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Figure 2.2: The energy ‘Trilemma’ [22].

2.1.2 Composition and feedstocks

Feedstocks for liquid alternative fuels of gas turbines are dichotomous; divided into bio-

based and fossil-based feedstock. Bio-based feedstock is considered to be a renewable

fuel source. That said fossil-based alternatives are the more mature technology having

been used in some form or another for the better part 70 years.

Figure 2.3: Pathways for the production of alternative fuels from fossil and bio-based

feedstocks [23].

Figure 2.3 depicts the most commonly used pathways to derive alternative jet fuels

from both types of feedstocks. Biological feedstocks can be from almost any plant based
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source however when considering the economic feasibility and the energy density of the

plant based source the number of viable candidates are reduced to those mentioned in

Fig. 2.3. The key objective of these various pathways is to develop a jet fuel surrogate.

To understand the requirements of alternative fuels it is important to first understand the

composition of conventional jet fuel as it currently stands. There exists two main stan-

dards which set the composition jet fuel namely; the U.K.’s DEF STAN 91 and the U.S.’

ASTM D1655 [24, 25]. These standards go on to describe the required composition in

terms of % aromatic hydrocarbons present in the fuel, distillation curve, density, boil-

ing point, flash point, viscosity, energy density (net heat of combustion) etc. however

this document assumes the feedstock used for the production of the aviation fuel is fossil

based and requires further approvals before alternative fuels are able to be certified for

use in jet engines even if they meet the aforementioned standards. There exists a specific

standard from ASTM’s Committee on ’Petroleum products, Liquid fuels and lubricants’

named D7566 ”Standard Specification for Aviation Turbine Fuel Containing Synthesized

Hydrocarbons” [26]. This standard provides a method by which synthetic fuels can be

certified for commercial use in aircraft as blends with jet A1.

That said the above standards are ’fit for purpose’ in nature, having been developed

from empirical and anecdotal evidence. Therefore, they do not describe the individual

chemical components present in the fossil derived jet fuel. According to Bernabei et al.

the average fossil derived jet fuel contains 20% aromatics (arenes), 20% naphthenes (cy-

cloalkanes), 20% paraffins (straight chain alkanes) and 40% iso-parrafins (branched alka-

nes) [27]. The method used by them involved gas chromatography and ion detection for

mass.

In general, it seems that it’s possible to produce a liquid fuel that matches the above

composition and agrees with the aforementioned standards relatively easily from a chem-

istry perspective from a number of sources, after-all all biological matter are carbon and

hydrogen based. The core issue lies in the efficiency of converting the alternative feed-

stock into the final useable product in-terms of cost with respect to fossil based fuel, energy

efficiency (there is little point in producing a very clean burning fuel if the production path-

ways of the fuel require vast amounts of energy which offset any gains made by burning
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it clean) and finally the life cycle emissions of manufacture through to final use must be

better than fossil based fuel. Here bio-based feedstocks have a certain advantage as overall

they tend to be carbon neutral due to the plants grown to produce the fuel absorb carbon

from the atmosphere. What follows is a brief overview of the commonly used feedstock

to derive alternative fuels both bio and fossil based.

When considering biofuel feedstocks there are 4 generations of biofuels with the latest

being 4th generation biofuels. 1st are derived from edible feedstock such as sugar-cane,

wheat, barley and potato. This poses the obvious dilemma of food vs fuel, whereby fuel

producing crops compete with food crops which is detrimental to the efforts regarding

the elimination of hunger amongst humans. 2nd generation biofuels were developed with

the aim of combating drawbacks of the 1st. These are comprised of non-edible feedstock

such as wood-chip, forest residue etc. Principle advantage of these being they do not

compete with human food crops and also in general require no purposeful cultivation as

they are usually by-products of the forestry and other biomass producing industries. The

disadvantage of 2nd generation biofuels stem from the high capital costs involved in the

pre-treatment processes required to obtain the fermentable sugars which can be utilised

for biofuels. 3rd generation biofuels are derived from micro-algae. This has the distinct

advantage of not requiring and arable land coupled with a fast growth rate. The drawbacks

of the 3rd generation biofuels stem again from high capital costs of the production process.

Finally, 4th generation biofuels are derived from genetically modified micro algae which

can be grown in waste water and also capture large amounts of CO2 [28].

2.1.2.1 Sugars and starch crops

Sugars made from agricultural starch crops are the premier method for manufacturing

biofuels currently, specifically the sugar cane crop which is extremely efficient photosyn-

thetically and contains almost 20% of its mass in sucrose [6]. Increasing amounts of this

resource is being diverted from conventional sugar to biofuel production specially ethanol.

Other sugar producing crops include whey, sorghum and sugar beets. The precursor re-

quired for the production of fuels stems from the sugar hydrolysate or from molasses,

which are a by-product from sugar produced for human consumption [29]. Whilst sugar
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cane is an effective feedstock for aviation fuel the land use requirement for the large scale

production of it is problematic due to the specific climate required as well the achievable

crop density for a given land area. One such sugar cane derived aviation fuel is Farnesane,

the method of production for which is depicted in Fig. 2.4.

Figure 2.4: Production schematic for sugar cane derived jet fuel [30].

2.1.2.2 Lignocellulosic biomass

Due to the drawbacks of sugar canewhich is a first generation biofuel there ismuch interest

in lignocellulosic feedstocks, these are mainly derived from plants which do not compete

with the world food supply chain. Examples of lignocellulosic feedstock include food

waste, agricultural resides (chaff, silage etc.), wood residue (woodchips, sawdust etc.)

and other crops grown especially as energy crops. Several studies have conducted on

the feasibility of converting wood derived biomass into drop-in alternative fuels using a

method known as alcohol to jet (ATJ) [31, 32]. Ganguly et al. claims that using woody

biomass derived jet fuel totally instead of fossil jet fuel a 78% saving in global warming

potential can be achieved. the practicality of such claims must be considered in the light of

the complex production pathways required as well as the competition existing for the use

of said feedstock [32]. Due to these reasons lignocellulosic biomass is of limited utility in

the production of jet fuel, due to the increased complexity and therefore lack of economic

viability in producing a liquid fuel. This type of feedstock is far more common in power

generation where for example food waste on a large scale can be used as fuel via anaerobic
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digestion.

2.1.2.3 Triglycerides and other plant derived oils

For several decades it has been common practice to formulate biodiesel using plant-based

(vegetable) oils as well as used cooking oil (UCO). Whilst it is possible to run almost

straight vegetable oils in diesel engines with only minor modifications; this is not ideal

for aviation gas turbines due to the heterogeneous nature of the oils in question leading to

unpredictable combustion characteristics which are not of great concern in a land based

engine. Biodiesel however is produced by transesterification, where the fats are reacted

with an alcohol (most commonly methanol although ethanol is also a possibility) to pro-

duce a methyl-ester. This is the most common method of production for bio diesel and

is known as FAME (Faty-Acid-Methly-Ester). The most common feedstock used in the

manufacture of biodiesel are soybean, rapeseed (canola), coconut and oil palms depending

on the geographic region of growth. Oil based biofuels along with sugar derived fuels are

considered to be first generation fuels. Their utility has been called into question on the

grounds of sustainability, competition with food production and finally the environmental

benefits of using them [33]. Figure 2.5 depicts the major producers of biodiesel’s as of

2008.

Figure 2.5: Production of bio diesel by country [33].

The efficiency of using bio-diesel in aviation engines has been called into question

by Wardle [34]. This is presumable due to the innate nature of FAME having fuel borne

oxygen which is undesirable in aviation fuels as it reduced the energy density of the fuel.
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2.1.3 Production pathways

The chemical process by which a given fuel, be it fossil or bio based has been formulated

has an imperative impact upon the resulting fuels chemical characteristics. Moreover,

the production pathway used also impacts the economic viability of the fuel as well the

environmental impact of the overall fuel life-cycle. Several of these pathways have been

approved under the ASTMD7566 standard for the derivation of synthetic jet fuels. Others

are in the process of gaining this approval.

2.1.3.1 Fischer-Tropsch process

First invented by Franz Fischer and Hans Tropsch in 1925, the Fischer-Tropsch (FT) pro-

cess is the premier method by which gaseous mixtures of carbon monoxide and hydrogen

(Syngas) are converted into liquid Hydrocarbons at a temperature range of 150 − 300◦C

in the presence of metal catalysts (Iron, Cobalt and Ruthenium) [35, 36]. The process

is mainly used to derive liquid hydrocarbons from Solid feedstocks via gasification (i.e.

Coal to liquid (CTL)). That said there are many methods by which to derive Syngas in-

cluding from biomass which can then via the FT process be converted to liquid fuels [37].

According to Kandaramath et al. fuels produced via the FT process are non-toxic, and

exhibit lower NOx emissions, increased cetane number and low PM emission fuels [36].

Drawbacks of the FT process include the cost of implementation and the fact that it is

relatively energy intensive [38]. Moreover, FT fuels tend to be free from aromatics and

sulphur as well as the minor trace contaminants present in conventional fuels [39]. It has

also been observed by Kreutz et al. that irrespective of feedstock used in the FT process

the ultimate fuel characteristics will be determined by the operational conditions of the FT

process [40].

The economics of the FT process is quite uncompetitive with respect to fossil fuels as

the cost of producing syngas and the FT process itself is energy intensive. Furthermore,

the fuels produced by the FT process tend to be straight chain paraffins causing the fuel to

be significantly homogenous compared to fossil fuels. This process has the advantage of

producing fuels that are the cleanest burning while still combusting liquid hydrocarbons.

However, it has some undesirable effects in the form of low lubricity and poor seal com-

13



2.1. ALTERNATIVE FUELS

Figure 2.6: FT process schematic adapted from [40].

patibility, which results in increased wear and leaks respectively [1, 41, 42]. As of now the

method of certification for biojet fuel involves gaining approval through ASTM D7566.

Several fuels using the FT process have been approved for use in commercial flights as

a percentage blend with conventional jet fuel. Examples include Sasol corporations FT

synthetic fuel approved up to 50% blend this fuel is FT derived from coal and natural gas

and Syntroleum’s FT synthetic jet from natural gas [38].

2.1.3.2 Hydroprocessing

Hydroprocessing is the umbrella term used by the petroleum industry to describe three

separate processes; hydrogenation, hydro-cracking and hydro-treating. Hydrogenation

refers to the process of adding hydrogen atoms to unsaturated molecules to increase the

combustion efficiency and H/C ratio. Hydro-cracking is the process where long chain

hydrocarbons from heavy oils are ’cracked’ into shorter molecules fit for use as liquid

fuels at standard temperatures and pressures and finally hydro-treating refers to the pro-

cess of using hydrogen atoms to replace other undesirable compounds in hydrocarbons,

specifically oxygen.

Due to this utility hydro-processing is used for almost all feedstocks as a final or penul-

timate step in the journey to produce a usable fuel [23]. Fuels generated from these pro-

cesses are known as hydroprocessed renewable jet (HRJ) and tend to contain almost no

aromatics, trace impurities (i.e. sulphur, metals) and oxygen. Therefore, the thermal sta-

bility of these fuels tend to be very good. However, the lack of aromatics tend to deliver

fuels with low lubricity and seal compatibility which need to be overcome by means of
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either blending or additives. In terms of renewable fuels, the main feed-stocks used for

Hydroprocessing are triglycerides and other bio based fats and oils. The detailed process

for which has been described by Wang and Tao [43]. This process is relatively mature

with test flights having been conducted using HEFA fuels [44].

Figure 2.7: Production process for HRJ [43].

2.1.3.3 Alcohol to jet

Alcohol to jet or ATJ for short is a relatively new process that aims to convert alcohols into

jet fuels through a process of oligomerisation. A distinct advantage of ATJ derives from

the fact that they do not require unproven, unscalable technologies to manufacture. The

total process chain involves the dehydration of alcohol (most production pathways are not

pure, they include at-least some percentage of water ), oligomerisation (the building of

longer chain hydrocarbons) distillation (heating the resulting hydrocarbons to derive dis-

tillate fractions suited for various purposes ) and finally hydrogenation as mentioned in the

previous section [45]. ATJ has also been approved for blending into jet fuels through annex

5 of ASTM D7566. Figure 2.8 depicts the generalised process of deriving hydrocarbons

from alcohols. Whilst it is possible to run alcohols neat in gas turbines, this is not ideal as

pure alcohols have low energy density around 29MJ/l (calorific value of 34MJ/kg)for
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butanol whereas Jet A1 has close to 35MJ/l (calorific value of 43MJ/kg). This would

cause a significant increase in the required fuel per flight. Furthermore pure alcohols have

poor lubricity characteristics and also are highly volatile with very low flash points which

would affect the safety and operability of aircraft.

Figure 2.8: Production process for Alcohol to jet (ATJ) [46].

Several organisations are actively involved in the production of ATJ fuel with approval

from ASTM D7566 such as ‘LanzaTech’ whose process involves recycling industrial off-

gasses and syngas from biomass, ‘Gevo Inc.’ who specialise in butanol based ATJ’s.

Several of these alternative fuels have been successfully blended with conventional fuels

in commercial flights.

2.1.4 Aromatics and emissions

When it comes to fuels and emissions with respect to aviation, there exists a vast quantity

of research conducted into the effect of alternative fuels on gas turbines. This section

aims to provide a brief overview of how alternative fuels impact emissions, and what role

aromatics play in the emissions process and also why they are of interest in this study.

Aromatics are by definition considered to be hydrocarbonmolecules which consist of a

ring of 6 carbon atoms with a ring of de localized electrons and a minimum of 6 hydrogen

atoms attached (in the case of Benzene). Aromatics gain their name from the fact that

they have an aroma and were named as such before the advent of molecular chemistry.

They form one of the 2 main types of hydrocarbons in organic chemistry. The other being

aliphatic hydrocarbons which do not contain the double bonded 6 carbon ring, although

they can still be cyclic with single bonds. Figure 2.9 depicts the simplest aromatic apart

from Benzene which is Toluene. As can be seen there is a ring of 6 carbon atoms double

bonded to each other with a single methyl group attached to the number 1 carbon atom

instead of the lone hydrogen atom.
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Figure 2.9: Molecular configuration of Toluene.

Aromatics have formed a proportion of naturally extracted hydrocarbon-based fuels

from the dawn of fossil based fuel production.

2.1.4.1 Particulate emissions

Particulate emissions, when considered in the airborne context, traditionally can be split

into two subsections, PM2.5 used for particles 2.5µm or less in diameter and PM10 for

particles of diameter 10µm or less. Particle emissions, widely known as particulate matter

(PM), refers to solids or liquids present in the exhaust gases following combustion. These

particles can include carbonaceous particles, abraded metals, inorganic acids, as well as

PM present in the ambient air generated from more mundane natural sources like soil and

dust particles. Hence the shapes and sizes of the discrete particulates as well as their chem-

ical composition can be irregular. To develop an accurate descriptor for particulate matter

therefore would require clarification of their chemical composition, morphology and the

abundance of each particle as a function of particle size. Therefore, some common de-

scribers of particulate matters include nvPM and vPM, non-volatile and volatile particulate

matter. NvPM are solid particles at the exit plane of the engine exhaust whereas vPM is li-

able to change state (forms precursors) when it encounters the ambient conditions outside

the engine, as the exhaust is at extremely elevated temperatures some gaseous emissions

may condense into liquid and coat the solid particles when cooled down in the exhaust

downstream of the turbine. The rate these gaseous emissions condense is somewhat de-

pendent upon their vapour pressure and other ambient conditions such as temperature and

humidity, a classic example of this phenomena are contrails from jet aircraft, which ap-

pear sometimes but not others. This is due to water vapour being condensed due to the
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prevailing ambient conditions, as well as the exhaust temperature at the time.

Figure 2.10: General mechanism of soot formation during combustion [47].

Volatile particulate matter (vPM) are formed by the nucleation of gaseous pre-cursors

mainly consisting of sulphuric acid and other such organic compounds formed in the cooler

exhaust gas downstream of the combustor [48, 49]. Furthermore, it has been observed that

these gaseous precursors condense to around the nvPM as illustrated in Fig. 2.10 . The

volatile PM definition also fits the condensable PM (CPM) terminology mostly used by

the Environmental Protection Agency (EPA).

The main reason particulate emissions have garnered attention is due to the fact that

they are an air pollutant, which among other things is mainly responsible for the smog

that permeate industrial and heavy-traffic oriented cities such as Beijing and Delhi. Fur-

thermore, particulates pose a significant health risk to humans, it is well-established in

literature that individuals exposed to particulate matter on a regular basis are subject to

increased risk of mortality and loss of life expectancy due to respiratory and cardio pul-

monary illnesses, such as lung-cancer and cardiac arrest[50–53].

Therefore, it is imperative that particulate emissions be reduced and to this end alter-

native fuels of diverse types have been scrutinized for their particulate emission levels.

In one of the studies conducted by Lobo et al. comparison of PM emissions from a com-

mercial gas turbine (CFM-56) while using alternative fuel was performed [54]. Different

types of biomass and FT based fuels were used which were then compared with Jet A-1 as

a standard. Several blends of FAME (Fatty-Acid-Methyl-Esters) and Jet A-1 and 100%

Fischer-Tropsch fuels were tested. The turbine was operated for full LTO (Landing and

take-off) cycles for each blend of fuel. The results of this these test show that PM emis-

sions is reduced significantly when FAME and FT fuels are used, as shown in table 2.1.

Table 2.1 presents the PM emissions reductions as a percentage when compared to
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Table 2.1: PM mass and number reductions for alternative fuels with respect to Jet-A1

[54].

Alternative Fuel PM number reduction PMMass reduction

20% FAME 80%JET-A1 22%±7% 20%±8%

40% FAME 60%JET-A1 35%±6% 52%±5%

50% FT 50%JET-A1 34%±7% 39%±7%

100% FT 52%±4% 62%±4%

standard Jet A-1, with 100% F-T fuel providing the greatest reduction in particulates mat-

ter, however all the alternative fuels tested had lower PM emissions number and size than

Jet A-1, this can be attributed to the fact the fuels in this study has been chosen for their

low aromatic content and high H/C ratios. Though it is to be noted that some the fuels

tested by Lobo et al. may not be suitable to be used as jet fuel. There are a substantial

number of studies in literature which shows that the increase in aromatic content of a given

fuel has a tendency to increase PM emissions in gas turbine exhausts. This effect has also

been observed by Brem et al. where an in-production high-bypass turbofan and injected

fuel mixed with solvents to increase the aromatic content of the fuel, the results of which

have been summarised in Fig.2.11 [55].

From Fig. 2.12 it can be observed that as the aromatic content of the fuel increases

the emission indices for nvPM also increases showing a clear causal relation-ship. Brem

et al. goes on to support the view that soot formation is the result of aromatic content in

the fuel as opposed to incomplete combustion, as modern day turbines are highly efficient

achieving 99.9% combustion efficiency [55]. Moreover a study conducted by DeWitt et

al. corroborates the fact that aromatic content of a fuel is proportional to PM emissions

[56]. The study measured the number of particles emitted and their size for JP-8 and F-T

derived fuels and found that F-T derived fuels emitted particles that were a full order of

magnitude smaller than those emitted whilst running JP-8.

Williams et al. has described the effects alternative fuels have on vPM by measuring

the organic matter concentrations in the exhaust duct of a Rolls-Royce Artouste Auxil-
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Figure 2.11: Aromatic content of a fuel vs emission indices of the non-volatile particulate

matter emitted upon the burning of the fuel in a gas turbine. Coloured lines indicate engine

power setting as a percentage [55].

iary Power Unit (APU) during tests conducted in 2009 [57]. During the course of this

investigation several coal-to-liquid (CTL), gas-to-liquid (GTL), diesel and biodiesel fuels

were compared with the reference Jet A1. It was observed that the organic mass emitted

by Jet A1 was higher than that of the CTL and GTL blends used at the various power

levels tested, this lends credence to the view that alternative fuels emit less vPM. Further-

more, the paper goes on to suggest that the vPM content in a given exhaust is sensitive

to its measurement location as vPM is gaseous at first and condenses onto the nvPM par-

ticles down-stream in the exhaust due to temperature drops. The resulting organic mass

emissions results from the study are shown in Fig. 2.12.

In an another study conducted by Liati et al. the size distributions of nvPM produced

by a CFM-56 gas turbine with respect to engine power using electron microscopy was

studied [58]. It was found that at 100% engine static thrust the nvPM particles are larger

and more numerous compared with 65% engine power. With lower engine settings, the

amount of nvPM drops dramatically and also the mean size of the particles also drops,

however these smaller particles are more oxidative and reactive with respect to larger

particles. Reduction in PM emissions therefore can be achieved in several ways such as,

combustor designs that limit the fuel rich areas in the combustion domain and reducing
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Figure 2.12: Organic mass emitted by CTL, GTL and Jet-A1 against measurement loca-

tions and power settings [57].

residence times of the fuel in very high temperature zones within the combustor [58].

A separate study under the Continuous Lower Energy, Emissions and Noise (CLEEN)

program at the University of Sheffield’s LowCarbon Combustion Centre, gaseous and PM

emissions from gas turbines weremeasured for several alternative fuels and then compared

to reference Jet-A1 where fuels 1-4 were blends of Jet-A1 and SPK (Synthetic Paraffinic

Kerosene) and fuels A through D were potential alternative jet fuels. The turbine in used

for the tests was a Honey-well GTCP85 APU [59]. Figure 2.13 shows the number of

particles produced of size 75nm particulates for all the fuels tested in the study. Again,

it can be observed that the fuels with lower aromatic content show reduced PM density.

Similar trends were attained for 27 nm particulates, validating the pivotal role of aromatics

in particulate emissions.

Dewitt et al. studied various aromatic solvents, which are consistent with the molec-

ular weight distribution shown by jet fuel used by military users (JP-8) [56]. These were

then added to F-T fuels as blends and individual components. The study observed an in-

creased output of soot precursors which in turn indicated higher PM concentrations which

was attributed to the increased aromatic content.

In conclusion it has been highlighted by Dewitt et al. that aromatic content of a fuel has

a very strong impact upon the amount, and size distribution of particulate matter emitted
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Figure 2.13: Particulates measured for fuels at size of 75 nm. fuel 1 is Jet-A1 [59].

from gas turbines [56]. Furthermore, as the composition of alternative fuels such as those

from the F-T process can be altered to reduce their aromatic content, they produce less

particulate emissions. This being said It has been agrued by Brem et al. that Hydrogen

content is a better metric than aromatic content as a marker for PM emissions prediction

[55].

2.1.4.2 Seal compatibility

The main reason behind aromatic compounds being need in the composition of alternative

fuels has been to enhance the seal swell and lubricity of the fuel therefore it is imperative

to shed some light upon the manner by which aromatics aid a fuels seal capacity.

Although in the previous sections it was determined that alternative fuels, on thewhole,

are beneficial to the aviation industry, as well the environment, there remains the issue of

whether these alternatives are compatible with existing fuel systems and infrastructure.

Even though alternative fuels (as a blend with Jet A1) have been approved for use in

gas turbines, there exists a possibility of fuel leaks due to the varying composition of the

alternative fuels. This happens because the seals in the engine and wider fuel system are

not compatible with the new fuels. One of the main reasons for the seals not to work

is due the absence or reduction of aromatics in the new fuels. Seal-swell reduction has

been attributed to the lack of aromatic content in alternative fuels [18, 55, 56, 60]. Seal
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shrinkage can cause seal failures and damage in the fuel system and eventually leakages.

In essence seal-swell is defined as the increase in volume experienced by a seal when in

contact with a liquid and vice-versa. This swelling normally means that the inner-diameter

as well as the volume of the seal increases due to the absorption of fuel components such as

aromatic content. Generally, naphthalene is considered a good hydrogen donor as opposed

to alkanes or alkyl benzenes. DeWitt et al. found that fuel component separation and

assistance to seal-swell as in equation 2.1 [56].

Alkanes < Alkyl − Benzenes < Naphthalene’s (2.1)

As observed by Thomas et al. the swelling of seal elastomers as a reaction against the fuel,

moreover it has been determined by Qamar et al. that seal swelling is caused by the seal

absorbing hydrocarbons from the fuel [61, 62]. In the aviation field acceptable seal swell

ranges from approximately 18% to 30% whereas in the automotive industry seal swell is

at roughly 12%, this can be attributed to the fact that ground vehicles do not experience

the same variation in ambient conditions as aircraft and hence require less seal-swell per-

formance [63]. When considered in greater detail it was observed by Graham et al. that

several reaction takes place where intermolecular bonds of the fuel and polymer seal break

and form new bonds with each other [64]. Overall these reactions are in equilibrium and

are energy balanced. On the contrary seal shrinking ensues in the event that particular

molecules of the seals seep into the fuel causing the seal to reduce in volume, the lack

of plasticizer in the seals can be a cause for seal shrinkage. This process is shown in the

Fig. 2.14 and Baltrus et al. observed that the shrinking process involves the release of fuel

components absorbed by the seals [65].

Figure 2.14: Seal contraction process[1].

23



2.1. ALTERNATIVE FUELS

Figure 2.15 shows the effect on seal swell different aromatics has on nitrile seal using a

stress relaxation technique. It can be clearly observed from the figure that tetralin induces

a significantly higher seal swell with respect to propyl benzene or P-xylene [66].

Figure 2.15: . Swelling effect of nitrile O-rings in mixture of 25% aromatic and SPK [66].

A study carried out by Liu andWilson where a stress relaxation technique was utilised

to observe the effects of several solvents including n-decane, iso-parrafins and cycloparaf-

fins on seals composed of several materials [42]. It was observed during this study that

O-rings manufactured from fluorosilicone and fluorocarbons performed well in the pres-

ence of all the fuel blends tested. Furthermore, it has been found that nitrile O-rings are

susceptible to substances other than aromatics and that n-decane causes seals to lose per-

formance.

Figure 2.16 shows the amount of seal swell achieved while using different compo-

sitions of Decalin, Decane and Shellsol T. It can be clearly observed from the figure

that there are compounds which lead to seal swell, while others may not take any part

in swelling or lead of shrinkages. It is also found from the study that not just aromatics

are responsible for swelling of seals. Similar patterns have also been observed by DeWitt

et al. and Graham et al. [42, 56, 64]. It was also found that several types of aromatics lead

to different amount of seal swell. According to available literature, it can be inferred that

further optimisation and research is required in the alternative fuel industry so that appro-

priate seal swell can be achieved without compromising other fuel suitability parameters.
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Figure 2.16: Relaxation behaviour of nitrile O-rings in the triangle [42].

2.2 Combustion instability

This section will aim to explore the literature surrounding combustion instability and will

aim to provide background information as to why combustion instability is important, why

it exists and how it manifests in gas turbine engines.

2.2.1 Combustion fundamentals

Combustion is defined as the reduction and oxidation (Redox) reaction in which heat is

released in a controlled exothermic fashion. The reactants involved are named the fuel and

the oxidizer. this investigation is concerned with the burning of mainly hydrocarbon fuels

(fuels that consist of molecules containing mainly if not only hydrogen and carbon atoms

in their molecular structure). Combustion reactions for linear alkane type hydrocarbons

generally are of following formula;

CnH2n+2 + (3/2n+ 1/2)O2 −−→ (n+ 1)H2O+ nCO2 (R.2.1)
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The above equation is the ideal scenario for a combustion reaction in that it assumes

that the reactants are present in the right quantities and are reacting uniformly, in other

words it is a stoichiometric equation. However in practice combustion is a highly unstable

process where multiple variables contribute to the outcome such as, equivalence ratio,

mixing, fuel composition etc.

The above equation applies to combustion in many settings where liquid fossil fuels

are used (i.e. land based, marine, automotive etc.). However this investigation focusses

upon aviation gas turbines. All aviation air breathing gas turbines follow the Brayton ther-

modynamic cycle. They also consist of several basic components including a compressor,

combustion chamber and a turbine (the combustion chamber and turbine are together iden-

tified as the ’hot section’).

Figure 2.17: Gas turbine cycle schematic [67].

Figure 2.17 depicts the open cycle schematic for a gas turbine. Where intake air is

subjected to isentropic (constant entropy) compression at 1-2 in the compressor. From 2-

3 the system undergoes heat addition from the combustion process in a relatively constant

pressure. Finally from section 3-4 the gas undergoes isentropic expansion where work is

extracted from the turbine completing themechanism of a conventional gas turbine engine.

This investigation focuses upon the combustion section of the process. Combustion in

a gas turbine takes place in a combustion chamber. There exists several types of conven-
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Figure 2.18: Types of combustors, where the shaded areas depict the combustion zones of

each type [68].

tional gas turbine combustors namely; ’can’ type, annular and can-annular (a compromise

solution between the two aforementioned types of combustor) [68].

Figure 2.18 illustrates the various types of combustors present in modern gas turbines.

As can be seen the can combustors comprise of several tubular liners arranged in a circular

pattern encased by the outer casing of the combustors. This type of combustor is the most

basic and economically viable of combustors. However these tend to be excessively heavy,

bulky and do not lend themselves easily to packaging a modern engine. Some of aviation

worlds pioneering gas turbines such as the Power Jet W.2 (Designed by Frank Whittle),

Jumo 004 (World’s first production gas turbine) used this type of combustor with varying

numbers of cans from around 6 up to 16 cans per engine [68].

The more modern engines tend to use annular combustion chambers, which are in ef-

fect a single flame chamber that surrounds the engine in a annular manner and is contained

using an outer and inner casing. This type of combustion chamber tends to be more ef-

ficient in terms of packaging the engine as whole. The increased volume of combustion

allowed when using an annular configuration means the chamber can overall be signif-

icantly (around 25%) shorter than a can-annular combustor allowing greater weight and

cost savings [69]. However when considering the research and development of this type

of combustor it becomes impractical. This is due to the fact that to replicate this type

of combustion would require an entire gas turbine to be used as a research rig, which is

cost prohibitive in terms of building and commissioning as well as the fuel cost to run the
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Figure 2.19: A can-annular combustion chamber [69].

rig. Modern gas turbines such as Rolls Royce Trent series and General Electric’s GE-90

engines use annular combustors.

The final hybrid type of combustors are the turbo-annular or can-annular type com-

bustors. Where several combustion cans are placed concentrically around the main engine

shaft and then interconnected with each other using cross-fire tubes. Figure 2.19 depicts

a typical can-annular combustion chamber. This type of combustion chamber has the ad-

vantage of sharing a common air casing amongst all the cans and therefore have a common

outer liner saving weight and volume.

2.2.1.1 Flame stabilisation

Before considering the instability of flames in a combustor it is worth considering how

a flame is stabilised in a gas turbine in the first instance. The magnitude of this task in

a gas turbine can be analogous to attempting to light a candle outdoors in the midst of

a hurricane. In a gas turbine for instance the air flow velocities are much greater than

the flame velocity; hence without a method of stabilisation sustaining flame in those con-

ditions would be near impossible. It is commonly known that the airflow speed and the

flame speed are key in flame stabilisation. Higher airflows with respect to the flame speed

would mean the flame is flushed down the combustor and would blowout. The key to sus-

taining a flame in a gas turbine involves some type of recirculation process. Where by

some of the combustion products circulates inside the combustor and perpetually ignites

the new combustion products coming from upstream. The most basic of these recircula-

tion methods involves what is known as ‘bluff body flame stabilisation’. Where a so called

bluff body impedes the fuel air mixture and caused a recirculation zone downstream of it,
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Figure 2.20: Bluff body flame stabilised combustor schematic, adapted from [70].

allowing the flame to be ‘anchored’ to this body. Figure 2.20 depicts a classical model

of bluff body flame stabilisation. Where the bluff body in this case is the fuel injection

system which causes a low velocity turbulent zone behind it stabilising the flame whilst

aiding mixing as well; where the flame stabilises behind it.

Another more relevant method employed in gas turbines for flame stabilisation in-

volves what is know as swirl stabilisation of flames. Where swirlers are used to impart

a rotational component to the airflow which creates a recirculation zone where the flame

can be stabilised. The swirl can be induced using a swirling vane or even a directional

injection of air. Figure 2.21 shows a schematic of a combustor with swirl stabilised flame.

It should be noted that in both cases only around a fifth of the total inlet air passes through

the swirlers or bluff body into the primary zone, which ensures a rich air-flow mixture

locally that sustains the flame. Approximately a third of the inlet air passes into the sec-

ondary zone through the dilution holes (which may or may not be angled to impart further

swirl depending on individual combustor design). Leaner conditions in the secondary

zone serves to complete the combustion process by combusting the remainder of the com-

bustion products from the primary zone. This secondary air also aids in the cooling of the

combustion liner. The remainder of the inlet air then mixes with the combustion products

in the tertiary zone adding mass flow and cooling the gases so that the down stream turbine

does not need to encounter the extreme combustion temperatures.

It must be noted that even a small deviation in either the air flow or fuel flow properties

would have a significant impact upon the combustion quality and therefore emissions,
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Figure 2.21: Swirl stabilised combustion chamber schematic, adapted from [70].

performance (instability and liner wear) [2, 3, 5, 71–73]. This therefore leads to a gap in the

knowledge regarding how various fuels with differing properties impact the combustion

process in a combustor or turbine that has been designed solely for use with conventional

aviation fuels.

2.2.2 Combustion instability of gas turbines and their combustors

Combustion instability has been defined as the large-amplitude perturbations of the acous-

tics and pressure fields of a reacting flow (such as a flame) which can impact the flow in a

physical manner if allowed to progress untended [74, 75]. This type of instabilities have

been encountered in almost all types of combustors from rocket engines to land based in-

dustrial gas turbines. Instabilities of this nature are caused by a feedback loop between

the combustion process and the acoustic characteristics of the combustion chamber in

question. This type of behaviour can be avoided by designing the combustion chamber

to cooperate well with the fuel being utilised. However with the push towards more and

more lean combustion and alternative fuels it is not practical to redesign engines to match

the myriad of alternative fuels currently being developed.

Figure 2.22 depicts the feedback loop of instability, where the flame of combustion

creates the thermal oscillations which in turn develop acoustic oscillations which in turn

interact with the flow characteristics of the reacting flow and finally this impacts the flame

itself. If this behaviour is present in a given combustor it poses several undesirable effects.
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Figure 2.22: Combustion instability feedback loop [1].

Figure 2.23: Causes of combustion instability [77].

Namely these could progress onto becoming large amplitude oscillations of pressure and

velocity, this in turn could manifest itself as thrust oscillations. Moreover these fluctua-

tions could induce severe vibration of the combustor which would cause increased wear

and fatigue of engine components [71, 76, 77]. Finally combustion instability is known

to cause flame blow-off’s and even compressor surges in gas turbines.

Lord Rayleigh first introduced a criterion (Rayleigh’s criterion) that described the con-

ditions in which unsteady heat release adds energy to the acoustic field [78]. It describes

the interaction of heat release oscillations and the acoustic mode of the combustor. The

instability condition takes place when driving forces of oscillation are greater than the

damping of oscillations [75]. The above definition is numerically given by equation 2.2.
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Where p′ and q′ represent pressure and heat release fluctuations, T is the temporal term,

V is a volumetric term, S is a area component, u′ is a velocity term, and lastly n is length

term from the surface of the chamber.

R =

∫ T

0

∫
v

p′q′dV dt >

∫ T

0

∫
s

p′u′.ndSdt (2.2)

In the main it is well established that combustion instabilities occur at frequencies near

or around the natural modes of the combustor [75]. This type of instabilities can be of

bulk instabilities (also known as Kelvin-Helmholtz instabilities), axial or tangential to the

combustor [79]. However it is also possible for instabilities to occur that are not related to

the modes of the combustor itself. An example of this is the excitation of the downstream

nozzle when an entropy wave from the combustor or even a vortex from the flame is

propagated impinges on the nozzle and then is reflected back towards the combustor [80,

81]. this type of instability is considered to occur at lower frequencies than the natural

modes of the combustor itself and are more prevalent near the lean blow off limit.

2.2.2.1 Acoustic oscillations

Whilst there is no general terminology agreed upon to define the various noises emitted

from a combustion chamber of a gas turbine Lefebvre et al. proposed several names;

’rumble’ and ’growl’ for low frequency noises (50-180 Hz) and ’howl’/’humming’ for

the acoustics above these frequencies [68]. Rumble and growl are known to occur from

ignition up until idle speed and maybe detrimental towards proper engine running as it has

a tendency to increase start-up time for the engine and also impacts compressor stall mar-

gins [68]. As combustor inlet air temperature increases the intensity of growl is decreased

but increased combustion pressure has the inverse effect. Howl, whilst intimately linked

to rumble occurs at increased engine RPM and has a frequency range of approximately

200-500Hz. Like rumble elevated inlet air temperature mitigates howl which is prominent

around ambient air temperatures (288K). Lefebvre further goes onto explain that howl is

affected by the fuel type in use and is mitigated by more volatile fuels [68].
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2.2.2.2 Effect of fuel type on instabilities

The fuel type’s effect on combustion instability is closely linked to how it impacts the

reaction time of combustion. Where the characteristic time is calculated as per equation

2.3 [68]. Which denotes the time taken from the injection of the fuel into the chamber

until the maximum heat release.

tcombustion = tmixing + tevaporation + treaction (2.3)

When the characteristic combustion time approaches equilibrium with a characteris-

tic acoustic time for the combustor (representing the acoustic modes of the combustor)

combustion instabilities occur. Therefore, it stands to reason that a given fuel type has

the propensity to change the difference between combustion time and the acoustic times

of the combustor [68]. Research carried out to date regarding the effect of fuel type on

combustion instability mainly focuses upon gaseous fuels for gas turbines. Janus et al.

conducted a study where a miniature (8cm) combustor was fed with varying proportions

of propane, hydrogen and natural gas and measured the instability characteristics using

optical and piezoelectric pressure transducer methods [82]. Other typical measurements

of ambient conditions and temperature were also made. Their results indicate that inlet

air temperature and equivalence ratio (defined as the ratio of the ratio of fuel/air and the

stoichiometric fuel to air ratio) have a visible impact on the pressure oscillations observed

in the tests with respect to the fuel composition used. The key point that was raised was

that pressure oscillations increased with increased ambient humidity and with increasing

equivalence ratio. The authors conclude that the transport time is heavily linked to the

stability characteristics of the combustion taking place [82].

A separate study conducted by Vandsburger et al. explored the theme of spray va-

porization effect upon the heat release pattern and instability characteristics of a dump

combustor [83]. It was observed that liquid spray and gaseous combustion have remark-

ably different instability characteristics. Moreover it corroborates the idea that as overall

equivalence ratio increases the pressure oscillations increase. Further work was carried

out regarding liquid fuels by Mehta et al. where a gas turbine combustor was examined

for heat release fluctuations and pressure oscillations to determine how the volatility of
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Figure 2.24: Vibration amplitude and frequency with 4 fuels [85].

different fuel are showcased in terms of instability [84]. The main finding of this research

was that for liquid fuels spray vaporisation and droplet size had a significant effect upon

the pressure oscillation produced by the combustion. Fuels used in this research were JP 4,

JP 5, a blend and diesel [84]. A key finding of this research involved states that the equiv-

alence ration effect on pressure oscillations is much the same as for the previous studies

mentioned afore. However, Mehta has observed that the pressure oscillations drop after a

peak equivalence ratio.

The extent to which vibration and noise manifest is partially dependent on the different

properties of the fuel. Khandelwal et al. investigated the role of different fuel composition

and its impact on combustion vibrations [85]. Testing was done on a Honeywell GTCP85

APU using four different fuels in Fig. 2.24. Fuel 1 and Fuel 2 were Jet A-1 sourced from

two different sources, whereas fuel 3 and 4 are FT process produced fuel from different

sources. It was observed that the FT process fuel which had lowest density from the

fuels tested in this study produced higher frequency spectra of vibrations. Though highest

amplitude of the vibration was produced by Jet A-1 from fuel 1. It is to be noted that Jet

A-1 sourced from two different sources have similar frequency but significantly different

amplitudes indicating power of the vibrations. Furthermore, the relationship between fuel

density and vibration is more explicitly considered in the work done by Khandelwal et

al., where a higher density, coconut oil blend, biodiesel was compared with conventional
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Figure 2.25: Vibration amplitude and frequency with 3 fuels [86].

diesel [85]. In this study, the higher density fuel blend displayed a significant reduction in

vibrational acceleration. an illustration of this is depicted in Fig. 2.24.

A Study conducted by Simons and Soloiu regarded the impact of noise and vibra-

tions of alternative fuels on a miniature gas turbine [86]. The fuels used were Jet A and

2 alternative fuels S-8 and IPK. The authors concluded that the noise produced due to

combustion was low with respect to the turbo-machinery noise generated by the turbine,

concluding that the viscosity of fuels play an impact in the atomisation of fuel and there-

fore the combustion instability. Furthermore, they added that their alternative fuels have

displayed lower sound pressure levels with respect to standard jet fuel.

Figure 2.25 depicts a vibration frequency domain plot for the fuels tested by Simons

and Soloiu. It is clearly visible that all the fuels in question show a similar frequency con-

tent, with minor variations in amplitude amongst the fuels. An interesting fact in this plot

is that the vibration amplitude for Jet A is consistently lower than that for the alternative

fuels, especially in the 360Hz range where S-8 shows a peak but Jet A and the IPK do not.

This type of result bears further investigation.

Chen et al. investigated the impact of inlet air temperature and fuel modulation on

combustion instability using a model gas turbine combustor. The fuels tested were ba-

sic hydrocarbons of an aliphatic nature such as n-decane and iso-octane, a cyclo-alkane

methyl-cyclohexane (MCH) and finally RP-3 which is a Chinese analogue of Jet A1. The

main variation of this investigation was the ability to modify the inlet air temperature

from 383K-483K. The authors concluded that Increasing the inlet- air temperature has an
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adverse impact on combustion instability with respect to RP-3 and n-decane and that the

other 2 fuels were unstable throughout the investigation irrespective of the air temperature.

Figure 2.26: The average pressure (a), RMS pressure oscillations (b) and instability fre-

quencies (c) with respect to inlet air-temperature for the fuels tested by Chen et al. [87].

Figure 2.26 shows the mean pressure oscillations, RMS pressure characteristics as

well as the instability frequencies of the fuels tested by Chen et al. with respect to their

varied inlet air temperature [87]. As is clearly visible all fuels depict a rise in combustion

pressure oscillations as the temperature increases. Moreover, it is clear that the instability

frequencies are mainly concentrated around the 700Hz range.

Another study has been conducted by Othman et al. investigating the effect on vi-

brations by fuels in gas turbines [88]. Whilst not strictly regarding alternative fuels in

the sustainable sense, it does observe the impact fuel variation has on vibrations of a gas

turbine. The fuels tested in this investigation were Kerosene, Gas oil, Methanol and a

50%-50% blend of Kerosene and Methanol.

The gas turbine used by Othman et al. comprised of a single stage radial compressor

driven also by a radial turbine. Power was generated using a power turbine after the com-

pressor turbine. The power turbine is attached to a dynamometer. The maximum power

output was 8kW. Figure 2.27 depicts the vibration FFT for all fuels tested by Othman et al.,
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Figure 2.27: FFT vibration data for the fuels tested by Othman et al. [88].

overall it is clear that Kerosene has the lowest vibrations and gas oil the highest. Othman

et al. concludes that the combustor produces the main source of vibrations. They have

also noted that as carbon to Hydrogen ratio increases vibrations also increase as shown in

Fig. 2.28.

2.2.3 Atomisation

Spray characteristics of fuel atomisation is considered to be paramount in determining the

performance characteristics of a gas turbine. In essence this is due to the injector’s role in

the mixing of the air and fuel in given combustion chamber; the more thoroughly mixed

the fuel and air the better the combustion will be in terms of instability efficiency and even

emissions. Therefore, it stands to reason that if a fuel can adversely affect the atomisation

of a given fuel injector the vast majority of which are optimised for use with Jet-A, Jet-A1;

it would affect the combustion instability characteristics of the engine. Fuel injection for

gas turbines is a vast topic in itself but it would be prudent to discuss the salient points in

this review as the first stage of this investigation aims to establish the spray characteristics

of several alternative fuels with respect to Jet A1.
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Figure 2.28: Peak vibrations in dB at the first 4 harmonics for the fuels tested against their

carbon to hydrogen ratio [88].

2.2.3.1 Sheet and droplet formation (classical atomisation)

Atomisation is a term used to describe in essence transformation of liquid fuel into small

droplet or a spray prior to being burned in a gas turbine combustor or any other liquid

fuel burner. Contrary to what the name suggests these liquids are not literally broken into

individual atoms but more of a fine mist. A more elegant definition has been provided by

Mansour and Chigier “atomisation is process in which the surface to mass ratio of a liquid

is increased” [89]. Of a given liquid two properties stand out in affecting droplet size,

shape and ease of formation; these are namely the surface tension and the viscosity of the

liquid . Surface tension is commonly defined as the inclination of like liquid molecules

to stick together forming a shape with the smallest possible surface area assuming no

outside forces act upon it. This is the reason that most injectors produce droplets which

are spherical in nature (the shape with the least surface area). The process of atomisation

is generally considered to be formed of 3 sub-processes known a nozzle ejection, primary
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Figure 2.29: Classical representation of a simple jet disintegration [68].

atomisation and secondary atomisation. Primary atomisation is the first process where

the fuel is divided up into ‘shreds’ and ‘ligaments’. Secondary atomisation is where there

larger ‘strands’ and ‘ligaments’ are broken further into smaller near spherical droplets

[68]. Figure 2.29 depicts the process by which a laminar flowing jet ejected from a nozzle

into a stationary gaseous environment behaves. This mechanism was first described by

Lord Rayleigh, who goes on to determine that small perturbations in the fluid causes its

disintegration into drops when the perturbation with the fastest growth reaches a critical

wavelength [90]. This is still relevant in the modern day because modern fuel injection

systems tend to increase the perturbations imparted on the fluid stream to expedite the

formation of smaller and smaller droplets using swirlers or other such geometry which aid

in mixing and lead to stable combustion.

Whilst the break-up of jets serves to easily portray the mechanism of atomisation, most

modern injectors do not rely on simple pressure atomisation through a nozzle, mainly

because a single orifice jet has to be sized to the maximum fuel flow rate for a given

application. Which poses a problem where the injector cannot atomise well under lower

fuel flow rates where the orifice is not operating at maximum pressure and would lead to

larger drop sizes and poor combustion. This is where twin fluid atomisers have come to

dominate the field of jet fuel injection. In essence a twin fluid atomiser has an orifice or

orifices sized to deliver the required maximum fuel flow rate and in addition have extra

orifices where high pressure air is used to impinge upon the fuel jet to shatter it and increase

the rapidity of the atomisation process. This type of atomiser therefore does not produce

jets but conical sheets of fuel, due to the fact the orifices are not axial to the flow of air

but are usually tangential to the flow coming out of helical or angular slots in the injector
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Figure 2.30: Classical representation of a sheet breakup [91].

for better mixing and increased interaction between the atomisation air and the fuel.

The breakup of fuel sheets was described thoroughly by Fraser et al. [91]. Figure 2.30

depicts the mechanism of sheet breakup which is relatively similar to the breakup of jets.

The key metric in determining the behaviour of the breakup of the sheet is the relative

velocity between the sheet and the medium into which it has been injected (usually air).

As this relative velocity increases the breakup of the sheet gets closer to the nozzle or

injection orifice, and the drop diameters and ligament sizes decrease.

Whilst the abovemethods describe the atomisation of fuels there are also several meth-

ods used to theoretically derive the SMD of a given fuel. most notably by Lefebvre [68].

The main purpose of these equations is to define the characteristic SMD’s of a given atom-

iser. And therefore, various equations exist for the different types of atomisers. The equa-

tion for a simple pressure atomiser has been described by Elktob et.al in equation 2.4 [92].

D32 = 6156v0.385σ0.737ρ0.737f ρ0.06a ∆P−0.54 (2.4)

WhereD32 is the SMD in µm. v and σ are the viscosity and surface tension of the fuel

respectively. ρf and ρa represent the density of the fuel and air respectively and finally∆P

is the differential pressure drop across the nozzle. There are relatively few equations for

simple pressure atomisers due to the dense sprays they create which make experimental

SMD measurement problematic due to obscuration. That said another equation for plain
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orifice atomisers have been described by Hiroyasu et al. and is shown by equation 2.5

[93]. In this equation Q is the fuel volume flow rate and A is a constant varying with the

nozzle geometry.

D32 = A∆P−0.135ρ0.121a Q0.131 (2.5)

Both of these equations are only applicable to fuel injected into standing air as is the

case when testing the performance of an injector. This is caused by the fact that the drop

sizes of a injection is dependent upon the relative velocity of the fuel and the air unto which

it is injected, therefore if the fuel is injected into a flowing field the equations would need

modification to reflect that.

However, as this investigation focuses upon an airblast atomiser it is more relevant to

discuss the estimation of SMD for twin-fluid atomisers. The seminal equation for SMD

of twin-fluid atomisers has been conducted by Nukiyama and Tanasawa and has been

improved upon by Lefebvre [68, 94]. The base equation for SMD by Nukiyama and

Tanasawa is shown by equation 2.6. Where µ is the viscosity of the liquid fuel and Q

is the volume flow rate. the subscripts L and A denote liquid and air respectively. The air

terms in this equation refer to the atomisation air and not atmospheric air. A noticeable

omission in this equation is the fact that a characteristic dimension for the nozzle geometry

is omitted. This has been done due to the fact that in experimental studies it has been shown

that nozzle geometry does not impact the droplet diameters [94]. Furthermore, it should

be noted that in equation 2.6 there are terms for the density, surface tension and viscosity

of the fuel which indicate that these properties have an impact on the drop size produced

by the injector. Therefore these properties will be used in this investigation to compare

the alternative fuels and their injection characteristics.

D32 = 0.585(σ/ρLU
2
R)

0.5 + 53(µ2
L)

0.225(QL/QA)
1.5 (2.6)

2.2.3.2 Prompt atomisation

The aforementioned process of droplet formation is known as the classical mechanism of

jet and sheet breakup in atomisation. The other method is known as prompt atomisation
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where the fuel jet or sheet breaks up in an extremely short time duration after exiting the

nozzle. Instances this occur are for instance when a fuel jet is impinged upon by a high-

velocity air jet at a suitable angle or when a high velocity fuel jet is released into a stagnant

or low velocity air pocket [95]. Therefore, prompt atomisation can be defined as injection

where the fuel jet or sheet immediately disintegrates upon release from the nozzle. This

leads to the observation that the breakup of the fuel jet or sheet is instantaneous. However,

it should be noted that no full explanation of the prompt atomisation mechanism has been

described as of yet and is a subject which is under investigation.

The the methods of jet break up with respect to the flow regimes has been described

in Fig. 2.31. Where ‘Oh’ is Ohnesorge number and Re is the flow Reynolds number.

Figure 2.31: Spray break up for jets across various flow regimes [96].

2.2.3.3 Effect of atomisation characteristics on combustion instability

In literature there exists some studies which have investigated the impact various fuels

have upon spray characteristics and by extension the effect spray characteristics have upon

combustion instability. some of which have been critiqued below.

A study conducted by García et al. where a small scale gas turbine combustor with

heated inlet air and atmospheric pressure running on Jet-A1was subjugated to CH* chemi-

luminescence and Mie scattering to determine how equivalence ratio and other perfor-

mance characteristics impacted the instability [97]. Results for this study indicate differ-
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ent spray characteristics in when the combustor was known to be undergoing self-excited

oscillations. Figure 2.32 depicts the spray characteristics of the combustor in the two en-

gine conditions that were investigated by García et al. Condition A is the leaner condition

and condition B is a richer condition; although the global equivalence ratio has been kept

constant at 0.75. As can be seen from the figure the Leaner condition has 2 pronounced

peaks around 440 and 646 Hz and the richer condition has overall more peaks but they

not as powerful.

Figure 2.32: Spray characteristic of the two combustor conditions investigated by García

et al. [97]. The series have been shifted by 30dB for illustrative purposes.

The method used by García et al was termed Mie scattering imaging where a 476-

514mm laser is centred along combustors injection plane. The light scattered by the in-

jection spray is then monitored by a CMOS fast camera. This data then is presented as a

function of the whole spray fluctuation along the laser beam from which the PSD has been

depicted in Fig. 2.32. The major conclusion of their investigation was that their combus-

tor shows instabilities at 2 separate AMF’s (air mass flow rate) and that at these conditions

the spray behaviour was affected. It was observed that at high AMF’s the spray is com-

pact and the higher air velocity induces increased mixing and evaporation. And finally,

it was concluded that the observed combustion instabilities are linked to oscillations of

the spray and its evaporation. This investigation leads credence to the fact that the spray

characteristics directly impact the combustion instabilities of a given combustor. This in
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effect validates this investigation into the effect on fuel type on spray characteristics as

this will in turn impact the combustion instabilities caused by those fuels.

Another study has been conducted by Liu et al. investigating the effect of atomisation

characteristics on combustion stability in a ‘swirl-cup’ combustor [98]. Several combus-

tor conditions were investigated with varying FAR (fuel-air ratio), distance from injector

etc. Figure 2.33 depicts some of the results. The authors have compared the SMDwith in-

creasing reference velocity which shows a negative trend, showing decreased droplet sizes

with respect to increasing velocity. This is in keeping with the literature where faster ve-

locities correspond to smaller drop sizes. h in this case refers to the gap between the nozzle

shroud of the authors atomiser.

Figure 2.33: SMD characteristics of the swirl cup injector investigated by Liu et al. [98].

Left figure indicates ‘ignition condition’ and the right ‘LBO condition’.

Figure 2.33 also depicts the ‘droplet diameter distribution index’ n which in effect

acts as an analogue to the standard deviation of the droplet diameters to the extent that the

higher n is the more uniform the droplet size distribution. With this in mind it appears that

as the reference velocity increases the n value decreases leading to decreased uniformity

of distribution. It also appears that the ignition condition (left) and the LBO condition

(right) have little impact on the SMD. A key conclusion of this investigation seems to be

that the smaller the droplets get, the less uniformly distributed they are.

A key facet of instability is defined by the phenomenon known as Lean Blow-off

(LBO), which is defined as a static instability [99, 100]. This type of instability becomes

increasingly important with the current drive towards leaner and cleaner burning engines
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where the ideal situation is dictated by the lowest viable equivalence ratio (Φ). Thereby

operating as close to the blow off limit as possible. Figure 2.34 depicts the blow-off limits

of gaseous and air fuel mixture operating in various atmospheric conditions. As can be

seen from the figure the margins for stable flames without blow-off, flashback or quench-

ing is a narrow triangular section where if the flow speed drops excessively the flame will

flash back and if the equivalence ratio drops and the air speed stays constant the flame

will blow off.

Figure 2.34: Critical blow-off limits for a natural gas and air mixture exiting into a n

environment consisting of the gases shown in the figure with respect to flow speed and

the equivalence ratio [101].

These phenomena are greatly impacted by the spray characteristics of a given injector

and combustor combination. This is due to the fact that as equivalence ratio drops (in

effect reducing fuel flow rate through the injector) the spray pattern will be altered. The

impact of the spray characteristics at or near LBO condition have been depicted well by

Liu et al. [98].

As is visible from Fig. 2.35 as the equivalence ratio drop to LBO condition the spray

pattern is visibly poorer with respect to the ignition condition where the droplets much

more uniformly distributed and are symmetrical with the spray vertical axis. Yoon et

al. conducted a study observing the combustion instability characteristics of a combustor

under variable fuel air mixture ratios [73]. As can be seen from Fig. 2.36 the inlet fuel

air mixture has a great impact on the mean pressure fluctuations which indicates unstable

flame conditions. The high equivalency instability have been determined to be caused

by the classical dynamics instability mechanism of the coupling of the heat release rate

and the pressure oscillations, leading to the classical combustion instability feedback loop
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Figure 2.35: Spray characteristics variation between normal ignition conditions and LBO

[98].

described by Rayleigh’s criterion [73, 78]. The low frequency instabilities are apparently

moremysterious in origin according toYoon et al. however. the authors have observed that

this phenomenon may be caused by fluid turbulence mechanisms such as vortex shedding

[73].

Figure 2.36: Spray characteristics variation between normal ignition conditions and LBO

[73].
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2.2.3.4 Effect of alternative fuels on spray characteristics

A separate study conducted by Vouros et al. has investigated the spray characteristics of

several alternative fuel surrogates with respect to conventional jet-A1. The measurement

techniques used included PDA (phase Doppler anemometry ) which enable the acquisi-

tion of volumetric data regarding the sample particle as well as velocity. The tests have

been run with the spray nozzle at various distances away from the detector to determine

how the spray develops with distance from the nozzle. Moreover several injection pres-

sures have been utilised to determine the effect pressure has upon the spray characteristics

[102]. Figure 2.37 depicts the results obtained in this investigation where the vertical axis

represents SMD (Sauter mean diameter) and the horizontal axis depicts radial distance

from the centre of the spray. z/d depicts the axial distance from the injector normalised

to the nozzle diameter.

The Fuels used in this investigation involve several basic blends involving pure paraf-

fins (P), a blend of paraffins (80%) and aromatics (20%) named P-Ar, a blend of paraffins

(60%) and naphthenes (40%) and finally a combination blends involving all three at 50%

paraffins, 30% naphthenes and 20% aromatics. The study does not specify which aromat-

ics, paraffins or naphthenes were in the blends; instead providing the total percentage by

volume. Yet this is still of use as we can see which particular type of compounds impact

the SMD. In figure 2.37 it can be seen that the pure paraffin blend consistently shows

a reduced SMD at all axial distances and shows a rapid decrease in particle size with in-

creasing radial distance. Reference jet-A1 performs the poorest with respect to all the fuels

tested. They go onto conclude that SMD is a good indicator of the impact fuel properties

have upon the spray characteristics of a given fuel.
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Figure 2.38: SMD comparison with Weber number for several lengths away from injector

‘z’ [103].

Another study has been conducted by Sivakumar et al. investigating the impact a

camelina derived bio fuel on atomisation in a simple swirl atomiser [103]. The authors

used Weber number in their analysis, which is a good method of analysing multiphase

flows. The equation for which has been depicted in equation 2.7. Where ρ is the density

of the fluid, v is the fluid velocity, l a characteristic length (in this case corresponding to

drop size) and σ is the surface tension of the fluid.

We =
ρv2l

σ
(2.7)

A key point of the Weber number is that it depicts the effect surface tension has upon

the drop sizes and proves that as surface tension of the sprayed liquid decreases the drop

sizes also decrease. This phenomenon was first credited to R. Tolman [104]. Figure 2.38

depicts a comparison of the bio fuel injected from a swirl atomiser for SMD vs Weber

number, it is clearly visible that the SMD drops in a decaying fashion with the increase of

the Weber number. Furthermore, Sivakumar et al. have concluded that at high fuel flow

rates the SMD decreases closer to the atomiser but starts to increase due to evaporation of

the fuel and coalescence of the droplets [103].

Moreover, a study was conducted by Buschhagen et al. where it was observed that the

spray characteristics of several sustainable jet fuels using a twin fluid atomiser (air-blast
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Figure 2.39: SMD for 2 alternative and one conventional fuel [105].

type). The key findings of this investigation were that as injection temperature decreases

the spray quality decreases by 17% in terms of Sauter mean diameter (SMD, D32).

Figure 2.39 depicts the SMD for 3 fuels C1, A2 and C5 at varying radii from the centre

of the spray cone. Where A2 is reference Jet A1 as can be seen from the figure all three

fuels show only minute differences in their SMD. It is also visible that the SMD does

not appear to change with distance from the centre of the vertical spray plane indicating a

uniform atomisation. The figure depicts SMD1 inch (25.4mm) downstream of the injector

which is indicative of the very high droplet size and also explain the uniform distribution

where the droplets have not yet had the time to undergo secondary atomisation and it also

explains why the fuel properties seem to have little impact upon the atomisation.

Kannaiyan and Sadr investigated the spray characteristics of a GTL fuel known as

CSPK (commercial SPK), Jet A1 and a blend of the fuel and a product named “Shellsol”

[106]. The investigation was conducted using PDA (pulse doppler anemometry) using 2

dimensions and hence 2 lasers which precludes the need for calibration. It was observed

the particle sizes at several locations of the spray cone as shown in Fig. 2.40. The injector

used was a pressure swirl type atomiser.

Figure 2.41 depicts the results obtained by Kannaiyan and Sadr, where the SMD has

been plotted for the 3 fuels against radial distance of the spray cone. As expected the

mean drop size increases as the distance from the nozzle axis increases due to poorer

mixing occurring at the edges of the spray field as the injector used is only pressure swirl

50



2.2. COMBUSTION INSTABILITY

Figure 2.40: Spray cone measurement locations of Kannaiyan and Sadr [106].

Figure 2.41: SMD at various locations of the spray field for the 3 fuels. Top and bottom

indicate 0.3MPa and 0.9MPa injection pressures respectively [106].
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Figure 2.42: F-T vs RP3 fuel SMD with increasing injection pressures [107].

and not air assisted. However, there appears to be no statistically significant difference in

the SMD between the fuels; which can be attributed to the fact that all three fuels have

a very narrow range in their bulk properties that impact atomisation (i.e. density, surface

tension and viscosity). The only variation in the fuels observed in this study with respect

to the spray quality is in the mean axial velocity of the droplets with respect to the radial

location.

Another study conducted by Zhao et al. Compare a FT derived fuel to RP3 (Chinese

equivalent of Jet A1) using a pressure swirl atomiser and a Malvern particle sizer [107].

The particle sizes were measured at several axial lengths away from the nozzle as well as

several injection pressures. The results are depicted in Fig. 2.42.

As can be seen from the figure the SMD’s at pressures below 0.1MPa show extremely

high drop sizes for both fuels indicating poor mixing and breakup as is to be expected at

low injection pressures. The SMD drops and stabilises between 0.2MPa and 0.7MPa

where the FT fuel performed better than the RP3 fuel indicating around a 10% decrease

in particle size. Above 0.7MPa there is a sharp drop in the SMD which could indicate a

change in the atomisation mechanism from classical to prompt indicating that the droplets

are instantaneously vaporised. The variation in the SMD between the alternative and con-

ventional fuel maybe attributed to the chemical composition of the fuel.
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2.2.4 Controlling combustion instability

The classical methodology for the control and damping of combustion instabilities has

been termed ‘passive control of combustion instability’. These are processes and modifi-

cations that are independent of time and are fixed in nature. Examples of passive control

involve hardware modification in the form of changing the combustor geometry which

will serve to modify the acoustic modes of the combustor which will serve to induce a

difference between the natural frequency of the combustor and the frequency combustion

and heat release which allows tends to damp the acoustic waves from combustion. An-

other example of passive instability control varying the flame stabiliser geometry which

causes the turbulent vortex shedding frequencies to be changed moving them further away

from the combustors natural modes as well as changing the flame propagation speed [74].

Active control systems involve the use of mechanical actuators and valves introduced

to control the equivalence ratios of the combustor to either generate acoustic waves and

fuel flow rate fluctuations to induce instability in a research setting or to damp the very

same in an operational situation [74]. Furthermore, acoustic drivers can be used to damp

acoustically coupled instability bymeans of a closed loop control systemwhich can collect

the combustion input parameters and produce a suitably phase shifted acoustic wavewhich

will damp the instability waves generated by the combustion process. Such a system for

a premixed combustor has been studied by Lang et al. and is depicted in Fig 2.43 [108].

2.3 Signal processing

This section aims to give a brief overview of the signal processing techniques used in

the representation of digitally acquired signals specifically noise, vibrations and dynamic

pressures. Signal processing is a vast subject area covering basic data acquisition to com-

plex control systems. Firstly, it is imperative to define what is considered a signal for the

purposes of this investigation and in the wider field of signal analysis. A signal is consid-

ered to be a physical quantity that has a variation over the course of time, which in this

case refers to noise (sound pressure waves propagating toward the emplaced microphones

from the engine), vibrations ( the forces caused by either rotating machinery of the gas
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Figure 2.43: Active instability controller for a premixed combustor using microphones

and loudspeaker [108].

turbine or the heat release derived pressure fluctuations in a combustion chamber being

translated through the solid metal surfaces of the engines to the fixed accelerometers) and

the pressure oscillations (directly measured from the combustion liner) themselves.

2.3.1 Fundamentals of signal analysis

The first step of signal analysis is to classify the signal into one of 3 categories. The first

of which is a periodic signal, which is a signal that repeats itself after a particular period

(Tp) of time. The second type of signal is a random signal (i.e. stochastic process), which

does not repeat itself and the values of a the signal at a given point in time is not imme-

diately relatable to the other points. The final type of signal is a transient signal, which

means they are not constant over time and can either decay or expand with respect to time

[109]. From the above definitions it is natural to state that vibrations and noise generated

by the combustion process is would fall into the random signal category. Therefore the

rest of this section will focus upon how random signals are treated and analysed, with a

view to developing a framework to compare the noise and vibrations data acquired in this

investigation. Random signals in the mean are generated when the forces being measured

(e.g. Thermoacoustic pressure oscillations ) are caused by a multitude of sources such as

turbulent flow impinging on a solid surface.
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Figure 2.44: An illustration of the 3 main types of signals; periodic, transient and random.
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Figure 2.44 shows and example of periodic signals, transient signals and a random

signal.

2.3.1.1 Sampling theorem

The above classifications depict signal in analogue format in that they are continuous.

However, when considering data acquisition and analysis using digital sensors which can-

not comprehend analogue signals discretization must be considered. In essence this means

acquiring the continuous data by sampling only discrete instances of it. The seminal work

on sampling continuous signals in a discrete fashion was conducted by Nyquist [110] who

described mathematically the number of samples required to capture a continuous sample

discretely. The common definition given for the Nyquist frequency is ‘one half of the

sampling frequency’. Which means that if one requires to observe the frequency criteria

of a discretized analogue signal it must be below the Nyquist frequency and in effect the

discretization must have been conducted at twice the Nyquist frequency.

2.3.2 Root mean square value.

RMS or Root Mean Square value is a method of comparing the magnitude of dynamic

signals it is derived by calculating the squared mean amplitude of a signal. The formula

for the RMS of a given signal x(t) is shown in equation 2.8 [109].

XRMS =

√
1

τ

∫ τ

0

x2(t)dt (2.8)

In equation 2.8 τ signifies the time constant of the signal. Hence it can be said that the

RMS value describes the strength of a given signal. So in terms of vibrations how forceful

the vibrations are. That being said, RMS is a mean value of an entire signal along its

frequency spectrum and therefore has a tendency to not reflect the highest peaks of a

signal as it averages the spectrum. Also it should be noted that the RMS value is heavily

impacted by the noise in a signal.
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2.3.3 Acoustic octaves

An octave band is defined in such a way that the upper bound of the band is double the

lower bound of the band. This type of filtered frequency analysis is very commonly used

in acoustics to determine the frequency content of the signals [86, 109].

SPL = 10log10(P
2/P 2

ref ) (2.9)

Equation 2.9 denotes the mathematical formula used to calculate Sound Pressure Level

(SPL) in decibels. Where P is the measure sound pressure in Pascals and Pref is the ref-

erence pressure with which to convert to decibels. The reference pressure for use with

respect to human hearing as per ANSI S1.11-2014 is 20µPa [111]. Decibels are useful

in acoustic analysis to convert raw sound pressure to a logarithmic scale that matches the

nature in which the human ear perceives sound. The human ear does not perceive sound

linearly, it does so in a exponential manner between the frequencies of 20Hz-20kHz (there

is some variation in the frequency band of human hearing dependant on the age of the hu-

man in question). Therefore in practical terms it is not useful to interpret sounds in terms

of pressure linearly.

2.3.4 Fourier Analysis

The fundamentals of frequency analysis is comprised of the Fourier transform which en-

ables the conversion of a continuous signal into the frequency domain. This is crucial

when considering random and transient signals as the time domain signal is relatively

meaningless for random and transient signals in the main. The Fourier transform can be

calculated using equation 2.10. Where the time domain function x(t) is multiplied by an

analysing complex variable composed of sinusoids e−j2πft. In which f is the frequency

and t is the time. Immediately it is clear that this equation would not be practical in its

application as it is derived for continuous functions with a known equation. The data

acquired in practice have an unknown equation and has been acquired digitally.

F [x(t)] = X(f) =

∫ ∞

−∞
x(t)e−j2πftdt (2.10)

The solution to this issue is known as the discrete Fourier transform (DFT). The DFT
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allows the calculation of the Fourier transform using a set of equally spaced samples. This

is the reasoning behind sampling the data at a fixed sampling frequency. The DFT can be

calculated using equation 2.11. Where the kth frequency of X is equal to the sum of

xne
−2jπkn

N for N samples.

Xk =
n=0∑
N−1

xne
−2jπkn

N (2.11)

The DFT can relatively easily be solved with real solutions using Euler’s formula

(equation 2.12) to remove the complex aspects. However considering that in practice

millions of data points are gathered in normal investigations which according the DFT

requires the calculation of millions of summation points per frequency k. The raw DFT is

very computationally intensive in practice.

ejx = cos(x) + jsin(x) (2.12)

The solution to this issue is known as the Fast Fourier Transform (FFT). Whilst there

exists many different algorithms for the FFT in essence their basic principles involve the

simplification of the DFT by factorising the DFT matrix into products mainly comprised

of zeros. This process reduces the amount of calculation required per DFT by an order of

magnitude. The resulting FFT’s are in general more accurate than the preceding DFT’s

due to the lower quantity of rounding off errors encountered computationally [112].

2.3.5 Knowledge gaps

Whilst there are many studies conducted upon the affect fuel injection plays upon com-

bustion instability as well as how various fuel properties impact spray characteristics, very

few studies have observed the impact of alternative fuels on spray characteristics. The

main studies on this subject area are described in the literature review [102, 103, 105].

However these studies do not investigate the impact of aromatic species and their proper-

ties on spray characteristics. At best these studies focus upon the total aromatic content

not the composition of aromatics. The reason for investigating the spray characteristics

of aromatic compounds stems from the fact that they produce an inordinate amount of

particulate emissions with respect to aliphatic hydrocarbons as described in the literature

58



2.3. SIGNAL PROCESSING

review. Furthermore, whilst there exists a large amount of literature regarding the im-

pact of atomisation on combustion instability (mainly concerning flow rate fluctuations

[113–118]), there is a gap in the literature regarding the impact alternative fuels spray

characteristics have on combustion instabilities.

Another knowledge gap identified in this investigation is the almost total lack of lit-

erature regarding the noise and vibrations emitted by commercial gas turbine combustion

devices during the combustion process when running on alternative fuels. This is espe-

cially important when considering alternative fuels which are due to play a key role in

the short to medium term with respect to the global drive for cleaner combustion. There-

fore, it is imperative to glean some knowledge regarding how noise and vibrations are

impacted by fuel composition and in gas turbines and gas turbine combustors. That being

said some the literature that was found regarding the impact of fuel composition on noise

and vibrations of gas turbines are either using a non-representative engine (i.e. a miniature

gas turbine [86]), or are concerned with the adaptation of other fossil fuels for use in gas

turbines such as diesel [88].

2.3.6 Aims and objectives

Considering the literature and the knowledge gaps that have been found, the aims and

objectives of this investigations are defined as follows.

• Investigate the impact of alternative fuel properties on spray atomisation.

• Investigate the impact of alternative fuels and blends on the noise, vibrations and

pressure oscillations of an atmospheric pressure combustor.

• Investigate the impact of alternative fuels and fuel properties on the noise and vi-

brations of a full gas turbine APU to observe if correlations from combustor holds.

• Derive conclusions as to what aromatic compounds can be added to alternative fuel

blends to improve lubricity and seal swell whilst keeping noise vibrations and in-

stability levels manageable.
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Chapter 3

Fuels, their properties and experimental

methods

This chapter describes fuels used in this investigation and their properties. These partic-

ular aromatics have been chosen after consulting the literature surrounding the average

composition of hydrocarbon jet fuel; which points to alkyl-benzenes and poly-aromatic

hydrocarbons being in the majority of hydrocarbon compounds found in jet fuel [27, 119].

3.1 Aromatic compounds and their blends

As has been discussed in section 2 of this investigation, 16 varying aromatic species that

appear in jet fuel have been chosen to form fuel blends to determine which aromatics

can be added to fuels to maintain lubricity and seal compatibility, table 3.1 depicts the

candidates.

Table 3.1: List of low Aromatic blends

Fuel Code Aromatic Density (kgm−3) H/C Ratio
Illustration of

compound

1 Toluene 865 1.143

Continued on next page
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Table 3.1 – Continued from previous page

Fuel Code Aromatic Density (kgm−3) H/C Ratio
Illustration of

compound

2 Styrene 906 1

3 O-Xylene 879 1.25

4 Ethylbenzene 867 1.25

5 Indene 996 0.889

6 Indan 965 1.111

7 α-Methylstyrene 909 1.111

8 Pseudocumene 876 1.333

9 Cumene 864 1.333

10 Tetralin 973 1.2

Continued on next page
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Table 3.1 – Continued from previous page

Fuel Code Aromatic Density (kgm−3) H/C Ratio
Illustration of

compound

11 Diethylbenzene 870 1.4

12 Tert-butylbenzene 867 1.4

13 p-Cymene 860 1.4

14 Methylnapthalene 1001 0.909

15 3-Isopropylcumene 856 1.5

16 Tert-Butyl-m-Xylene 867 1.5

Table 3.1 depicts the aromatic compounds used in this investigation. These for the most

part consist of poly-cyclic and mono-cyclic aromatic compounds. The density noted has

been obtained from the manufacturer (bottle label) and is accurate at 15◦C. The hydrogen

to carbon ratio (H/C ratio) has been calculated. Due to cost the impracticalities of testing

these compounds neat it was decided to blend these aromatics with a baseline straight

62



3.1. AROMATIC COMPOUNDS AND THEIR BLENDS

Table 3.2: Properties of Banner NP1014 used

Properties Value

Density at 15◦C 751kg/m3

Aromatic content (mass fraction) 0.15% wt

Flash point 67◦C

Viscosity at 20◦C 1.8cSt

chain solvent which contained 99% C9,C10,C11,C12 and C14 by volume. The balance

impurities are stated by the manufacturer to be hydrocarbons larger than C14 amounting

to a maximum of 1%. The solvent was commercial in nature manufactured by Banner

chemicals U.K. under the moniker Banner NP1014.

The aromatics were blended in two ratios namely 8% and 18% aromatic with the bal-

ance being solvent. These particular ratios were arrived at after considering the average

total aromatic content present in jet fuel according to literature being approximately 18%

and theminimum aromatic content present in the mainstream jet fuel (i.e.Jet-A, Jet-A1 and

JP-8 ) around 8% [120–123]. The two blend ratios were given a code for ease of reference

in this study with 8% being ‘A’ and 18% being ‘B’. So for example the blend of Tetralin at

8% would be fuel ‘A10’ and the 18% blend would be fuel ‘B10’. This method of notation

will be carried on through out the investigation and will referred to frequently. Table 3.2

describes the physical properties of the Banner NP1014 solvent used in this investigation.

The blending was achieved by volume in 10 litre batches of each aromatic blend. As

the density of the aromatics and solvents were provided by the manufacturers (tested using

ASTMD4052) the blending was completed by mixing the masses of solvent and aromatic

required to achieve the required blend ratios of 18% and 8%. The reason for blending

masses to achieve a volume blend instead of measuring cylinders is the large batch size of

10 litres for which scales accurate to ±0.1g were used.
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3.2 Reference and other drop-in alternative fuels

The main reference fuel used in this study was Jet A1. Which has been given the reference

code RF1. RF2 is also largely analogous to Jet-A1 with some minor additives included for

corrosion resistance properties and improve anti-icing characteristics. Table 3.3 portrays

the reference fuels used in this investigation where the density has been tested at 15◦C and

the viscosity at 40◦C. The viscosity for RF8 and RF9 have been extrapolated using their

viscosity at 20◦C and -20◦C using the viscosity curve for reference jet fuel.

Table 3.3: List of reference and prospective drop-in alternative fuels

Fuel

Code
Description

Density

(kgm−3)

Flash

Point (◦C)

Viscosity

(cSt)

Cetane

number

RF1 Jet A1 803.2 48 1.31 48.3

RF2
Jet kerosene with anti-

corrosion additives
779.9 42 1.14 48.8

RF3
High flashpoint jet

kerosene
826.8 60 1.57 39.2

RF4
ATJ produced by Gevo

inc
759.7 49.5 1.53 17.1

RF5

Highly viscous fuel

blend (64% JP5 bal-

ance farnesane )

807.7 66 1.78 47

RF6

Low cetane fuel blend

(60% Sasol IPK bal-

ance ATJ )

759.2 46 1.25 28

RF7

Narrow boiling point

blend (73% C10 bal-

ance trimethyl benzene)

768.9 44 1.9 39.6

Continued on next page
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Table 3.3 – Continued from previous page

Fuel

Code
Description

Density

(kgm−3)

Flash

Point ◦C

Viscosity

cSt

Cetane

number

RF8
blend of fuel high in

cyclo-paraffins
818.1 64 1.651 42.85

RF9 High Aromatic blend 823.0 56 1.351 43.1

RF10

High cetane number

blend achieved using

only HEFA and SPK’s

759.0 48 1.6 63.3

RF11 cetane verified blend 777.0 50 4.332 31

RF12 cetane verified blend 786.0 38 4.62 44

RF13 cetane verified blend 786.0 56 52 54

RF14 Conventional Jet A1 791.7 42 3.3692 -

RF15
Jet A1 blend with inter-

mediate aromatics
844.6 - - -

RF16
Jet A1 blend with low

aromatics
836.8 - - -

RF17
Jet A1 blend with High

aromatics
862.5 >75 - -

RF18
Conventional Jet A1 of

other provenance
785.3 36 3.4212 -

RF19 Alcohol-to-jet SPK 758.8 46 - -

RF21

Blend of 49% RF24,

34% RF23 and 17%

HEFA

796.1 42 3.9612 -

RF22
Blend of 70%RF23 and

30% HEFA
777.2 40.5 3.2762 -

Continued on next page

1 indicates fuel for which the viscosity has been extrapolated using the viscosity curve for Jet A1
2indicates fuel for which the viscosity has been obtained at -20◦C.
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Table 3.3 – Continued from previous page

Fuel

Code
Description

Density

(kgm−3)

Flash

Point ◦C

Viscosity

cSt

Cetane

number

RF23 Pure Jet A1 790.1 43 3.1542 -

RF24 Pure Jet A1 814.4 43.5 4.5912 -

RF25
Blend of 51%RF24 and

49% HEFA
784.0 43 4.3642 -

RF26

Blend of Jet A1 and

Camelina derived

HEFA 47.7%

779.6 40 5.1072 –

3.3 Properties of conventional Jet fuel.

As has been discussed in the literature review the standard specification for commercial jet

fuel is set by the aviation governing bodies of various countries, with the main contenders

being ASTM D1655 [25] from the USA (specifying Jet A), Def Stan 91-091 [24] from

the UK (specifying Jet A1). Other grades of jet fuels exist in the form of TS1 from Russia

(higher volatility and lower freeze point compared to Jet A1; this is to suite the cold start

requirements of the Russian far east) andNo 1 andNo 3 Jet fuel fromChina (No 1 is similar

to TS1 and No 3 is similar to Jet A1) [124]. That said it is important to clarify the specific

properties the aforementioned standards specify, as these are used this investigation to

draw conclusions from and compare the surrogate blends to each other.

3.3.1 Density

The most commonly compared property in this investigation will be density, which is

in essence the mass of a given substance per unit of its volume. The density of a jet

fuel must be measured by either IP 160 [125], IP365 [126] or D4052 [127] tests before
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being declared fit for use. The standard measurement of density involves the use of a

glass hydrometer or an oscillating U-tube density meter. The specifications for jet fuel

allow a range of densities between 775kg/m−3 and 840kg/m−3 at 15◦C. The density of

a Jet fuel is specially important when considering volume occupied by aircraft fuel tanks

(i.e. less dense fuels will tend to occupy more volume within the aircraft for the same

range and more dense fuels will impact the total maximum take off weight of the aircraft

leading to reduced payload and range, assuming the energy density of the fuel is constant).

Furthermore density of a fuel tends to be an indicator of fuel composition in that denser

fuels would be composed of heavier hydrocarbons and vice versa. This in turn would

impact the combustion quality of the fuels as it is well known that heavier hydrocarbon

fractions are more difficult to burn and produce more soot. However, if the fuel is too

light it would be composed of more volatile compounds which would impact the flash

and freeze points of the fuel leading to increased danger in handling the fuel.

3.3.2 Flash point

Flash point is defined as the lowest temperature at which a volatile substance will ig-

nite into a flame when exposed to an ignition source. The standards specify a minimum

required flash point at 38◦C [24, 25]. The flash point should not be confused with the au-

toignition temperature ( the temperature at which a fuel will ignite spontaneously, which

is important when considering diesel compression ignition engines) or the fire point (the

temperature at which a substance will continue to burn after the ignition source has been

removed, this is important for consumer goods safety characteristics etc.). The flash point

of a fuel is closely related to its vapour pressure, which is defined as the pressure exerted

on a closed system containing the fuel in its condensed states (either solid or liquid). In

essence this a measure of how likely the fuel is to evaporate under standard conditions,

fuels which have a high vapour pressure are known to be volatile. The vapour pressure

relates to flash point in that a high vapour pressure creates a small cloud of vapours above

the liquid surface which is easily combustible therefore lowering the flash point. This is

important in fuel because as a non-homogenous liquid a given fuels flash point correlates

highly towards its most volatile component. Hence the flash point of a fuel can be easily

67



3.4. EXPERIMENTAL METHODOLOGY OF ATOMISATION RIG

manipulated to suit by adding high vapour pressure compounds to the fuel (i.e. to reduce

the flashpoint for winter operations). Flash point is tested using a closed cup tester, which

heats a small volume of the fuel to a constant temperature and then dipping a small flame

into the cup to monitor weather ignitions occurs. These methods are specified in ASTM

3828 and ASTM 3278.

3.3.3 Viscosity

Viscosity of a liquid is closely related to the resistance it shows towards deformation when

subjected to forces. In essence it is a measure of the frictional forces between the fluids

shear layers. For liquids the most practically visible aspect of viscosity is the fluids ability

to flow and its visual thickness. Therefore viscosity is usually measured by the distance

it flows at a given angle in a defined period of time. The viscosity of a liquid is strongly

impacted by the temperature. High temperatures result in lower viscosities and vice versa.

Measurement of viscosity is conducted with the aid of a viscometer where either a solid

object moves through the sample liquid or the liquid itself is made to flow through a narrow

tube between two bulbs as in Otswald viscometers. The standard for the measurement of

fuel viscosities is defined in ASTM D445 [128]. Viscosity is an important factor when

considering fuels in gas turbines because it impacts the atomisation process of the fuel at

the injection stage. This can lead to poor and non-uniform atomisation which in turn leads

to unstable combustion and increased emissions due to the non-uniform nature of the fuel

air mix.

3.4 Experimental methodology of atomisation rig

This section aims to define the experimental equipment used and the procedures followed

to conduct the spray experiment. The basic requirement was to test the spray characteris-

tics of the fuel, to this end a droplet size analysis was conducted by spraying the fuel using

an injector from a Rolls Royce Tay combustor. The cubicle itself is continuously purged

with nitrogen from a cylinder bank to maintain a low oxygen environment to reduced un-

requited combustion from occurring inside. The nitrogen ingress rate into the chamber
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Figure 3.1: Spray testing rig.

is around 20l/m so as not to disturb the spray with undesirable air turbulence inside the

cubicle. The chamber is continuously evacuated from a low level to remove the heavier

fuel vapours also to mitigate the risk of spontaneous combustion. This process also al-

lows time between tests to be reduced as the previous test’s vapours are dissipated rather

quickly. Figure 3.1 depicts the entirety of the spray rig. The chamber itself was mainly

constructed from perspex with aluminium supports with the injection assembly suspended

from the roof of the chamber. The Particle sizer has been mounted in the same plane as

the injector assembly but 07cm below the atomiser, which enables the sizer to capture a

good cross section of the spray so as to be able to successfully compare the different fuels

as well the literature [102]. Approximately 0.5m below the analyser level are the fume

extraction vents which vent the fuel vapours to the exterior of the building.

Figure 3.2 portrays the lower portion of the spray cubicle where the vapour extraction

system and the liquid drain are located. The liquid drain is connected to a waste fuel pump

and then onto a small waste fuel-drum also slightly visible in Fig. 3.2.

The fuel system involved a pressurised fuel tank (also pressurised using nitrogen for

safety reasons) whichwas connected using PTFE tubes and Swagelok compression fittings

to the injector assembly. Figure 3.3 depicts the fuel tank in which fuel pressure gauge is

visible.

During the experiment the tank was filled with a given fuel using plastic hand pumps.
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Figure 3.2: Spray rig bottom vents and liquid drainage.

Figure 3.3: Nitrogen pressurised fuel tank.
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Figure 3.4: Injector assembly and fuel filters.

The tank was filled with approximately 3 litres of fuel per test. This was more than enough

to complete the 9 test-points per fuel conducted in the investigation. At the end of each

test the fuel tank was drained using the valve located in the bottom of the tank. This was

done while the tank was pressurised to expedite the draining process and the injector was

also opened so that any remaining fuel in the lines would either drop back into the tank or

be injected into the chamber and evacuated that way. Once drained the tank was flushed

using isopropyl alcohol to effectively ‘clean’ the tank in preparation for the next fuel.

Isopropyl alcohol was chosen for this procedure due to its quick-drying nature. the next

fuel was then pumped into the tank and pressurised and the injector opened without taking

a reading so as to make sure droplets of the previous fuel in the line will be flushed out

and only the current fuel remains in the line and injector. Figure 3.4 depicts the injector

assembly with the fuel and air assist inlets, the figure also portrays the fuel filters used

in the testing. These were included in the testing to avoid clogging the injectors with

any foreign objects or particle present in the fuel. Whilst this was an unlikely event in a

research fuel where the tank was cleaned regularly it was decided to include the filters to

maintain homogeneity with the methods used when the injector was in service as well the

research rig used in chapters 5 and 6. The filters were 60µm in pore size , and were of the

Swagelok TF series T-type filter in the 0.5in size.
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Figure 3.5: Air-blast atomiser and schematic from the Rolls-Royce Tay engine.

3.4.1 Atomization

Atomization was achieved using a twin-fluid atomiser from a Rolls-Royce Tay engine.

This atomiser along with a combustion test rig was donated to the LCCC by Rolls-Royce.

Advantages of using a twin-fluid atomiser as opposed to a pressure-atomiser (which as

the name suggests uses a the pressure of the fuel to force it through a small discharge

orifice to achieve atomization) lies in the fact that for a given combustor design the fuel

discharge orifice is sized to themaximum fuel flow rate. Whichmeans that anything below

maximum fuel flow rate would incur poor atomization from a pressure atomiser due to the

lower differential fuel pressure. Twin-fluid atomisers mitigate this issue by supplementing

the fuel atomization with high speed air which will aid the atomization at a wide range of

fuel flow conditions. The twin fluid atomisers themselves are dichotomous in that some

are classified as ‘air-assist’ and others as ‘air-blast’ atomisers. Whilst both are largely

similar technologies the differentiating factor is the amount of air assist involved and its

velocity. Air-blast atomization is used in this investigation as it is most representative

of in-service aircraft engines due to their lower fuel pump pressure requirements. In this

investigation the atomization air pressure was regulated and maintained constant at 1bar.

3.4.2 Laser particle analyser

The particle sizer used in this study was a Malvern 2600c particle sizer. This particular

device is classified as a ’non-imaging optical analyser’ due it operating without the need

to form and image of the scanned particles on the detector module. Figure 3.6 depicts a
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Figure 3.6: Malvern 2600c Particle sizer [129].

schematic of the device.

The particle sizer operates using the fundamentals of ’conventional Fourier optics’

where a helium-neon (He-Ne) laser develops a beam of diameter 18mm. The laser beam

is monochromatic (red in colour as this is dependent on the wavelength of the laser) and

collimated i.e. the bean is composed of only parallel rays of photons. This beam is then

projected to the receiving unit; the gap between the emitter and the receiver minus a min-

imum detection distance forms the usable detection area of the device. The perfectly

parallel (collimated) beam is interrupted by particles (i.e. the substance used as a sample

in the sizer) and is scattered, this scattering is measured by the detector and analysed to

determine the size of the particles.

Both the diffracted and unaffected elements converge onto the detector lens which de-

termines the diffraction pattern of the light using 31 different sections which corresponds

to angles of scattering. The unaffected light then is discarded from the optical system.

Sample’s volume concentration is determined from measuring the power of the light pass-

ing out of the system. The interaction of the particles and laser beam as received by the

detector is depicted in Fig. 3.7. The detector reading in a given instant is not represen-

tative of the sample as the result would only be computed using a small portion of the

sample within the laser beams cross-section at that point. To combat this phenomenon,

the detector is swept multiple times per test enabling a time averaged result to be com-

puted which intern produces an accurate description of the fluid tested. The typical time

required to form time averaged reading is 5 seconds. The analyser then uses Fraunhofer
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Figure 3.7: Particle scattering mechanism[129].

diffraction methods to determine the number of particles counted in each of the detection

zones. Moreover, the analyser also has built-in correction algorithms to combat the ef-

fects for obscuration which takes effect when the obscuration of a given sample exceeds

0.5 (with 1 being fully obscured and 0 being unobscured). These corrections only and

methods are mode specific to the analyser and are only effective in the ‘lds’ mode which

corresponds to liquid drop sprays; which is the case in this investigation.

The Malvern 2600 particle sizer is well suited for this application as it involves the

measurement of continuous spray flows and has been used to characterise spray atomisers

in the literature [130, 131]. In terms of practicalities required particle sizer was calibrated

(aligned) before commencing the experiment. This proved to be a long and laborious

process which involved making minute adjustments to the mountings of the receiver and

emitter units so that the laser beam is in the same plane as the detector. The alignment

of the sizer was checked before each test point was carried out, as it was found that the

sizer was prone to misaligning itself were someone to walk too close-by it. The alignment

was graded as ‘good’ or ‘bad’ by the sizer as per Fig. 3.8. The range lens used in this

investigation was the 800mm lens, capable of detecting particles between 15.5 and 1503

microns. This range covers the expected droplet size ranges as found in the literature
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Figure 3.8: Alignment display [129].

[98, 102, 103]. This lens has a lens cut off distance of 1050mm. Which means that if the

sample is beyond this distance the result will be subject to vignetting, this was not an issue

in this investigation as the distance between the laser beam emitter and the detector in this

investigation was 1m. This lens was used in conjunction with the 18mm beam expander.

Furthermore, it was necessary to account for the background light and other scattered

particles inside the cubicle to obtain an accurate reading. The particle sizer accounts for

this using the ’set-zero’ function where a background reading is taken and is used to sub-

tract from the sample reading to ameliorate the effects of the background light conditions

or even residual particles from a previous spray. This process was carried out for every

fuel tested. In addition, during the preparatory tests it was noted that after each spray there

was a tendency for the cubicle to become misted with fuel vapour which made the cubicle

almost opaque. This phenomenon tended to skew the particle sizer data as the laser beam

was highly scattered by the mist. To rectify this issue the extraction system was modified

so that it would also extract from the top of the cubicle as well as the bottom corners.

Whilst this ameliorated the issue to a great extent the SOP was amended to increase the

time between tests so that the fuel mist would dissipate further with the aid of increased

extraction.

The procedures and equipment used in this investigation were subjected to the rigours

of university health and safety policy including but not limited to risk assessments, CoSHH

(conduct of substances hazardous to health) assessments, SOP’s (standard operating pro-
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cedures) and laser safety declarations as well as laser equipment training.

3.4.2.1 Data acquisition and processing

Given the vintage of the particle sizer the data acquisition proved quite challenging in

that the Malvern connects to a pc using a PCI (Peripheral Component Interconnect) card

which in turn is connected via a broad cable to the sizer assembly. This in itself is not a

major issue as conventional PCI is still in use. The major issue encountered was from the

fact that the Malvern software was only compatible with a MS-DOS operating system. A

system that was obsolete in the early 90’s. Further more, the data transfer possible using

this system required 3 1/2 floppy disks. Whilst it was possible to get the software running

on the oldest computer still functioning in the LCCC the transfer of the soft data copies

proved unfeasible (partly due to the cumbersome nature of diskette drives and the propi-

tiatory nature of data formats produced by the sizer). Therefore, the decision was taken

to take photographic evidence of the results from the acquisition computer and manually

record the data into more modern systems. Figure 3.9 depicts the type of results obtained

via photographic methods and then manually entered into a PC for analysis. Figure 3.9a

depicts the numerical results of the particle counting done by the sizer as well other pa-

rameters of mean volumes and diameters that have been calculated. Figure 3.9b depicts

the particle distribution and cumulative % undersize curve of a given spray.

(a) Example of raw data (b) Example of raw particle size distribution

Figure 3.9: Examples of photographs collected of the raw data.
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3.4.3 Mean diameters

The most common metric of comparing droplet sizes of a given liquid is considered to

be using the mean diameters of the droplets which are for technical reasons assumed to

be perfectly spherical. This assumption is relatively valid for low density and viscosity

liquids which fuels are considered to be. There are several different diameters which are

used to describe liquid droplets; the most commonly used is known as the ‘Sauter mean

diameter’ (SMD) which is sometimes referred to as D[3,2]. Whilst these are called ‘mean

diameter’s they are not diameters in the conventional sense; in that the SMD is actually

better described as a mean of the surface area to the volume ratio of the droplets [132].

The equation for the SMD has been eloquently described by Pacek et al. and depicted in

equation 3.1 [133]. Where d2 is the second moment of probability density and d3 is the

third. The utility of the SMD stems from it being more representative of the finer droplets

present in a given sample which is the case in this investigation.

d32 =

∫ dmin

dmax
d3p(d)δd∫ dmin

dmax
d2p(d)δd

(3.1)

Anothermean diameter used in sample statistics is the ‘volumemomentmean ’ (known

as DeBrouckere mean diameter) or the D[4,3] which is more representative of the bulk of

the droplets present in a given sample and therefore is affected by outsize droplets more

than the SMD. An illustration of where the SMD and DMD fall on a generic droplet distri-

bution is shown in Fig. 3.10. TheMalvern droplet sizer used in the investigation calculates

both the aforementioned metrics and as we are more interested in the finer droplets for this

study the SMD was the main metric used. Error bars have been derived from the standard

deviation of the data range. It should also be noted that SMD is especially useful for com-

bustion purposes as it serves a good indication of the evaporation rate of the droplet which

in turn give insight into the rate and consistency of combustion.
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Figure 3.10: Comparison of SMD vs DMD [134].

3.5 Experimental setup of atmospheric pressure combus-

tor

This section aims to elaborate on the experimental apparatus used and the procedures

that were adhered to in the conduct of this experiment conducted using a Tay combustor.

The primary purpose of this investigation was to test the pressure oscillations, noise and

vibrations emitted by the 16 aromatic species listed in table 3.1 in an actual gas turbine

combustor from a Rolls Royce Tay engine. The individual fuels were stored for the tests

in the same nitrogen pressurized fuel tank from the previous section and illustrated in Fig.

3.3. A similar cleaning and refuelling procedure was used (i.e. fuel transfer from hand

pumps and cleaning the tank using Isopropyl alcohol. Then filling the tank with new fuel

and running the combustor for several minutes to ensure only the new fuel remained in

the lines). The atmospheric pressure combustor and the associated sensors are depicted in

Fig. 3.11.

As can be seen from Fig.3.11 the combustor is supplied with air from a large indus-

trial grade fan which and the line is throttled with a butterfly valve and associated air flow

meter (venturi type). Both the fan and the valve are controlled by the NI SCXI control

unit according to readings provided by the air flow sensor. This allows the control of the

inlet air mass flow rate to a total uncertainty of±2%. The SCXI control unit also controls

the fuel system (both the fuel injection and the air assist). The nitrogen pressurized fuel

tank is connected to a control panel that includes a Coriolis flow meter which controls

78



3.5. EXPERIMENTAL SETUP OF ATMOSPHERIC PRESSURE COMBUSTOR

Figure 3.11: Atmospheric pressure combustor schematic.

the fuel flow. Prior to the injector 2 fuel filters are fitted of a cartridge type. The Air

assist is supplied with dry compressed air from the LCCC’s site compressor. This com-

pressed air is control by pressure gauges and a needle valve. The air assist is maintained

at 1bar throughout the test campaign. The barometric pressure varied between 1003HPa

and 1007HPa and the inlet air tempereture varied between 16 and 18 Celsius. Fuel exiting

the tank is then controlled by twin series (coarse and fine) air actuated needle valves and

an air actuated fuel shut off solenoid. Finally, the SCXI unit also controls the extraction

system which vents the exhaust air to the building exterior. It should also be noted that the

inlet air was not preheated and was supplied at standard room temperature. Furthermore,

the inlet air pipe contains flow straighteners and other geometry that stabilises the flow

and reduces the impact caused by the flow meters and the butterfly valve. This process

is key as depending on the valve position a considerable amount of turbulence could be

introduced which would introduce an unknown variable to and test. The inlet air is deliv-

ered through a 6’’ pipe and the inlet section is designed with accordance to BS:5167. It

should also be noted that the SCXI system is run on a 5Hz control frequency.

Figure 3.12 depicts the SCXI control unit with physical power switches and an emer-

gency stop switch. The fuel, air, ignition is controlled by the LabVIEW VI specifically

developed for this research rig. The program also allows the monitoring of several temper-
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Figure 3.12: Combustor control panel.

atures along the rig the most important being inlet air and exhaust gas temperature (EGT).

Table 3.4 shows the measurement capacities and associated uncertainties of the combustor

control system. As has been mentioned above the SCXI control system is inherently low

speed by virtue of its 5kHz sampling rate. This is the reason as to why the pressure sensor,

accelerometers and microphones data has been acquired by a separate DAQ sampling at

20kHz.

In this investigation the combustor was run at 3 separate conditions for each fuel blend.

Table 3.4: Uncertainty of controllable quantities.

Variable Measurement capacity Uncertainty

EGT (◦C) 0-500 ±2K

Air flow rate (g/s) 0-320 ±2%

Fuel flow rate (g/s) 0-5 ±3%
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Table 3.5: Description of combustor conditions.

Condition Fuel flow rate (g/s) Air mass flow rate (g/s) Calculated AFR

1 0.5 130 260

2 1.7 200 117.64

3 0.5 60 120

The first condition was a middle ground condition with a moderate fuel and air flow con-

sidered a control condition reflecting normal operating conditions of the combustor. The

second condition was a rich high air and fuel flow condition where emissions were ex-

pected to be high, but the combustion was not expected to be unstable . The final condi-

tion was an extremely lean condition close to the LBO point of the combustor and fuels

where instability was anticipated. The details of the engine conditions are elaborated in

table 3.5.

It should be noted however, that the air flow rate does not include the mass flow from

the air assist supplied to the injector of the combustor. Therefore, the calculated AFR

would carry some systematic inaccuracy which is not of concern in this investigation as

the primary purpose was to compare the instability noise and vibrations characteristics of

the fuel blends. This air assist was kept constant at 1 bar for all conditions throughout the

investigation. To ensure the air assist functions without blockages the fuel injector was

checked at the beginning of each test day for soot deposits. This was found not to be a

significant issue due to the lean conditions used in this investigation.

3.5.1 Tay combustor

Figure 3.16 shows the combustor proper and the associated thermocouples and other sen-

sors attached to monitor the combustion process. The combustor itself is encapsulated

inside an iron pressure vessel which acts as the outer casing of an engine. Figure 3.13

depicts the combustion liner proper where the first stage is the swirler which agitates the

inlet air and allows for improved mixing. It should be noted that the liner is part of a
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multi-can Tay engine (where in operational situations there would be 6 cans arranged in a

circular pattern around the engine core and shafts. The cans would be in a turbo-annular

arrangement). The fuel injector is located on the ventral side of the rig and protrudes di-

rectly into the combustion chamber via a perforation in the liner. This arrangement creates

the necessary bluff body for the flame to stabilise inside the chamber.

Figure 3.13: Tay combustion chamber.

3.5.2 Sensors and data processing

A principle variable measured in this particular investigation was the pressure oscillations

inside the combustor using a dynamic optical pressure sensor manufactured by Oxsensis

Ltd. The sensor was designed to be capable of tolerating the elevated temperatures inside

the combustion chamber. A schematic of the sensor layout is presented in Fig. 3.14 where

the sensor probe is connected via fibre optic cable to the interrogator unit which converts

and conditions the signal so that it may be acquired by standard data acquisition systems

(DAQ) which in this case was a NI cDAQ 9178. The interrogator communicates with

the DAQ via a standard coaxial BNC (Bayonet Neill–Concelman) connector. This sensor

is calibrated according to a voltage to pressure curve provided by the manufacturer. The

sensor has a maximum soak temperature of 600◦C hence it has only been inserted into the

gap between the outer casing of the combustor and the liner. The technical mechanisms of

the optical method has been described in detail by the manufacturer in a case study [135].

Figure 3.15 depicts the actual images of the pressure sensor and interrogator. The

probe itself includes a thermocouple to measure the temperature of the probe.
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Figure 3.14: Dynamic pressure sensor schematic [136].

Figure 3.15: From left to right: pressure sensor base, sensor probe, signal interrogator.

The images were acquired after the flooding of the LCCC hence the rust on the probe.

The Accelerometers used in this investigation were Dytran Instruments model 3225F1

miniature accelerometers. These are manufactured using titanium shells with a sensing

element of quartz, and are designed to be adhesively fixed to the target surfaces. They

have an advertised sensitivity of 10mV/g ± 3% and were received calibrated from the

manufacturer. The maximum measurable force for a ±5V input is 4905m/s2 and the

frequency response was 1.6-10000Hz with a resonant frequency of well over 60kHz. This

particular accelerometer was chosen for its ability to withstand elevated temperatures of

up to 125◦C. The accelerometers and microphones were connected to NI9234, NI 9213,

and NI 9203 modules on the cDAQ which were in IEPE mode due to the sensors being
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Figure 3.16: Combustor and sensors (microphones are not visible in this image).

IEPE compliant and supplied with± 5V. In this investigation 5 accelerometers were used,

they were termed X1, Y1, Z1, X2 and Y2. As can be inferred from the naming scheme

3 accelerometers were affixed to the frame of combustor in the 3 planes X, Y and Z. The

remaining 2 accelerometers were used as backups for the X and Y plane to verify the data

and also to see how the vibrations changed based on the location of the accelerometers on

the same plane.

Figure 3.17: Accelerometers and microphones used [137, 138].

The microphones used in this investigation were PCB Piezotronics HT378B02 con-

denser microphones. The sensitivity was 50mV/Pa with the microphone diameter being

0.5 inches. The maximum frequency response of the microphones were 20kHz. 2 micro-

phones were placed 1m apart and affixed to the floor using stands, to correspond with the

inlet of the combustor and the exhaust plane of the combustor respectively. The micro-

phones were located 0.2m away from the combustor.
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The data acquisition from the cDAQwas conducted using a laptop running a LabView

VI specifically developed for this purpose. Where the sampling rate and other variables

could be adjusted. The output data was collated in .lvm file format which could easily

be exported to Matlab for further processing. As mentioned above the sampling rate was

25kHz and the output file contained readings from the 8 sensors and a time stamp. Each

test point was recorded for approximately 2 minutes which gives around 2.4 million read-

ings per test point at the above sampling rate.

Figure 3.18: DAQ user interface.

Figure 3.18 depicts the user interface for the VI where the data collection could be

initiated and the file saved for processing. The Block diagram for the VI has been attached

in Appendix 2. Once the data has been acquired it was then imported into Matlab for final

processing. The first step was to clean the data. That is to say the data was scanned for

NaN variables and if present these deleted. Due to the high sampling rate used there was

a possibility of data being lost during the saving process. This would affect the actual

sampling rate of the data. This uncertainty is caused by the DAQ PC write speed being

lower than the incoming data rate into RAM. Therefore this error in collection only appears

once every 50000 samples which is the interval at which the data is written to the disk.

This was rectified inMatlab by deleting the affected rows of data and resampling the whole

dataset.

The sampling rate is a key criterion which was determined by means of an iterative

process. The higher the sampling rate the better the resolution of the data. However and
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increased sampling rate leads to increased file sizes and increased computational require-

ments specially in this investigation as there were a total of 75 test points. That being said

a very low sampling rate would lead to poor quality data resolution. Moreover in digital

signal processing the usable frequency content is known as the Nyquist frequency, which

is half the sampling rate. Therefore, using a sampling rate of 25kHz would only yield

a usable frequency range of 12.5kHz. This range was deemed sufficient as in the pilot

studies conducted for this investigation no frequency content above 10kHz was visible.

The bulk of the processing of data involved converting the raw data acquired in the

time series to the frequency domain. This is standard practice as per ISO 1638 and due

to the fact that the time series data has little detail of note. Figure 3.19 depicts the raw

time domain data for condition 2 for Jet A1, as can be seen little practical details can be

made out from this type of format. To convert the data to frequency domain a process of

the Fast Fourier Transform (FFT) was conducted, which is a form of the Discrete Fourier

transform (DFT) for digital (i.e. stepwise) data. The mathematics behind the DFT and

FFT have been described in the literature review section.

Figure 3.19: Raw time series data.

Given the large quantity of data acquired per test and he large file sizes of the data,

a method was sought to observe whether the whole 2 minutes of data would be required
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Figure 3.20: Spectrogram of C11 for Accelerometers (X1,Y1 and Z1) both microphones

(M1, M2) and pressure oscillations (P).

for analysis. Figure 3.20 depicts the spectrogram for C11 and all its sensors. The spec-

trogram shows how the frequency content of a signal would vary with time. The colour

map indicates the power of the signal with the darker colours being increased power. The

key fact of this analysis is that in the case of this combustor the signal frequency content

does not vary with time. This indicates that the signals are random by stationary signals.

From a combustion perspective this makes sense as the combustor operating conditions

were kept constant during the test phase, with the only variable per test point being the

fuel. Therefore, we can safely reduce time period analysed per signal without affecting

the data. After analysing the spectrograms for each test point, a standard sample window

of 10000 samples was arrived at between the 500000th sample and the 510000th sample.
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This sampling window was kept constant throughout the analysis and results presented in

Chapter 5.

3.6 Gas turbine experimental methods

This section aims to describe the experimental apparatus used to measure the noise and

vibrations emanating from a full gas turbine APU (Axillary Power Unit). The primary

purpose of this investigation was to determine the variation in noise and vibrations caused

by the fuel used and to link the vibrations and noise to the fuel properties. To this end

the fuels listed in table 3.3 were tested on the APU at 3 conditions where the noise and

vibrations data were observed.

3.6.1 The gas turbine engine

The gas turbine used in this investigation is a Honeywell (formerly Garrett ) GTCP85CK

type auxiliary power unit commonly found on aircraft such as C-130 Hercules, Boeing

727 and 737(original series and next generation) etc. The model designation stands for

‘gas turbine compressor and power’. The APU is also fitted with a 32kW power generator

which in practice would be used to provide electrical power to the aircraft whilst on the

ground or in the event of a main engine failure whilst airborne. The APU’s other main

function is to provide compressed air to start the main engines. This function is achieved

via a bleed valve from the second stage compressor. The APU uses a 2 stage compression

system comprised of 2 centrifugal compressors as shown in Fig.3.21. The compressors

provide a overall compression ratio of 5:1. The hot section of the APU is made up of a

single can type combustor as described in 2 and a single radial turbine. The bleed air is

rated at 58kg/min at an EGT of 220◦C with no shaft power. The shaft power is rated to

150kW and the maximum EGT of the engine is 620◦C.

The APU is used as a research engine at the University of Sheffield’s Low Carbon

Combustion Centre (LCCC) and is mounted in a sound isolated room atop a purpose built

frame. pressure transducers and thermocouples have been added to the rig to monitor var-

ious temperatures and pressures. The advantage of this particular setup is with respect to
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(a) Cutaway image of a GTCP85 type APU unit [139].

(b) Schematic image of a GTCP85 type APU unit [139].

Figure 3.21: APU schematic diagrams.
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Figure 3.22: Gas turbine and key components.

a lab-scale combustor is that it provides a full scale gas turbine with its turbo-machinery

attached, which allows the accurate simulation of combustion phenomena. The advan-

tage of running this rig as opposed to a full- scale propulsion gas turbine is in the cost of

operation in terms of maintenance and especially fuel ad the ease of switching fuels.

3.6.2 APU operating procedure and conditions

Table 3.6 portrays the 3 gas turbine test conditions. The APU was operated under 3 condi-

tions named No Load (NL), Environmental Control system Start (ECS) and Main Engine

Start (MES) from least to greatest power output and fuel flow rates. The engine condition

has been varied by changing the position of the engine bleed valve allowing less or more

air to escape into the bleed system.

The APU itself if operated using in house developed lab-view VI’s which enable the

safe start-up andmonitoring of key engine temperatures and other parameters. The VI also

controls the bleed air valve position which regulates the engine power output. The fuel

for the APU was sourced in the form of 200 litre barrels and a permanent fuel tank which
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Figure 3.23: picture of APU showing its key components.

Table 3.6: Description of APU gas turbine conditions.

Engine property Condition 1 (NL) Condition 2 (ECS) Condition 3 (MES)

Fuel flow rate (g/s) 18±0.2 25±0.3 32±1.0

Main shaft speed (RPM) 41900±150 40800±300 40100±750

Air/Fuel Ratio AFR 135±3.9 84.4±0.8 62.2±1.0

EGT (◦C) 320±6 430±5 570±8
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Figure 3.24: APU test bed schematic and sensor locations.

contained conventional Jet A1. The engine would be brought upto operating conditions

using the Jet A1 and then the alternative fuel in the barrel would be connected to the fuel

lines using a 3-way valve. This enables hot-swapping of fuels and also allows the engine

to remain running whilst the next fuel is made ready. For a given fuel the procedure was

to bring the engine up-to condition 3 and wait for stability, record the data and then reduce

to condition 2 and so forth. The length of each test point was approximately 10 minutes

of stable running. This increased length of time was required as several experiments were

being run simultaneously, including particulate and gaseous emissions over and above

then noise and vibrations measured in this investigation. A repeat of each test point was

conducted to ensure increased accuracy.

3.6.3 Sensors and data processing

The sensors used in this particular experiment are largely similar to those described in

section 3.5.2. 3 accelerometers and 2 microphones were used to measure the noise and

vibrations emanating from the APU at a given test point. The data acquisition and pro-

cessing work flow was identical to that which has been described in section 3.5.2 with

the exception that the pressure probe was omitted due to the impracticability of drilling a

hole through the combustion liner of a perfectly functional gas turbine. A notable varia-

tion of the acquisition process for the APU was the sampling rate, which was increased

to 51.2kHz. This step was taken after several pilot tests to determine where the key fre-

quency content of the APU were located in the spectrum. A sampling rate of 51.2kHz
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allows a Nyquist frequency of 25.6kHz. This allows the clear visualisation of the highest

frequency components of the APU signal which were located around 20kHz. The reason

for the increased frequency content in the APU compared to the combustor is the myriad of

rotational and moving components of the APU which produces high frequency vibrations.

The microphones were at first mounted inside the sound isolated room where the APU

was located (straddling the combustor of theAPU), however this proved to be a futile effort

as the noise generated by the APU saturated the microphones. The microphones have a

maximum dynamic range of 135dB at a reference pressure of 20µPa. Indicating that the

APU produces a greater noise than the capability of the microphones. It was therefore

decided to locate the microphones directly outside the APU room where they could still

record the noise emanated from the APU albeit damped by the rooms sound dampening

walls. Even through the damping of the walls the microphones were able to pick up noises

around the 80dB range.

The accelerometers were mounted on the support arms of the APU as depicted in

Fig.3.23 The X and Y accelerometers were affixed to on the right support arm in the figure

and the Z accelerometer was affixed to the left support arm of Fig.3.23. The reason for not

fitting the accelerometers directly to the combustion chamber or the main APU body itself

stems from the temperature tolerance of the accelerometers and the difficulty of finding a

flat surface onto which a solid contact can be made with the accelerometers.

Moreover, it should also be noted that like the combustor testing the signals emanating

from the APU were classified as random stationary signals as the signal did not change

during the recording interval. This is attributed to the engine being at stable condition

when the recordings were obtained. Transient signals obtained at start-up and shutdown

are outside the scope of this investigation. The spectrogram for RF14 is depicted in Fig.

3.25. As is clearly visible from the figure the signal does not change with respect to time,

as indicated by the vertical stripes on the sub figures. The stripes themselves indicated in-

creased power frequencies in the spectrum, the greatest of which is located around 21kHz

which is well below the Nyquist frequency of 25.6kHz.
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Figure 3.25: Spectrogram of 3 accelerometers X1, Y1, Z1 and 2 microphones M1, M2 for

fuel RF14.

94



Chapter 4

Spray characteristics of low aromatic

and alternative fuels

4.1 Introduction

The importance of fuel injection methods and fuel atomization characteristics of those

methods has been well described in the literature [97, 98, 102, 103, 105, 140–144]. Also,

there are large number of studies in literature detailing impact of bulk conventional fuel

properties on atomization and spray characteristics. Though there is a lack of knowledge

around how different alternative fuels, especially with selected species of aromatics would

impact the atomization and spray characteristics. Hence in this investigation it was con-

sidered prudent to compare how the chosen fuels behaved when injected through a gas

turbine fuel injector, therefore this chapter details the atomisation testing conducted upon

aromatic jet fuel surrogates and some fully synthetic ready to use jet fuel detailed in the fuel

details chapter 3. Another contribution to knowledge which this chapter would deliver is

how different aromatic structures, bonds and other micro properties of aromatics species

impacts spray and atomization. One of the major outcome of this particular study is to

investigate how these alternative and aromatic fuels perform in the fuel injection phase of

combustion. To achieve this objective testing was conducted at using a spray chamber test

rig and laser particle sizer. It was found that the droplet sizes in the form of SMD correlate

well against the fuel properties of density, viscosity and surface tension. New knowledge
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was found in the spray characteristics of several aromatic species with the best perform-

ers being Ethylbenzene, Cumene and Tert-Butylbenzene. Which indicates that the size of

aliphatic groups attached to the benzene ring in the aromatic molecule has an impact on

the drop-size and therefore the combustion characteristics. The worst performers were the

poly¬aromatic naphthalene compounds.

4.2 Results and discussion

This section depicts the results and the discussions surrounding the results obtained during

the droplet size analysis. The fuels used in this investigation are the 16 Aromatics depicted

in table 3.1 blended with banner NP1014 in two ratios 8% known as the A group (fuels

A1-A16) and 18% known as the B group (fuels B1-B16). Also tested in this investigation

are the reference fuels described in table 3.3. These fuels were then tested as using the

apparatus described previously in the experimental setup section. The fuels were tested

at 3 specific fuel injection pressures 50psi (3.45bar), 60psi(4.13bar) and 70psi(4.83bar).

The air assist pressure was kept constant at 1bar. The experiment was conducted under

room temperature conditions of 20◦C over the period of several weeks. Three repeats were

conducted for each test point and the average taken for the variables collected.

4.2.1 Droplet size distributions

The first set of data of note stems from the droplet size distributions themselves. Figure 4.1

depicts the droplet size distributions for reference Jet A1 at injections pressures 50psi (Fig.

4.1a), 60psi (Fig. 4.1b) and 70psi (Fig. 4.1c). The horizontal axis portrays the droplet size

in bins (due to space considerations and clarity only one bound of the bin is depicted). For

instance, the peak at 61.5µm of Fig. 4.1a corresponds to the % volume of droplets that fall

in-between 61.5µm and71.5µm. The minimum droplet size detected by the Malvern was

1.5µm. The left vertical axis depicts the % total volume of droplets detected per bin (i.e.

for Fig. 4.1a around 19% of all droplets detected fell into the 71.5µm-82.5µm category).

The right vertical axis corresponds to the cumulative frequency (the crimson line), which

for Fig. 4.1a shows that around 90% of droplets fall below 111µm.
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(a) Jet A1 Frequency undersize plot for 50psi injection pressure.

(b) Jet A1 Frequency undersize plot for 60psi injection pressure.

(c) Jet A1 Frequency undersize plot for 70psi injection pressure.

Figure 4.1: Jet-A1 droplet size distribution and cumulative frequency charts
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An interesting feature of Fig. 4.1 is the slight bi-modality of all three sub-figures. It is

clearly visible that the main volume of counts is in the 71.5-82.5 micron bin for all three

pressures, however there is a smaller peak centred around the 29.5-34.1 micron bin. This

phenomenon comes into better focus at the highest injection pressure of 70psi where the

second peak is more consolidated and visible. This slight bi-modality can be explained

by the twin fluid nature of the injector where the fuel at the edge of the fuel sheet is

encountering the greatest impingement from the atomization air and is undergoing a more

rapid atomization process resulting in smaller droplet sizes and a second peak in the figure.

It should also be noted that all the fuels tested show a similar droplet distribution pattern

with the exception of a few outliers where the misting of the cubicle skewed the results to

impossible drop sizes in excess of 400 microns.

Furthermore, it can also be seen that as the injection pressure increases in 4.1 the

distributions become sharper and consolidated. That is to say the peaks become narrower

and more defined, for instance with respect to Fig. 4.1a, Fig. 4.1c shows narrower more

defined peaks. This is in keeping with the literature where increased injection pressures

show sharper and more uniform atomization [145, 146].

Figure 4.2 depicts the size distributions at the 3 injection pressures overlaid on each

other for the fuel RF2 which is a JP-8 fuel considered the nominal fuel used in this in-

vestigation. This holds to the trend that as the injection pressure increases the droplet

distribution becomes more consolidated and the peaks narrower indicating a more uni-

form atomization; in keeping with the literature. Again, a minor peak is visible at a lower

mean diameter which can be attributed to the twin fluid nature of the atomiser. One inter-

esting aspects of Fig. 4.2 is that the 70psi peak is much stronger than that of the other two

injection pressures indicating that a step change in the atomization mechanism is taking

place. It might be postulated that as the pressure approaches 70psi the atomization is ad-

vancing to becoming what is known as ‘prompt’ atomization [95]. Where the fuel velocity

is appreciably higher and is being shot into what is effectively a stagnant flow field and

the fuel has limited opportunity to form into the ligaments and strands and waves struc-

tures mentioned in the literature review. Instead the fuel is immediately disrupted into

fragments without the process of primary and secondary atomization occurring (classical
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Figure 4.2: Injection pressure comparison of fuel RF2.

atomization). However, Lefebvre et al. goes on to state that prompt atomization if oc-

curring would cause drop diameters to be in independent of liquid characteristics such as

viscosity. This was found not to be the case later on as the viscosity plots show a small

correlations [68]. It should also be noted that the method of atomization is highly depen-

dent upon the operating conditions of the atomiser, and it is also possible that inside a

combustor this atomiser would not behave the same way as it would inside the spray cubi-

cle which has almost stationary airflow save for the presumably slight suction created by

the extraction system in place. Whilst this may not be an absolutely accurate depiction of

spray behaviour inside a combustor it would be plausible to consider this setup meaningful

in comparing the behaviour of several fuels.

Figure 4.3 depicts the SMD against the blend density for the aromatic blends both A

group and B group for the 3 injection pressures. Firstly, of note is that as expected the A

group have a lower SMD on the whole with respect to B group. This is due to the A group

being blended with only 8% by volume of aromatics as opposed to B group which had
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(a) 50psi injection pressure.

(b) 60psi injection pressure.

(c) 70psi injection pressure.

Figure 4.3: SMD plots for fuel groups A and B against the blend density.
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18%. This holds true for all injection pressures. Secondly, all three plots show a positive

correlation with respect to blend density with anR2 value of at least 0.5. This is in keeping

with the literature where the increased density would impede the atomization process.

However, it should be noted that ASTM D1655 allows for a total fuel density range of

775-840kgm−3 [25]. The majority of the A group have densities around 760kgm−3 and

the B group coalesces around 770kgm−3. The worst performers were Indene (A5 and

B5) and Methylnapthalene (A14 and B14) respectively. Both of these aromatics are poly-

cyclic meaning they have more than one carbon ring with at least several double bonds

between them as well as the highest density compound densities of all the aromatics tested.

Therefore, it is to be expected that theywould spray poorly. The effect of density on droplet

formation is well known in the literature where as the liquid density increases the droplet

sizes increase as the greater mass of the liquid in a given volume has a greater resistance

to the injection forces. Hence for a given atomisation pressure a denser liquid will have

larger droplet sizes [145, 147]. The best performers were the least dense compounds Tert-

butylbenzene, Ethylbenzene and Cumene all of which corresponds to a blend density of

760kgm−3 the lowest tested in the A group. The B group showed similar results. A

compound significant in its absence from the best performers list is Toluene the simplest

possible aromatic (therefore the least dense) with the exception of pure benzene. Toluene

performed just above the best aromatic compounds at the trend line. This would indicate it

to be within the 1 standard deviation confidence interval. Furthermore, it is clearly visible

the correlations are a little dispersed, this can be attributed to the droplet sizer used in this

investigation; a multiple laser setup would provide a cleaner trend as more data points

per spray would be obtained from a diffrent angle increasing the measurement accuracy.

Another observation is that with the increase in injection pressure the R2 value drops

indicating poorer correlations, this may be attributed to the fact that we are approaching

the prompt atomization thresholds and some of the droplets are instantaneously atomised.

Figure 4.4 depicts the A Groups SMD normalised to Jet A1 (RF1) as can be seen the

blends with the simpler aromatics perform better than the Jet and the poly cyclic aromatics

perform poorly. It should be noted that RF1 is a relatively dense Jet A1 (803.2kgm−3)
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Figure 4.4: SMD of aromatics normalised to Jet A1 (RF1).

with an aromatic content of 19% by mass although the exact composition of the aromatic

content remains unknown. With this information it would be natural that most of the

blends would outperform the nominal Jet A1. A more useful comparison is made in Fig.

4.5 with JP 8 the best possible jet fuel available to this investigation with an aromatic

content of only 13%. Here we can see that most of the aromatic blends perform poorly

with respect to RF2 which is much less dense at only 779.9kgm−3 which is just within

the regulations. Here the only compounds that manage to outperform RF2 are Ethylben-

zene, Cumene and Tert-butylbenzene. An interesting fact that the SMD against density

curves show is that chemically the aromatics that are closest to pure benzene (i.e. with

a benzene ring a few methyl groups) tend to be denser than compounds with a larger

aliphatic group attached indicating that the benzene ring is disproportionately contribut-

ing to the density of the compound. This is reflected by the fact that the best performers

were mono-aromatic compounds with large aliphatic-groups attached. This effect is fur-

ther emphasized by the poly-aromatic compounds which overall performed the worst in

this investigation (Methylnaphthalene, Indene, Indan and Tetralin). Even amongst the

poly compounds, the worst performer was Methylnaphthalene which is the only true poly

aromatic compound tested (with 2 full benzene rings in the molecule) the others only hav-

ing an Ali-cyclic group attached to the benzene ring.
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Figure 4.5: SMD of aromatics normalised to JP 8 (RF2).

Figure 4.6 depicts the SMD against density for the reference fuels against their density

for the three injection pressures. At 50 psi the correlation is relatively sound with an

R2 value greater than 0.5 however it degrades to around 0.2 with increasing injection

pressure. It is plausible that as the injection pressure increases the atomization mechanism

changes from classical to prompt atomization. Furthermore, it should be noted that at

70psi there exists an outlier coming in at 43µm which corresponds to RF1 which is due

to suspected experimental error with regards to the time in-between tests which mists up

the cubicle. Moreover, reference fuels RF5, RF7, RF8 and RF9 are not depicted in the

50psi plot as they were not conducted due to lack of fuel (50psi was the last series of

tests conducted) and the inability to replace these fuels which were left over from other

experimental campaigns at the LCCC. The best performing fuel amongst the reference

fuels in terms of SMD was the RF4 fuel which was a 100% ATJ fuel with less than 1%

aromatic content. The worst performing fuel was as expected fuel RF3 which is the worst

case JP5 fuel with a very high flash point and an aromatic content exceeding 20%.

Furthermore, it should be noted that compared to the aromatic blends the reference

fuels show poor correlations on the whole, it is theorized that this is due to three possible

reasons; firstly that the density ranges of the fuels are closer together with respect to the

aromatic blends which causes even minor deviations in the SMD to have a greater impact
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(a) 50psi injection pressure.

(b) 60psi injection pressure.

(c) 70psi injection pressure.

Figure 4.6: SMD plots for reference fuels against their density.
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on the R2 value. The second and more likely reason for this is due to the fact that the

reference fuels compositions are more complex and other components than aromatics may

be impacting the spray characteristics. Finally, it is also known that density is not the

only variable of a liquid that would affect the spray characteristics and with a multitude

of chemical compounds it is possible that for example; a compound with relatively low

density but high viscosity and surface tension would degrade the spray characteristics of

a given reference fuel. The following section will focus on deeper explanations of the

impact of fuel properties on droplet formation.

4.2.2 Comparison against fuel properties

This section aims to explore how various other available fuel properties have an impact

on the spray characteristics of the fuels. This section only pertains to the reference fuels

as the standard tests required to obtain the data are cost prohibitive and therefore have not

been applied to the aromatic blends. Figure 4.7 depicts the SMD for the reference fuels

against their surface tensions measured in dynes (gcms−2). As can be seen there is a slight

correlation with an R2 value of greater than 0.2. This is in keeping with the literature as

surface tension is one of the key variables in determining spray characteristics and droplet

formation as explained in the Section 2. The reason for the lower correlation coefficients

can be explained by the fact that the entire range of viscosities are less than 5 dynes. As

per table 3.3 it should be noted that the surface tension data for fuels RF11,RF12 and RF13

were unavailable and therefore are not represented in Fig. 4.7.

Figure 4.8 depicts the viscosity in centistokes (mm2s−1) against the SMD of the ref-

erence fuels. A slight positive correlation with increasing viscosity was observed. Again,

the viscosity range in question is very small for these fuels at only 1.4 centistokes even less

than the range for surface tension. The correlation is again in keeping with the literature

as the ease with which a liquid is able to flow is crucial to how it would be have under

atomization conditions.

Figure 4.9 portrays the derived cetane number of the reference fuels against their SMD.

This show effectively no correlation implying that cetane number of a fuel is independent

of its spray characteristics. This is to be expected as the spray characteristics of a given fuel
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Figure 4.7: Reference fuel SMD against surface tension at 60psi.

Figure 4.8: Reference fuel SMD against viscosity at 60psi.
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Figure 4.9: Reference fuel SMD against derived cetane number (DCN) at 60psi. Red

marker indicates RF8.

is heavily dependent on its bulk fluid properties but cetane number is more dependent upon

the bond and activation energies of the individual compounds in a fuel. Which means that

cetane number is impacted disproportionately by certain compounds such as di-tert-butyl

peroxide which increases a fuels cetane number and compounds such as of pentamethyl

heptane which reduces the cetane number. Jet fuels in general have high cetane numbers

which is useful in producing good combustion characteristics. Whilst the cetane numbers

of the aromatic blend have not been tested, the solvent used to achieve the blends must

have an extremely high cetane number as it contains at least 22% by volume pure cetane

which has a cetane number of 100.

Two sources from the literature have been selected to validate this study against. Firstly,

the study conducted by Vouros et al. which has been described in Chapter 2 and specifi-

cally Fig. 2.37 [102]. Where they havemeasured the SMD of several fuel blends consider-

ing the total aromatic paraffin content at different radii of the spray and varying distances

from the from the discharge nozzle. They also verify the trends we have seen with respect

to density, viscosity and surface tension. Furthermore, the absolute values for SMD for

all their fuels are within the 40µm − 50µm range as are the ones measured in this study

lending credence to the accuracy of our measurements.

Secondly, some of the same reference fuels were tested by Buschhagen et al. and the
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results published the injection pressures used were similar so was the atomiser [105]. Al-

though the measure position is quite different and so was the spray angle generated by

their injector. However, they have produced an SMD graphs with respect to injection

pressure as shown on Fig. 4.11. The curve for this investigations data is depicted in Fig.

4.10. As can be seen the figure the trends are similar, however the absolute SMD values

are much higher for the reference curve, this is explained by the fact that their measure-

ments were taken much closer to the discharging orifice with respect to this investigation.

Which means the Droplets analysed by Buschhagen et al. are probably still in the primary

atomization zone as opposed to this investigation. However, it should be noted that these

2 sources provide a good validation for this study; whose aim has been to identify which

aromatic compounds affect the spray characteristics the least.

Figure 4.10: Injection pressure comparison of fuel RF1(A2) and RF4(C1).

Figure 4.12 depicts the experimental results against those calculated using a modified

version of Nukiyama Tanasawa equation for experimental characterisation of SMD for

twin-fluid atomisers depicted in equation 2.6 [94]. Furthermore it should be noted that

this equations primary purpose is to derive the characteristics of a given injector not to

observe the impact of a various fuels on a single injector which is why the ALR and other

constant features (in this investigation) are more prominent in the equation as opposed

to the fluid properties of the fuel. The original equation has been modified by using the

Air-Liquid ratio instead of the individual volume flow rates as that data was not available.
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Figure 4.11: Injection pressure comparison for two reference fuels from Buschhagen et

al. [105].

Moreover, as the differential velocity between the liquid and the stationary air has been

back calculated from SMD value for Jet A1 as the differential velocity could not be mea-

sured in this investigation. The modified equation is depicted in 4.1 . As can be seen from

the figures the viscosity and surface tensions of the fuels correlate well with the theoretical

values. Moreover, it can be seen that for both surface tension and for viscosity the results

for theoretical and experimental tends to get closer together with increasing SMD and base

variable indicating that the experimental accuracy increases with increasing SMD, this is

as it should be as the larger the droplet sizes the better they can be detected by the detectors

in the Malvern. It is of obvious note that the trends are slight in both the experimental and

theoretical values. This can be attributed to the fact that in the grand scheme of things all

the fuels tested were very similar in fuel properties less than 17% variation in the range

for surface tension and 40% variation in range for the viscosity. This is as it should be

as there would little be utility in testing fuels with large property variations which would

obviously be poor quality fuels.

D32 = 0.585(σ/ρLU
2
R)

0.5 + 53(µ2
L)

0.225(ALR)1.5 (4.1)

Finally, it should be noted that this investigation has tested several surrogates of aro-

matic blends and found that density, surface tension and viscosity play a key role in their

spray characteristics in keeping with the literature [97, 102, 105]. Furthermore, it was
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(a) Theoretical vs experimental SMD against surface tension.

(b) Theoretical vs experimental SMD against viscosity.

Figure 4.12: Theoretical vs experimental comparison for SMD.
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found that the benzene ring in particular contributes to molecular density disproportion-

ately and this is reflected in the experimental results by the fact that the best performing

aromatics were those with a large aliphatic group attached to the benzene ring. In keeping

with this hypothesis, it is possible to conclude that theworst performerswere themolecules

with 2 benzene rings (i.e. poly-aromatic hydrocarbons) again this has been reflected in the

experimental results. It would be prudent in future to test aromatic compounds with even

greater aliphatic groups attached as this would presumably result in better spraying charac-

teristics, however it remains to be seen whether this type of compound can still effectively

contribute to the lubricity and seal swell capability expected of jet fuels.

4.3 Conclusions

With respect to new knowledge the best and worst performing aromatics have been identi-

fied with a view to determining what aromatic can be added to jet fuel whilst impacting the

spray characteristics the least and yet maintaining the crucial role they play on lubricity and

seal capability. The best performing aromatics were the Ethylbenzene, Tert-Butylbenzene

and Cumene. Which it should be noted are aromatics with a branched aliphatic compound

attached which stands to affect the compounds density which would explain the better

spray characteristics. Another way to describe this phenomenon is to say the compounds

with the least aromaticity. Furthermore, as it is widely accepted that larger drop sizes

correlate to poorer combustion it can be expected that the best performing aromatics in

terms of spray characteristics would also be higher performing in the noise and vibrations

portions of this investigation. Another conclusion that can be made is that the benzene

ring contributes disproportionately to the density of the aromatic molecule, indicating that

an aromatic with a large aliphatic group attached would be able to spray better than a pure

aromatic or poly-aromatic compound. This is reflected by the fact that all three top per-

forming compounds Ethylbenzene, Tert-Butylbenzene and Ethylbenzene have aliphatic

compounds attached to the benzene ring.

The results for SMD observed in this investigation compare well against those that

have been found in the literature with similar trends being observed in all cases which
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lends credence to the findings of this experiment into the spray quality of specific aromatic

compounds. The observed trends would be far greater were the pure aromatics were tested

however this was found not be practical and cost prohibitive. Moreover, this would not

have been representative of operating conditions as aviation fuels do not only comprise

of aromatics, but aromatics do contribute to the lion’s share of the particulate emissions

produced during combustion of liquid fuels.

Another contribution to knowledge which this chapter would deliver is how different

aromatic structures, bonds and other micro properties of aromatics species impacts spray

and atomization. One of the major outcomes of this particular study is to investigate how

these alternative and aromatic fuels perform in the fuel injection phase of combustion.

Whilst this investigation has several knowledge contributions, some weaknesses also

exist. Firstly, the measurement of the droplets at one distance from the nozzle deprives the

generation of a global SMD for droplet size, secondly the lack of a flowmeter and the flow

rates being governed by pressure alone may induce errors in flow rate due to pressure loss

in the fuel system due to blockages in the fuel filters, lines and injector. The justification

for not having a flow meter was cost as a sensitive Coriolis-type flow meter was deemed

to be prohibitively expensive.

Finally, in conclusion it can be said that the contribution to new knowledge in this

chapter stems from the direct comparison of 16 aromatic species in 2 different blend ratios

in terms of their sprayed drop size. This has implications in how well these individual

aromatic species behave in terms of combustion quality, therefore a direct impact on the

emissions generated. This has lead to some clarity as to which aromatics can be added in

an alternative fuel with the least impact on atomisation.
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Chapter 5

Noise, vibrations and instability

characteristics of an atmospheric

pressure combustor running on low

aromatic surrogate fuels

5.1 Introduction

The importance of pressure oscillations, acoustic and vibrations characteristics and their

impact on the combustion instability process have been described in the literature [71,

75–77, 86, 148–151]. In this investigation 16 separate low aromatic surrogate fuels were

tested for their combustion instability characteristics. The results showed that the vibration

both correlate well with the increase in density. This provided some clarity into the effect

aromatics species have upon combustion instability.

This investigation was cut short without the ability to test the reference fuels due to the

flooding and destruction of the LCCC in the autumn of 2019. Even though the flooding

cut short this particular experimental campaign, it did not impact the overarching scientific

goals of this investigation which was to investigate the impact of specific aromatic species

on combustion noise vibration and instability.
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5.2 Results

This section elaborates on the results obtained during the investigation. It should be noted

that the fuels tested were A1-A9 and B2-B16 as well as Jet A1.

Figure 5.1 shows the single sided FFT for all 8 sensors for the fuel A2 at all three en-

gine conditions. This set of results is indicative of all the FFT’s derived from the other test

points, which is in keeping with the literature as the FFT depicts the combustors character-

istics and that has remained constant. The FFT’s peaks vary in amplitude and frequency

between conditions as can be seen from Fig. 5.1 due to the physical flow properties being

varied. For a given condition it is expected that the peaks in terms of frequency location

would stay constant and the amplitude would vary indicating either louder noise or more

powerful vibrations as the fuel changed. Furthermore, it should be noted that the FFT only

depicts the range from 0Hz to 6kHz this has been done to better illustrate the peaks within

this range due to the fact that above this frequency no further details of note are visible.

The sampling rate of this investigation was 25kHz which allows a Nyquist resolution of

12.5kHz. Furthermore, it should be noted that as this is a real valued data set (i.e. time is

not less than 0) a single sided FFT suffices and the complex conjugate pairs are ignored

(they are depicted in Fig 5.1 by the peaks at 0Hz) and the negative real amplitude content

has been superimposed onto the positive axis by doubling the amplitude. Therefore, the

FFT amplitude should not be considered absolute and should only be compared to similar

FFT’s which have undergone the same procedure as depicted in Appendix 1.

From Fig. 5.1 it is clearly visible that the accelerometers are dominated by the second

condition depicted in green. This is in keeping with the operating condition’s where the

second condition has the greatest air and fuel flow rates and therefore the combustor is

running extremely rich. Which in turn causes increased mass flow out of the exhaust

and causes the large vibrations shown in the accelerometers. It should also be noted that

accelerometers X2 and Y2 depict an almost identical FFT to X1 and Y1. This is also to be

expected as they were placed in the experiment as a redundancy and to verify the results

obtained by placing accelerometers in the same axis but slightly different locations.

Continuing on with the examinations of the accelerometers, it is clear that the second

condition dominates the X axis vibrations with a natural mode at 4.6kHz and 4.8kHz. This
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Figure 5.1: Single sided FFT of all 8 sensors (accelerometers (X1, Y1 ,Z1 ,X2 and Y2),

microphones (M1 and M2) and pressure sensor (P)) for A2. Red, green and blue lines

indicate conditions 1,2 and 3 respectively.

mode was present in the FFT’s for all the fuels at varying amplitudes suggesting that this

is a combustor natural mode and hence is an intrinsic structural property of the combustor.

Along the Y axis accelerometers, we see modes for the 1st and 3rd conditions at around
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300Hz as well as the modes at 4.6 and 4.8kHz for the second condition. A small peak is

visible here at 3.5kHz on the second mode as well.

Moving on to the microphone FFT’s, we can clearly see that it is dominated by the blue

of condition 3 at 176Hz. This was to be expected because during the testing of condition

3 for all fuels the noise generated by the combustor was audibly different in the sense that

a piercing almost whistle like sound was heard. This indicated that at condition 3 oper-

ating parameters the combustor undergoes a Helmholtz resonance. Although condition

2 produced the overall loudest sound due to the increased fuel and air flow rates condi-

tion 3 produced the clearest resonance which at a given frequency which is possibly more

harmful to component wear as well as from a health and safety perspective (i.e. auditory

damage). These phenomena will be explored further in the Octave analysis.

The final sensor depicted in Fig. 5.1 is the pressure oscillations from the optical pres-

sure sensor inserted into the combustor. Here we see that condition 3 shows the sole peak

at 176Hz. condition 2 also shows a broader peak less defined peak in this area suggesting

increased pressure oscillations in a broad frequency spectrum. Furthermore, it is relatively

obvious that the peaks from M1, M2 and P are closely linked. This is to be expected as it

is well known that the pressure oscillations from the heat release of combustion is directly

responsible for the acoustic noise emitted from combustion [72, 152]. In our case the pres-

sure oscillations are varied amongst the fuels due to the impact fuel properties play upon

the heat release rate, laminar flame speed and the bulk properties of the fuels which would

impact the injection characteristics of the flame as has been evidenced in chapter 4. An

investigation conducted by Dowling et al. describes in detail the formation mechanism for

noise from combustion and derives that combustion noise is greatest between 125Hz to

1200Hz depending on operating condition this corroborates well with the results obtained

in this investigation [153]. Whilst the noise and pressure are linked it should be noted

that they are slightly out of phase due to the time taken for the acoustic waves to reach

the microphones. However, this is negligible and does not impact the results as the data

collection was started once the combustor was running and stable in terms of operating

conditions. Furthermore, some frequency shift of the peaks was detected between the test

points of around ±10Hz, which indicates that each fuel has an impact on the frequency
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and rate of heat release, which is to be expected as the calorific values and reaction rates of

the aromatic compounds are different. Whilst the peak frequency modes of the combustor

are a function of the design geometry in the main it must be noted that the combustion

zone gasses also act as a body (with mass and a stiffness constant) which has its own nat-

ural frequencies which are altered by the combustion of different fuels. The interaction

between the combustion gasses and the combustor itself form a complex for which the

mode shapes are prone to change with the variation in combustion variables.

5.2.1 RMS Analysis

This section depicts the RMS (Root Mean Square) analysis of the vibration data for each

fuel. RMS analysis has long been used as a tool to analyse random signals in that it

can provide a single value for a dynamic signal which can then be compared. This is

particularly useful in noise and vibration analysis as the RMS value in effect describes

the power of a particular sound or vibration [109]. The mathematical formulation for the

RMS value has been described in equation 2.8. A key feature of RMS analysis is that it is

a mean power value that is encompasses the entirety of the signal that has been acquired.

This contrasts with an FFT or octave analysis where the focus is upon a particular section

of the frequency domain which is of interest. A drawback of this approach is that the RMS

value includes any noise in the signal, be it either physically induced noise (i.e. from a

stray footstep near a sensor) or electronic noise from the DAQ and signal conditioners.

This drawback is outweighed however by the fact that RMS provides a single comparative

value from an entire signal which can be compared to another that has been processed in

the same manner as is the case in this investigation. Moreover, as we can see from the

FFT in Fig. 5.1 the noise present in these signals is quite minor compared to the peaks

which indicates that the RMS is therefore influenced more by the peaks than the noise.

Figure 5.2 depicts the RMS acceleration values for all the tested fuels at the 3 combus-

tor operating conditions (conditions 1, 2 and 3 in blue, orange and grey respectively). Sub

figures 5.2a, 5.2b and 5.2c depict the RMS values in the 3 axis of X, Y and Z respectively.

It is immediately visible that condition 2 dominates the RMS values on all 3 axes. This is

to be expected due to the high air and fuel flow rates which lead to an overall larger reac-
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(a) X1 RMS.

(b) Y1 RMS.

(c) Z1 RMS.

Figure 5.2: RMS data for A and B groups at Condition 1 (Blue) Condition 2(Orange) and

Condition 3 (Grey). 118
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(a) X1 RMS.

(b) Y1 RMS.

(c) Z1 RMS.

Figure 5.3: RMS accelerometer data compared to fuel blend density for all 3 conditions.
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tion and heat release which then impact greatly upon the vibrations caused. Condition 1

and 2 overall produce the least amount of vibrations which again is to be expected as they

share a common airflow rate. The highest vibrations are observed along the X axis which

is axial to the airflow. The least amount of vibration is present in the Z axis which is the

vertical axis and therefore encounters the greatest damping as the combustor is affixed

to the floor in that direction, which means that the combustor cannot flex and vibrate as

much in the Z direction.

Furthermore, it appears that there are significant differences in the vibrations amongst

the various fuels indicating that the fuel plays a role in the combustion vibration caused.

It is immediately visible that in the X and Y directions that B10 Tetralin has the highest

vibrations. In addition, it is visible that the A group on average has lower vibrations than

the B group which is in keeping with the knowledge that higher aromatic content causes

poorer combustion.

Figure 5.3 depicts the RMS values plotted against blend density for the 3 combustor

conditions in the 3 axis (X Y and Z). The second condition shows a positive correlation in

the X and Y directions whereas the blend density increases the vibrations caused increase.

This leads some credence to the fact that as the density of a fuel increase the combustion

quality decreases. The Z direction shows no correlation. However, this can be attributed

to the fact that the overall vibrations for the 3 conditions are very low in the Z direction

due to the physical properties of the combustor as discussed previously. Condition 1 and 2

also show no correlation in any direction. This can be attributed to the fact that the overall

mass flow in these conditions are too low to cause increased pressure oscillations via heat

release to impact the vibrations of the combustor in a noticeable manner.

5.2.2 Octave band analysis

This section describes the octave band analysis conducted on the microphone data in this

investigation. The octave band analysis in essence describes the frequency content in a

given signal split into several bands whose upper bound is twice the lower bound and

described by its centre frequency. This type of analysis combines the FFT and a sorting

method to say along which portion of the frequency spectrum the bulk of a signal lies in
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terms of decibels. This is particularly useful in acoustic analysis where a key goal is to

determine the frequency range of a signal so that it may mitigated using active or passive

methods (noise cancelling or damping materials) in a particular frequency range. The

octave bands centre frequencies have been defined in the ANSI/ASA S1.11-2014 and BS

EN 61260 which are compatible to each other [111].
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Figure 5.4: Octave band analysis for B group and Jet A1 for M2 at condition 1. Reference pressure 1Pa.
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Figure 5.5: Octave band analysis for B group and Jet A1 for M2 at condition 2. Reference pressure 1Pa.
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Figure 5.6: Octave band analysis for B group for M2 at condition 3. Reference pressure 1Pa.
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Figure 5.7: Octave band analysis for B group and Jet A1 for M2 at condition 1.Reference pressure 20µPa which corresponds with human hearing

range.
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Figure 5.8: Octave band analysis for B group and Jet A1 for M2 at condition 2. Reference pressure 20µPa which corresponds with human hearing

range.
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Figure 5.9: Octave band analysis for B group for M2 at condition 3. Reference pressure 20µPa which corresponds with human hearing range.
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The octave band analysis also translates the raw sound pressure acquired into decibels

which is much more common in acoustic analysis via equation 2.9. The decibel range

is a logarithmic non-linear range used to identify the variation in sound levels. Figures

5.4 through to Fig. 5.6 depict the octave analysis for the B group at condition 1,2 and 3

respectively for M2. It was decided to conduct the octave analysis using M2 since both

microphones show near identical frequency content with the only difference being that M2

detected greater sound pressure levels with respect to M1 due to its closer proximity to the

outlet of the combustor. This was to be expected as sound intensity decays according to the

inverse square law. The decibel values for Fig. 5.4 through to Fig. 5.6 have been processed

using reference pressure of 1Pa which in essence translates the raw sound pressures into

the decibel range whilst preserving the magnitudes of the pressure levels making it easier

to identify which particular test point contributed the most noise.

For all three conditions it can be seen from the Figs. 5.4, 5.5 and 5.6 That the bulk of

the noise is emanated in the 126Hz and 251Hz bands. For condition 1 and 2 the greatest

noise is emanated from the 251Hz octave band which has a lower limit of 177Hz and

an upper limit of 355Hz. For condition 3 the bulk of the noise is propagated from the

126Hz band which has an upper limit if 177Hz and a lower limit of 89Hz. This is in

keeping with what was visible from the FFT in Fig. 5.1, where it was clearly seen that

for condition 3 there exists a clear peak in the 170Hz range. Moreover, we can see that

for condition 2 the noise content is widely distributed amongst 5 octave bands from 63Hz

band up-to the 1kHz band. This is in keeping with the assessment that the second condition

releases greatest overall sound power along the spectrum. Condition 1 and 3 have a much

narrower frequency distribution of noise, mainly constrained to the 126Hz and 251Hz

bands, which indicates that the noise generated in these conditions is composed of a more

singular note. Furthermore, it should be noted that condition 1 has the lowest decibel

values indicating that it is the quietest condition by far with a peak sound pressure of 70dB.

This is in keeping with what was heard audibly during the experiment. Condition 3 shows

the highest decibel values of all conditions with a peak sound pressure of nearly 80dB. If

the area of these bar charts were considered however the power of the sound emitted along

the frequency spectrum can be arrived at in watts. From this definition it is clearly visible
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that condition 2 emits the greatest sound power but in a wide frequency range. condition

3 on the other hand emits an overall lesser amount of power but it is concentrated in 2

frequency bands. The sound power emitted is a good indicator of the overall heat release

by the combustor. This correlates well with the fact that at condition 2 one would except

the highest heat release due to the fat that the overall fuel and air mass flow rates are

at these conditions. Condition 3’s concentrated sound power can be explained by the

fact that at this operating condition the combustor acts as Helmholtz resonator where the

heat release due to combustion process is exciting a natural harmonic of the combustor

and therefore amplifies the sound generated. This could be considered detrimental to

the overall combustion performance as prolonged combustion at these conditions could

cause increased wear on the combustor as well as any rotational parts such as turbines

downstream of the combustor, as would be the case in practical situation.

From condition 2 (the overall loudest condition) Fig. 5.5, the worst performers in

terms of noise in the 251Hz band were B3, B14 and Jet A1 which correspond to Styrene,

Methylnaphthalene respectively. The best performer in this band was Cumene emitting

the least sound pressure in the 251Hz band.

Figures 5.7,5.8 and 5.9 depict the octave bands of the 3 conditions with the decibel

scale calibrated to the human hearing range with a reference pressure of 20µPa. This is

known as the sound pressure level or SPL. it is useful to define sound pressures in this

manner as humans do not perceive noises linearly and also from a comparison point of

view with literature. Compared to the 1Pa reference pressure plots, the SPL plots overall

show greater values up-to 130dB. In essence the SPL for all 3 conditions is between 30dB

to 130dB for all the fuels along the octave bands. This conforms to what was audibly

heard during the investigation in that it was quite noticeable when the combustor condition

changed however no audible difference could be heard with respect to reach fuel in a given

condition.

A study conducted by Simons et al. investigated the noise and vibrations emitted

from a miniature turbojet type gas turbine SR-30 [86]. They have also investigated 2

alternative fuels and Jet A and conducted an octave analysis on the noise data they obtained

and is depicted in Fig.5.10. As is visible Simons SPL analysis closely matches that of
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this investigation depicted in Fig. 5.8. The exception being the peak observed close to

10kHz which corresponds to their shaft speed, this is not visible in this investigation as

this experiment involved no moving parts downstream of the fan used to induced airflow.

An interesting phenomenon in both SPL plots is the increased variation between fuels

in the sub 100Hz bands, indicating that fuel has an impact on the low frequency noise

emitted during combustion. It is theorized that the variation in low frequency noise is

due ot the fact the direct noise caused by the combustion of the various fuels are depicted

in this region therefore the fuel plays a role in the noise produced at these frequencies.

The noise produced at the higher frequency ranges are the result of the noise generated

by the high-speed flow exiting the nozzle of the combustor which tends to dominate the

noise spectrum in the upper frequency bands. This high frequency noise would be largely

unaffected as it is a function of the outlet flow speed of the combustor and the overall

pressure increase caused by the combustion reaction, which is not expected to vary greatly

with fuel composition.

Figure 5.10: Octave band analysis conducted by Simons et al for Jet A and 2 alternative

fuels [86].
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5.2.3 Peak height analysis

The final analysis conducted in this investigation was a peak height analysis. Where in-

dividual peaks present in the FFT of each fuel was compared to each other and plotted

against their blend density. The utility of this type of analysis with respect to RMS is that

we manage to eradicate the impact of signal noise which interferes with the RMS value.

The first peak to be compared with the fuel blend density was The X acceleration

peak found at 4.8kHz in condition 2 for all the fuels tested both A and B groups shown

in Fig. 5.11. it is clearly visible here that there exists a positive correlation of increased

vibratory acceleration axial to the combustion airflow as the fuel blend density increases.

The correlation coefficient of 0.38 lends some credence to this.

Figure 5.11: Peak height analysis for A and B groups for X1 at condition 2.

Figure 5.12 depicts the peak height against blend density for the Y direction acceler-

ation for all fuels tested. Again, it is clear that a positive correlation exists with respect to

increased vibration as fuel density increases. However, it should be noted that the over-

all vibrations are lower compared to the X direction which undergoes the harshest of the

vibrations at 1.3ms−2 whereas the Y direction experiences only 0.75ms−2 at its peak.
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Condition 2 was chosen for this comparison as it showed the highest overall vibrations of

all 3 conditions. The effect of blend density on combustion vibration intensity is explained

by the fact that post injection there exists a density gradient in the reaction mixture (all

reactions contain a density gradient of reactants) This gradient is exacerbated in by the

increased species density. This reaction gradient is responsible for the fluctuation in the

heat release rate as well as the temperature gradient across the combustion chamber. This

in turn induces vorticity and causes turbulence, which along with the pressure waves from

the chemical reaction cause the increased vibration when interacting with the solid com-

bustor walls.

Figure 5.12: Peak height analysis for A and B groups for Y1 at condition 2.

Figure 5.13 depicts the pressure oscillations peak at 176Hz for condition 3 for all the

fuels tested. As is visible there is no immediate correlation between the pressure oscilla-

tions and blend density. This can be explained by the fact that the pressure oscillations

detected are extremely low in the order of 10−3Pa . This indicates that pressure waves

reaching the sensor between the combustor casing and the combustion liner are being

heavily attenuated. This is justifiable in that as this particular combustor was running on

atmospheric inlet air pressure, it was not expected to see large spikes in pressure due to
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combustion.

Figure 5.13: Peak height analysis for A and B groups for P at condition 3.

Figure 5.14 depicts the X1 direction peak height against the H/C ratio of the fuel blends

tested. As can be seen there exists no correlation between the H/C ratio of the fuels tested

and their acceleration peaks. This can be attributed to the fact that the range of the H/C

ratio of the species tests is low ranging from 0.9-1.6. Furthermore, it should be noted that

as the aromatics were blended with a solvent which would act to damp the overall H/C

ratio of the blends towards the H/C ratio of the solvent which would be constant among

fuels tested. Overall, the impact of the H/C ratio on vibrations would be clearer if the

aromatics were tested on their own. However, this is neither practical nor realistic as jet

fuel is composed in the main of straight chain aliphatic hydrocarbons similar to the solvent

used in this investigation.

It can be said that this investigation has uncovered a link between fuel properties and

combustion instability, as is evidenced by the fact that the 16 aromatic surrogates tested

showed varied vibrations and noise with respect to Jet A1. This is explained by the fact

that the combustor in question has been designed to run on Jet A1 as with fuel properties

in the ranges defined in ASTMD1655 [25]. It is possible to design and modify a combus-
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Figure 5.14: Peak height analysis for A and B groups for X1 at condition 2 with respect

to H/C ratio.

tor to run on various types of fuels. This is achieved by means of injector modification

(i.e. increasing nozzle size, varying injection pressures and air assist pressures) or swirler

modification in premixed combustors. Moreover, to combat instabilities and excessive vi-

brations the combustor geometry itself can be modified to produce the necessary damping

at a given frequency. This is achieved by means of adding baffle plates, vanes and redis-

tributing the mass of the combustor to achieve better combustion performance. However,

As no alternative fuel has gained wide acceptance as a replacement for Jet kerosene, and

there are a myriad of contender as described in chapter 2.1 it would be futile to design

the engine to suit the fuel. The better approach is to design the alternative fuel to suit the

engine by varying it fuel properties. The novelty of this investigation is that it aids in the

design of an alternative fuel by shedding light on the noise and vibrations characteristics of

16 aromatic compounds in an existing combustor design to be used as a drop-in fuel. The

necessity for the incorporation of aromatics has been well described in the literature due

to their lubricity and seal swell capability. Therefore, this investigation serves to show the

least harmful aromatics to incorporate in an alternative fuel in terms of their combustion
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instability characteristics.

5.3 Conclusions

Overall, in this investigation it has been observed that noise, and vibrations and combus-

tion instabilities generated by a gas turbine combustor are impacted by the fuel composi-

tion and operating conditions of the combustor. Figure 5.1 serves to establish the noise,

vibrations and instability characteristics of the Tay combustor used in this investigation.

The reason for this is that it shows the pattern of peaks observed under the 3 tested condi-

tions which remained constant for all the test points. The variation observed from thereon

focussed upon the amplitudes of the peaks which denoted the power of the noise, vibra-

tions and pressure oscillations observed with respect to each fuel.

A key finding of this instigation was that as aromatic content of the fuel increases by

mass the noise and vibrations produced increase with the 18% B group performing worse

compared to the 8% A group. Overall the worst aromatic was shown to be Tetralin and

Methylnapthalene performing poorly in the RMS octave and peak height analyses. This

was to be expected as these are both poly aromatic hydrocarbons containing 2 rings of

carbon- hydrogen atoms. The best performer from both C and A groups were Cumene

in terms of vibrations and Styrene and O-Xylene with respect to Sound pressure emitted.

This corroborates with the chemical composition in that they are all simple aromatics with

only one ring with small methyl or ethyl groups attached. This is in keeping with the trends

observed in chapter 5 where the SMD was also impacted by these factors.

Finally, it should be noted that while pressure oscillations were observed with the op-

tical sensor used in this investigation, the results proved inconclusive. It is theorized that

this is due to the fact that the combustion rig was run at atmospheric pressure with no sig-

nificant compression of the inlet air. Furthermore, it is speculated that the combustion liner

plays a role in attenuating the pressure waves generated by the heat release of combustion

and serves to contain the combustion generated turbulent flow to within the combustion

liner, in effect shielding the pressure sensor from the oscillations. Moreover, as has been

observed by Chen et al. The inlet air temperature plays a key role in the observable pres-
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sure oscillations [87]. As this combustor was run on ambient inlet air conditions the lack

of a cohesive pressure oscillation conclusion is to be expected.

Overall contribution to knowledge from this chapter involves the testing of 16 aromatic

compounds in 2 blend ratios for their noise, noise vibrations and instability characteristics

which showed that the noise and vibrations observed were linked to their fuel properties

mainly the fuel density and the chemical composition of the aromatic (i.e. its aromaticity

in terms of carbon rings).
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Chapter 6

APU testing

6.1 Introduction

This chapter describes the results of the noise and vibrations data obtained from the APU

whilst running on the drop-in alternative fuels from table 3.3. The pure aromatic species

were not tested on the APU due to the adverse effect they pose to the fuel system of the

APU and the associated costs of replacing the high pressure fuel pump due to the wear

caused by the blends listed in table 3.1.

The format of this chapter will be largely similar to chapter 5 in terms of the analysis

conducted, the key difference here being the change in the equipment from a combustor

to a complete gas turbine engine. The reasoning behind testing the noise and vibrations

of a complete gas turbine is to observe the difference between the noise and vibrations

produced by a combustor (which for all intents and purposes is purely generated by the

combustion process) and that of an in-service gas turbine, which along with the combustor

has a multitude of turbo-machinery attached to extract useful work from the combustion

process. It is obvious that these rotational components will greatly impact the noise and

vibrations characteristics of the engine, hence it is critical to observe the effect that noise

and vibrations caused by fuel variation has on the operability of the gas turbine as a whole.
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6.2 Results

Figure 6.1 depicts the single sided FFT for the 5 sensors used in this investigation for

the fuel RF14 (reference Jet A1). The tooltips show peak amplitudes and their frequency

locations for the 3 accelerometers and 2 microphones. Compared to the combustor FFT in

Fig. 5.1 The vibrations of the APU are orders of magnitude higher in terms of amplitude

and frequency. Whilst the combustors’ frequency range was limited to within 6kHz the

APU vibrates well into the 20kHz range. This is explained by the fact that the combustor

is limited in its vibration to combustion and exhaust noise and vibrations whereas the APU

vibrations and noise are dominated by its rotational component (e.g. turbine, compressor)

noise and vibrations. An observation of note is the lower overall noise measurements,

which as has been explained in chapter 3.6 is due to the microphones being placed outside

the APU room. The reason for this is that the microphones used in this investigation have

a dynamic range of 135dB and the noise inside the APU room exceeded this by an order

of magnitude thereby saturating the microphones. Therefore, it should be noted that the

noise results presented in this chapter are lower than they would be in practice due to the

attenuation caused by the sound dampened walls of the APU room.

Furthermore, it should be noted that the FFT’s for all the fuels tested follow the same

pattern as Fig. 6.1 as the Frequency content largely determined by the engine operational

conditions and the overall design of the rotational machinery of the APU which influence

the natural modes of the engine. The key difference amongst the fuels stem from the

intensity of the vibrations caused which vary with fuel type as will be shown further-on.

With this in mind it is clearly visible from Fig.6.1 that the vibrations from X1, Y1 and

Z1 form 3 distinct peak groupings. Firstly at 0.7kHz, secondly at 10kHz where the peak

amplitudes are found and finally at 21kHz. The first peaks at 700Hz correspond to the shaft

speed of the APU which varies between 40000 and 42000RPM depending on condition.

The second set of peaks is most probably caused by the bleed valve. This reasoning for this

is that the second condition shows larger peak than the 3rd condition here, even though it

produces less power. Therefore it can be theorized that the partially opened bleed valve of

the 2nd causes increased vibrations compared to the fully closed flush bleed valve from the

first condition and the fully opened bleed valve position from the 3rd condition. The final
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Figure 6.1: Single sided FFT of all 5 sensors (accelerometers (X1, Y1 ,Z1), microphones

(M1 and M2) for RF14. Red, green and blue lines indicate conditions 1,2 and 3 respec-

tively. Tooltips indicate peak amplitudes and their corresponding frequency.

set of peaks is an exact multiple of the second set of peaks (2nd peak group at 10400Hz and

3rd peak group 20800Hz), hence it can be said that it is a resonance mode generated by
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the shell and frame of the APU. Another interesting phenomenon we see is that in general

the peaks tend to shift lower as engine condition increases. In the sense that for each set

of peaks the red 3rd condition has a higher frequency compared to the green 2nd condition

and the blue 1st condition.

When considering the sound pressure peaks from Fig. 6.1 it is clearly visible that

the noise has been heavily damped and the peak sound pressure measured is in the order

of 0.6-0.7Pa which corresponds to 90dB[A]. the two microphones largely show similar

results with the 3rd condition showing slightly higher sound intensity.

Figure 6.2 depicts the FFT of X1 for RF14 for the 3 engine conditions. As can be seen

the variation in peaks is not as straightforward as it was for the combustor, in that it is

not immediately visible what the trend between the conditions are. A the ’A‘ location the

peaks tend to increase as the engine condition increases, indicating increased vibrational

intensity. This indicates that the peak at 20kHz is linked to the load placed on the engine

and the associated decrease in AFR. Which in turn would indicate that this peak is directly

caused by a component that is impacted by the richer combustion conditions (i.e. a hot

section component). On the contrary the peaks at 17kHz and the low level back ground

noise surrounding location ’A‘ show the opposite trend, showing a decrease in vibrational

intensity as engine condition increases. This is indicative of the rotational components

of the gas turbine as it is known that as the engine is loaded and made to produce in-

creased amounts of bleed air the RPM decreases slightly. This is corroborated with the

peak at location ’B‘ which is known to be the peak caused by the main shaft and associated

components spinning at that speed. The final interesting peak from Fig.6.2 is the peak at

10.4kHz where the intensity is lowest at condition 1 with 29ms−2, highest at condition 2

with 87ms−2 and in-between at condition 3 with 45ms−2. As this peak is present at all

the condition 2 test points for all the fuels showing that it is not an anomaly, moreover

as it is present but not as pronounced at the other 2 conditions it stands to reason that the

cause of this peak is unique to condition 2 which would means it can be concluded that

it is due to turbulence and resonance caused by the bleed valve being partially opened at

condition 2 as mentioned above. Where the fully closed valve causes the least resonance,

the fully open valve causing increased resonance and finally the partially opened valve
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Figure 6.2: Single sided FFT of X1 for the three engine conditions with RF14 (reference

Jet A1).

causing very high resonance and associated vibrations.
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6.2.1 RMS Analysis

This section describes the RMS analysis conducted on the vibration data from the APU

for all the test fuels as per table 3.3. Figure 6.3 also shows the extent of the fuels tested as

not all the fuels mentioned in table 3.3 were available in sufficient quantities to be utilised

in the APU. The procedure for conducting an RMS analysis has been described in chapter

2 as well a more detailed explanation in chapter 5. Figure 6.3 depicts the RMS values of

all three accelerometers (X1 Fig. 6.3a, Y1 Fig.6.3b and Z1 Fig.6.3c). In the X axis from

Fig.6.3a condition 1 and 2 dominate in terms of RMS for all the test points although the

variation between test points is around 1ms−2. The most consistent of the conditions is

condition 3. The mean RMS for condition 1 is 2.008ms−2, for condition 2 is 2.17ms−2

and 1.854ms−2 for condition 3.

Figure 6.3b shows the RMS for the Y axis. The overall mean vibrations are lower in

the axis with 1.639ms−2 for condition 1, 1.503ms−2 for condition 2 and lastly 1.386ms−2

for condition 3. This indicates that the overall vibrations for the Y axis are lower than those

for the X axis.

Figure 6.3c shows the RMS values for the Z axis. This accelerometer has the high-

est RMS values of all the accelerometers captured. This is attributed to the fact that it

was located on the frame support closest to the main shaft of the APU as is visible from

Fig.3.23. The reason for not placing all 3 accelerometers on the same support was for re-

dundancy purposes (i.e if one accelerometer were to fall off due to the vibrations caused or

the adhesive melting the remainder would be operational.) as the wider experiment would

not be stopped and test points repeated for the benefit of only one instrument. Figure 6.3c

also shows the greatest variation amongst the fuels and engine conditions with a minimum

RMS acceleration of 3ms−2 and maximum of 9ms−2. Condition 1 also appears to be the

harshest vibratory condition due to the increased shaft speed recorded with an average

RMS amongst the fuels of 6.29ms−2.

Considering the above information, it was decided to use condition 3 as the base con-

dition with which to compare the fuel properties using the data from the X1 accelerometer.

The reasoning behind this was as condition 3 has the lowest AFR and therefore the richest

combustion condition, the impact of the fuel would be best shown by condition 3. The
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(a) X1 RMS.

(b) Y1 RMS.

(c) Z1 RMS.

Figure 6.3: RMS data for each fuel at Condition 1 (Blue) Condition 2(Orange) and Con-

dition 3 (Grey). 143
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reason for using accelerometer X1 was because it had the median vibratory harshness of

all 3 accelerometers. Clearly Z1 is severely impacted by the turbine blade oscillations

which would serve to dilute the impact fuel properties impact on vibrations. This was

proven to be the case upon further analysis where whilst all the accelerometers showed

similar correlations, X1 condition 3 had the best clarity.

Furthermore Jet A1 (Fuel RF14) was repeated at the start of each day to determine the

effects of ambient conditions on the results presented in this investigation and to preclude

any random bias from the results. The results are shown in Fig. 6.4. As can be seen the 3

test points show near identical with a standard deviation of less than 0.05. This indicates

that the variation of vibration seen can be attributed to the fuels’ impact to a great extent.

Figure 6.4: RMS Analysis of 3 Jet A1 repeats conducted with respect to engine condition

Figure 6.5 depicts the viscosity in centistokes (mm2s−1) for the fuels tested for which

viscosity data was available as per table 3.3. It is clearly visible that there exists a posi-

tive correlation whereas the viscosity of the fuel increases the RMS acceleration produced

also increases. A correlation coefficient of 0.33 supports this observation, as does the

science which as determined in chapter 4 a viscous fuel tends to lead to poorer atomisa-

tion (increased fuel viscosity resists atomisation and requires higher injection pressures to

atomise satisfactorily) which in turn causes poorer mixing of the fuel and air. This causes

a increase in the variation of heat release from combustion due to richer and leaner ar-
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Figure 6.5: RMS acceleration of fuels tested in APU against the viscosity. Note not all

fuels’ viscosity data were available.

eas of the combustion mix, which goes on to cause increased vibrations which have been

detected in Fig.6.5.

Figure 6.6 depicts the fuel density against the observed RMS accelerations for all fuels

tested. Again a positive correlation is clearly visible with a correlation coefficient of 0.34.

This was to be expected as the fuel testing on the combustor also showed similar results

as in Fig.5.11. This is explained by the fact that denser fuel molecules are more difficult

to oxidise as they contain more chemical bonds per volume of fuel which require more

energy to break down again impacting the heat release rate which in turn can be observed

from the RMS acceleration. Moreover, the increased density fuels have poorer injection

characteristics as has been seen in chapter 4. This larger droplet size (caused by the in-

creased pressure required to properly atomise denser fuels) leads to poorer mixing of the

combustion mixture which leads to hot spots and oscillations of the heat release rate and

acoustic couples’ waves which would impact the vibrations observed.

Figure 6.7 shows the RMS acceleration against the fuels H/C ratio. As can be clearly

seen there exists a negative correlation with a correlation coefficient of 0.34 indicating

that as H/C ratio increases the RMS acceleration decreases. This is in keeping with the lit-

erature in that as the hydrogen content of a fuel increases the combustion becomes cleaner

and more stable as it easily oxides as a molecule as well as in complex compounds. This

finding has been supported by experiments conducted with gaseous fuels by Wang et al.
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Figure 6.6: RMS acceleration of fuels tested in APU against the fuel density.

Figure 6.7: RMS acceleration of fuels tested in APU against the hydrogen to carbon ratio.

Note not all fuels’ H/C ratio data were available.
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Figure 6.8: RMS acceleration of fuels tested in APU against the cetane number. Only fuels

with cetane number available are depicted (RF3, RF7, RF8, RF10, RF11, RF12, RF13).

where the addition of extra hydrogen to methane fuel leads to lower acoustic oscillation

in certain frequency ranges [154]. As RMS encompasses the entire frequency spectrum

it can be said that this investigation finds that the increase in H/C ratio of a fuel tends to

have a positive impact in terms of vibrations caused. This finding is supported by research

conducted byOthman et al. who observed that as carbon toHydrogen ratio increases vibra-

tions also increase as shown in Fig. 2.28. This is in keeping with what has been observed

in this particular investigation where we see a decrease in vibration intensity as H/C ratio

increases (H/C ratio is the inverse of the C/H ratio).

The final fuel property with which a correlation has been achieved is cetane number

as shown in Fig.6.8. It is seen that as the cetane number increases, the RMS vibrations

increase. However, as only 7 data points were available due to the lack of testing of the

cetane number of jet fuels as a standard this correlation should be viewed with sufficient

scrutiny. That being said the correlation coefficient of 0.41 in keeping with the previous

fuel properties. This finding is keeping with the definition of cetane number which is a

parameter mainly used in the qualitative analysis of compression ignition (CI) engine fuels

(i.e. Diesel). Cetane number is a parameter denoting the ignition delay (The time taken

for diesel fuel to ignite after injection into a CI engine combustion chamber) of a fuel.

A higher cetane number corresponds to a lower ignition delay and vice versa. A lower

ignition delay could possibly indicate that such fuels are prone to unstable heat release
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due to their chemical composition as cetane additives such as 2-ethylhexyl nitrate.

6.2.2 Octave analysis

This section depicts the octave analysis conducted on the noise data obtained from the all

the fuels tested in the APU. A description on the octave analysis process can be found in

section 2.3.3. Overall, the data obtained from the microphones are of limited utility as

they were placed outside the APU room and are therefore heavily damped by the sound

insulation of the APU room walls. Figures 6.9, 6.10 and 6.11 depict the Sound pressures

levels in decibels for Microphone 1 at condition 1, 2 and 3 respectively. The Frequency

content has been divided into octaves as per ANSI standard S1.11-2014 [111]. In general, it

is clearly visible that the APU noise is well distributed amongst the octave compared to the

octave analysis of the combustor. With peaks visible in the 32Hz band for all 3 conditions.

The lowest octave band for all 3 conditions is the 15kHz band. The highest overall sound

pressure is located at condition 3 32Hz band at 102dB. However, the difference is sound

pressure between the engine conditions are quite minimal due to the damping.

The largest variation in sound pressure is observed in the 4Hz band for all 3 conditions.

This was also observed in the octave analysis of the combustor in chapter 5. It maybe that

the accuracy of the microphones drop towards the lower end of its sensitivity scale at

4dB which causes greater fluctuation in the sound pressure levels recorded in that octave

band. However, it is more likely that this variation is caused by the equivalence ratio

fluctuations at this low frequency variation of noise between the fuels was visible in the

combustor testing as well. Furthermore, in the research conducted by Simons et al, this

pattern is shown. This has been shown in Fig. 5.10. Moreover it is known in the literature

that combustion instability is a relatively low frequency affair with variations occurring at

sub 100hz [68, 155].
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Figure 6.9: Octave band analysis M1 at condition 1.Reference pressure 20µPa which corresponds with human hearing range.
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Figure 6.10: Octave band analysis M1 at condition 2. Reference pressure 20µPa which corresponds with human hearing range.
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Figure 6.11: Octave band analysis M1 at condition 3. Reference pressure 20µPa which corresponds with human hearing range.
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6.3 Conclusions

Overall, in the experiments conducted with APU it can be conclusively said that fuel prop-

erties impact the vibrations and therefore the stability characteristics of the combustion

produced by a full gas turbine adding to the knowledge. The noise and vibrations charac-

teristics of the APU have been established by Fig.6.1.

Further findings of this investigationwere the correlations derivedwith respect to RMS

acceleration and fuel properties including density, viscosity, H/C ratio and cetane num-

ber, it is difficult to theorize as to which particular fluid property of these is contributing

the most towards the vibrations generated as these variable are intrinsically linked to each

other (i.e. fuels with a lower H/C ratio are generally denser as carbon is denser than hydro-

gen and the molecule is entirely formed of hydrogen and carbon molecules). Moreover, a

foundation has been laid to derive an optimum fuel blend with respect to fuel properties

by means of testing 20 drop-in alternative fuels and surrogates and measuring their insta-

bility characteristics and linking the instability to the fuel properties. All of the above are

novel findings which add to the knowledge regarding the performance of alternative fuels

instability characteristics on conventional gas turbines.

In addition, it should also be noted that vibrations observed in this chapter are caused

by combustion, flow characteristics and the rotational mechanical components. It is clear

that vibrations caused by combustion heat release fluctuation has a tendency to amplify

the vibrations of rotational components. This explains the reason that RMS acceleration

shows great variation with respect to fuel properties, where the RMS acceleration is in the

main impacted by the turbo-machinery. This is clearly observed by the fact that condition

3 of the APU produces correlations with respect to fuel properties, while condition 1 and

2 do not or only show slight correlations. This is indicative of the fact that condition 1

and 2 of the APU is dominated by the non-combustion related turbulence vibrations and

other machinery noise of the engine. However, with that being said, it is obvious that

the combustion process and the noise and vibration caused by it go on to affect the turbo

machinery of the APU. This is shown from the fact that the natural mode shapes of the

APU are amplified by the combustion noise and vibration.

Moreover, it should be noted that this investigation has resulted in a proven method-
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ology to detect combustion influenced noise and vibrations. This method can in future be

used to determine the impact of any fuel on a gas turbine.
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Chapter 7

Overall conclusions of alternative fuels

and combustion instability and future

work

This chapter describes the overall conclusions that have been gleaned from the combina-

tion of knowledge gained in the 3 results chapters. It also describes the potential future

work that can be conducted to complement and enrich the understanding of combustion

instability and how fuel variation impacts in the wider sense.

7.1 Overall conclusions

To validate the results from chapters 5 and 6 the SMD obtained from the droplet size anal-

ysis has been compared to the acceleration data obtained from the APU and the combustor.

Figure 7.1 depicts the SMDvs RMS acceleration for the common fuels tested in the droplet

size analysis and the APU for noise and vibrations. Fuels RF7-RF14 were tested for both

droplet size and vibrations. The SMD was tested at 60psi injection pressure and the ac-

celerometer was X1 and the APU condition was condition 3 (main engine start condition

on table 3.6). A good positive correlation was observed showing that as droplet size in-

creases the the combustion vibrations also increase in the APU. This is explained by the

fact that as droplet size increases in the combustion chamber, this leads to poorer mixing
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Figure 7.1: RMS acceleration for X1 condition 3 against the SMD at 60psi for fuels RF7,

RF8, RF10, RF11, RF12 and RF13 for the APU.

which in turn causes variations in the density gradient of the fuel air mixture. Which itself

leads to greater fluctuations in heat release and pressure waves in the combustor which

when impinging upon the solid combustion chamber walls leads to increased vibrations.

Figure 7.2 shows the peak height for condition 2 (refer to table 3.5) X1 of the com-

bustor against the SMD at 60psi for the A and B group fuels. The peak height has been

chosen for this comparison instead of the RMS values as in the combustor investigation

the RMS values are of less utility due to the overall peak height to noise ratio being lower.

This is due to the fact that the combustor produces less overall vibrations with respect to

the APU which is natural considering the lack of rotational components in the combustor.

The correlation again here is that as SMD increase the magnitude of vibrations produced

increases. leading to less stable combustion.

From this analysis it is possible to conclude that droplet size and atomisation plays

a key role in combustion instability, which in turn means that fuel properties play a key

role in combustion instability from an injection point of view. This view is supported in

the literature as equivalence ratio fluctuations are a known cause of combustion instability

[74, 77, 108, 153].
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Figure 7.2: Peak height of T2 X1 against the SMD at 60psi for fuels both A and B group

fuels tested on atmospheric combustor.

Further conclusions derived from this investigation is that mono-aromatic compounds

with large aliphatic components attached to them performed well in the droplet size anal-

ysis and the combustor testing with respect to poly-aromatic compounds.

Another conclusion of this overall investigation is the establishment of a link between

the viscosity, flashpoint fuel density, H/C ratio and cetane number of the fuels and com-

bustion instability which has been observed by means of acoustics and vibrations. This

makes sense as the fuel properties heavily influence the injection characteristics of the fuel

which in turn cause oscillations in the heat release and acoustic coupled pressure waves

which lead to increased noise and vibration. Furthermore, it should be noted that this in-

creased noise and vibrations compared with conventional Jet A1 while minor , will lead to

increased wear of the turbo machinery and combustion liners with prolonged use increas-

ing the high-cycle fatigue of these components and therefore decrease in maintenance

intervals which is detrimental to commercial operation.

A future impact of this workwould be that designer fuels could be optimised for current

combustions systems and future combustion technologies.

Therefore, in summary the contributions to knowledge of this work can be surmised
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as follows;

• Impact of varying aromatic species and drop-in alternative fuels and their properties

on droplet size distribution.

• The impact of fuel properties on droplet size has been investigated especially with

respect to aromatic species which has not been done previously. Which in turn

has allowed the determination of an optimum aromatic to be blended with future

alternative jet fuels (Ethylbenzene and Cumene).

• Impact of aromatic species and their properties on noise, vibrations and combustion

instability in a gas turbine combustor.

• Determining the impact of fuel properties on noise and vibrations of a full gas tur-

bine using 20 drop-in alternative fuels and reference fuels. Deriving correlations

between noise and vibrations and Fuel; density, viscosity, flash point, surface ten-

sion, cetane number and H/C ratio.

• Finally, Linking of fuel droplet size to vibrations produced.

7.2 Future work

This section describes the possible work that could be completed in the future to expand

and enrich the findings of this investigation.

Firstly, it would be prudent to observe the variation of combustion vibrations and noise

produced for various fuels at varying pressure ratios. This is important as the the overall

pressure ratio (OPR) of commercial gas turbines vary from around 15 to 60 in the latest

generation aviation turbines. Therefore, any variation in noise and vibration that can be

attributed to combustion pressures can be observed independently of the vibration and

noise caused by fuel variation.

Secondly, it would be useful to conduct a study on the seal swell capabilities of the

aromatics tested in this investigation, particularly Cumene styrene and O-Xylene which

performed the best in the noise and vibrations testing as well as the droplet size analysis.

With this knowledge it is possible to say that adding these compounds to future alternative
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fuels would satisfy the operational requirements with respect to fuel system lubricity and

combustion instability.

Another work that could be considered in future would be an active control system to

damp the noise and vibrations observed in this investigation which are cased by equiva-

lence ratio fluctuation. This could take the form of variable geometry fuel injection system

which can compensate for the alternative fuel used in the engine. Overall it could be used

to vary the nozzle diameter, air assist pressures, injection pressures etc.
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Appendix 1 VI Data Acquisition block diagram

Figure 7.3: Data acquisition VI for acceleration, noise and pressure.

Appendix 2 Matlab Code

1 %sampl ing Frequency

2 f s =25000;

3

4 % Pro c e s s t o c o n v e r t impo r t ed d a t a i n t o a r r a y fo rma t . t1 − t 3

a r e cobmus to r c o n d i t i o n s .

5 J e tA1 t 1 = t a b l e 2 a r r a y ( J e tA1 t 1 ) ;

6 J e tA1 t 2 = t a b l e 2 a r r a y ( J e tA1 t 2 ) ;

7 J e tA1 t 3 = t a b l e 2 a r r a y ( J e tA1 t 3 ) ;
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8

9 % Pro c e s s t o check t h e t imes t amps of t h e d a t a f o r any

c o r r u p t i o n s i n t h e f i l e s l i k e NaN’ s where t h e a q u i s i t i o n

compute r coud no t keep up wi th t h e a q u i s i t i o n r a t e .

10 i d t 1 = f i n d ( i s n a n ( J e tA1 t 1 ( : , 1 ) ) ) ;

11 i d t 2 = f i n d ( i s n a n ( J e tA1 t 2 ( : , 1 ) ) ) ;

12 i d t 3 = f i n d ( i s n a n ( J e tA1 t 3 ( : , 1 ) ) ) ;

13

14 %p r o c e s s t o d e l e t e t h e c o r r u p t e d rows .

15 J e tA1 t 1 ( i d t 1 , : ) = [ ] ;

16 J e tA1 t 2 ( i d t 2 , : ) = [ ] ;

17 J e tA1 t 3 ( i d t 3 , : ) = [ ] ;

18

19 % s e l e c t i n g t h e a n a l y s i s window

20 t _ s e l = 500000 :510000 ;

21

22

23 %naming Va r i a b l e s

24 t 1 = J e tA1 t 1 ( t _ s e l , 1 ) ;

25 t 2 = J e tA1 t 2 ( t _ s e l , 1 ) ;

26 t 3 = J e tA1 t 3 ( t _ s e l , 1 ) ;

27

28 x1 t1= J e tA1 t 1 ( t _ s e l , 2 ) ;

29 x1 t2= J e tA1 t 2 ( t _ s e l , 2 ) ;

30 x1 t3= J e tA1 t 3 ( t _ s e l , 2 ) ;

31

32 y1 t1= J e tA1 t 1 ( t _ s e l , 3 ) ;

33 y1 t2= J e tA1 t 2 ( t _ s e l , 3 ) ;

34 y1 t3= J e tA1 t 3 ( t _ s e l , 3 ) ;

35
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36

37 z1 t 1 = J e tA1 t 1 ( t _ s e l , 4 ) ;

38 z1 t 2 = J e tA1 t 2 ( t _ s e l , 4 ) ;

39 z1 t 3 = J e tA1 t 3 ( t _ s e l , 4 ) ;

40

41

42 x2 t1= J e tA1 t 1 ( t _ s e l , 5 ) ;

43 x2 t2= J e tA1 t 2 ( t _ s e l , 5 ) ;

44 x2 t3= J e tA1 t 3 ( t _ s e l , 5 ) ;

45

46

47 y2 t1= J e tA1 t 1 ( t _ s e l , 6 ) ;

48 y2 t2= J e tA1 t 2 ( t _ s e l , 6 ) ;

49 y2 t3= J e tA1 t 3 ( t _ s e l , 6 ) ;

50

51

52 m1t1= J e tA1 t 1 ( t _ s e l , 7 ) ;

53 m1t2= J e tA1 t 2 ( t _ s e l , 7 ) ;

54 m1t3= J e tA1 t 3 ( t _ s e l , 7 ) ;

55

56

57 m2t1= J e tA1 t 1 ( t _ s e l , 8 ) ;

58 m2t2= J e tA1 t 2 ( t _ s e l , 8 ) ;

59 m2t3= J e tA1 t 3 ( t _ s e l , 8 ) ;

60

61

62 p1 t1= J e tA1 t 1 ( t _ s e l , 9 ) ;

63 p1 t2= J e tA1 t 2 ( t _ s e l , 9 ) ;

64 p1 t3= J e tA1 t 3 ( t _ s e l , 9 ) ;

65
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66 %% p l o t t i n g t h e t ime s p a c i n g t o d e t e rm i n e t h e a c t u a l y

samp l ing r a t e

67 f i g u r e ( 1 )

68 p l o t ( d i f f ( t 1 ) )

69 f i g u r e ( 2 )

70 p l o t ( d i f f ( t 2 ) )

71 f i g u r e ( 3 )

72 p l o t ( d i f f ( t 3 ) )

73 %% Resampl ing t h e d a t a t o r e q u i r e d samp l ing f r e qu en cy as

n e s s a c a r y

74

75 [ x1 r t 1 , t 1 r ] = r e s amp l e ( x1t1 , t1 , f s ) ;

76 [ x1 r t 2 , t 2 r ] = r e s amp l e ( x1t2 , t2 , f s ) ;

77 [ x1 r t 3 , t 3 r ] = r e s amp l e ( x1t3 , t3 , f s ) ;

78

79 [ y1 r t 1 , t 1 r ] = r e s amp l e ( y1t1 , t1 , f s ) ;

80 [ y1 r t 2 , t 2 r ] = r e s amp l e ( y1t2 , t2 , f s ) ;

81 [ y1 r t 3 , t 3 r ] = r e s amp l e ( y1t3 , t3 , f s ) ;

82

83 [ z 1 r t 1 , t 1 r ] = r e s amp l e ( z1 t1 , t1 , f s ) ;

84 [ z 1 r t 2 , t 2 r ] = r e s amp l e ( z1 t2 , t2 , f s ) ;

85 [ z 1 r t 3 , t 3 r ] = r e s amp l e ( z1 t3 , t3 , f s ) ;

86

87 [ x2 r t 1 , t 1 r ] = r e s amp l e ( x2t1 , t1 , f s ) ;

88 [ x2 r t 2 , t 2 r ] = r e s amp l e ( x2t2 , t2 , f s ) ;

89 [ x2 r t 3 , t 3 r ] = r e s amp l e ( x2t3 , t3 , f s ) ;

90

91 [ y2 r t 1 , t 1 r ] = r e s amp l e ( y2t1 , t1 , f s ) ;

92 [ y2 r t 2 , t 2 r ] = r e s amp l e ( y2t2 , t2 , f s ) ;

93 [ y2 r t 3 , t 3 r ] = r e s amp l e ( y2t3 , t3 , f s ) ;
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94

95 [ m1rt1 , t 1 r ] = r e s amp l e ( m1t1 , t1 , f s ) ;

96 [ m1rt2 , t 2 r ] = r e s amp l e ( m1t2 , t2 , f s ) ;

97 [ m1rt3 , t 3 r ] = r e s amp l e ( m1t3 , t3 , f s ) ;

98

99 [ m2rt1 , t 1 r ] = r e s amp l e ( m2t1 , t1 , f s ) ;

100 [ m2rt2 , t 2 r ] = r e s amp l e ( m2t2 , t2 , f s ) ;

101 [ m2rt3 , t 3 r ] = r e s amp l e ( m2t3 , t3 , f s ) ;

102

103 [ p1 r t 1 , t 1 r ] = r e s amp l e ( p1t1 , t1 , f s ) ;

104 [ p1 r t 2 , t 2 r ] = r e s amp l e ( p1t2 , t2 , f s ) ;

105 [ p1 r t 3 , t 3 r ] = r e s amp l e ( p1t3 , t3 , f s ) ;

106

107 %% FFT g e n e r a t i o n where S_FFT i s t h e code used . s e e nex t

s e c t i o n .

108 [ whzt1 , X1t1 ]=S_FFT ( t1 , x1 t1 ) ;

109 [ whzt2 , X1t2 ]=S_FFT ( t2 , x1 t2 ) ;

110 [ whzt3 , X1t3 ]=S_FFT ( t3 , x1 t3 ) ;

111

112 [ whzt1 , Y1t1 ]=S_FFT ( t1 , y1 t1 ) ;

113 [ whzt2 , Y1t2 ]=S_FFT ( t2 , y1 t2 ) ;

114 [ whzt3 , Y1t3 ]=S_FFT ( t3 , y1 t3 ) ;

115

116 [ whzt1 , Z1t1 ]=S_FFT ( t1 , z 1 t 1 ) ;

117 [ whzt2 , Z1t2 ]=S_FFT ( t2 , z 1 t 2 ) ;

118 [ whzt3 , Z1t3 ]=S_FFT ( t3 , z 1 t 3 ) ;

119

120 [ whzt1 , X2t1 ]=S_FFT ( t1 , x2 t1 ) ;

121 [ whzt2 , X2t2 ]=S_FFT ( t2 , x2 t2 ) ;

122 [ whzt3 , X2t3 ]=S_FFT ( t3 , x2 t3 ) ;
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123

124 [ whzt1 , Y2t1 ]=S_FFT ( t1 , y2 t1 ) ;

125 [ whzt2 , Y2t2 ]=S_FFT ( t2 , y2 t2 ) ;

126 [ whzt3 , Y2t3 ]=S_FFT ( t3 , y2 t3 ) ;

127

128 [ whzt1 , M1t1 ]=S_FFT ( t1 , m1t1 ) ;

129 [ whzt2 , M1t2 ]=S_FFT ( t2 , m1t2 ) ;

130 [ whzt3 , M1t3 ]=S_FFT ( t3 , m1t3 ) ;

131

132 [ whzt1 , M2t1 ]=S_FFT ( t1 , m2t1 ) ;

133 [ whzt2 , M2t2 ]=S_FFT ( t2 , m2t2 ) ;

134 [ whzt3 , M2t3 ]=S_FFT ( t3 , m2t3 ) ;

135

136 [ whzt1 , P t1 ]=S_FFT ( t1 , p1 t1 ) ;

137 [ whzt2 , P t2 ]=S_FFT ( t2 , p1 t2 ) ;

138 [ whzt3 , P t3 ]=S_FFT ( t3 , p1 t3 ) ;

139

140 %% P l o t t i n g o f t h e d a t a

141 s u b p l o t ( 8 , 1 , 1 )

142 ho ld on

143 p l o t ( whzt1 , abs ( X1t1 ) , ’ r ’ )

144 p l o t ( whzt2 , abs ( X1t2 ) , ’ g ’ )

145 p l o t ( whzt3 , abs ( X1t3 ) , ’ b ’ )

146 xl im ( [ 5 6000 ] )

147

148 t i t l e ( ’X1 ’ )

149

150 s u b p l o t ( 8 , 1 , 2 )

151 ho ld on

152 p l o t ( whzt1 , abs ( Y1t1 ) , ’ r ’ )
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153 p l o t ( whzt2 , abs ( Y1t2 ) , ’ g ’ )

154 p l o t ( whzt3 , abs ( Y1t3 ) , ’ b ’ )

155 xl im ( [ 2 6000 ] )

156 t i t l e ( ’Y1 ’ )

157

158 s u b p l o t ( 8 , 1 , 3 )

159 ho ld on

160 p l o t ( whzt1 , abs ( Z1t1 ) , ’ r ’ )

161 p l o t ( whzt2 , abs ( Z1t2 ) , ’ g ’ )

162 p l o t ( whzt3 , abs ( Z1t3 ) , ’ b ’ )

163 xl im ( [ 2 6000 ] )

164

165 t i t l e ( ’Z1 ’ )

166

167 s u b p l o t ( 8 , 1 , 4 )

168 ho ld on

169 p l o t ( whzt1 , abs ( X2t1 ) , ’ r ’ )

170 p l o t ( whzt2 , abs ( X2t2 ) , ’ g ’ )

171 p l o t ( whzt3 , abs ( X2t3 ) , ’ b ’ )

172 xl im ( [ 2 6000 ] )

173

174 t i t l e ( ’X2 ’ )

175

176 s u b p l o t ( 8 , 1 , 5 )

177 ho ld on

178 p l o t ( whzt1 , abs ( Y2t1 ) , ’ r ’ )

179 p l o t ( whzt2 , abs ( Y2t2 ) , ’ g ’ )

180 p l o t ( whzt3 , abs ( Y2t3 ) , ’ b ’ )

181 xl im ( [ 2 6000 ] )

182 t i t l e ( ’Y2 ’ )
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183

184 s u b p l o t ( 8 , 1 , 6 )

185 ho ld on

186 p l o t ( whzt1 , abs (M1t1 ) , ’ r ’ )

187 p l o t ( whzt2 , abs (M1t2 ) , ’ g ’ )

188 p l o t ( whzt3 , abs (M1t3 ) , ’ b ’ )

189 xl im ( [ 2 6000 ] )

190

191 t i t l e ( ’M1 ’ )

192

193 s u b p l o t ( 8 , 1 , 7 )

194 ho ld on

195 p l o t ( whzt1 , abs (M2t1 ) , ’ r ’ )

196 p l o t ( whzt2 , abs (M2t2 ) , ’ g ’ )

197 p l o t ( whzt3 , abs (M2t3 ) , ’ b ’ )

198 xl im ( [ 2 6000 ] )

199

200 t i t l e ( ’M2 ’ )

201

202 s u b p l o t ( 8 , 1 , 8 )

203 ho ld on

204 p l o t ( whzt1 , abs ( P t1 ) , ’ r ’ )

205 p l o t ( whzt2 , abs ( P t2 ) , ’ g ’ )

206 p l o t ( whzt3 , abs ( P t3 ) , ’ b ’ )

207 xl im ( [ 2 . 5 6 6000 ] )

208

209

210 t i t l e ( ’P ’ )

211

212 ho ld o f f
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213

214 %% RMS a c c e l e r a t i o n g e n e r a t i o n

215 C16RMS=[ rms ( abs ( X1t1 ) ) rms ( abs ( X1t2 ) ) rms ( abs ( X1t3 ) ) ; rms (

abs ( Y1t1 ) ) rms ( abs ( Y1t2 ) ) rms ( abs ( Y1t3 ) ) ; rms ( abs ( Z1t1 ) )

rms ( abs ( Z1t2 ) ) rms ( abs ( Z1t3 ) ) ] ;

216 C16RMStble= a r r a y 2 t a b l e (C16RMS, ’ Var iab leNames ’ ,{ ’T1 ’ , ’T2 ’ , ’

T3 ’ } ) ;

217 %% p r o c e s s t o show spe c t r og r am to d e t e rm i n e i f s i n g a l s a r e

s t a t i o n a r y

218

219 s u b p l o t ( 3 , 2 , 1 )

220 s p e c t r og r am ( x1t2 , 2000 , 1000 , l i n s p a c e ( 0 , 1 2 . 5 e3 , 1 2 . 5 e3 ) ,25 e3 )

221 t i t l e ( ’X1 ’ )

222 s u b p l o t ( 3 , 2 , 2 )

223 s p e c t r og r am ( y1t2 , 2000 , 1000 , l i n s p a c e ( 0 , 1 2 . 5 e3 , 1 2 . 5 e3 ) ,25 e3 )

224 t i t l e ( ’Y1 ’ )

225 s u b p l o t ( 3 , 2 , 3 )

226 s p e c t r og r am ( z1t2 , 2000 , 1000 , l i n s p a c e ( 0 , 1 2 . 5 e3 , 1 2 . 5 e3 ) ,25 e3 )

227 t i t l e ( ’Z1 ’ )

228 s u b p l o t ( 3 , 2 , 4 )

229 s p e c t r og r am ( m1t2 , 2000 , 1000 , l i n s p a c e ( 0 , 1 2 . 5 e3 , 1 2 . 5 e3 ) ,25 e3 )

230 t i t l e ( ’M1’ )

231 s u b p l o t ( 3 , 2 , 5 )

232 s p e c t r og r am ( m1t2 , 2000 , 1000 , l i n s p a c e ( 0 , 1 2 . 5 e3 , 1 2 . 5 e3 ) ,25 e3 )

233 t i t l e ( ’M2’ )

234 s u b p l o t ( 3 , 2 , 6 )

235 s p e c t r og r am ( p1t2 , 2000 , 1000 , l i n s p a c e ( 0 , 1 2 . 5 e3 , 1 2 . 5 e3 ) ,25 e3 )

236 t i t l e ( ’P ’ )

1 f u n c t i o n v a r a r g o u t = S_FFT ( t , x )

2
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3 % Code t o C r e a t e s i n g l e s i d e d FFT

4 %

5 % [ f r eq ,X] = S_FFT ( t , x )

6

7 % t = t ime s i g n a l ( s )

8 % x = p o s i t i o n s i g n a l

9 % whz = f r e qu en cy (Hz )

10 % X = Fou r i e r Trans fo rm of x

11

12

13

14

15 % t r a n s p o s e d a t a

16 t = s ( : ) ;

17 x = x ( : ) ;

18

19 % the FFT a l g o r i t hm works b e s t w i th an even number o f d a t a

p o i n t s

20 n = l e n g t h ( t ) ;

21 i f n / 2 ~= round ( n / 2 ) ,

22 t = t ( 1 : end −1) ;

23 x = x ( 1 : end −1) ;

24 n = n −1;

25 end

26

27 % de r i v e t h e f f t magn i t ude s

28 Y = f f t ( x ) ;

29 X = [Y( 1 ) ; 2*Y( 2 : ( n / 2+1 ) ) ] / n ;

30

31 % de r i v e t h e f r e qun e cy p o i n t s
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32 d t = mean ( d i f f ( t ) ) ;

33 whz = [ 0 : n / 2 ] ’ / n / d t ;

34

35

36

37 i f n a r g ou t == 0 ,

38

39 end

40

41 % e r r o r meesages

42

43 i f n a r g ou t > 0 ,

44 v a r a r g o u t {1} = whz ;

45 end

46

47 i f n a r g ou t > 1 ,

48 v a r a r g o u t {2} = X;

49 end
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