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ABSTRACT

HIV/AIDS has been a leading cause of morbidity and mortality in Sub-Saharan Africa over the
last four decades. Sexual behaviour has contributed significantly to the acquisition or
transmission of the virus. Globally, prevention efforts have reduced the burden of the virus, yet
some settings have experienced increased transmission. Our understanding of the underlying
factors that have influenced disproportionate epidemiological situations has relied on
speculation. The research investigates the sexual behaviour and social conditions that act as
motivators or barriers to the risk of HIV and the epidemiological context in Plateau State and
Nasarawa State, Nigeria for sustainable sexual health and to halt the spread of HIV. Based on
the social epidemiology of HIV, a sequential explanatory mixed-methods design was adopted,
which demonstrates the significance in understanding the complex factors surrounding sexual
behaviour and the risk of HIV transmission. The first phase of the study used Nigerian
Demographic and Health Surveys datasets from 2003 to 2013, and District Health Information
System datasets from 2013 to 2017 for Plateau State and Nasarawa State. The data obtained were
analysed using quantitative technigues to establish indicators of sexual behaviour and predictors
of HIV high-risk. The second phase of the study deployed qualitative research tools involving
in-depth interviews (key informants, semi-structured), participant observations, and a document
review to collect data on sexual experiences, social relationships, and the prevailing conditions
that facilitate or constrain risky behaviour and the spread of HIV. The mixed-methods strategy
enabled the triangulation of data and to gain a better picture of the findings. The research results
show that in Nasarawa, more young people engage in sexual activity without the use of a condom
than in Plateau State. Being female, married and aged > 25 years predicted HIV high-risk
behaviour. The lack of education, being from a poor home, and possessing unsafe HIV/AIDS
attitudes increased the chance of acquiring or transmitting HIV. Risky behaviours were driven
by gender control, when the man controls resources and dictates heterosexual relationships; this
has deprived women of agency to demand safe sex. The most at-risk groups were found to border
HIV hotspot states, and doubts about the reality of HIV heightened HIV risk. Also, family and
community norms stigmatised, discriminated and criminalised the sexual and social attitudes of
some people who perceived they were rejected and became isolated. Social distances created
tension and distress thus impacting the receipt of HIV prevention services. The health seeking
behaviour among the most at-risk groups exposed them to unsafe behaviours linked with HIV
and health-related conditions. All these factors have contributed to the high prevalence of HIV
in Nasarawa State. In Plateau State, more people engaged in safe sexual activity than in Nasarawa
State. Completing primary education, and being a polygamist, female, and married were unlikely
to be associated with high-risk transmission. Relationships within and between social groups kept
people together and enabled access to resources to reduce exposure to risky behaviours. The
behaviour change contributed to a significant decline in HIV rates. The study suggests that
sexual behaviour and a combination of HIV prevention strategies would address behavioural,
socio-economic, cultural practices, and laws within the broader policy environment in order to
mitigate and deliver sustainable health and zero HIV/AIDS.
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CHAPTER ONE
INTRODUCTION

1.1 BACKGROUND TO THE STUDY

The global HIV/AIDS pandemic is the most significant public health challenge, and one of the
leading causes of death across Sub-Saharan Africa over the last decades (WHO, 2020). At 1.5%,
the prevalence of Nigeria’s HIV infection among adults is relatively low compared with other
countries in Southern Africa. However, the sheer size of its population means that it is one of the
countries with the most people infected with HIV globally (UNAIDS, 2019). Within Nigeria, there
are strong disparities in the rates of new HIV infections between and within states that reflect
changes in the spatial epidemiology of the virus (Granich et al., 2015). In particular, in 1996,
Plateau State was at the centre of Nigeria’s HIV/AIDS epidemic when it experienced the highest
HIV infection rates in the country, at 11% (FMoH - Federal Ministry of Health, 1996). Although
the virus initially spread to surrounding states, by 2001 the infection was declining in Plateau State.
Even more encouragingly, the populations experiencing a reduction in the HIV infection rates
were children, women and the most-at-risk subgroups, such as sex workers (NACA 2015; Ogbe
et al. 2014; Imade et al. 2014; Gomwalk et al., 2012). However, the infection rate was on the rise
in neighbouring states at the conception of this study; these have lately experienced a slower
decrease, but remain higher than in Plateau State and above the national average (FMoH, 2020;
Bashorun et al., 2014; Obidoa and Cromley, 2013).

Following its initial report in 1981, AIDS was identified as an infection crisis that stimulated
biomedical interventions for patients with advanced HIV (CDC 1993, 1983, 1982, 1981). The
initial treatment began with the use of azidothymidine (AZT) or zidovudine (ZDV) (Fischl et al.,
1987) and has been much improved over the years through male circumcision, the use of male
condoms, and pre- and post-exposure prophylaxis, which are used for the prevention of the spread
of the virus (Vella et al., 2012). However, the biomedical approach has not totally addressed the
HIV epidemic, as envisaged in medical sciences (Rodger et al., 2013), because the disease has also
evolved as a social phenomenon (Rowan 2014). In the last two decades, prevention efforts have
combined social and structural dimensions to reach beyond the people immediately at high risk of
infection (Lieberman et al., 2013). The approach now targets the prevention of initial occurrence
by addressing vulnerable conditions that influence the risk of infection and health-related decisions
(Crammond and Carey 2017; Berkman and Krishna 2014; Soskolne, 2007). These factors point
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out that human health, including HIV infection, is a social matter (Oakes and Kaufman 2017;
Berkman and Kawachi, 2014; Kippax, 2012; Berkman and Glass 2000).

More importantly, now there is renewed global synergy to sustain gains in combating HIV/AIDS,
this thesis focuses on HIV infection in Nigeria which is largely the result of risky heterosexual
behaviour. The assumption proposes that the modification of risky behaviour reduces the
possibility of contracting the virus. As social beings, humans naturally establish one-on-one
relationships, and bonds with one another within the groups to which they belong, and across
neighbourhoods (Degenne and Forsé, 2004). The interactions involve reciprocal attraction,
communication, and the possibility of exposure to a myriad of factors that influence health
conditions, including HIV infection. Currently, our knowledge is limited concerning the social
groups and networks to which people belong, the mechanisms through which they interact, and
whether such relationships limit or enable the risk of exposure to behaviours responsible for the
decline of HIV infection in Plateau State and, seemingly, not in neighbouring states, during the
same period.

To understand the HIV risk situation, a mixed-methods research approach is adopted. The
techniques in the design are pragmatic for data collection that reflects the novelty of exploring
sexual behaviour and the social epidemiology of HIV. Nasarawa State is selected in proxy! (for
safety and offers a similar HIV context); this helps to understand why HIV infection has failed to
decline in neighbouring states. This section of the introduction has explained the motivation and
broader context for this study, whilst the subsequent section discusses the justification for the study
(section 1.2). Section 1.3 presents the questions raised by the study, while section 1.4 discusses
the study aim and objectives. Sections 1.5 and 1.6 explain the significance of the study and provide
an overview of the research methodology. Finally, section 1.7 gives a summary of the thesis

structure.

1.2 JUSTIFICATION FOR THE STUDY

In sub-Saharan Africa (SSA), it is well known that heterosexual intercourse is responsible for over
90%of the risk of exposure to HIV infections, particularly when sexual activity is unprotected
(Adimira et al., 2014; UNAIDS, 2012; Lurie and Rosenthal 2010). These risky behaviours

1 Benue State was the initially preferred comparison case to study the rising prevalence of HIV (see Figure 2 for its
prevalence). However, due to the security situation at the time of the data collection, the neighbouring Nasarawa State
was selected due to its higher HIV infection characteristics than Plateau State. It was also more accessible and safe
at the time of the fieldwork. Since completing the data collection phase, Nasarawa State has also experienced a decline
in HIV.
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influence the possibility of contracting HIV and other Sexually Transmitted Infections (STIs) from
people within sexual networks (Zhen, 2011; Dean and Fenton, 2010; Boily et al., 2009). HIV,
being an infectious disease that has multiple modes of transmission, relies on sexual contact
between infected individuals and those at risk of acquisition or transmission (Haggett, 2000;
Sadikov et. al. 2011). Moreover, as the number of persons in any sexual network is large, so is the
risk of HIV transmission within it (Potterat et al., 2005; Gupta 2002; Anderson and May 1989).
The absence of a cure for HIV and AIDS has prompted emphasis on behavioural and social
changes among the countries most affected in order to hasten infection decline and reduce the
burden of the epidemic (de Wit et al., 2011). This change has been informed by the philosophy
that people should have access to adequate information on the prevention of the infection, which
can rapidly inform and influence members in a network (Rogers 2004). This suggests that people
are likely to swiftly accept and adopt new behaviours based on the communication of an
appropriate and adequate awareness by other members of their network. Rogers (2004) argued that
rapidly received information influences opinion and judgment to the point of modifying behaviour.
However, little is currently known about the different social groups and networks to which
individuals belong, and the type of support they share and reciprocate, which would help to limit
or enable the prevention of HIV risky behaviour. This research intends to identify the groups and
networks to which people belong in order to understand the mechanisms by which risk of HIV
infection are empowered to limit transmission or mitigate prevention measures in various case

study units.

Consequently, until recently, there has been little interest in examining how individuals in a
community utilise resources to reduce the risks associated with disease that influences health
patterns in a population (Berkman and Kawachi 2014; Honjo 2004; Campell et al., 2002; Campell
and Gillies 2001). Key literature has highlighted that the culture, policy and social environments
within which individuals live represent a barrier to attaining well-being, and simultaneously enable
HIV/AIDS to thrive (Hibbert et al., 2018; UNAIDS 2016; Poundstone et al., 2004; Herek and
Captino, 1999). These barriers include poverty (Alsan et al., 2011; Obi et al., 2010), gender
inequality (Zierler and Krieger 1997), discrimination and the criminalisation of one’s sexual
lifestyle and behaviour (UNAIDS 2016; Manjok et al., 2009), violent community conflict
(Mclnnes, 2011; Igbal and Zorn, 2010;), and displacement and migration (Poundstone et al., 2004).
Exploring individual and socio-structural factors is therefore critical to enable the required depth
and breadth to understand how issues influence conditions, which motivate decisions that shape
intentions to act (or not) among individuals and communities concerning the risk of HIV infection

in Plateau State and Nasarawa State.
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Moreover, the Declaration at the Millennium Summit in September 2000 was significant and the
biggest promise ever made by the world to reduce the world’s most serious development
challenges (in vulnerable countries). Specifically, Goal 6 focused on halting HIV/AIDS, reversing
its spread and achieving access to treatments by 2015. The agenda has been improved to focus on
all nations in Sustainable Development Goals - SDGs (Nigeria MDGs Report 2010; Hulme 2010;
Fenwick et al., 2005; United Nations, 2000). In achieving the development goals, 19 billion
US$ was invested in 2018 for HIV/AIDS responses worldwide that mobilised relevant health
infrastructures, improved data systems and diagnostic capacities, and made massive multi-sectoral
interventions in low and middle-income countries with the expectation of value for investment
(UNAIDS, 2020a). The investment benefits in 2018 showed that 78% of people living with HIV
knew their HIV status, 78% were accessing treatment, and 86% had viral suppression, which
achieved the global 90-90-90 targets to end HIV infection by 2030. Hence, new HIV infections
fell by 41%, which is slow compared with the 40% in 2015 (UNAIDS, 2020a, 2016; Dorrington
et al., 2014). The prevalence of discriminatory attitudes towards people living with HIV is on the
decline in sub-Saharan Africa (Chan, et al., 2015). By 2017, in rural South Africa, 94% of the
general population knew their HIV status (Human Sciences Research Council, 2018). In 2018,
Kenya, which has the third-largest HIV epidemic in the world, 89% people knew their status and
77% had been placed on treatment; this was the first time such significant achievements had been
recorded (UNAIDS, 2020b; Strauss et al., 2017).

Nigeria responded to the HIV/AIDS epidemic in various ways, which included the development
of policies designed to improve the economic situation across the country, which was influenced
by the established relationship between poverty and HIV/AIDS (Arogundade et al., 2011).
Interventions have been mostly directed towards a targeted group since vulnerability and risk
behaviours for HIV are multidimensional and overlap (FMoH, 2019). The targeted groups
included the individual patient, sexual partners or family (micro), community (meso), or policy or
structural (macro) levels. In the 1990s, the National Directorate of Employment (NDE), the
Nomadic Education Programme and the Family Economic Advancement Programmes were
established to address the economic and social needs of individual states across the country (Aluko
2003). In 2000, the HIV/AIDS Emergency Action Plan (HEAP) was adopted followed by the
National HIV/AIDS Behaviour Change Communication in 2004 for a multi-sectoral response to
the epidemic (Chima and Homedes 2015; NACA 2004; FMH 2005).
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Recently, the National Plan of Action for the removal of legal and human rights barriers to the
HIV/AIDS response (NACA, 2017), HIV/AIDS Stigma Reduction Strategy (NACA, 2016), and
the National HIV Strategies for Adolescents and Young People (NACA, 2016) were designed.
The implementation of these policy programmes nationally and sub-nationally may have
contributed to a decline in HIV infections (Figure 1.1). However, this decline is evidently
concentrated in just a few states in Nigeria, including Ebonyi, Gombe, Kano, Kogi, and Plateau
(FMOH, 2019). However, far too little attention has been paid to the relevant programmes and
interventions, their implementation and how they influenced persons not infected to change their
behaviours, the early detection of new infections to reduce transmission to others, and therapy for
infected persons with chronic conditions. This study critically examines the roles of HIV
prevention programmes on the HIV situations in Plateau State and Nasarawa State.

Plateau State is located in the North-Central region of Nigeria (Figure 1.2). Since colonial times,
the State has attracted mining industries (tin and columbite) and migrant labour from many parts
of the country (Higazi 2011). Its temperate climate has attracted both national and international
tourists for vacation and/or permanent settlement (lirmdu et al., 2013). Jos is the State capital and
serves as a central transport nexus (air, rail and road) that links the State to other parts of the
country (Mohammed 2005). Together, these factors may have contributed to sexual networking in
the State, which could have played a role in the first diagnosed case of AIDS within Nigeria in
1990, who was a Malian businessman (NACA 2014; PLACA 2007).

Table 1.1: HIV Prevalence Trends in the North Central and States Bordering Plateau State

Year/ Benue FCT Kaduna Kogi Kwara Nasarawa Niger Plateau Taraba National
States Average
1991/92 NG 0.9 0.4 6.2 1.8
1993/94 N 4.6 2.4 8.2 3.8
1995/96 ] 7.5 2.3 1.7 11.0 6.0 4.5
1999 168 | 7.2 11.6 5.2 3.2 10.8 6.7 6.1 55 5.6
2001 135 | 10 5.6 5.7 4.3 8.1 4.5 8.5 6.2 5.8
2003 6.3 8.4 6.0 5.7 2.7 6.5 7.0 6.3 6 5.0
2005 10 6.3 5.6 55 2.8 6.7 5.3 4.9 6.1 4.4
2008 106 | 5.0 7.0 51 1.8 10.0 6.2 2.6 5.2 4.6
2010 12.7 | 8.6 5.8 5.8 2.2 7.5 4.0 7.7 5.8 4.1
2012 5.6 7.5 9.2 1.4 14 8.1 1.2 2.3 10.5 3.4
2014 154 | 5.8 2.2 3.3 2.3 6.4 1.7 5.9 51 3.0
2018 4.8 1.4 1.0 0.8 0.8 1.9 0.6 15 2.6 1.3

Source: FMoH, 2008, 2010, 2013; NACA 2015
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The State also later became the first in Nigeria to report high rates of HIV infection because of its
central location and links to neighbouring states. Nearby states within the North-Central and
North-Eastern regions subsequently began to report similarly high HIV infection rates (FMoH
1996; Balogun 2010). Since then, the trend in the HIV infection rate has fluctuated (as shown in
Figure 1.1) and has fallen to low levels, consistent with the overall trend in Nigeria. In response to
the epidemic, Plateau AIDS Control Agency (PLACA) was established in the year 2000 and
worked with the Local AIDS Control Agency (LACA) in the management of HIVV/AIDS policies
and programmes adopted from the national framework. Significant prevention activities in the
State may have contributed to a decline of the HIV infection rate from 8.5% in 2001 to 2.6% in
2008 (PLACA 2007; FMoH 2008).

Figure 1.1: HIV Prevalence Trends in Plateau State and Nasarawa State
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Following 2008 and 2014, there were spikes in the infection rates (see Table 1.1 and Figure 1.1).
The first spike corresponds with some of the political and social crises observed between 2008 and
2010, which may have interrupted prevention activities and encouraged the risky behaviour
associated with HIV transmission (NACA 2014; Umeobi 2013; Vanguard News 2011; Ross et al.,
2006; Khaw et al., 2000). The state government, in collaboration with donor agencies, responded
by scaling up its HIV/AIDS prevention and treatment programmes particularly for high-risk

groups including inter-city-truck drivers, pregnant women, commercial sex workers (CSW), and
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sexually active youths and children (Adelekan et al., 2017a, 2017b; Hassan et al., 2014; FMoH
2013). This move may have contributed to the sharp decline in 2012, particularly among these
high-risk groups in the State (NACA 2015; Ogbe et al., 2014; Imade et al., 2013). Interestingly,
this trend is not unique to Plateau State, as similar fluctuations in infection rates have been
observed in other countries in SSA, including Uganda, Zambia and Zimbabwe (Kayeyi et al., 2012;
Muchini et al., 2011; Halperin et al., 2009; Hallett et al., 2006).

However, there is a dearth of evidence as to whether the decline in HIV infection rates since 2003
in Plateau State can be attributed to changes in behaviour. It is also important to understand
whether changes in behaviour were the result of HIV prevention activities in order to learn broader
lessons from Plateau State’s exceptional decreasing trends in HIV infection, and to enable similar
progress in other states across Nigeria. Moreover, this decline appears to have taken place despite
national survey data revealing low levels of HIV/AIDS awareness, low levels of condom use,
inadequate use of HIV Counselling and Testing (HCT) facilities, and continued high-risk
behaviours among youth and adults (NPC and ICF 2014, 2008). This decline also occurred at the
same time as an influx of large numbers of internally displaced people to the State, as a result of
the Boko Haram insurgency; they came from states with high rates of HIV (Enwereji 2009; NEMA
2014).

It is in the context of the above that this research is conceptually situated, which will thoroughly
explore the factors that influence the HIV/AIDS situation in Plateau State. Nasarawa State, which
was part of Plateau State until 1996, has been selected as a proxy? for the neighbouring states
(Benue State was initially preferred but was not selected due to accessibility and safety issues) to
enable a comparison and contrast of sexual and social relationships and to gain insight into why
HIV infection failed to decline at the same rate as Plateau State. The study hopes to contribute new
knowledge about the underlying drivers and dynamics of the HIV infection rates in Plateau and
Nasarawa States, with the aim of better understanding the broader context within which to

implement interventions that address the epidemic in the country and across Africa at large.

1.3 RESEARCH QUESTIONS

There is limited knowledge about the forms of sexual behaviour in the study setting. The factors

that influence the risk of HIV transmission and the motivations that enable or limit exposure to the

2 Benue State was the initially preferred comparison case study for the rising prevalence of HIV. However, due to the
insecurity situation at the time of data collection, the neighbouring Nasarawa State was selected for its higher HIV
infection characteristics, and for its accessibility and safety at the time of the fieldwork. Since completion of the data
collection phase, Nasarawa State has also experienced a decline in HIV.
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risk are based on speculation. Answers to the following questions are not currently clear. This
concern has triggered the need for an evidence-based inquiry to address the research problem
through the following questions.

1. What are the forms and trends of sexual behaviour in the study locations?

2. What are the indicators of sexual behaviour with the risk of HIV transmission?

3. How do individual characteristics determine the sexual behaviour that increases the risk of HIV
transmission?

4. How are people motivated to engage in behaviours that constrain or facilitate the risk of
acquiring or transmitting HIV, and inform the epidemiological conditions?

5. What types of social and community groups do people affiliate with in their place of residence?

6. What are the mechanisms through which people develop rapport and support to limit or enable
vulnerability to sexual health and HIV/AIDS?

7. What HIV/AIDS and health-related programmes are implemented in the study settings?

8. What role did HIV/AIDS prevention programmes play in the HIV situations within the study

locations?

1.4 AIM AND OBJECTIVES

The overall aim of this research is to investigate sexual behaviour and the social and structural
conditions that influence the risk of HIV transmission in Nigeria by focusing on Plateau State and

Nasarawa State as case studies. The specific objectives of the study are as follows:

1. To understand sexual behaviours in relation to HIV transmission in both Plateau and
Nasarawa States:
a) To describe the forms and timings of sexual behaviour in the study settings;
b) To determine the factors associated with risky sexual behaviour and the likelihood of
acquiring or transmitting HIV;
c) To explore the underlying factors, including personal motivation for engaging in sexual

behaviours and vulnerability to the risk of HIV acquisition or transmission.

2. To investigate the role of social groups/networks and social capital in the prevention of HIV
transmission in the study locations:
a) To identify the key characteristics of social groups and networks related to the

transmission and prevention of HIV in the study sites;
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b) To describe mechanisms through which social groups and networks construct social

capital that constrains or facilitates exposure to risky sexual behaviour and HIV transmission.

3. To analyse the role of HIV/AIDS prevention programmes on the HIV/AIDS situation in
Plateau and Nasarawa States.
a) To characterise HIVV/AIDS prevention and health-related activities in the study locations;
b) To explore the mechanisms through which the implementation of HIVV/AIDS activities

may have influenced HIV prevalence in Plateau State and Nasarawa State.

1.5 SIGNIFICANCE OF THE STUDY

This study significantly differs from research perspectives that see observable evidence as the only
form of defensible scientific outcome to understand complex public health phenomena, such as
HIV. Hence, undertaking a study that identifies a problem and views it within its broadest context
recognises the divide between the natural and cultural entities in order to better understand and
ultimately solve an epidemiological problem. The key outcome of this study is to create knowledge
that contributes to the social epidemiology of HIV and health-related debates. The approach
intends to address the root cause of HIV risk by gathering local evidence to support the goals in
SDGs that address both sexual and socio-structural issues. To make the study findings relevant to
the immediate community, appropriate seminars and conferences will be sought to disseminate the
findings of the study once the research is completed, when key evidence from the findings will be
shared with HIV/AIDS stakeholders, social service providers and relevant government and non-
governmental policy forums. In all, the research will provide insights into the currently limited
evidence on the indicators of sexual behaviour and the multifaceted socio-structural dynamics of
the decline and rise of HIV epidemiology in Nigeria and add to growing cross-national and
empirical evidence in Africa. This information is important for policy and practice in HIV

prevention as part of the wider goals to reach sustainable health and wellbeing for all.

1.6 OVERVIEW OF THE RESEARCH METHODOLOGY

The study focuses on understanding the complex conditions that constrain or enable the sexual and
social behaviours associated with the risk of HIV in Nigeria, and Plateau State and Nasarawa State
in particular. A sequential explanatory mixed method research design is suitable for this aim and
for gathering data to answer the study questions. The first phase analysed Nigerian Demographic
and Health Survey data to establish a relationship between personal and behavioural variables by
using descriptive and inferential statistical techniques. The second phase used in-depth interviews,
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participant observations, and a review of HIV and health-related documents. The narratives
obtained were based on trust, as an ‘insider’ in Plateau State, and an ‘outsider-within’ in Nasarawa
State communities. The analysis procedures for the collected data were conducted manually and
via computer. SPSS IBM version 26 (statistical software) and NVivo 11 (a textual analytical tool)
were used for the management of all collected data. The data complementarity and triangulation
associated with a mixed-methods design yielded evidence-based results with implications for the
sexual and social epidemiology of HIV/AIDS and health-related debates, policies, and practice.

1.7 THESIS OUTLINE

This section presents an outline of the entire thesis. The previous sections of this chapter provided
the context and justification for the study and introduced the milieu within which the social
epidemiology of HIV/AIDS was examined. Chapter Two uses an explorative strategy for the
literature review that situates the thesis within wider academic debates on the history and
distribution of HIV/AIDS, the dynamic and factors of the sexual transmission of HIV, and the
theoretical framework of its social epidemiology. A growing body of literature was continuously
examined to establish connections between the political, economic, and socio-cultural tensions
that highlight the sexual conduct, perception and choice that influences the possibility acquiring
or transmitting HIV and health-related concerns. This process reveals how behavioural and
epidemiological conditions vary in different settings. The conceptual and theoretical theories on
disease diffusion, and the individual, social and structural domains that influence HIV risks have
been discussed.

Drawing from the findings in Chapter Two, Chapter Three adopts the mixed-methods research
design that aligns with pragmatism research philosophy for the choice of techniques and for data
collection and analysis most appropriate to address the research problem. The quantitative phase
of the mixed-methods used survey data that produced statistical estimations on the indicators of
sexual behaviours; in comparison, the qualitative methods involved interviews with persons from
the study communities, participant observations and document reviews that triangulated evidence
to address the research problem. Chapters Four and Five present results on the forms and timings
of the indicators of sexual behaviour, and the factors influencing the risk of HIV transmission in
Plateau State and Nasarawa State. Explanations for the concentration of high-risk have been
discussed with evidence from participants’ narratives of the experiences they shared during the

interviews.
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Chapter Six identifies and characterises the mechanisms through which community groups or
organisational networks support members that constrain or facilitate HIV and AIDS prevention,
mitigation and treatment. The social networks in the study include family, friends and other
members of the community whose trust and collective values maximise or minimise vulnerability
to, and risk of, HIV. The results in this chapter are based solely on the interviews, which explored
participants’ feelings, perspectives and experiences on sexual health and practice. Chapter Seven
examines the role of the state and institutions in HIVV/AIDS prevention policy and health-related
activities. This section relies on the data obtained from the District Health Information System
(DHIS) in characterising HIV Testing Services, condom use, the Prevention of Mother-to-Child
Transmission (PMTCT) and Antiretroviral Treatments (ART). HIV/AIDS programmes
implemented concerning health-related issues. Results from in-depth interviews provided an
evidence-based understanding of the sexual behaviour and HIV/AIDS situations of Plateau State
and Nasarawa State. Chapter Seven presents the political commitments, HIV/AIDS policy design,
implemented intervention programmes which support HIV/AIDS prevention and contributed to
epidemiological situations. Finally, Chapter Eight summarises the key findings of the study,
discusses the contribution to knowledge, and notes its methodological significance. Moreover, it
outlines the policy and practice implications of the sexual behaviour and social epidemiology of
HIV in the achievement of sustainable sexual health and HIV-related conditions in Nigeria, and
Africa at large.
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CHAPTER TWO
AN EXPLORATORY LITERATURE REVIEW ON HIV/AIDS, SEXUAL BEHAVIOUR
AND SOCIAL RELATIONSHIPS

2.1 INTRODUCTION

Based on an exploratory strategy, this chapter reviews literature on the relationship between sexual
behaviour, the risk of HIV/AID acquisition or transmission, and social networking/support.
Generally, the review argues that, while HIV has a biomedical basis, its diffusion has social and
structural dimensions. Thus, the literature review phase first identified an appropriate literature
strategy, namely an approach, process and criteria for the selection of literature to identify relevant
and reliable sources amongst the literature. The literature review focus on the aetiology of
HIV/AIDS, then the literature related to its origin, types and geographical spread is discussed.
Heterosexual relationships are arguably the primary pathway through which HIV is transmitted in
Sub-Saharan Africa. The debate essentially forms the basis for contextual clarity in the developing

the hypothesis and theoretical methodology underpinning the data collection, analysis and results.

2.1.1 Literature review approach

This section presents a narrative review of the literature, and providea an analysis and critique of
the literature that seeks to understand the sexual risk of acquiring or transmitting HIV. It also
discusses the disproportionate HIV/AIDS situation between declining and rising (or high) rates.
The review helps to identify issues that exist; moreover, it integrates the work that others have
done, bridges related topics and categorises the key issues in the subject area in order to establish
a benchmark with which to compare results (Marshall and Rossman, 2016; Cooper, 2010). A
systematic review was not considered because of the broad nature of the review. A systematic
review focuses on a specific refine research topic/question, whereas a narrative review allows
room for a range and different types of literature to be explored and included in the review. The
review however followed some of the key steps use to conduct a systematic review, eg conducting
comprehensive search of published and unpublished literature in relevant databases, websites to
identify non peer reviewed reports and ‘grey’ literature. The aim was to examine the epidemiology
of HIV and adolscents sexual behaviour, explain key concepts and theories of this subject area,
and identify and describe the body of evidence previously published. Specifically, the review
sought to identify gaps to be addressed in the primary PhD study.
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The findings are presented in key sections: section Section 2.1.2, presents a discussion of the
global, national and local perspectives regarding the form and distribution of HIV infection and
the myths around its epidemiology. Section 2.4 provides a discussion on the dynamic of sexual
transmission of infection, particularly as it relates to HIVV/AIDS and other sexual and reproductive
health. Section 2.5 discusses the social and structural factors that highlight the role of social
networking, social capital, poverty, stigma and discrimination, violent conflict and displacement,
and the impact of rules guiding relationships in exacerbating exposure to the risk of HIV infection.
Section 2.6 focuses on theoretical frameworks on the disease, and information diffusion, and the
debates on its social epidemiology. The chapter ends with summarising the key accounts and

noting the gaps this research sets out to address.

2.1.2 The Literature Review Process

The literature review was guided by a strategy developed in consultation with study supervisors
and university information specialist. The strategy also clearly defines the literature inclusion

inclusion and exclusion criteria.

2.1.2.1 Search strategy

The search for literature involves a rational exercise to looks for published sources of information
to identify in electronic and grey literature sources (Adams, et al., 2014; Levy and Ellis, 2006)..
The search considers a wide range of data bases including MEDLINE, EMBASE, Web of Science,
CIHNAL available in the university of Sheffield electronic library, and Google Scholar (Table
2.1). . Grey literature were serach in relevant websites including the ministries of health, WHO,
UNAIDs and UNICEF Websites. Wildcat and the truncated searches of sensitive words were
undertaken to isolate British spellings; these searches were necessary due to the range of databases
consulted and different uses of the English Language in publishing. s. The serach terms used to

search the literature were combined in Boolean combination as follows (example):

= “HIV prevalence” OR “HIV incidence” OR “HIV transmission” OR HIV decline AND
(History of HIV OR AIDS AND Global AND Subsaharan Africa AND Africa) Limits:
Humans, English, Date of Publication 1990 -2000, 2001-2010, and 2011-2020)
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Table 2.1: Literature Search Strategy - Key concepts, search terms and databases

Data Bases

Terms used for Search

Focus Concept

HIV/AIDS

Sexual behaviour

Social capital

Social
epidemiology

Disease diffusion

Stigma and
discrimnation

Vi.
Vii.

viii.

Xi.

Google and Google
scholar,

. International

Bibliography of
social sciences,

iii. MEDLINE

Academic science
Complete,
Mendeley literature
search,

PsychINFO
African Journals
online (AJOL)
StarPlus, Unvisited
of Sheffield
Library discovery,
EMBASE

White Rose
eThesis Online,
Social Capital and
Training Online
website

HIV, AIDS, HIV/AIDS myths, HIV/AIDS conspiracy theory, HIV/AIDS distribution, Types of
HIV, HIV transmission, HIV acquisition, Sexual transmitted infections, Sexual transmitted
diseases, HIV decline

Sexual behaviour, sexual activity, sexual practices, sexuality, sexual risk behaviour, HIV risk
sexual behaviour, high-risky sexual behaviour,HIV risky behaviour, low risk sexual behaviour,
risky sexual behaviour, unsafe sexual behaviour, safe sexual behaviour, sexual debut,
Heterosexual behaviour, extramarital sex, premarital sex, Non-marital sexual practice, sexual
transmission of HIV, Casual sex, sexual fidelity, marital sexual practice, sexual behaviour and
condom use, unprotected sex, Dynamic of sexual transmission of STI/HIV, Factors of sexual
behaviour

social interactions, social relationships, social network, social support, social cohesion, Social
trust, social participation, Bonding, bridging, bonding, horizontal relationship, vertical
relationship, social capital, Social capital and health, social isolation, social exclusion, socil
distance, dark side of social capital

Social epidemiology, social determinant of health, social factors of Health, Social fators of HIV,
Social fators of HIV risk, violence, and health and diseases,Conflict and HIV/AIDS, War and
HIV/AIDS, structure and agency, health barriers, institutional obstacles to health/HIV, gender
and health/HIV, gender inquality

Spread of disease, Disease diffusion, Innovation diffusion, Information diffusion, HIV
diffusion.

Stigma, Discrimination, HIV/AIDS stigma, Discrimination of people with HIV/AIDS,
criminalisation of sexuality, Laws and homosexuality
Social Isolation and Exclusion
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e (“sexual behaviour” OR “sexual practice” or sexual behaviours indicators” OR
“Heterosexual behaviour”) AND (HIV risky behaviour) AND (Subsaharan Africa AND
African countries) Limits: Humans, English, Date of Publication from 1990 -2000,
2001-2010, and 2011-2020

e (“social capital” OR “social relationship” or “Social support” OR “social network” OR
“social groups”) AND (HIV OR AID [Mesh] AND sexual behaviour AND healthy
behaviour) Limits: Humans, English, Date of Publication from 2000-2010 and 2011-
2020

2.1.2.2 Literature selection criteria

As early mention, the literature review process was an exploration to gain a broad
understanding of the sexual behaviour and social epidemiology of HIV in Nigeria, with a
particular interest in Plateau and Nasarawa States. To select the papers that were relevant to
review, the author read the titles and abstracts to ascertain their relevance, followed by the full
texts of potentially qualify papers, and using the inclusion and exclusion to select the most

relevant.

2.1.2.3 Data extraction/evidence synthesis

Data extraction involved reviewing full texts articles and pulling out relevant information such
as authors details, year of publication, study design, study settings, methods use to recruit
participants, collect and analyse data, and key findings (for primary studies. For theoretical
papers, the aim of the report, author, year of publication and key findings were extracted.. The
information extracted were synthesis and and reported narratively. Interpretation of the findngs

helped in addressing this review and identifying research gaps.
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2.2 LITERATURE FINDING

Peer review and non-peer reviewed qunatitative, qualitative, mixed methods findings included

in the reviewed. The findings from the literature were are presented thematically as follow:

2.2.1 HIVand AIDS

Human Immunodeficiency Virus, popularly called HIV, is a virus that spreads through body
fluids to attack the immune system. Humans have a system of cells (T4 cells) that helps to fight
any infection entering the body. Sompayrac (2019, pp. 1, 13) states that the immune system is
a “hard wired” body defence mechanism, and a “team effort” that involves different players
working to ensure a defence against invaders. Figure 2.1 illustrates how these cells are intact
before HIV infection. However, when HIV enters the body, the virus rapidly multiplies and
eventually attacks and incapacitates many of the cells. The white blood cells are weakened and
no longer repel disease with vigour (Brenchley et al., 2006). The harm to the immune system
gives an opportunity for infections to dominate the body (greenish and brown dots on Figure
2.1). These are called opportunistic infections and include tuberculosis and Kaposi’s sarcoma
cancer. When the human body becomes infected and these infections are not treated, Acquired
Immunodeficiency Syndrome (AIDS) takes hold. The AIDS stage of the HIV infection has
been the cause of many deaths and untold hardship globally (UNAIDS, 2014a). When a person
is infected with HIV and treatment is not received, it classically progresses through the ‘three
As’ phases of infection, these being the acute infection phase, the asymptomatic phase, and the

AIDS phase.

i The acute HIV infection phase: is the primary stage of HIV infection that occurs

between two to four weeks after HIV is contracted, when the virus comes to live in the human
body. It is a window period, occurring between the onset of the infection and the appearance
of detectable antibodies to the virus. The transmission rate of the virus is higher at this phase.
The virus replicates and copies itself repeatedly, resulting in a concentration of HIV in the
blood (Shaw and Hunter, 2012). The concern here is that people at this stage of infection may
not feel sick at all and are often unaware that they are infected. Even when a test is carried out
using the ELISA rapid test or Western Blot, it may give a false negative result. It requires a
fourth-generation antibody/antigen or a nucleic acid (NAT) test to reveal the virus (CDC, 2016).
The risk of transmitting HIV to other people is very high at this stage, particularly through
unprotected sex, the sharing of infected needles, or blood transfusions (Patel et al., 2014). The

virus thrives and spreads faster when an infected person has fluid contact with an uninfected
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person, who also transmits, and the spread continues, depending on the size and extent of the
network (Rothenberg, 2009). Settings with generalised HIV epidemics, when people are
unaware of their status, are more likely to be at risk of HIV transmission (Kucirka et al., 2011).
Safer behaviour, such as the use of condoms, the screening of blood before transfusion, and the
avoidance of any form of fluid contact, is particularly important at this time (Lieshout-Krikke,
et al., 2015; Weller and Davis-Beaty, 2002).

ii.  The asymptomatic phase: is the period of clinical latency during which HIV is inactive

or dormant. The virus continues to replicate itself in the body of an infected person at a low
level (Hollingsworth et al., 2008). At this stage of HIV, infected people live without symptoms
but can transmit the virus. Eventually, the viral load begins to increase and the ‘CD4 cell count’?
decreases. As this occurs, the symptoms of different diseases begin to manifest, which leads to
the AIDs stage of the infection (Deeks et al., 2015).

Figure 2.1: The immune system and HIV infection progression
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Source: UNAIDS (2020)

iii.  The_Acquired Immunodeficiency Syndrome (AIDS): phase of the virus progression is

the most severe for the human body system (Coffin, 1986). The immune system during this
phase is severely damaged and is too weak to fight illnesses, referred to as opportunistic
infections. Opportunistic infections have symptoms that include salmonella, tuberculous (TB),

and toxoplasmosis, among others, that affects the CD4 count, which drastically drops at this

3 This is a measure of the capacity of the white blood cells to fight infections
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time (CDC, 2014; Coffin, 1986). If treatment is accessed, people in this phase of HIV infection
can survive for years (Simon et al., 2006).

2.2.2 Myths around HIV/AIDS

The literature has established that myths surrounding HIVV/AIDS are significant barriers to
curbing the spread of the pandemic (Tenkorang, 2013; Irwin et al., 2003; Caldwell, 1999).
Studies have found that people speculate that HIV can be transmitted from a mosquito bite and
by touching an infected person (Bernardi, 2002). Some people believe that AIDS can be cured
when an infected person has sex with a virgin (Smith, 2003). A common belief circulating
among religious groups is that HIV/AIDS is an expression of God’s wrath against sexual
promiscuity (Olaore and Olaore, 2014). For example, Tenkorang et al. (2011) reported that 29%
of men and 31% of women of reproductive age believed that HIV and AIDS are transmitted

through witchcraft and superstitious practice.

AIDS conspiracy theorists have claimed that the HIV virus is the consequence of a plot by the
governments of powerful nations, and executed by leading international organisations to limit
certain populations (Kalambuka, 2009; Hook, 1999; Geortzel, 1994; Cantwell, 1993). This
claim is linked to a belief that the AIDS virus is a biologically generated germ for genocide
(Klonoff and Landrine, 1999). It is speculated that certain people were used as guinea pigs for
AIDS virus experiments (Herek and Capitanio, 1994) and, in some cases, were infected through
vaccinations for hepatitis B and polio (Strecker, 2015; Thorburn and Bogart, 2003; Hook, 1999).
Some proponents of the theory believe that the HIV virus was intended to ‘wipe-out’ Africans,

Haitians and black homosexuals.

A growing body of literature examining AIDS conspiracy beliefs has uncovered significant
distrust of the government and public health authorities in America among African-Americans
in particular (Gillman et al., 2018; Mattocks et al., 2017; Bogart et al., 2010; Thrasher et al.,
2008; Armstrong et al., 2007; Ross et al., 2006; Klonoff and Landrine, 1999; Quinn, 1997,
Guina, 1993). Multiple studies have documented that myths and beliefs rooted in religious and
traditional belief systems affect people’s judgements about HIV/AIDS, causing the fatalistic
belief that HIV/AIDs cannot be prevented or treated, and thereby reducing the positive impact
of HIV/AIDS prevention services (Bogart and Thorburn, 2005; Caldwell, 1999; Quinn, 1997;
Guina, 1993) and antiretroviral treatments (Jolley and Dauglas, 2014; Bogart et al., 2010; Ross
et al., 2006).
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The then President of South Africa, Thabo Mbeki, for instance, attacked HIV science. In
collaboration with health officials, he believed that HIV was invented, which led to the
suspension of HIV prevention activities. HIV services, including ART and PMTCT, were
stopped (Chigwedere, Gruskin and Essex, 2008; Cohen, 2000). ART drugs were replaced with
nutrition, music, yoga and massage therapies (Nattrass, 2012). Access to Global Fund grants
for AIDS treatments were thwarted (Chigwedere and Essex, 2010; Horton, 2000). It took a
legislative battle to restore the HIV services that lessened the burden of HIV in the country.
The delay in the implementation of HIV services and antiretroviral drugs caused the death of a
quarter of a million people and about four hundred thousand babies were infected with HIV in
South Africa (Kalichman, 2009; Nattrass, 2008). The effect of the conspiracy belief had a
devastating public health impact on South Africa, contributing to the country developing one
of the highest rates of HIVV/AIDS in the world (UNAIDS, 2019). It is now well established from
many studies that belief in AIDS conspiracy theories results in a low level of knowledge of
HIV (Hogg et al., 2017), negative attitudes towards the use of condoms, and inconsistent
condom use (Ross et al., 2006; Bogarts and Thorburn, 2005). Such beliefs also result in a failure
to use HIV testing services (Ford et al., 2012), as well as negative attitudes towards, and non-
adherence to, antiretroviral treatments (Mattocks et al., 2017; Gillman, 2013; Bongart et al.,
2010).

When AIDS was first reported in Nigeria, fear, doubt and disbelief were expressed and it was
referred to as the American homosexuals’ disease (Balogun, 2012, 201,). Beliefs of this kind
are widespread and rooted in many religious and ethnic settings. As a multi-diverse socio-
cultural society, the beliefs about the origins of HIV are expressed differently in families, clans
and communities. Some actions and slogans that express prevalent beliefs about AIDs include:
“American Idea to Discourage Sex — AIDS”, “Oyibo’s kasala” (the whites’ disease), “disease
no do Kill Africans” (Africans cannot die of disease), and “I have African blood” (Oluduro,
1985; Tayo, 2017). Fela Anikulapo Kuti, a famous musician and activist in Nigeria, initially
vehemently denied the existence of HIV/AIDS, later coming to believe that it was a white
man’s disease that could not affect the black man. His death, reported to be AIDS-related,
marked a turning point for HIV awareness (Tayo, 2017; SEAL67, 2006).

The religious response to HIV in Nigeria was initially negative, but turned positive when the
reality of its burden was accepted (Green, 2015). It was initially believed to be a curse, God’s
punishment for immorality, which heightened fear, suspicion, stigma and discrimination. The

emphasis placed on faith healing discouraged access to HIV prevention and treatment services
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(Aguwa, 2010a and 2010Db). In recent times, religious organisations have shaped the lives of
Nigeria’s citizens providing medical facilities, treatment and testing services (Green, 2015;
Mash and Mash, 2013). Similar conspiracy beliefs were present among many ethnic groups in
Nigeria in relation to the polio vaccine for children aged five years and under; indeed, radical
Islamists opposed the vaccine, claiming it had been contaminated in order to stop reproduction
among vaccinated children when they grew up. This belief became widespread and hindered
the eradication of polio (Kennedy, 2016; Ghinai et al., 2013; Jegede, 2007). The conspiracy
ideology and its diverse characteristics lie at the root of stigma and discrimination around
HIV/AIDS. It is responsible for the social exclusion and isolation of certain people from
families and the communities because of their sexuality and lifestyle. This study will examine

how conspiracy thinking has contributed to the risk of HIV infection.

2.2.3 Forms Of HIV AND AIDS

Human Immunodeficiency Virus was found to be the causative agent of AIDS in 1983 after its
isolation in 1981 (Barre-Sinoussi et al., 1983). The breakthrough was motivated by a deep
concern to understand the virus after it was established as a pandemic (Galo et al., 1984).
Further studies have examined HIV from the evolutionary perspective to understand its global
viral diversity and immune response (Hemelaar, 2012). Biomedical research identified two
HIV families as Type 1 (HIV-1) and Type 2 (HIV-2). Type 1 has groups M, N, O and P and
Type 2 is grouped from A to H (Vallari, et al., 2011; Roques et al., 2004, 2002; Simon et al.,
1998; Bachmann et al., 1994).

Types 1 and 2 have similar methods of transmission but differ in terms of origin, rate of
transmission, disease progression, and geographical distribution (Sharp and Hahn, 2011;
Lemey, et al., 2003; Najera et al., 1988). Type 1 is the commonest type worldwide, accounting
for the majority of HIV infections, while type 2 is largely restricted to West Africa (D’arca et
al., 2015; Kluge et al., 2014; Peeters et al., 1997). Within Nigeria, Type 2 exhibits a longer
inactivity period at infection, slower progression towards disease, lower viral burden, and lower
transmissibility than Type 1 (Balogu, 2010; Clement et al., 2005; Peeters et al., 1997).
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Figure 2.2: Global Distribution of HIV Typl Group M subtypes
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HIV Type 1 has two major genotypic subgroups, known as M and O. The M group is the most
common type and has caused more than 90% of HIV infections globally, particularly in sub-
Saharan African countries. It has subtypes from A to I, and more than 50 circulating
recombinant forms (CRFs) are known today. As the virus continues to spread and mutate, new
subtypes and CRFs appear (see Figure 2.2). These subtypes are generally confined to specific
geographical regions, some of which have been identified in Nigeria (Kluge et al., 2014,
Abecasis et al., 2007; Peeters, 2000; Ani and Agwale, 1998; Peters et al., 1997). The Type 1
virus found in Nigeria can Kill cells and is capable of hiding, remaining inactive within the
human body only to emerge later in a flare of deadly infection. As a result, the vast majority of
infected people do not know they are infected unless they undergo serologic testing. Since they
can transmit the virus to others, the disease spreads and replicates fast (Mboup et al., 2006;
Peeters et al., 2000; Schmeck-Jr, 1987; Barnes, 1986). HIVV/AIDS is the sixth largest cause of
death globally and the leading cause of death in sub-Saharan Africa (Danforth et al., 2017). In
Plateau State, studies have identified unique recombinant forms of the virus people with HIV
who otherwise would be missed through conventional HIV testing (Nazziwa et al., 2018;
Charurat et al., 2012). These numerous forms of the HIV virus pose great challenges for early
detection at the acute stage of infection, and require specific drugs for treatment. This is likely

to have been responsible for the challenges that caused delay in the discovery of a cure.
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2.2.4 Global HIV/AIDS Epidemiology

Human society has witnessed and contended with different kinds of disease epidemics in
different parts of the world over time. These epidemics have had great impacts on populations,
urbanization, industry and on socio-economic, cultural and political spheres (Acemoglu et al.,
2003; WHO, 2001). Almost four decades later, 75.7 million people have become infected and
3.27 million people have died from AlDs-related illnesses, as the fight against HIV and AIDS
continues (UNAID, 2020). The virus that kills cells is also capable of hiding inactive within
the human body to emerge later in a flare of deadly infection. Available data shows clear
variation in the distribution of HIV and AIDS, highlighting hot-spot locations and populations
most at-risk (Piot et al., 2015). New HIV infections peaked at 2.8 million in 1998, and slowly
declined to 1.7 million in 2019 (see Figure 2.3 and Table 2.2).

Figure 2.3: Global New HIV Infection trend between 1990 and 2018
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As global HIV declined, new infections decreased by 41% from 2010 (UNAIDS, 2021, 2019).
Recent statistics reveal a decline of 28% in infections in Eastern and Southern Africa, a decline
of 16% in the Caribbean, and a decline of 13% in Western and Central Africa. There have been
significant declines in 12 countries, including South Africa (36%), Congo (37%), Uganda (36%)
and Zambia (9%). Despite the global decline in HIV infections, there has been an increase in
infection outside sub-Saharan Africa. Sub-Saharan Africa initially contributed a higher rate of
infection to the global trend (UNAIDS, 2019a); however, regions that hitherto had a low

prevalence are now experiencing increased infection. The principal areas currently
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experiencing such increases are Eastern Europe and Asia (29%), and Middle and North Africa

(10%). At the country level, Pakistan had a 56% increase among adults followed by Nigeria

(8%).

Table 2.2: Global Estimates of HIVV/AIDS and Resource Distributions (in million)

HIV

Epidemiology

Periods

People living with

HIV

New HIV
Infections
(total)

AIDS-related
deaths

People accessing

antiretroviral
therapy

Resources

Invested in low-
and middle-
income countries

(US$)

2000 24.0[200-28.2] | 2.7[2.0-3.7] | 1.4[1.0-2.0] | 0.6[0.6- 0.6] 4.8 billion
2005 273[228-321] | 24[1.8-32] | 1.7[1.2-24] | 20[2.0-2.0] 9.4 billion
2010 30.7[256-36.1] | 21[1.6-29] | 1.1[0.8-1.6] | 7.8[69-7.9] 15.0 billion
2015 34.9[29.1-40.9] | 1.9[1.4-25] | 0.8[0.6_1.2] | 17.2[14.7-17.4] 18.0 billion
2016 35.7[29.8-41.9] | 1.8[1.3-24] | 0.8[0.6-1.1] | 19.3[16.6-19.5] 18.4 billion
2017 36.5[30.4-42.8] | 1.8[13-24] | 0.8[0.6—-1.1] | 21.5[19.5-21.7] 19.9 billion
2018 37.3[31.0-436] | 1.7[1.2-2.3] | 0.7[05-1.0] | 23.1[21.8-23.4] 19.0 billion
2019 38.0[31.6-445] | 1.7[1.2 —2.2] | 0.7[0.5-1.0] | 25.4 [24.5-25.6 ] 18.6 billion
2020 (June) - - - 26.0 [25.1-26.2]

Source, UNAIDS, 2021

Recently, UNAIDS (2019b) prioritised plans to achieve zero HIV/AIDS, which focused on 28
countries that had 75% of all new infections globally in 2018. Current prevention strategies
have focused on these countries with a high concentration of HIV, including Nigeria, and the
hope is that the spread of infection can be halted by the end of 2020 and completely eradicated
by 2030. Accomplishing this task means winning the war against HIV/AIDS globally. Little is
known about the rising and falling dynamics of epidemics within and between countries
globally. Close examination is required to understand the critical driving factors enabling some

current high infections in places that, in the past, were not high despite the global decline.

2.2.4.1 HIV/AIDS Epidemic in Nigeria

HIV prevalence among adults is remarkably small (1.5%) in Nigeria compared with countries
such as Zimbabwe (12.7%, 1.3 million) and Zambia (11.3%, 1.2 million). The large size of
Nigeria’s population means that 1.9 million people are now living with HIV in 2018, which is
the second highest number globally after South Africa (20.4 %, 7.7 million) (UNAIDS, 2019a).
The HIV/AIDS epidemic in Nigeria showed complex patterns of spread in the country in the
1990s, after the first two cases were identified in 1985. The fight against the disease
commenced with HIV sentinel surveillance, conducted in 1991/1992, 1993/1994, 1995/1996,
1999, 2001, 2003, 2005, 2008, 2010 and 2012 (NACA, 2010, 2014). The results of the sentinel
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survey revealed a progressive increase among adults from 1.8% in 1991, through 4.5% in 1995,
to a peak at 5.8% in 2001. Subsequently, the trend reversed, with its prevalence falling to 5.0%
in 2003 and to 4.4% in 2005. Its prevalence rose again to 4.6% in 2008, before falling to 3.0%
in 2015 and declined further to 1.5% in 2019 (FMoH, 2010; NACA, 2016, 2019).

In 2018, the regional distribution of HIV within the country was as follows: South-South 3.1%,
South East 1.9%, South West 0.6%, North Central 2.1%, North West 1.2%, and North East
1.1 %. Across the States, Akwa Ibom had the highest prevalence (5.6%), followed by Benue
(4.9%), Rivers (3.8%) and then Taraba (2.7%) (NACA, 2019).

Figure 2.4: HIV Distribution in Nigeria, 2018
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The infection rate among adult women is currently 1.9% and among men, it is 1.1%.
Unprotected heterosexual sex accounts for about 80% of new HIV infections in Nigeria (FMoH,
2015); furthermore, 67% of the adult population knew their status, while those in treatment
represented 53%, and 80% had viral suppression by 2018 (NACA, 2019; UNAIDS, 2019a).
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In the past, the control of HIVV/AIDS in Nigeria was left to the health sector (Balogu, 2010) and
depended greatly on external donors for funds (Morolake, 2009). More recently, the
government has acted in collaboration with donor agencies, like the AIDS Prevention Initiative
in Nigeria (APIN) and the President’s Emergency Plan for AIDS Relief (PEPFAR), to provide
free ARV drugs to AIDS patients (NACA, 2016). Their efforts have improved the uptake of
HIV testing and counselling, and scaled-up access to antiretroviral treatments among pregnant
women and people living with AIDS. In addition, Family Life and HIV/AIDS Education
(FLHE) was introduced to the school curriculum, with instructions that include a
comprehensive list of topics related to HIV, AIDS and family life targeted at young people
(Abah, 2013; Nigerian Educational Research and Development Council, 2003). Policies on
HIV/AIDS response, the Presidential Comprehensive Response, the National Health Policy,
and HIV/AIDS strategic prevention plans were initiated to enhance the HIV/AIDS intervention
program. An anti-stigma and anti-discrimination bill was also signed to law in 2014 to secure
the rights of people living with HIV (NACA, 20142, 010; UNAIDS, 2014d; FMoH, 2010,
2009). The implementation of these policies may have contributed to the significant success

reflected in reduced HIV infection rates at the national level, across regions and states.

Obstacles in the fight against HIV/AIDS in Nigeria are associated with difficulties in the
harmonization of multiple agencies, multiple programmes and the different planning funding
cycles involved in AIDS control in the country (NACA, 2007, 2010). National laws prohibiting
the activities of men who have sex with men (MSM) and commercial sex workers (CSW)
threaten HIV prevention (UNAIDS-Lancet Commission, 2015; UNAIDS, 2014d; de-Boni et
al., 2014). Criminalisation, stigmatisation, and discrimination emanating from society often
discourage people from undergoing a test, disclosing their status or accessing treatment (NACA,
2014 and 2010). This study seeks to gain insight into how the activities of the government and

society influence the risk of HIV infection.

2.2.4.2 HIV epidemiology in Plateau State

In 1989, Jos University Teaching Hospital (JUTH) first reported the HIV rate among pregnant
women in Plateau State at 0.03%. In 1990, the first case of AIDs was diagnosed in a Malian
international businessman who was attracted to the State by investment opportunities (PLACA,
2007). Plateau State Specialist Hospital, supported by the International Centre for Laboratory
Culture (World, Lausanne in Switzerland), reported on a survey of blood donors and found that
1.7% had the HIV virus; moreover, following the blood screening, in 1994 it found that 5.4%
among 2040 individuals had the virus. Subsequently, a study at Jos University Teaching
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Hospital reported a sero-positive rate of 3.3% in 1997 decreasing to 3.0% in 1998 (Jinun and
Gotodok, 2007). The National HIV/AIDS sentinel surveillance carried out in 1991 reported a
prevalence rate of 6.2% for Plateau State, rising to 8.2% in 1993, and peaking at 11.0% in 1996,
which was the highest rate in Nigeria. In 1999, the prevalence of HIV in the State decreased to
6.1%. It rose to 8.5% in 2001 but reduced to 6.2% in 2003. The prevalence declined to 4.9% in
2005, and 4.4% in 2008, although rose to 7.7% in 2010 (FMoH, 2009, 2010, 2012). A
significant decline to 2.4% was reported in 2012 (NACA, 2014; FMoH, 2013, 2010, 2008;
PLACA, 2009; PLACA, 2007). The recent regional and national decline in HIV has been
reflected in Plateau State at a rate of 1.5% in 2019 (NACA, 2019). This substantial decline
requires further examination on the rise or high rates in neighbouring states.

2.2.4.3 HIV epidemiology in Nasarawa State

Nasarawa State was part of Plateau State until October 1996 when it became an independent
State. In 1999, HIV prevalence in Nasarawa State was 10.7%, which declined to 8.1% in 2001
and 6.5% in 2003. In 2005, the National Sero-prevalence Sentinel Survey reported a rise to
6.7%, whilst in 2008, the infection rate peaked at 10.0%. It fell to 7.5% in 2010, then rose to
8.1% in 2012, after which it began to decline. Information shows that, in 2014, Nasarawa State
had a prevalence rate of 6.4%, which declined to 1.9% in 2018. The rise in HIV in Nasarawa
State was above the national average. The State is a hot spot for HIV transmission. In 2010 and
2014, the state was included in the HIV Integrated Biological and Behavioural Surveillance
Survey (IBBSS).

A close look at the prevalence of HIV suggests that HIVV/AIDS peaked in Plateau State, and
then diffused to neighbouring states including Nasarwara (Obidoa and Cromley, 2012; Djukpen,
2012; Adeyi, 2006). HIV prevalence subsequently fell in Plateau State. Djukpen (2012) and
Obidoa and Cromley (2012) connected its high prevalence in Nasarawa State with the spatial
pattern that influenced the spread along transportation routes. Explanation for the decline and
low prevalence of HIV in Plateau State and the initial rise and the high prevalence (above the
national average) in Nasarawa State is unknown. The gap in knowledge concerning the
dynamics that underpin the lower HIV/AIDS rate in Plateau State and high prevalence in
neighbouring Nasarawa State indicates a clear need for research. The present study was
conceived based on this gap: It will examine the factors responsible for the decline in HIV in
Plateau State, which was not mirrored in Nasarawa State.
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2.3 DYNAMICS OF SEXUAL TRANSMISSION OF HIV

Sexual health does not only denote the absence of disease, but also involves safety in sexual
experiences and respect for rights, including the right not to consent to sex (WHO, 2006).
Sexual health is best understood by examining sexual behaviour, but sex is a private activity
despite being central to social relations (Mercer, 2010; Field et al., 2013). The concealment of
sex, which is taboo in some social contexts, makes it difficult to arrive at a definition (Sewell
et al., 2017). Nevertheless, sex is typically understood to involve the stimulation of sensitive
body parts or vaginal or anal penetration between two or more persons to derive satisfaction
(Trotter and Alderson, 2017; Schick et al., 2016; Horowits and Spice, 2013; Peterson and
Muechlenhard, 2007; Randel and Byers, 2003). Sexual activity occurs with the same or mixed
sexes, which stresses the significance of STI including the risk of HIV (Schick et al., 2016;
Pathela et al., 2006; Young and Meyer, 2005). While individuals and cultures vary in their
attitudes regarding sexual behaviour, this research adopts the prevalent views reported by
Sewel (2015), Sanders and Reinisch (1999) and Sanders (2010) that highlights penile-vaginal
intercourse, namely the insertion of the penis into the vagina. This form of sexual intercourse
is referred to in literature as a heterosexual relationship. It involves vaginal sexual intercourse

between a man and a woman (FMoH, 2014).

The behaviour associated with sex activities to satisfy the sensual desires is examined in the
context of sexual practices, relationships, reproductive health, sexually transmitted infections
(STIs), and contraception (Chawla and Sarkar, 2019). Such behavioural activity can be safe or
unsafe; safe practices reduce the risk of STls, including HIV and reproductive health challenges.
In contrast, unsafe or risky sexual behaviour denotes activities that expose a person to acquiring
or transmitting sexually transmitted infections, including HIV. Such exposure to infections
often occurs, typically incurring heightened HIV risk, if sexual behaviour does not include
protective measure (Kumari et al., 2012; Boily et al., 2009). Moreover, the context of behaviour
informs the levels of risk. Generally, risk behaviours are well known; however, the specific
categories of acts responsible for the acquisition or transmission of HIV within an
epidemiological setting have not been sufficiently researched or discussed due to their complex
and sensitive nature. Nevertheless, much needs to be understood about the prevalence and
spread of these specific behaviours within certain epidemiological settings in order to develop

effective prevention strategies.

44



The acquisition or transmission of HIV is highly dependent on specific types of sexual practice
and the type of partners with whom a person engages. In a heterosexual relationship, anal,
penile-vaginal or oral-genital intercourse carries a high risk of HIV (Kalam, 2010; Randal and
Byers, 2003). In low-income countries, heterosexual activities contribute more than 90% of the
risk of HIV transmission. Boily et al. (2009) reported that vaginal intercourse with an HIV
positive partner causes a 0.30% (1 in 333) risk of transmission to females, and a 0.38% (1 in
263) risk of transmission to males, regardless of whether ejaculation occurs (Jin et al., 2010).
The risk arises because the acute phase of HIV infection is the period of time immediately after
HIV has been contracted when the virus replicates itself rapidly and copies itself repeatedly,
resulting in a significant amount of HIV in the blood (Patel et al., 2014; Hollingsworth, 2008;
Brenner et al., 2007; Pilcher et al., 2004). The presence of other sexually transmitted infections
(STIs) in a person increases the risk of HIV transmission by eight times (Marrazzo, et al., 2018).
Furthermore, the dynamics underlying geographic diffusion and the mix of population between
high and low concentration areas of the virus facilitate the acquisition and transmission of new
infection and its prevalence (Weir et al., 2003; Gorbach et al., 2000). Studies reveal that
adherence to treatment among people infected with HIV reduces transmission between 96%
and 100% (Marrazzo et al., 2018). The consistent use of pre-exposure prophylaxis by HIV-
uninfected (at risk) persons can decrease the risk of infection by 92% (Marrazzo et al., 2018;
CDC, 2014).
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Table 2.3 UNAIDS Indicators of Sexual Behaviour

Indicator Name Denominator

All
adults

UN1 Higher risk sex in the last year All who had sex in the last year

UN2 Condom use at last higher risk sex All who had sex with non-cohabiting partner
in the last year

UN3 Commercial sex in the last year All men

Numerator

People who had sex with a non-cohabiting partner in the last year
People who used a condom at most recent sex with non-
cohabiting partner

Men who had sex with CSW in the last year

High risk group

UN4 Condom use at most recent Men who report commercial
commercial sex (client report) sex in the last year
UN5 Condom use at most recent Sex workers who have had sex
commercial sex with a client in the last year
UNG6 Higher risk male-male sex in the last year  All men in a special survey of men who have
sex with men
UN7 Condom use at most recent anal sex Men who have had anal sex

Men who used a condom on the most recent occasion they had
commercial sex

Sex workers who used a condom when they had sex with their
most recent client

Men who had anal sex with at least one man in the last 6 months

Men who used a condom on the most recent

between men with a man in the last 6 months occasion they had anal sex with a man
Those aged 15-24

UNyl  Median age at first sex among young men  The age by which 50% of young people aged
and women 15-24 say they have already had sex
UNy2  Young people having premarital sex in last  All young people who have never
year had a cohabiting partner
UNy3  Young people using a condom during pre-  All young sexually active people who have
marital sex never had a cohabiting partner
UNy4  Young people having multiple All young people
partners in the last year
UNy5  Young people using a condom All young people
at last higher risk sex
UNy6  Condom use at first sex All young people who have ever had sex
UNy7  Age mixing in sexual relationships Women aged 15-19 who had sex with a man

to whom they are not married in the last 12
months

Young people who have never had a cohabiting partner and who
had sex in the last year

Young people who used a condom on the most recent occasion
they had sex

Young people who report more than one partner in the last year

Young people who used a condom on the most recent occasion
they had sex with a non-cohabiting partner in the last year

Young people who used a condom the first time they had sex
Women aged 15-19 who had sex with a man to whom they are
not married and who is 10 or more years older (based on their last
3 reported partnerships)

CSW, commercial sex worker

Source: Slaymaker (2004, p. 14)



The literature shows that consistent condom use lowers risk on average by 80% (Patel, et al.,
2014; Holmes et al., 2004; Varghese et al., 2002; Carey, 1999).

Worldwide, HIV infection is spread through individual sexual behaviour. Key benchmark
indicators have been generated for the evaluation of sexual behaviour (see Table 2.3). The
Global Programme on AIDS (GPA), UNAIDS, Family Health International (FHI) and the
United Nations General Assembly Special Session on HIV/AIDS (UNGASS) have endorsed
the indicators for the monitoring and evaluation of HIV related behaviour (Slaymaker, 2004;
UNAIDS, 2002; FHI, 2000; WHO, 1994). The indicators supported this research in the
selection of participants for interview (see section 3.3) in order to explore and understand sexual
behaviour and the risk of HIV transmission in Nigeria. The indicators relate to adults, young
people, people in high-risk groups, and their various characteristics, as described in detail
(UNAIDS, 2000)

2.3.1 Age and HIV Transmission

Initiation of a sexual relationship before one reaches the age of 15 is often riskier than when
one engages at an older age (Cavazos-Rehg et al., 2010). At this age, the genital tract in females
is tender and highly prone to infection (Ma et al., 2009). Sex at an early age mostly occurs
during a relationship that is briefer and more unstable than the relationships formed in
adulthood, and exposes partners to a greater risk of acquiring HIV infection (Slaymaker, 2004).
In adulthood those with a sexual debut early in life may have less steady sexual relationships
and be more likely to suffer sexual exploitation than those who commenced at a later age (White,
et al., 2000). Sex debut at an early age is associated with HIV infection in sub-Saharan Africa
(Stock et al., 2013). Young people who engage in this behaviour, particularly girls, often partner
older and sexually experienced people. Girls are at higher risk because their vaginal mucosa is

highly susceptible to the virus (Dellar et al., 2015).

The increase in sex before the age of fifteen may be connected with similar factors in other
developing countries, including local or foreign movies with sexual content, which are watched
by young people (Osorio et al., 2012). There is a double standard in the legal frameworks and
no uniform age of sexual consent and marriage. While the national law specifies 18 years
(International Amnesty, 2000), 26 states have adopted Customary Law, which permits sex and
marriage at age 16 (Nzarga, 2016). However, the age of marriage can be as low as 9 years
according to Islamic Law (Nzarga, 2016). The Sharia Penal Code specifies the age of 13 years

as the age of consent and marriage in some states in the northern part of Nigeria (Cole, 2015).
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Inconsistent legal frameworks have sexual and reproductive health implications (McGovern et
al., 2019; Cortez, et al., 2015). Cortez et al. found that unwanted pregnancy and early
marriage/cohabitation Iwere inked to poverty in Karu, a peri-urban settlement of Nasarawa
State. This is a threat to the Sustainable Development Goals (SDGs) for HIV/AIDS, sexual and
reproductive health, and enables HIV to thrive unabated. Peer pressure, a fear of stigma, myths
about sex, poor parenting and coercion influence the early initiation of sex amongst adolescents
(Ankomah et al., 2011, Slap et al., 2003). The consequence of this behaviour has more impact
on women. For instance, due to the biological tenderness of the cervix at an early age, invasive
cervical cancer was found among African, Asina and South American women aged 17-20 years

who experienced sex early (Louie et al., 2009).

2.3.2 Sexual Abstinence and HIV Prevention

The HIV virus is largely spread through unprotected vaginal, oral or anal sex with an already
infected partner (Jemmott et al., 1998). Sexual abstinence is an effective way of reducing the
risk of becoming infected with HIV (Rector, 2002). Abstinence in this context refers to the total
refrain from vaginal, oral or anal sex (Goodson, 2003; US Social Security Act, 1996) and is
considered an effective measure in the prevention of unwanted pregnancy and STIs including
HIV (Oladepo and Fayemi, 2011). An age-old tradition in most communities in Africa, and
embraced as a component of HIV prevention strategy in many countries in the world,
abstinence exercises sexual agency whereby an individual decides to delay sex until he/she gets
married or has the potential resource required to ensure wellbeing (Winkell et al., 2013;
Jemmott et al., 2010). Studies in developing countries have reported higher sexual abstinence
behaviour among young people aged fifteen years and under than among those who are older
(Inyan and lyang, 2013; Oladepo and Fayemi, 2011) among Ghanaians, Burkinabe, Ugandans
and Malawians (Trinitapoli, 2009). In Nigeria, 54.6% of adolescents were reported to be
abstinent (Akomah et al., 2011). In Ibadan South-West Local Government Area, 88% of
adolescents were found to be abstinent (Oladepo and Fayemi, 2011). The figure was noted as
29.4% among school youths in Oyo State (Sangowawa and Adebiyi, 2013), and in Plateau State,
66.4% abstinence was reported among secondary school students in Jos (Slap et al., 2003).

Funding for the promotion of abstinence-only as part of the sexual and reproductive health and
HIV prevention policy by the U.S President’s Emergency Plan for AIDS Relief (PEPFAR) has
ceased. The policy has been replaced with abstinence-plus, an approach that integrates condom
use, non-penetrative sex and abstinence-only. The idea is to avoid the exclusion of people who

may not totally abstain from sex before marriage and instead promotes the practice of safe sex
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(Buse et al., 2016; Santelli et al., 2016, 2013). It has been established that promoting sexual
abstinence until marriage is ineffective, unrealistic and inadequate to address sexual risk,
despite the considerable resources invested in such promotion over the years (Santelli, et al.,
2013; Stanger-Hall and Hall, 2011; Underhill et al., 2007a; Perrin and DeJoy, 2003; Rector,
2002). The policy change and lack of funding for abstinence-only initiatives in favour of
abstinence-plus worldwide interventions (Underhill et al., 2007b; Santelli et al., 2006) may
have led to low and declining sexual abstinence in the study locations. Abstinence-plus, a
prevention activity that promotes the use of a condom by those who cannot abstain and at the
same allows for total abstinence from sex, appearsto serve as a double-edged prevention
approach that aims to reduce the risk of sexual and reproductive health challenges, including

STls, in the population.

2.3.3 Non-marital sex and the risk of HIV transmission

This section examines sexual activity that occurs outside marriage. This includes sexual activity
among those who have previously been married but are not now married, and among those who
have never married, or who may become married in the future. This sexual behaviour is
generally regarded as one of the indicators of risky sexual behaviour. Depending on the pattern
of practice, it can either facilitate or contain the spread of HIV in a population. This form of
sexual activity involves persons not married including those who have not attained the age of
marriage (Noroozi et al., 2014). Sex outside marriage can occur between single partners before
the start of married life (Abaissa, et al., 2017); this type of conduct is increasing worldwide
(Wu et al., 2018; Bearinger, 2007). In sub-Saharan Africa, sexual activity before marriage is
taboo but nevertheless increasing (Speizer et al., 2013). Ignorance about condoms and the
consequent non-use of condoms is the main pathway through which unwanted pregnancies and
STl infections, including HIVV/AIDS infections, occur (Ghebremichael et al., 2009; Bongaarts,
2007). Most often, sexual activity takes place with a partner who is sexually inexperienced and
less likely to negotiate condom use (Granato et al., 2012). This can lead to the establishment of

a pattern of behaviour that persists into adulthood (Lewis et al., 2012).

The unmarried population is more sexually active than their parents’ generation at the same age
(Wu et al., 2018). Because young people now often marry later in their pursuit of opportunities
for a better future, the opportunity for - and likelihood of - non-marital sex has increased, and
this may involve risky sexual practices (Berliana et al., 2018). Young people are in their period
of biological and social transition to adulthood that is mostly characterised as being in school
or learning a skill (Sawyer et al., 2012; UNICEF, 2011; National Research Council and
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Committee on Population, 2005). The development process, unless interrupted by socio-
cultural practices, tends to prevent people from getting married at an early age (National
Research Council and Committee on Population, 2005). For instance, according to the Nigerian
National Population Commission (2014), women (12.2% vs 8.9%) and men (20.0% vs 15.6%)
in Plateau State are more likely to attend tertiary education than those in Nasarawa State, with
women spending higher than average years in schooling (7.3 as opposed to 5.5). The window
period before marriage may facilitate sexual activitiy among the unmarried although education
represents a social vaccine against the risk of HIV infection (Vandemoortele and Delamonica,
2000).

Nevertheless, unmarried female students were reported to exchange sex for money because of
poverty (Uzokwe, 2008; Obinna, 2005). Similar studies in sub-Saharan Africa reveal that the
unmarried population is becoming increasingly sexually active with multiple partners and
inconsistent condom use (Doyle at al., 2012). In Nigeria, a 2.7% incidence of non-marital
sexual activity with low condom use was reported in llorin, Kwara State (Fawole et al., 2011),
53.5% in the country (Folayan et al., 2015), and 32.7% in Niger State (Sunmola et al.,
2002). John et al. (2012) and Slap et al. (2003) reported a 19.2% and 34.0% incidence in Jos
and Plateau State respectively. This behaviour may be facilitated by poverty, which encourages
child labour (Itari et al., 2018; Otuka, 2011). Child workers survive on the streets as hawkers
or work as local restaurant attendants to earn income for their families. Many of these children
are vulnerable to coerced/lured sex for cash, resulting in unwanted pregnancy and cohabitation
(Coarts et al., 2015). Among some ethnic groups in Nigeria, women have responsibility for
sourcing funds for the purchase of items for marriage (Abu, 2018; Abubakar,
2018). Furthermore, in a digital age unmarried people have almost unlimited access to all sorts

of information, including explicit sexual content (Brown et al., 2006).

2.3.4 Sexual Networking and HIV Risk

This practice involves sexual activity with more than one sexual partner. In the dynamics of
HIV transmission, sex with more than one person, whether concurrently or one partner at a
time, may help facilitate HIV transmission in a population (Mah and Halperin, 2010). The risk
of HIV becomes higher if each person involved in the sexual activity also has one (or more)
additional partner(s). The degree of susceptibility to the acquisition or transmission of HIV and
other STIs in multiple sexual relationships involves sexual networks with new partners, and
new partners with other partners. The sexual partner may be a regular or a casual partner inside

or outside a union. This behaviour is a pathway through which HIV thrives and remains
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unabated in a population, such as Nigeria, whose HIV stage is categorised as a generalised
epidemic (Piot et al., 2015). In sub-Saharan Africa, this pattern of sexual relationship is also
rooted in polygamy (De Walque, and Kline, 2012), remarriage or levirate marriage (Doosuur
and Arome, 2013; Bove and Valeggia, 2009), and spouse sharing that enables sexual
networking with many people whose past sexual history and health may not be known. This
has been noted to inadvertently increase the risk of STIs, including HIV infection (Bove and
Valeggia, 2009; Orubuloye, et al., 1997).

Labour migration and the growth of transportation have driven an influx of people to urban
centres, encouraging sex hawking and transactional sexual activities (Ikpeazu et al., 2014;
NASACA, 2008). Commercial sex workers and men who have sex with men are sub-
populations whose lifestyles are stigmatised and criminalised (Rodriguez-Hart et al., 2018; Vu
et al., 2013) and who may avoid prevention services, fueling HIV transmission and increasing
infection rates. The literature has documented that difficult social conditions reduce men’s
ability to afford multiple partners, including multiple wives (Lugalla et al., 2004; Muchini, et
al., 2011). The death of close relatives and friends from AIDS related conditions before the
advent of Antiretroviral Therapies increased the perceived HIV risk, leading to behaviour
change which has helped to promote the decline of HIV (Slavin et al., 2007; Green and Witte,
2006).

An extramarital sexual relationship is an overlapping sexual contact with a person other than a
primary partner (Labrecque and Whisman, 2017; Coma, 2013). As earlier argued, people who
initiate sex at an early age are more likely to have multiple partners in single adulthood and in
marriage (Labrecque and Whisman, 2017; Epstein et al., 2014; Kaplan et al., 2013; Zuma et al.,
2010). Those who enage in extramarital sex are likely to do so with those who have had sex in
premarital relationships (Labrecque and Whisman, 2017). Extramarital sex is a form of
concurrent sexual relationship with a high risk of HIV transmission in sub-Saharan Africa (Mah
and Halperin, 2010). The risk of HIV infection in marriage increases in an extramarital sexual
relationship, as condoms are less likely to be considered (Bancraft et al., 2004). This behaviour
has been highlighted as a sexual revolution, particularly among young married women in
Nigeria (Orubuloye et al., 1990, 1991). Extramarital sex is permitted in some cultures, but in
many countries, it is considered a form of dishonesty, which is why it occurs in secrecy
(Labrecque and Whisman, 2017). The behaviour has increased the risk of HIV acquisition in
marriage contrary to the belief that marriage provides immunity to HIV infection. For instance,

Kelly et al. (2003) and Glynn et al. (2001) found more HIV infection among the married than
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the unmarried. Women were more vulnerable and were twice as likely as their male

counterparts to first acquire HIV (Carpenter et al., 1999).

2.3.5 Sex in Marriage and the Risk of HIV

Sexual fidelity in a union is a behaviour that conforms to the ABC of HIV prevention model.
The ABC prevention model promotes: (A) Abstinence from sex until marriage, (B) Being
faithful to a primary partner, and — for people who cannot adhere to (A) and (B) — (C) Condom
use that is effective and consistent. This model was first used worldwide at the advent of HIV.
Sexual fidelity in a union conforms to ‘B’, which urges married people to only solicit sexual
relationships within a union (Cohen, 2004; USAIDS, 2003). Eliminating or reducing sex
outside marriage lowers the risk of acquiring and transmitting HIV infection to one’s partner
in the union (Shelton et al., 2004). The practice of ‘B’ has effectively contributed to a reduction
in the number of sex partners and casual sex, with a significant impact on the decline of HIV

prevalence in Zimbabwe and Uganda (Halperin et al., 2011; Green et al., 2006).

2.3.6  Categories of Sexual Partners

In literature, sexual relationship generally occurs with a regular or casual partner (Gary et al.,
2013; Nelson et al., 2011; Chiao and Morisky, 2007; Macaluso et al., 2000; Curbbins and
Tanfer, 2000; Ragan and Dreyer, 1999). A regular partner could be a spouse or a person in
whom a person engages in committed relationship, while a casual or non-co-resident partner is
an important indicator for measuring the risk of HIV transmission that behaviour describes the
extent to which sexual intercourse occurs with an unacquainted or acquainted person with
which is not a co-resident, usually based on physical attraction, spontanouse, and often
impulsive (Estcourt et al., 2020; Grello and Walsh, 2006). This form of sexual activity occurs
between the married person, and married or unmarried with girl/boyfriends, commercial sex
workers or casual acquaintances (Regan and Dreyer, 1999), or even relatives (Quddus, 2015).
This form of sexual behaviour among people who may not be living in the same residence
perhaps involves sex with an inconsistent and/or secondary partner. The behaviour is an
indicator of HIV risky behaviour, particularly when condom use is unpredictable (Slaymaker,
2004). In this form of sexual activity, partners are less likely to know their HIV status and the
past risky behaviour of their partner, and are less likely to use a condom (Lewis et al., 2012).
This behaviour poses a great risk of ST (including HIV) transmission, because, as studies have
shown, sexual relationships with a momentary partner are less likely to involve protection

against infection (Lewis et al., 2012; Kaestle and Halpern, 2005). In the context of a generalised
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epidemic, sex with a casual or non-co-resident partner leads to a significant risk of contracting
HIV.

The occurrence of this behaviour is affected by the interaction of conditions (referred to in the
previous section) that may limit the ability of respondents to turn down encounters with
implications for their sexual health. However, the need to satisfy a strong sexual libido,
especially among men, apparently motivates both the unmarried and married to engage
in sexual activity many times with more than one partner without using a condom (Ibrahim and
Bwadi, 2012; Laah and Ayiwulu, 2010). Poverty and low levels of family support have been
reported to promote transactional sex between married people and unmarried schoolchildren or
young adult women (Ajayi and Somefun, 2019). As previously mentioned, spouse sharing and
wife inheritance (Doosuur and Arome, 2013; Osagbemi et al., 2007) most often occur without
the use of a condom and are risky (Daniel et al., 2017); as such, these behaviours are responsible
for HIV transmission.

2.3.7 Sexually Transmitted Diseases and HIV risk

Sexually Transmitted Diseases (STD) refers to a variety of clinical conditions and infections
caused by pathogens that can be acquired or transmitted through unprotected sexual activity
(Workowski., et al, 2015). STD infection is enabled through involvement in risky sexual
behaviours with a partner who may have been infected. A partner who is HIV negative but who
has another STD is highly likely to be exposed to HIV during sex with an infected partner. In
addition, an HIV positive partner is more likely to transmit HIV when he or she also has another
STD. Some STDs can cause cancer or inflammation that increases the infectiousness of, and
the susceptibility to, HIV infection (Galvin and Cohen, 2004). STDs are all important markers
for determining the possibility of a partner contracting or transmitting HIV (Johnson and Lewis,
2008; Fleming and Wasserheit, 1999). A recent study shows that STDs can remain unnoticed,
be endemic in a population (Lowe et al., 2019) and increase the possibility of mother-to-child
infection with HIV. Nonetheless, the high-quality technology needed for diagnosing such
sexual infections at an early stage is limited, and infections may continue to thrive unabated. In
this case, the trend of STDs is examined to understand the risk of HIV transmission and how it

may have contributed to HIV situations.
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2.3.8 Condoms and the Risk of HIV Transmission

As discussed in section 2.2 and 2.7, unprotected sex results in sexual and reproductive health
risks. HIV is transmitted from a person who has the virus to another person who does not have
it or to someone who already has the virus through body fluid. Sexual intercourse is a leading
medium through which HIV is transmitted (CDC, 2016). This study has argued that the
heterosexual sexual activities presented in the sections above significantly increase the
possibility of a person acquiring or transmitting the infection (Kaiser Family Foundation, 2016).
Research has shown that the risk of contracting HIV can be effectively reduced by up to 95%
when a condom is used during sex (USAIDS, 2015; Patel et al., 2014; Weller and Davis-Beaty,
2007; Holmes et al., 2004; Weller and Davis-Beaty, 2002).

In the first phase, an infected person is often unaware of the virus, although it can be transmitted.
Consistent use of a condom reduces the risk of HIV infection, of contracting another STI, and
of an unwanted pregnancy (USAIDS, 2015; Boily et al., 2009; Weller et al., 2002). Consistent
use here involves correctly putting on a male or female condom and using a condom during
every act of penetrative vaginal intercourse (Weller and Davis, 2007). While consistent use
does not eliminate the risk of HIV transmission, inconsistent use is as risky as non-use (Weller
and Davis-Beaty, 2007; Ahmed, 2001). Past studies have shown that the inconsistent use of
condoms during sex does not prevent HIV and STD transmission (Ahmed et al., 2001; Taha et
al., 1996). Low condom use and sporadic condom use create a high risk of HIV (and other
STDs) transmission, and a high risk of unwanted pregnancy. This confirms the finding of Boily
et al. (2009) that every unprotected sexual encounter increases the chance of a person acquiring
sexual and reproductive health problems. Having unprotected sex and never being tested for
HIV, doubles the chance of HIV transmission (Gong, 2014; Allen et al., 2003). The use of a
condom and HIV testing are important dual HIV preventions (UNAIDS, 2017; Denison et al.,
2008). To understand the risk of HIV transmission, this study examines whether a person used

a condom at their last sexual encounter and other indicators, such as behavioural factors.
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2.4 FACTORS OF SEXUAL BEHAVIOUR AND THE RISK OF HIV TRANSMISSION

Several factors interplay to determine whether a person engages in safe sexual activity or in
sexual encounters with a high risk of HIV transmission. Lorence et al. (2013) classify these
into ‘downstream’ factors - relating to physical or personal characteristics - and ‘upstream’
factors - relating to the social conditions surrounding a person, which encourage or limit the
person’s ability to live a healthy lifestyle. This section, together with section 2.9, will present
a discussion on the personal, downstream factors, while section 2.10 will consider the upstream,
social, structural factors, as personal characteristics are social and demographic and the
HIV/AIDS attributes of a person prompt him/her to act independently (see Figure 2.5). Some
of the characteristics of respondents are in-built while others are acquired and these act together
to determine the choices that ‘make or mar’ a person’s sexual health (Serra et al., 2020; Woolley
et al., 2019; Kalibala, et al., 2016; Ayoade et al., 2015). The following discussion reviews

literature that relates to the factors illustrated in Figure 2.5.

Figure 2.5 : Individual factors influencing sexual behaviour

[ Socio-demographic }—{ Behavioural Risk ]———r[ Health outcome

Gender
Age
Mantal Status
Religion

Age at first sexual Infercourse
Non-mantal sexual actity

Localty of residence Sexual fidelty

Education Extramarital sex
Employment Regular/Casual sex partner
Living Standard Sexual frequency

Wliraton Incidence of STD
Condom use and HIV test

HIV/AIDS Awareness & Attitudes

Awareness of a place for HIV test
Ahealthy looking person can have HIV/AIDS

Awife can ask her husband use condom if he had STI
Would buy vegetables from a vendor with HIVAIDS
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2.4.1 Gender and Gender Inequality

Unlike biological sex, gender is regarded as a social construct (Lindsey, 2013; Udry, 2000).
Gender has been defined as the:

“... socially constructed characteristics of women and men, such as norms,
roles, and relationships of and between groups of women and men. It varies
from society to society and can be changed” (WHO, 2019, p. 1)

“...roles and responsibilities of men and women that are created in our
families, our societies and our cultures. The concept of gender also includes
the expectations held about the characteristics, aptitudes and likely
behaviours of both women and men [femininity and masculinity].” (UNESCO,
2003, p. 1).

Men and women perform different roles, which expose them to differing experiences, and
require them to acquire differing knowledge and abilities for their personal development.
Equality is expected between the genders in terms of their rights, privileges or opportunities as
partners in society. Existing social institutions are responsible for supporting men and women
to take charge of their lives to ensure self-confidence and independence in their different roles
(March, et al., 1999). Often, through diverse cultural practices, one gender has been accorded
a status higher than the other, with men treated as superior to women (Brandt, 2011; Lorber,
2001). The literature highlights that unequal treatment is responsible for women being
disadvantaged to men in access to education, employment and income, and resources and rights
for informed sexual and reproductive health decisions (Jayachandran, 2015; Ridgeway, 2011;
Fenstermaker et al., 2002; Lorber, 2001; Dollar and Gatti, 1999; Lorber and Farrell, 1991).

The concept of gender plays a key role in understanding sexual health and the risk of HIV. This
is because a person’s gender influences their sexual behaviour. Society accepts that men, due
to their masculinity, have a higher sexual drive than women (Fleming et al., 2016; Courtenay,
2000). This attitude increases risky sexual behaviour. Studies show that, due to gender
inequality, women’s insistence on safe sex in a heterosexual relationship is less likely to be
effective, thereby increasing the risk of HIV transmission (Arnold, 2020; Davis et al., 2018;
Corbett et al., 2009; Kordoutis et al., 2000). Globally, gender inequality deprives women of
sexual health rights and empowerment, and this increases their vulnerability to HIV infection
(UNAIDS, 2019).
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2.4.2 Age and HIV Risk

Age is a downstream factor. The term refers to a person’s period in life, measured in years and
the span of events that the person has experienced (Chandra et al., 2013; Adeokun, 2006). Age
has phases, each with unique behavioural characteristics (Chandra et al., 2011). In terms of
sexual behaviour, sexual debut at an early age is a risk factor for HIV transmission (Pettifor et
al., 2004). The risk increases with the time spent unmarried after the first experience (Bongaarts,
2007). With the increase in age into adulthood comes increased exposure to sexual relationships
in or outside marriage (De Visser et al., 2001; Macaluso et al., 2000). Older people engage in
sexual relationships without the use of a condom more often than the young (Balkus et al., 2015;
Bankole et al., 2007) and this is also responsible for the spread of HIV in many settings in sub-

Saharan Africa (Halperin, and Epstein, 2004).

In Malawi (Beauclair et al., 2018, 2016), South Africa (Maughan-Brown et al., 2016; Brouard,
and Crewe, 2012), Zimbabwe (Schaefer et al., 2017) and Nigeria (Oyediran et al., 2011), sexual
activities often involve significant age differences and this is associated with a risk of sexually
transmitted infection. Older men are often more able to provide security to young women and
girls than men of their own age (Kelly et al., 2003). The same factor can operate in the case of
some mature women who prefer younger men as sexual partners, contesting the heterosexual
social norms and barriers that have deprived them of sexual freedom over time (Alarie, 2019;
Kuate-Defo, 2004). A qualitative study by Zhou et al. (2014) found that a number of factors
were responsible for sexual risky behaviours among men. The causes they reported include: the
wife’s menopause, which made them turn down requests for sex, financial freedom, peer
influence and fun seeking-behaviour. Sexual relationships with young people grow into a
network that encourages multiple, concurrent partnerships (Morrison-Beedy and Passmore,

2013) in which a condom is often not used (Beauclair et al., 2012).

2.4.3 Marital Status, Marriage and the risk of HIV Transmision

Marital status refers to whether a person has entered into a union with a member of the opposite
sex, has never entered into such a union, or is not presently in such a union. This concept of
marital status is applied various ways in research, which may employ categories, such as
currently married, unmarried or single, never married, preparing to be married or formerly
married (Pullum and Staveteig, 2017; Huijts and Kraaykamp, 2011; Williamscand Ubemberson,
2004). The formerly married may be separated, divorced, or widowed following the death of

their spouse. A married person can legitimately engage in sexual activity and has social security
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and support (Lemptey, 2017). Biology assigns to women the role of childbearing, while society
assigns to women the role of childrearing. This role has been a barrier for exercising the agency
to demand safe sex, and sexual and reproductive health rights (Baumeister and Twenge, 2012).
Risky behaviour may be the reason why women in a union become infected with HIV by their
husbands and are diagnosed when seeking healthcare during pregnancy (du Lod, and Coleman,
2005; Cohen and Reid, 1999).

The pressure to reproduce reportedly explains why women who experienced delayed
childbearing engaged in extramarital sex in order to have a child to save their marriage (Hollos,
2003; Ezugwu et al., 2002; Pearce, 1999). The vulnerability of women means that risky sexual
behaviour is prevalent in marriage with severe implications for HIV transmission and
prevalence (Osuafor and Ayiga, 2016). In sub-Saharan Africa, marrying more than one wife is
legitimatised. The practice encourages concurrent sexual relationships and increases the risk of
HIV infection among the married (Saddiq et al., 2010; Mitsunaga et al., 2005; Adimora, and
Schoenbach, 2002; Newmann, 2000). Separate studies undertaken by Isiugo-Abanhe (1994)
and Mitsunnaga et al. (2005) on extramarital sex among Nigerian men found that polygamous
men were at greater risk from extramarital sex. In Malawi, Clark (2010) found that men
engaged in extramarital sex with close female friends. A sexual relationship with a person other
than their married partner or spouse is a concurrent sex relationship and heightens the risk of
HIV transmission. Apart from the risks facing those in a union, as highlighted in sections 2.7.1
and 2.7.2, unmarried people are susceptible to excessive alcohol use, the use of hard drugs, and
unprotected sex (Biney et al., 2020; Olatunji et al., 2019). The literature highlights a number of
downstream and upstream factors that influence risky behaviours (Buse et al., 2016; Cole, 2015;
Lorence et al., 2013; Osorio et al., 2012; Cavazos-Rehg et al., 2010).

2.4.4 Religion and HIV Risk

Globally, eight out of every ten people are affiliated with a religion (Hackett et al., 2014, 2012).
Religion refers to conviction about the reality and power of a divine being and to rituals
connected to the supernatural, which is given different names in different religions (Koenig et
al., 2012; John and Kruger, 2004; Pargament, 2001; Preus, 1987). The concept of religion has
been defined as follows:
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“... a multidimensional construct that includes beliefs, behaviours, rituals,
and ceremonies that may be held or practised in private or public settings...
an organised system of beliefs, practices, and symbols designed (a) to
facilitate closeness to the transcendent, and (b) to foster an understanding of
one’s relationship and responsibility to others in living together in a
community” (Koenig et al., 2012, p. 45)

Affiliation to a religion means the membership of, or identification with, a religion. Devotion
or commitment differs from affiliation because they involve active involvement in a religion’s
activities and acceptance of its values, which will then impact on one’s decision-making and
behaviour (Shaw and El-Bassel, 2014; Brafias-Garza et al., 2013). Studies have shown that
consistent involvement in religious activities reduces exposure to risky sexual behaviour
(Burdette et al., 2015; Gyimath et al., 2010; Goggin et al., 2007).

Religion has a significant role in the lives of people (Brafias-Garza et al., 2013; Chatters, 2000).
It has a great influence on health-related behaviour (Chatters, 2000), as it reduces unmarried
sexual behaviour (Burdette et al., 2015; Adamczyk and Hayes, 2012). Previous research has
found that people who were affiliated and devoted to a religion delayed their sexual debut
(Anarfi and Adobea, 2011) and abstained from sex (Somefun, 2019). The literature highlights
that religious beliefs and values restrain extramarital and non-marital sexual relationships, thus
reducing risky sexual behaviour (Adamczyk and Hayes, 2012; Aguwa, 2010; Odimegwu, 2005;
Takyi, 2003; Bairer and Wright, 2001), and thereby reducing the risk of STIs and unwanted
pregnancy (Zhang et al., 2017). In sub-Saharan Africa, Christian religious conviction has been
found to constrain risky sexual behaviour (Zhang et al., 2017; Aguwa, 2010; Odimegwu, 2005).
Other studies, however, found that risky sexual behaviour is more likely among Christians than
among Muslims in Nigeria (Rumun, 2014; Agha 2009), across African countries (Muula, 2010;
Gyimah et al., 2010; Rigillo, 2009) and worldwide (Adamczyk and Hayes, 2012). The

dissimilarity of outcomes may be due to differences in study settings.

Koenig et al. (2012) and Chatters (2000) assert that religion has a negative impact on social
behaviour through a mechanism that is linked with health. The effect arises from participation
in an activity whose process is to install appropriate behaviours which culminates in the
exclusion of those who do not comply with norms because of their social lives (Koenig et al.,
2012; Chatter, 2000). Those who fail to conform to religious norms and values are sanctioned
(Bhargava, 2004; Kabeer, 2000). They may be isolated and may suffer from stigma and
discrimination (Smurda et al., 2006; Battaglia, 1998). These forms of social exclusion, in turn,

have a negative impact on health behaviour, including behaviour related to the sexual risk of
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HIV transmission (Chatter, 2000). Studies have also indicated that religious people were more
likely to engage in risky sexual behaviour in South Africa (Garner, 2000), France (Moreau et
al., 2013), Ghana (Gyimah et al., 2010), and the United Kingdom (Religion Media Centre,
2018). Muun (2010) argues that religion discourages the use of condoms among members,
putting the lives of those perceived to be ‘in sin’ (who are socially isolated) at risk. The
discussion suggests that religion both facilities and constrains conditions that expose people to

the risk of HIV infection through sexual behaviour.

245 Place and HIV risk

The place where a person lives significantly affects their health (Lengen and Kistemann,
2012). Places are locations or settings in which people live and interact with one another in
families, workplaces and communities (Short and Mollborn, 2015). Hence, a place where a
disease occurs, and its distribution provide a geographic perspective to the nature of the
problem (CDC, 2012; Curtis and Jones, 1998). Place of residence serves as a unit for the
observation and analysis of a set of relationships and distinct information is obtained to
understand health behaviour (Yin, 2014). The effect of a place on health, especially in the
context of variations in HIV/AIDS prevalence across a population, can be examined by
reference to three dimensions. Curtis and Jones (1998) describes these dimensions as: firstly,
spatial patterning and diffusion, secondly, a space for social interactions, and, thirdly, a
landscape in the sense of a location. This three-dimensional perspective can be explicated
further as follows:

« Spatial patterning and diffusion involves biological and physical risk factors, such as
circumcision, STDs, climate, environmental pollution, which influence the probability of a
disease, including HIV (Kaul et al., 2011; White, 2009; Rebbapragada and Kaul, 2007).

« Space and place, as related to human relationships and realities that exacerbate close-ties
and social exclusion (McMunn et al., 2011; Bourdieu, 1990; Moon, 1987).

« Landscape and sense of place in terms of the psychological attachment to the culture of a
place, physical endowment or the symbol of power for the health value of a setting
(D'Alessandro and Léautier, 2016; Rubenstein, 2013; Curtis and Jones, 1998; Gesler, 1992).

A place can be an urban area and rural area depending on its thresholds (Meit et al., 2014;
Pateman, 2011). Curtis and Jones highlighted that a place gives meanings that shape the way
people reason and utilise the surroundings for wellbeing (Cresswell, 2004; Wilson, 2003;
Eberhardt et al., 2001). This implies that a place of dwelling is more than a physical area, but
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is, in fact, a point of entry into a world of social reality, a context in which interactions occur
which produce and reproduce norms, and which attach values and meanings to human
experiences (Fenner, 2011; Wiersma, 2008; Williams, 1998). Some studies characterise urban
and rural areas with certain barriers to health including inadequate facilities and poverty
(Henderson et al., 2018; Hall et al., 2006; Hartley, 2004; Heckman et al., 1998) as relationships
in rural settings provide access to social support and social capital (Sandra et al., 1998). In
terms of function, urban areas have better healthcare than rural areas (Pateman, 2011). The
settings associated with sexual risk (Gang et al., 2009; Dodoo et al., 2007) vary both between
and within countries (Eberthardt et al., 2001; Curtis and Jones, 1998).

In health and medical geography, a setting provides a unique spatial identity to an occurrence
and a disproportionate distribution of disease and well-being (Vearey et al., 2010; Kearns and
Moon, 2002). Place is a geographer’s laboratory for exploring the relationships people have
and how the available resources in their social and physical landscape determine health (Moon,
2009; Rediscovering Geography Committee and National Research Council, 1997). John Snow,
for instance, in 1854 first studied the significance of the place in understanding the incidence
of cholera disease in England (Snow, 1855, 1849). His study highlighted that a disease relies
on human contact to spread from an area of high concentration to an area with low or no
concentration (Potterat et al., 2002; Haggett, 2000). On the relevance of place to health
behaviour, Jongsthapongpanth and Bagchi-San (2010) observed that most health studies are
population-based and often require high levels of funding, which hinder a thorough evaluation
of health phenomena in local settings. Piot et al. (2015) observes that the tendency towards a
lack of local coverage enables diseases like HIV and AIDS to thrive. HIV/AIDS distribution in
sub-Saharan Africa, particularly Nigeria, differs greatly between and within locations (FHoH,
2019; Djukpen, 2012; Obidoa, 2004). Understanding the local pattern and the variation of
conditions that influence the risk of disease diffusion is of great relevance (Feldacker et al.,
2010; Kalipeni et al., 2004).

2.4.6 Education, Employment and the risk of HIV

Education and employment are somewhat connected. Education involves access to appropriate
knowledge, skills, values and habits. Simply put, it is an experience a person has that influences
the way he/she thinks, feels or behaves. Knowledge and skills may be acquired formally or

informally. The education a person receives is a key social condition that influences health
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(Glymour and Kawachi, 2014; Winkleby et al., 1992), including HIV transmission (Leon et al.,

2017; Aggleton et al., 2011). Knowledge affects behaviour and decisions regarding risk

reduction about health as related to HIV infection (Painter et al., 2012; Bingenheimer, 2010;

Vandemoortele, and Delamonica, 2000). Health-related behaviour significantly differs with

educational attainment (Glymour and Kawachi, 2014). Song et al. (2011) highlighted that a low

level or absence of education limits a person’s health-seeking behaviour. The World Bank

President, Jim Young Kim, said:

“... education promises young people employment, better earnings, good
health, and a life without poverty... spurs innovation, strengthens institutions,
and fosters social cohesion... schooling without learning is a wasted
opportunity. More than that, it’s a great injustice: the children whom societies
fail the most are the ones who are most in need of a good education to succeed
in life” (World Development Report 2018, pp. Xi-xii)

Table 2.4: Benefits of Education with effect on Health Behaviour

Benefit Type Individual /Family

= Higher probability of employment
= Greater productivity

= Higher earnings

= Reduced poverty

Monetary

Community/Society

= Higher productivity
= More rapid economic growth
= Poverty reduction

= Long-term development

= Better health

= Improved education and health of
children/family

= Greater resilience and adaptation

= More engaged citizenship

= Better choices

= Greater life satisfaction

Non-Monetary

= Increased social mobility

= Better-functioning institutions/service
delivery

= Higher levels of civic engagement

= Greater social cohesion

= Reduced negative externalities

Source: World Development Report, 2018.

Education conveys information and promotes the development of a knowledgeable society

(Tur¢inkova, 2012). Glymour and Kawachi (2014) argue that education is an important social

condition in achieving wellbeing and highlights the benefits as follows:

« Education can function as a gateway to the achievement of a higher income from
employment, which in turn has an effect on personal wealth with significant

consequences for personal health.

« Education can convey factual information about disease prevention and can inculcate an
ability to make health-promoting decisions, an ability which individuals can exercise

throughout their lives.

o Education can increase individuals’ ability to think, control their impulses, and defer

gratification.
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e Education can promote individuals’ adherence to group norms.
« Education can help individuals to access a well-educated social network and to access
social capital

While Glymour and Kawachi provide an individual-centred perspective on the benefits of
education to health, the World Development Report 2018 presented education as having

multilevel effects on individuals, families and the community at large (see Table 2.4).

Studies carried by de Walque (2005) in Uganda, and by Baker et al. (2008) on 11 African
countries show that, at the early stage of HIV through the 1990s, people with higher education
were at higher risk of HIV infection than those with low or no education. A decade later, young
adults who were highly educated adopted information on the prevention of HIV/AIDS that
effectively reduced sexual risk behaviour. The explanation for this is connected with the study
that indicated that educational attainment opens the way for improved information and/or a
good job with better remuneration. Socio-economic changes reduce the risk of HIV
transmission through sex (Painter et al. 2012; Bingenheimer, 2010). However, higher
educational attainment was also found in a study to have increased risky sexual activity because
those with resources can afford the costs of managing the infections that are the consequence

of risky activity (Barhan and Berhan, 2015).

In contrast, Leon et al. (2017) and Hargreaves and Glynn (2002) reported that new HIV
infection is more likely among people with a low level of education than among those with a
high level of education. At the national level, countries like Malawi, Tanzania, and Botswana,
among others, were highly impacted by the HIV/AID pandemic because their populations had
low levels of education (Gauthier, 2018; Leon et al., 2017; Ogunbodede, 2004; Hargreaves and
Glynn, 2002). Glymour and Kawachi emphasised that the good quality education of young
children impacts their lives and health behaviour. Lucas and Wilson (2019), in their study of
32 sub-Saharan countries, found that increased rates of completion of primary education might
not mitigate the transmission of HIV. In Nigeria, however, out-of-school children and primary
school pupils have not benefited from Family Life and HIV/AIDS Education (FLHE) and this
may have been responsible for the rise of early sexual debut. ENR (2015) examined out-of-
school young people and found that they engaged in sexual activity with multiple partners and
had low condom use. The lack of education among children who did go to school increased
their vulnerability to HIV risk. Those who went to schools benefited from FLHE, and the
awareness they gained may have improved their sexual and reproductive health (Igbokwe et al.,

2020; Udegbe et al., 2015). As a ‘social vaccine’ in the prevention of HIV, education provides
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adequate information on the appropriate skills that shape health behaviour by delaying and
avoiding actions that increase HIV transmission (Hepburn, 2002; Vandemoortele and
Delamonica, 2000).

2.4.7 Living Standard and HIV Risk

The wealth index is an economic factor that measures the distribution of a standard of living
by estimating the ownership of certain assets in a society (Rutstein and Staveteig, 2014; Howe
et al., 2009; Rutstein and Johnson, 2004). This measures wealth distribution and classifies
people as rich or poor. The literature establishes that inequality in the distribution of wealth has
a significant impact on sexual behaviour and the risk of HIV transmission (Berhan and Barhan,
2013; Fox, 2012; Dinkleman et al., 2008; Bingenheimer, 2007). In sub-Saharan Africa, people
from rich households engage in unprotected non-marital sex and extramarital sex (Fox, 2012;
Gillespie, 2007). Poor people, especially poor women and girls, are often compelled by their
difficult economic conditions to engage in risky sexual behaviour (possibly with the rich) in

order to make a living (Faust et al., 2017).

Wealthy households do not need to worry about their basic needs, and are able to focus on the
pleasure associated with sex (Awusabo-Asare, and Annim, 2008). A similar study found that
women who have control over resources are less likely to participate in higher risk sexual
behaviours (Atteraya et al., 2014). In comparison, Ajayi and Somefun (2019) recently reported
that children from a poor household in Nigeria who attend school in tertiary institutions engage

in transactional sex for survival.

2.4.8 HIV/AIDS Knowledge and Attitudes

The General Assembly on HIV/AIDS held in June 2001 adopted a Declaration of Commitment
that prioritised the prevention of HIV infection as the backbone of responses to the epidemic.
The Declaration stated that it was important, “to ensure that people everywhere know what to
do to avoid infection” (UN, 2001). This effort encouraged campaigns on HIV awareness to
increase knowledge among individuals at risk and the general population (Painter, 2005; UN,
2001). Knowledge about HIV and AIDS is a powerful way of fostering a positive and healthy
attitude to health behaviour (Kickbusch, 2001), while the lack of knowledge is responsible for
increased risks of HIV infection, stigma and discrimination (Herek et al., 2002).

One thing that enhances awareness of HIVV/AIDS and of prevention is being able to know one’s
infection status. HIV testing is a critical gateway to HIV prevention services (WHO, 2012).
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Early knowledge of their HIV status prepares people not infected with the virus to protect
themselves and permits those infected to quickly access treatment (WHO, 2013). This
prevention method is in line with the UNAIDS universal access to HIV test for zero HIV
infection (Haghdoost and Karamouzian, 2012). Ignorance of one’s HIV status poses a major
obstacle to efforts to fight the epidemic (Cherutich et al., 2012). In Nigeria, the HIV testing rate
remains low, despite the high prevalence of HIV (Ogbo et al., 2017; Bolagun and Owoaje, 2016;
FMoH, 2005).

Comprehensive knowledge about HIV requires awareness that a healthy-looking person may
have HIV, and knowledge of someone who died of AIDS increases both personal risk
perception and HIV prevention behaviour. The literature establishes that people who consider
themselves at low risk of HIV are less likely to use protection during sex, while those perceived
to be at high risk, use a condom to prevent infection (Sewell and Blankenship, 2018; Fagbamige
etal., 2017; Lammers et al., 2013). Personal experience of an AIDS-related death brings home
the reality of the risk of HIV infection (Slavin et al., 2007). Studies in Zimbabwe (Muchini et al.,
2011) and Tanzania (Lugalla et al., 2004) found that the death of a close family member or a
friend to AIDS-related sickness increased perceived risk of HIV that motivated a reduction in
the number of sex partners and an increase in condom use. Fear of AIDS-related death has been
established to promote changes in behaviour and the decline of HIV (Slavin et al., 2007; Green
and Witte, 2006).

As reviewed in section 2.3, those with inadequate knowledge of HIV/AIDS generated
misconceptions about the cause and method of prevention of the virus (Tenkorang 2013). For
example, Bernardi (2002) found that people believed insects, like mosquitoes, could transmit
HIV, while others saw the infection as God’s wrath against those who practice immorality
(Cunningham et al., 2011; Harris, 2010). The lack of HIVV/AIDS awareness is associated with
a stigmatising and discriminatory attitude toward people because of their health conditions
(Stang et al., 2019; Beyene and Beyene, 2015; Feyissa et al., 2012). As discussed in section
2.11, this attitude is a major barrier for people living with HIV and AIDS to seek health care
and utilise prevention activities (Andersson et al., 2019; Grossman and Stangl, 2013; Mahajan
et al., 2008).

2.5 SOCIAL NETWORKING AND SUPPORT

Social-level factors include social capital, which are the, “features of social organisation, such

as trust, norms, and networks that can improve the efficiency of society by facilitating
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coordinated actions” (Putnam, 1993, p.56). In these networks, Hawe and Shiell (2000) state
that individual members secure benefits in material resources as they secure better access to
assistance, information and opportunities for a livelihood. Studies have also shown that
membership of religious groups and youth sports clubs promotes self-esteem, coping skills,
positive emotions and behaviour change. Social capital empowers members in groups with
resources and prevention information that encourages the adoption of protective behaviours
against HIV infection (Frumence, et al., 2014; Campell et al., 2013). On the other hand,
membership of groups involved in risky social behaviour was found to increase the risk of HIV
infection (Takyi, 2003; Campbell et al., 2002). These social contexts exist in communities that
connect people through all levels of the society. It is important to note that networks in social
relationships are a potential route for both HIV transmission and the prevention of information
diffusion (Soskolne and Shtarkshall, 2002). This section will examine the role of social
networks/capital to understand how both the HIV virus and prevention measures are diffused

in different dimensions of networking, as exemplified in Table 2.5 and Figure 2.6.

Table 2.5 Dimensions of Social Capital

Type of  Dimension

Conceptualisation of dimension

social of social of social capital Author
Network capital
» Close ties in relationships among people who are | Woolock,
homogenous, such as families, friends and ethnic | 2001; Gilchrist,
groups (within or between local settings) 2004
» Interactions that exist between people living in
Bonding | the same locality or close neighbourhood Wallis and
: » Ties among groups of people with similar Crocker, 1998
Hlorizoniat characteristics
» Relationships amongst members in a network Putnam, 2000
who are similar in some form
Relationships with people who share different Ferlander,
Bridging | characterises between or across groups with weak | 2007
close ties
Relationships that vertically connect people Woolcook,
Vertical Linking | across the social scale, i.e. up and down the social | 2001)
scale

Social capital occurs at different levels (Table 2.5) namely with family and friends, the
surrounding environment, the community, and organisational and governmental (Fine and
Lapavitsas, 2004). Dimensions of social capital are identified as informal, formal, trust, and
norms of collective action (Liu and Besser, 2003). Three other separate dimensions of how
people network to mobilise resources for common use are bonding, bridging, and linking capital.
Each dimension, as conceptualised by different authors, is further described in Table 2.5.
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2.5.1 Dimensions of Social Capital

In this research, the conceptualisation of social capital draws from, and hinges on, all multiple
concepts discussed above, while the analysis of social capital rests on all three dimensions
indicated in the literature. Horizontal and vertical social capital is considered useful in this
study. This is because, on many occastions, the line between bonding and bridging is too thin
to be identified in some relationships. As such, this research intends to discuss the outcomes of
this study based on the horizontal and vertical networking dimensions to benefit from social
support, as highlighted by Islam et al. (2006) and Narayan and Cassidy (2001) and explained in
Figure 2.6.

Figure 2.6: Classification of Social Capital

“ — Operationalisation

Operationalisation Operationalisation

Adopted from Islam et al. (2006) and Narayan and Cassidy (2001)

2.5.2 Social Capital, Health and HIV/AIDS

The literature reveals that membership of groups, like religious, youth and sports associations,
promotes self-esteem, efficacy, coping skills, positive emotions and behavioural change (Takyi,
2003; Campbell et al., 2002; Ellison and Lavin, 1998). However, Portes (1998) argues that
individual membership in a group limits opportunities for non-network or non-group members
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while exerting undue demands on group members; moreover, Portes further argues that,
where individual freedom is restricted, risky behaviours are reinforced. Campbell et al. (2002)
found that the membership of social groups influences, for example, alcohol consumption and
increases the risk of HIV/AIDS in South Africa. However, interaction in a group can also

provide support that promotes wellbeing and reduces the chances of HIV/AIDS infection.

26  STIGMA AND DISCRIMINATION

The word stigma is Greek in origin and referred originally to a stain on the body, which was a
symbol of a person’s poor morals. In 1963, Goffman (1963) expressed the idea that stigma is a
severely humiliating attribute attached to a person in a social interaction. Stigma is a mark of
discredit for deviation from behaviours specified by the society as a standard rule for how
people should present themselves (Stang et al., 2019; Goffman, 1963). Noncompliance with
social standards reduces a person’s status, leading to a denial of rights, and prompting a group
or individual to refuse social recognition as the stigmatised person is treated with contempt
(Raoetal., 2019; Tyler, 2018). Discrimination is a concept that refers to action or the treatment
in any form that excludes a person because of personal characteristics (Lawson et al., 2006). In
a broad dimension, Mahajan et al. (2008 p.5) said, “... discrimination is a behaviour or an
action in which a distinction is made against people that results in the person being treated
unfairly or unjustly on the basis of belonging, or being perceived to belong to a particular
group.” Discrimination emanates from stigma and these concepts are significantly related
(Stang et al., 2019; Nachaga et al., 2012). As a social process, stigma is a struggle for power in
a social network as some people dominate while others are excluded (Brown et al., 2010; Link
and Pelen, 2001; Parker and Angleton, 2002).

Stigma and discrimination are well-documented barriers in social relationships with
implications for health-seeking behaviour, including in relation to HIVV/AIDS (Andersson et al.,
2019; Grossman and Stangl, 2013; Mahajan et al., 2008; Carr and Gramling, 2004; Parker and
Aggleton, 2003). Among the root causes of stigma and discrimination related to HIV/AIDS are
a low level of understanding about the disease (Khan et al., 2020; Khe et al., 2019; Beyene and
Beyene, 2015; Feyissa et al., 2012), a fear of HIV transmission (Gesese al., 2017, Aniley et al.,
2016), and its association with immoral behaviour (Tsang et al., 2019; Cunningham et al., 2011,
Harris, 2010). Attribution of blame to one’s social behaviour or health conditions leads to
isolation (Biordi and Nicholson, 2013; Nachwga et al., 2012) and prevents some people from
accessing HIV treatment (Bohnert and Latkin, 2009) and testing services (Ford et al., 2013).
Studies report that stigmatising attitudes prompt people infected with HIV to hide their status
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and not seek treatment (Arrey et al., 2017; Marsicano et al., 2014). The experience of stigma
and discrimination causes health inequality in a population through the aforementioned
mechanisms, which heightens risky behaviour and results in poor health (Hatzenbuehler et al.,
2013; Scambler, 2009).

Globally, studies have indicated that stigma and discrimination have different sources (Tsang
et al., 2019; Odimegwu et al., 2017). Stigma and discrimination can occur at the
societal/cultural or individual level. At the social level, they are evident in laws, policies,
expressions and conditions that discriminate against people living with HIVV/AIDS (Herek and
Captino, 1999). At the individual level, stigma and discrimination manifest in attitudes,
judgments or feelings that are unfair to people living with HIV/AIDS (Hibbert et al., 2018;
Odimegwu et al., 2013). Stigma and discrimination are expressed in avoidance, social isolation,
intimidation and a lack of support, leading to low self-esteem and the discouragement of health-
seeking behaviour (Manjok and Essien, 2009; Kalichman and Simbayi, 2003; Jacoby, 1994).

2.7 THEORETICAL/CONCEPTUAL FRAMEWORK

This segment of the literature review discusses relevant conceptual literature that informed the
research process; these are related to disease diffusion, the social epidemiology of HIVV/AIDS,
and agency and structure.

2.7.1 Disease Diffusion

Understanding the way that disease and prevention information spreads is important for both
policy and practice to ensure wellbeing and sustainable development (UN, 2015). For infections
like HIV that have multiple modes of transmission and multiple sites of impact, it is critical to
understand the ways in which diffusion from its origin to other places and populations occurs
(Sadikov et al., 2011; Haggett, 2000). HIV is an infectious disease that relies on close contact
between infected individuals and those at risk of transmission. As a result, it is assumed that
person-to-person contact is essential to the spread of disease, especially in areas where there is
high population density and good communication routes (Jenkins, 1999; Gould, 1993). This
sexual contact involves groups of persons connected to one another sexually and if the number
of persons in the network is large, the risk of HIV transmission within is also large (Potterat, et
al. 2002; Guptaet al., 1989). Similarly, prevention information about a disease, such as
HIV/AIDS, diffuses from an origin (where the disease leads to a response) through individuals

and different social networks in a population (Rogers, 2003).
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In 1952, Hagerstrand developed a diffusion wave model to explain how fast new ideas or
information about innovations in farming practices spread across Sweden. Hagerstrand’s
account of diffusion — the diffusion wave model — has been adopted in epidemiology to
understand the spread of disease (Jenkins, 1999; Gould, 1993). The diffusion wave model
shows that contagious infections often spread through populations in waves. A person has to
come into contact with someone who is contagious to be infected with a disease, after which
they infect others, who in turn infect a greater number of people (Cliff, 1981). In the case of
the HIV virus, unprotected sexual intercourse with an infected person or sharing objects, like

syringes, with an infected person transmits the virus (Helleringer and Kohler, 2007).

The lack of cure for HIV and AIDS has prompted emphasis on behaviour and social change
among the countries most affected in order to hasten the decline of infection and reduce the
burden of the epidemic (de Wit et al., 2011). This approach was informed by the philosophy
that people who are given proper transmission and prevention information are likely to inform
and influence their networks faster (Rogers, 2004). Rogers (2003) posits that individuals are
introduced to a new idea within their interpersonal groups, which determines the rate at which
people adopt a change in behaviour. This suggests that people accept and adopt new behaviours
more quickly if they are based on the awareness communicated to them by other members in
their group. Rogers (2003) argued that the information received influences opinion and
judgment very quickly and produces modified behaviour.

In Plateau State, the HIV virus diffused in waves to neighbouring states in the North Central
geopolitical zone (Djukpen, 2012; Balogun, 2010). As asserted in diffusion innovation theory,
it is expected that HIV reduction in Plateau State is a reflection of the diffusion of key
prevention measures through relationships among individuals in social or community groups.
However, HIV infection declined in Plateau State but failed to decline in surrounding States.
Therefore, this study will explore how behaviour among individuals in their social networks or
groups was modified.

2.7.2 Social Epidemiology of HIV/AIDS

Social epidemiology is concerned with the distribution of health and disease in a society and
examines the socio-structural factors that affect this distribution, and how those factors
influence individual and population health (Berkman and Kawachi, 2014). It provides a basis
for understanding the underlying social mechanisms that cause disease patterns within a

population (Honjo, 2004). Social epidemiology explores the influence of social processes on
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health and health-seeking behaviour (von dem Knesebeck, 2015). These social conditions are
the “core social processes and arrangements, reflective of social and cultural norms, values,
networks, structures and institutions, that operate around and in concert with individuals’
behaviour and practices to influence HIV epidemics in a particular setting” (Auerbach et al.,
2011, p.3). These social conditions are responsible for the behavioural choices that make people
vulnerable to diseases, like HIV and AIDS. Poundstone et al. (2004) identified the individual,
social, and structural level factors that influence both the risk of HIV transmission and
behavioural change.

2.7.2.1 Individual Level Factors

Individual level factors include the biological, socio-economic, and behavioural characteristics
that predispose people to the risk of HIV infection and disease progression. These constraints
relate to the strong association of HIV transmission with individuals’ attributes. For example,
low educational status and low income earning activities constrain people into the earlier
initiation of sexual activity and the inconsistent use of condoms (Adler, 2006). These
individuals are targeted with prevention information to modify behaviours that increase
vulnerability to HIV transmission and in turn influence their peers, who equally spread
information to their larger networks (Coates et al., 2008; Hallett, et al., 2006; UNAIDS, 1999).
Studies have shown that HIV infection decline is a function of behaviour change from
implemented prevention programmes that addresses awareness and social-structural factors
(Keyayi et al., 2012; Halperin et al., 2011; Muchini et al., 2011). In the absence of preventive
measures, changes in behaviour, which are reflected in the HIV infection decline, may result
from personal experience or a growing concern for the realities of AIDS morbidity and
mortality (Green and Witte, 2006; Brown, 2000; UNAIDS, 1999; Anderson and May, 1987).
This study will examine how the different levels of factors (in Figure 2.7) drive individuals to
decide on forms of sexual behaviour that enable/limit vulnerability to HIV transmission.

2.7.2.2 Socio-structural Level Factors

Socio-structural factors define the conditions that shape the circumstances and actions that
make people vulnerable, but at the same time these conditions can facilitate change in behaviour
that limit the transmission of HIV (Choby and Clark, 2014; Williams, 2003). These conditions
relate to structures that surround human activity, among which are the social norms in society,
discrimination, violent conflict and displacement (Poundstone, et al., 2004). Populations, as in

the case of this study, affected by violent conflict are more vulnerable to HIV spread (Spiegel,

71



2004). Violent conflict forces displacement/movement and disrupts economic activities,

creating financial distress which increases the risk of HIV transmission (Whiteside et al., 2006).

These structures include a person’s characteristics, cultural norms and practices on gender,
religion and sexuality that make people vulnerable to HIV infection in sub-Saharan Africa
(Sovran, 2013). The growing recognition of the socio-structural barriers to the prevention and
control of HIV allowed for structural interventions that aimed to change the conditions in which
people live, affecting individual behaviour rather than targeting the behaviour itself (Coates, et
al., 2008; Barnett and Whiteside, 2002). These individual and socio-structural level factors are
important for the examination of conditions that shape intention for action taken by an
individual or community that relates to HIV infection.
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Figurue 2.7: A Heuristic Framework for the Social Epidemiology of HIV/AIDS
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2.7.3 Agency, Structure and HIV/AIDS

In order to understand the social epidemiology of the HIV epidemic in Nigeria and how it presents
differently between and within states, this research draws on Giddens’ (1986) concept of structure
and agency to understand their role in contributing to the HIV situation. Agency resides within an
individual and positions him/her with the motivation, potential and capacity to influence others to
produce intended and foreseen effects (Spencer, 2013; Wrong, 2012; Foucault, 1991). Kippas et
al. (2013) argue that individuals are autonomous agents who can adopt protective actions if given
appropriate information about the risk of HIV infection, how to prevent it, and access to prevention
strategies such as condoms. Accordingly, achieving a reduction in HIV infection relies (in part)
on the agency of individuals who have acquired the infection, and who are capable of making
decisions and choices that can change the course of their social lives (ven Rooyen, 2013; Ritzer,
2012). In line with this research, individuals experience behaviour change through the provision
of information and skills in their social groups. These individuals are motivated to adopt the
information from and to influence their circle of family members, friends or associates, among
whom the information can spread quickly and lead to behavioural change. This study explores
how individuals are driven to make choices and decisions that either increased or limited their
vulnerability to HIV transmission in their social groups or organisations.

Structures are the rules and resources that enhance or constrain peoples’ practices (Sewell, 1992;
Giddens, 1986). Structural conditions can influence individuals and configure their lifestyle
patterns in particular ways, but individuals can reject or modify these patterns (Cockerham, 2005;
Sewell, 1992). Key literature highlights the ways that policy, cultural and social environments in
which individuals live constitute barriers to their well-being and serve to promote conditions in
which HIV/AIDS thrives. These barriers include poverty (Alsan et al, 2011; Obi et al., 2010),
racism/ethnicity (Huebner et al., 2014; Ford et al., 2009), and gender inequality (Zierler and
Krieger, 1997).
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2.8 CONCLUSION

This chapter reviewed literature on sexual behaviour and the social conditions that encourage or
constrain the risk of HIV transmission. Section 2.1 introdduces the process invoved in the the
literature review. The literature review outcome begins with the understanding of HIV and AIDS,
the various stages and progression of the virus in the human body in section 2.2.1. Also reviewed
in section 2.2.2 was the character of the virus and its spread, as generated by myths and
misconceptions that increase the risk of infection in section 2.2.2. Sections 2.2.3 discuss the rapid
emergence of different forms of the disease’s mutation and distribution from the literature, which
provides a context for the current condition of HIV prevalence. In section 2.3, the study argues
that heterosexual relationships contributed significantly to the spread of HIV. Conceptually, the
research engaged literature on the personal, social and structural factors that influence sexual
behaviour. Details of the socio-demographic and HIV/AIDS-related attitudes as downstream
elements are examined in section 2.4. These social conditions have been reviewed in sections 2.5
and 2.6. In section 2.7, the conceptual research framework highlighted that a disease like
HIV/AIDS relies on sexual contact and networks to thrive; a person has the power within him to
prevent the infection, but the conditions surrounding him can serve as a barrier and increase the

risk to wellbeing.
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CHAPTER THREE
MIXED METHODS RESEARCH METHODOLOGY

3.1 INTRODUCTION

The previous chapter reviewed key concepts and empirical evidence that contextualise sexual
behaviour, HIV/AIDS, and the scholarship of social epidemiology from the wider body of
literature. The burgeoning literature informed the gaps and the need to focus on the personal, social
and structural dynamics of HIV risk and epidemiology. This chapter details the plans and
procedures undertaken in a mixed-methods research approach to address the research problem,
which is presented in three major components. The first section highlights the purpose of the study,
addresses questions raised by the study, and considers the specific objectives to be addressed. The
second largely focuses on the strategies within the methodological framework, the philosophical
worldview underpinning the study, the methods of data collection and the analytical approaches.
Thirdly, the chapter discuss the ethical issues, positionality (including reflexivity), and the
limitations associated with the implementation of the research project.

3.2 THE RESEARCH PURPOSE

The main aim of the study is to determine sexual behaviour, explore the social-structral conditions
that influence the risk of HIV, and gain insights to how the infection declines in one setting but
rises or persists in another. Understanding the reasons why the epidemiology varied in each study
location can support the process for sustainable sexual health and halt the HIVV/AIDS epidemic in

line with the Sustainable Development Goals (SDGs). Thus, the following questions are addressed:

1. What are the forms and trends of sexual behaviour in the study locations?

2. What indicates sexual behaviour that carries risk of HIV transmission?

3. How do individual background characteristics determine sexual behaviour that increase the
risk of HIV transmission?

4. How are people motivated to engage in behaviours that contain or facilitate the risk of
acquiring or transmitting HIV and the epidemiological conditions in the study settings?

5. What are the existing social and community groups, and which do people affiliate with?

6. What are the mechanisms through which people develop rapport and raise support to
facilitate or constrain sexual behaviour and the risk of HIV?

7. What HIV/AIDS and health-related prevention programmes are implemented in the study

settings?
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8. What role do the HIV/AIDS programmes contribute to the HIV/AIDS situations in the study
locations?

The above questions focus on the key problems and form the basis for the research through the
data required to answer them. To provide order to the research questions and achieve the primary
aim of the study, specific objectives emerged, which are outlined below:

1. To understand sexual behaviours in relation to HIV transmission in Plateau and Nasarawa
States:
a) To describe the forms and timings of sexual behaviour in the study settings;
b) To determine factors associated with risky sexual behaviour and the likelihood of
acquiring or transmuting HIV;
c) To explore underlying factors, including personal motivations that explain the

concentration of sexual behaviours and the risk of HIV transmission.

2. To investigate the role of social groups/networks and social capital in the prevention of HIV
transmission in the study locations:
a) To identify the key characteristics of social groups and networks related to HIV
transmission and prevention in the study sites;
b) To describe the mechanisms through which social groups and networks construct social
capital that constrains or facilitates exposure to risky sexual behaviour and HIV

transmission.

3. To analyse the roles of HIV/AIDS prevention programmes on the epidemiological situations
in Plateau and Nasarawa States.
a) To characterise HIVV/AIDS prevention and health-related activities in the study locations;
b) To explore the mechanisms through which the implementation of HIV/AIDS activities

may have influenced the HIV prevalence in Plateau State and Nasarawa State.

The overall research design is summarised in Table 3.1. Details of the entire process are then

discussed in the subsequent sections.
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To understand
sexual
behaviours in
relation to HIV
transmission in
Plateau and
Nasarawa
States

Research Objectives

» To describe the forms and
timings of sexual behaviour in
the study settings.

= To determine factors associated
with risky sexual behaviour and
likelihood of acquiring or
transmitting HIV.

= To explore underlying factors,
including personal motivation
that explain concentration of
sexual behaviours and the risk
of HIV transmission.

Table 3.1: Research objectives, approaches, and justification for use

Data collection

methods

Survey method

Justification for use of methods and types data required

Survey method is useful in providing data that address problems that focus on
What, Where, how many, and When. The National Demographic and Health
surveys obtained were randomly standardized and reliable for generalisation
of results that supports practice. (Bell, 2014, Field, 2013, Creswell, 2009).
Survey is best for accessing data on behavioural and detail account of
background characteristics to set a tune for qualitative research that directs on
answering the why and how questions in research (Yin, 2018, Bell, 2014) in
adding value on the results.

Semi-
structured
interview

Key
Informants
interview

Survey method is inadequate for deeper insight into why and how social
conditions occur. Forms of sexual behaviours from surveys were useful in the
design of questions that guide in-depth discussions that were flexible in
exploring personal opinions and narratives around sexual experiences (Yin,
2014). The outcomes are better for finding meaning to the motivations on
peoples’ sexual choices that encourage or constrain the risk of HIV
acquisition.

Participants’
observations

A close look at real live sex hawking, street prostitution, late-night drinking
and disco/clubbing hot spots for social activities that trigger behaviours link
with sexual risk of HIV/AIDS.

To investigate
the role of
social
groups/networ
k and social
capital on HIV
transmission
situation in the
study locations

= To identify key characteristics
of social groups/networks
related to HIV
transmission/prevention  the
study locations

Survey method

Survey provides background detail information like socio-demographic, and
HIV/AIDS awareness and attitudes that guide the identification and selection
of participants for in-depth interviews.

Allows for trust and rapport with participants on one-to-one in a face to face
informal talks about their day to day activities that offers access to details
about participation in social group, network or organisation and their benefits
link to social and sexual risk of HIV acquisition.
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Table 3.1: Research objectives, approaches, and justification for use (cont.)

Research Objectives

Research

Objectives

Justification for use of methods and types data required

=To describe  mechanisms
through which social groups
and networks constructed

social capital that constrain or
facilitates exposure to risky

Key Informant

Allows to engage professionals, community elites or gatekeepers for their
personal insights to obtain first-hand on past and present events in the
community for experiences about activities on HIV/AIDS prevention

interviews . . : . ) i
programmes/projects and implementations in corroborating with other
evidences in addressing the research purpose (Bryman, 2015)
Give access to settings where real live involvement in community and social
Participants’ groups, rapport, and supports that motivate people to draw and utilise social

observations

advantages/resources or hindrances to mitigate/facilitate the risk of
HIV/AIDS.

sexual behaviour and HIV s - —— -
transmmission. _ Prqv!d_es access to past and present philosophy of groups/organlsatlons, th_elr
Policy activities and the manner which they support and influence HIV prevention
Document measures. Details on HIV/AIDS prevention programmes/projects policies,
Review implementation reports and evaluation of impacts of specific activities are
obtained and verified with other data to address the research objectives
To analyse the | = To characterise HIV/AIDS | Semi be th - q . f ifi oni .
roles of | prevention and health-related | structured Pro_ C e eplTien ENt GETEtss @F Sieshie Ve inEnEner
. . : . activities provided or observed (key Informants) or benefited/participated
HIV/AIDS activities in the study locations | interviews . : : AR
. = (semi-structured). The evidence from the prevention activities is helpful
prevention Key informant . : :
. . . explore the benefits of the implementation.
programmeson | = To explore the mechanisms | interviews
the HIV | through which the Polic Useful for contact with content of Sexual behaviour, HIV/AIDS and health-
situations  in | implementation of HIV/AIDS Docu)r/nent related reports, policies, intervention appraisal for classification into related
the study | activities may have influence Review themes for the reality on evidence (Bowen, 2009) to corroborate data for
locations HIV infection situations empirical research output
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3.3 THE PHILOSOPHY OF MIXED METHODS RESEARCH

The editors of the Encyclopaedia Britannica describe philosophy as a “love of wisdom”, or a
rational, abstract, and methodical consideration of reality as a basis for understanding human
existence and experience (Augustyn et al., 2010). Therefore philosophy is concerned with a
set of beliefs about a logical understanding of ultimate truths about the universe and human
nature. Such understanding is drawn from the phenomena, approaches and procedures of that
analysis, and the value of the outcome (Creswell and Creswell, 2018; Bhai, 2013). Thus, the
philosophical assumptions in which a researcher positions an inquiry typically articulates the
associated empirical values (Mertens, 2013). Table 3.2 presents the key paradigms that inform

debates around the theoretical perspectives widely held and described in the literature.

Table 3.2: Common Research Paradigms in the Literature

Research Paradigms Authors
Positivism, Interpretivism, Critical Inquiry, Feminism and

. Grey (2013)
Postmodernism
Positivism, Constructivism or Interpretivism Bryman (2012); Lather (1992)
Positivism, Constructivism and Critical Theory Guba and Lincoln (2005)

Clegg and Slife (2009); Pierre

Postmodernism, Poststructuralism, and Deconstructivism (2000): Crotty, (1998)

Positivism, Social Constructionism, Critical Paradigm, and

Postmodernism CeCarlo (2018)

P03|t|V|§m, Critical R_eallsm, Interpretivism, Post- Saunders et al. (2019)
Modernism, Pragmatism

Positivism, Constructivism, Transformative, and Creswell and Creswell, (2018)
Pragmatism Mertens (2013)

Although the theoretical worldviews that guide research are many (as shown Table 3.2),
researchers are advised to focus on the specific set of beliefs that best suits the nature of the
social world in their inquiry (Creswell and Creswell, 2018; Gray, 2013; Crotty, 1998). To this
end, this study only discusses the basic philosophical position that underpins this study;
summaries of other worldviews and related literature are highlighted in Table 3.2. A
philosophical worldview is key to understanding the nature of truth or reality, and the
knowledge and relationship between the knower and would-be known, as based on the
ontological, epistemological, and axiological values (Sanders et al., 2019; Zukauskas et al.
2018; Guba and Lincoln, 2005).

Accordingly, ontology studies ‘being’ or ‘what exists’, with a focus on the nature and structure
of existence or an account of what genuinely exists (Bricker, 2014; Crotty, 1998). Epistemology

is concerned with the nature and form, and acquisition and communication of legitimate and
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acceptable knowledge in an inquiry (Bryman, 2013; Cohen et al., 2007; Crotty, 1998).
Meanwhile, axiology is a rationale that gauges value in the process by seeking to understand,
explain or predict phenomenon. In this case, axiology primarily concerns the lens through
which the researcher judges and values entire relationships involved in the process of an inquiry
in order to achieve the study objectives (Saunders et al., 2019); indeed, the value system of a
researcher informs the choice of action (Heron, 1996). In short, ontology seeks to identify
general assumptions to perceive the real nature of “what is out there”. Epistemology explores
the appropriate parameters and assumptions of “what is to know” and relates to the approaches
and processes involved in constructing questions, the research design, and adopting the right
methods to understand the ‘real world’ (Yeganeh et al., 2004). An axiological position
considers the role of values and morals on the choices of participants; it particularly concerns
their views, rights, beliefs and experiences in the study (Saunders et al., 2016; Grey, 2013). As
is shown in Table 3.2, positivism, constructivism/interpretivist and pragmatisms are the key
research philosophy, where pragmatism believes there is no single way to understanding reality,
as there are multiple realities; but focuses on the most important design and strategy in
organising reliable and appropriate data to address practical outcomes of research problem
(Creswell and Creswell, 2018). As this studies utilised a mixed methods approach, the

pragmatic approach is best suited, and this is discussed next.

3.3.1 Pragmatism Research Paradigm

This is one of the key research paradigms that is based on the rationale that human actions are
the result of beliefs and behaviours that originate from past experiences (Morgan, 2014;
Creswell and Clark, 2011). Creswell (2009, page 10) further indicated that it “arises out of
actions, situations, and consequences”, meaning that the action people take is driven by its
possible consequences, which forms the basis for similar outcomes in future. In order to gain
insight into the nature of society (ontology), pragmatism posits that various ambiguous single
and multiple truths exist, which depend on the language, history and culture of the researcher
and the objects of inquiry (Creswell and Plano, 2007; Dewey, 1999). Epistemologically,
pragmatism is founded on the belief that knowledge is unique to individuals and derived from
our social experiences, which informs the way we view the world and relationships, and shapes
the way we manage our existence. Morgan (2014b, pp.26-27) noted that pragmatism generally
focuses more on experience than on the nature of reality, where “action cannot be separated

from the situations and contexts in which they occur... actions are linked to consequences in
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ways that are open to change. As such, the consequences of actions reflect the beliefs and habits

of the people...”

In understanding the world, pragmatism portrays a mixture of positivist, social constructivist
or interpretivist, and realist ideas to produce knowledge (Feilzer, 2009; Rorty, 2000, 1999). The
flexibility in pragmatism supports the use of elements and skills that characterise the values in
both quantitative and qualitative research. Pragmatism is concerned with ‘what works' when
considering the truth informing the questions in an inquiry; this contrasts with assumptions
based on absolute and objective reality (Tashakkori and Teddlie 2010). Morgan (2014), and
Goles and Hirschheim (2000) highlighted that pragmatists believe in utilising anything to
achieve their goals through evidence-based research outcomes. In a broder sense, pragmatism
is not just simply a philosophical position, but a set of philosophical tools and a research
paradigm with values that are best oriented to addressing real world problems (Creswell and
Clark, 2011; Biesta, 2010). Pragmatism functions as a methodological tool that links
philosophical ideas and seeks to understand the social world (Morgan, 2007) in the process of
constructing knowledge. It is generally unique, as it goes beyond the relay of one mutually
exclusive research assumption; instead, it combines the strengths of both positivist (quantitative)

and constructivist/interpretivist (qualitative) research strategies.

This study adopts a mixed methods approach that avoids controversies surrounding ‘truth’ or
‘reality’ and instead focuses on what works best in establishing an appropriate context to create
knowledge (Mertens, 2013; Feilzer 2010; Morgam, 2007; Tashakkori and Teddlie 1998).
Therefore, epistemologically, pragmatism has a multifaceted research worldview that
accommodates both quantitative and qualitative strategies, and is compatible with mixed
methods research. Morgan (2007) emphasises that the pragmatist’s approach to research is
flexible in that it ensures reflective and reflexive choices in the conduct of research; therefore,
it is appropriate for identifying solutions to research problems. This perspective helps in
determining research strategies, instruments, and the analysis of numerical data and text from

in-depth narratives to achieve evidence-based results.

Generally, the pragmatic philosophical stance has helped this study to rationally align elements
in other research paradiams under a mixed methods approach, as it is expansive, creative,
inclusive, pluralistic, and complementary to best practice (Johnson and Onwuegbuzie, 2004;
Halloway and Tordres, 2003). In line with Morgan (2014b), pragmatism has informs this

reseach by:
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= Revealing the practical nature of sexual behaviour and socio-structural conditions by
establishing their relevance as problems for inquiry;

= |dentifying subjective conditions in relation to prevailing daily experiences and new
perspectives to understand risky behaviour and HIV epidemiological situations;

= Permitting the development of designs, choices and practical actions that address specific
questions raised in the research;

= Allowing for critical review and reflection on the methodological tools and methods to
ensure the adoption of what works best and thereby validate solutions to a problem, and;

= Implementing research based on specific outlined activities that achieve the expected

outcomes and provide evidence grounded in best practice.

The mechanisms in this pragmatic research approach are outcome oriented, and focus on the
study context to address practical nature of sexual behaviour and HIV situations in a variety of
settings. A detailed discussion on the different designs and strategies follow in the upcoming

subsections.

3.4 RATIONALE FOR CHOOSING MIXED METHODS

Mixed methods research is a key tool with principles that guides the systematic ways in which
appropriate data are collected and analysed to provide evidence-based for the construction of
knowledge (Creswell, 2009; Creswell and Tashakkori, 2007). The method considers the use of
quantitative and qualitative techniques to gather data and thereby understand the phenomena
under inquiry (Teddlie and Tashakkori, 2006; Greene et al., 1989). The quantitative and
qualitative research methods' principles better adaptable in the pragmatism research paradigm
(see details in 3.3.1, page). Pragmatism stance in doing research has practical significance as a
unique paradigm with an inherent offer of complementary that supports a mix of different
research approaches for data collection and various modes of analytical techniques in a single
study (Feilzer, 2010; Johnson and Onwuegbuzie, 2004). Pragmatism offers the appropriate
research paradigm for numerical and textual data collection and analysis to adequately address

research questions (Williams, 2007; Johnson and Onwuegbuzie, 2004).

The paradigm is driven by the philosophical position about the nature of reality and values that
inform the problems under investigation (Green and Carecelli, 1997). The practice perspective
concerns the strategy that looks at the traditional root-cause of an existing phenomenon in its

natural setting by using direct or direct discussion to explore, generate, share, develop and
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challenge ideas (Creswell and Tashakkori, 2007; Tashakkori, 2006). A methodology offers a
comprehensive design that is informed by underpinning philosophies, questions, and data
management, and incorporates the interpretation of the research results (Creswell and Creswell,
2018; Tashakkori, et al., 2000). These perspectives are important underlying principles in
research. Consequently, this mixed-methods study integrates the paradigm, practice and
methodological perspectives by adopting multiple strategies in the collection of data to enable
a deeper and broader understanding of the reality and related value systems in the context of
inquiry (Kitchin and Tate, 2013; Creswell and Tashakkori, 2007).

A mixed methods design considers triangulation, complementarity, initiation, development,
and the expansion benefits of a study (Greene et al., 1989). Basically, triangulation is
concerned with more than one methodological approach, multiple sources of data, a team of
investigators, and more than one theoretical assumption. Complementarity denotes the use of
results from one research approach to improve or explain the initial results from another
research approach. Initiation is where a new understanding emerges from research, which
motivates a new perspective on a research problem or a question for greater depth. Development
concerns results and insights from one research approach, which gives a dimension to another
relevant research methods. Expansion is where different angles of an inquiry are addressed by

different but equally suitable research methods.

The motivation for using a mixed methods approach in this study is informed by its
compatibility with pragmatism research philosophy, which enables the use of approaches that
are not restricted to a particular research perspective, but focuses on addressing the research
problems. Mixed-methods has significance for complementarity of data and evidence from
two different research phases discussed in section 3.5.1, pages 89-91 and also allows for the
triangulation of data and analytical procedures in providing evidence-based outcomes (see
details section 3.8, pages 139-147. Here, only the compatibility of mixed methods with
pragmatic research philosophical stance have been discussed avoid repetition of the sections
mentioned (3.4.1 and 3.8).

3.4.1 Compatibility with Pragmatism Research Perspective

This study seeks to critically explore and understand complexity in the social epidemiology of
HIV with a focus on sexual behaviour and the risk of acquiring or transmitting the virus. This

novelty aims to provide evidence of the ‘what’, ‘when’, ‘how’ and ‘why’ concerning the risk
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of HIV infection and its distribution in settings with declining and rising/high situations.
HIV/AIDS has evolved over the last four decades; its approach has solely relied on a
quantitative paradigm in which the biomedical model and the use of experimental observations
have dominated the procedures (Rosengarten, 2010). This quantitative approach held that only
one objective reality exists and is independent of the researcher’s view. The researcher does
not influence the phenomenon under inquiry and is not affected by it. This approach is based
on positivism research paradigm whose, “hegemony is being challenged by a social scientist
who argues that experimental methods often are not appropriate for addressing social-level
questions... [that] must come to accept a range of ‘ways of knowing’ in which evidence is
derived from different methodologies appropriate to the question and level of
analysis” (Auerbach, 2009, page vi-vii). Subsequently, the qualitative research paradigm
emerged which is founded on the belief that multiple realities exist and that the researchers’
experience is significant. In this approach, the researcher and phenomenon under study cannot
be separated as it is primarily focused on the process, rather than the outcomes. It enables
insights into how people make sense of their lives and experiences, and their view of the world
around them (Danzin and Lincoln, 2008; John and Onwuegbuzier, 2004; Sale et al., 2002).

A quantitative approach follows the quantitative models, which collect data to test theories by
examining relationships among variables. In comparison, the qualitative approach is drawn
from a research qualitative paradigm that is ‘exploratory’ or ‘inductive’. It entails the
collection of narratives about experiences and their textual management in order to understand
the depth of meaning that individuals or groups attribute to their social realities (Creswell, 2014;
Danzin and Lincoln, 2008). The biomedical and social approaches have been criticised for
failing to independently address sexual and social questions surrounding HIV (Marks, 2002).
Indeed, Muijs (2010, p.10) argued that the underlying philosophy in each of the approaches are
“warring incommensurable fraction” that limit insight into the depth and breadth about HIV,
which have both single and multiple sides of truth in a setting (Creswell and Clark, 2007). The
weaknesses of research independently based on positivism or constructivism/interpretivism
highlights the need for a paradigm that bridges both perspectives and is sufficiently flexible for
integration within single study (Kippax, and Stephenson, 2012; Biesta, 2010). Combining the
opposing research perspectives could provide robust data and evidence-based results about the

complex phenomena reflecting local social understanding (Maarout, 2019).

Hence, the emergence of pragmatism suggests a way of conceptualising and addressing

methodological issues in social epidemiology by “recognising the validity of a variety of
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interests, perspectives, and forms of knowledge... [and is] suspicious of any effort to privilege
a single point of view.”” (Cornish and Gillespie, 2009, p.23). The appearance of pragmatism has
legitimised the argument for blending quantitative and qualitative research perspectives to
move away from two discrete conflicting approaches. Rather, these represent two ends of a
continuum, with mixed-methods research located towards the middle (Maaroutf, 2019;
Creswell, 2018; John and Onwuegbuzier, 2004).

Morgan (2014) argued that pragmatism validates the process of deciding purposeful questions

in an inquiry and chooses appropriate methods and actions to find an answer. Hence, mixed
methods is the only compatible research approach with the belief that single and multiple
realities can be open to empirical inquiry (Creswell and Clark, 2007). While Teddlie and
Tashakkori (2009, p.99) highlight that pragmatism is the ‘best paradigm’ for mixed-method
research as it does not emphasise specific philosophical assumptions as much; moreover, it
offers the researcher the freedom to decide ‘what works’ best in the process of addressing a
research problem (Onwuegbuzie and Johnson, 2006), but does not imply that ‘anything goes’
(Denscombe, 2008, p.274).

In designing this study’s mixed method research, pragmatism informed the process and meant
that the investigation had no preconceived assertions about the contextual realities, variables,
and outcomes of the study (Scott and Briggs, 2009). The paradigm is concerned with research
questions that inform the type of data and the specific methods required for collection (Creswell
and Plano Clark, 2011; Tashakkori and Teddlie, 2010). Combining quantitative and qualitative
research suggests the need for an abductive process that involves the integration of deductive
and inductive approaches from a large body of relevant literature (see section and 3.6.1 and
3.7.1 for detail). The exercise supported the development of assumptions and operational
concepts that measure and identify variables to establish significant statistical relationships,
and the best explanations for the social phenomena. For instance, past literature confirmed that
HIV has no cure, is infectious, and is mostly acquired or transmitted through heterosexual
relationships. It was, however, not clear which specific behaviour occurs in each of the study
settings. Quantitative techniques observed social distance from research participants to limit
influence on the information they willingly supplied; this information yielded significant
indicators of sexual behaviour in each study setting, while the qualitative approach provided
key explanations of the motivations for engaging in HIV risky. The corroborating shreds of

evidence in this mixed methods research are only possible through a pragmatic philosophy that
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b

is action-focus and evidence-based in order “fo create practical solutions to a social problem’
(Shannon-Baker, 2016, p.322).

The pragmatic philosophical position adopted in the research does not rebuff interaction
between researchers and participants, as rapport is important in developing trust and acceptance
to pursue research in unique ways. Consequently, mixed-methods allow for contact with
persons who volunteer to share their experiences using questionnaires (in the quantitative
approach), and for rapport with individuals in different research communities for informal to
enable in-depth discussion, and the observation of social activities in their natural settings. The
use of these methods is only possible in a mixed research design, where singular and multiple
social realities are simultaneously investigated to understand the implications of the
experiences and actions associated with the social epidemiology of HIV (Morgan, 2014,
Creswell and Clark, 2011; Rorty, 1999). Moreover, the compatibility of mixed-methods
research with a pragmatic stance means the identification of evidence-based contextual factors
of the declining and rising epidemiological situations in the study settings. The knowledge
gained from combining quantitative and qualitative research approaches in each of the study
settings are transferable to other similar circumstances. This allows for a more flexible research

procedure to answer a wider variety of research questions

3.5 MIXED METHODS RESEARCH

The debate regarding the best choice of research technique between quantitative and qualitative
has existed for over a century (Onwuegbuzie and Leech, 2005). Disputes emerged from two
categories of intellectuals: First, those devoted to positivist or objectivist principles of inquiry
who believed in deductively driven research to understand a phenomenon (Cooper et al., 2007;
Campbell and Stanley, 1963; Campbell and Fisk, 1959). Secondly, there are those committed
to constructivism/interpretivism or subjectivism, which is a qualitatively focused research
tradition that originated from the social science disciplines (Creswell and Poth, 2018;
Clandinin and Connelly, 2000), which held that reality exists within multiple perspectives that
can be measured, discovered and the meanings interpreted based on the views of the social

actors involved (Mertens, 2010).

The two scholarly worldviews are independent and mutually exclusive in their premises and
approaches; each is inherently subjective and limited when attempting to address evolving
complex contemporary social phenomena (Bhaskar, 1991; Greene et al., 1989). One of the early

works that attempted to combine the two approaches was that by Julnes George (1995). He

87



developed the “deduction versus induction and molar versus molecular” approach that
integrated the two and relied on the strength of both the positivist and interpretivist perspectives
to enrich the understanding of a phenomenon (Caracelli and Greene, 1997, p.21). Julnes’
assumptions represent a pragmatic research tradition. A stance that is action-oriented and
perspectives that address substantive research problems integrate both quantitative and
qualitative methods (Johnson and Turner, 2010; Losch, 2009; Kell, 2006), such as mixed
methods (Creswell and Clark 2017; Morgan 2014).

Mixed methods has been understood and described differently. The common definitions are:

“research in which the investigator collects and analyses data, integrates the

findings, and draws inferences using both qualitative and quantitative

approaches or methods in a single study or a program of inquiry”
(Tashakkori and Creswell, 2007, p.4).

“... combines elements of qualitative and quantitative research approaches (e.
g., use of qualitative and quantitative viewpoints, data collection, analysis,
inference techniques) for the broad purposes of breadth and depth of
understanding and corroboration.”

(Johnson et al., 2007, p123).
However, a more comprehensive definition states that is it a:

“... research design with philosophical assumptions as well as methods of
inquiry. As a methodology, it involves philosophical assumptions that guide the
direction of the collection and analysis of data and the mixture of qualitative
and quantitative data in a single study or series of studies. Its central premise
is that the use of quantitative and qualitative approaches in combination
provides a better understanding of research problems that either approach
alone”
(Creswell and Plano, 2007, p.5).
A mixed method approach offers a significant, widespread and focused way to undertake a
study by using multiple tools, for example multiple data and multiple analytical procedures.
The approach adds a wide range of value to a study outcome by ensuring only the best
procedures that comply with the nature of the data are used (Creswell, 2008; Bryman, 2006).
Mixed methods is sufficiently flexible to adopt when investigating the complex, real-world
daily reality of individuals and communities, where social, political, historical, economic, and
cultural contexts are entwined with behavioural and health outcomes (Fawcett and Pockett,
2015; Creswell 2014; Curnish and Gillepie, 2009). This study uses both quantitative and
qualitative methods consecutively and triangulates the numerical and textual data gathered

(Punch 2015; Oaches and Kaufman, 2014; Gell, 2013) in order to “increase... the likelihood of
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arriving at a more thoroughly researched and better understood set of results” (Gell, 2013,

p.10) in the context of HIV and health-related issues.

3.5.1 Mixed Methods Design

Creswell and Clark (2012) highlighted four basic mixed methods design. The designs are
significant in prioritising the nature of consecutive integration of phases when implementing
quantitative and qualitative approaches. A researcher is left with the choice of selecting an
appropriate strategy that best suits the inquiry. These designs are outlined thus:

i. Convergent design uses quantitative and qualitative approaches concurrently to collect data,
analyse, compare and interpret the outcomes.

ii. Sequential explanatory design uses quantitative research to collect and analyse data in the
first phase of a study, followed by qualitative research approaches to support the initial
findings with additional data. Both results are subsequently integrated and interpreted
together to create knowledge.

iii. Sequential exploratory design prioritises the qualitative research process in the first phase,
which is followed by a quantitative approach in the second stage to enable a detailed
account of the phenomena under study and the generalisation of results to the wider
population.

iv. Embedded design is where the researcher obtains, analyses and interprets the result from
both the quantitative and qualitative research at different stages (before, during and after)

of the inquiry on the same samples.

This study aims to understand sexual behaviour and the risk associated with HIV transmission.
Two different approaches and sets of data are required to understand how the epidemiology
differs in the study locations. A sequential explanatory approach best fits the strategy as it
allows for follow up quantitative procedures to address the research problem with qualitative
approaches in a single study. Design complementarity is the type “in which result from one
dominant method type are enhanced or clarified by the results from another method
type...using interpretivist interview that aim for depth and contextual relevance to supplement
positivist surveys conducted for breadth and representativeness...” (Caracelli and Greene,
1997, p.23). In the first phase of the study, a quantitative approach is used for the data collection
and analysis. The results from the quantitative procedure yields statistical estimations, which
are supported by the collection and analysis of qualitative data, whose results provide

explanations as to why specific variables suggest a greater risk of HIV (see Figure 3.1).
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Table 3.1: The Sequential Explanatory Mixed-methods Design

PHASE |

Timeline: Nov. 2016 - April 2017, and May - Dec. 2018

PHASE I1

Timeline: May 2017— May 2018 Timeline: June 2018 — March 2021

Quantitative
data
collection

Application  to
USAILL o access
the NDHS data

1" PHASE
NDHS data sets
for 2003, 200%
and 201:
retrieved

6 1]

2 PHASE
DHIS data
between 2012-
2017 from

Qruantitative
data analysis

descriptive
statistics
coding,
frequencies and
percentages

Data

1" PHASE
Cross
tabulations
*Chi-square,
Goodness of Fit,
Fisher's Tests
¥ & Phil test
*Multivariate
logistic
regression

Quantitative
result

mographic
socio=economic
*HIV/AIDS
awareness and
attitudes

NI
2 PHASE
#*Sexual behaviour
and the risk of
HIY transmission
{Chapter 4)
*Factars
influencing the
risk of HI'V
transmission
Chapter 5)
*HIV/AIDS
prevention
Indicators
(Chapter 7)

Qualitative
research Process

*Ethical
approvals from
Ministries of
Health

*Purposive
sampling and
request for
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In addition, Creswell and Creswell (2018, p.358) support the value of a sequential explanatory
research approach by noting its reciprocity value where:
= The strong quantitative research context obtains data on sexual behaviours and predicts HIV
risk within the initial stage of the study.
= The results from the first phase are then used to plan the qualitative study in the second
phase; the results build on the significant statistical variables with textual evidence to enable

clarification and thus help to make sense of the phenomena.

Figure 3.1 illustrates the first and second phases of the research by contextualising sexual
behaviour, HIV/AIDS and health-related risks. The quantitative and qualitative approaches
enable the researcher to obtain and analyse data exclusively, while answering the research
questions substantiates the results. The complementarity of the design facilitates the utilisation
of different methods, and the collection of diverse data and results from quantitative and
qualitative approaches in order to simultaneously complement each approach, and enure

reliability and validity

3.6 RESEARCH APPROACHES

This section discusses the approaches to theory development, which inform the primary source
of knowledge through engagement in critical thinking to understand the phenomenon under
study (Mertens, 2013). The literature relates the main approaches in an inquiry as deductive /
quantitative and inductive / qualitative. Generally, these approaches help to engage in more
informed contextual design to consider appropriate issues, data types, analyses and results

which address the problem. Saunders et al. (2019)

3.5.1 Quantitative Study

Quantitative research has a worldview rooted in positivism, which assumes that knowledge
exists ‘out there’ that a researcher can observe and discover with less or no direct contact or
influence on the subjects (VanderStoep and Johnston, 2009). Quantitatively, knowledge
creation involves the use of surveys research, correlational research, causal-comparative
research or experimental research, which are linked with statistical analysis that describes and
predicts relationships (Creswell and Creswell, 2018). In this study, the survey, a quantitative
procedure was used to collect data that "provide[d] a description of trends, attitudes, and
opinions of a population, tests associations among variables of a population, by studying a

sample of the population™ (Creswell and Creswell, 2018, p.153).
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Quantitative studies often use a structured questionnaire that generates numeric data to
characterise population samples (Creswell, 2014; Kelly, 2003). Data for this study are retrieved
through multiple pre-existing or secondary sources of cross-sectional surveys: (i) the Nigerian
Demographic Health Surveys — NDHSs, and (ii) the District Health Information System -DHIS
(see details in sections 3.5.1.3 and 3.5.1.4). These data sets are reliably sourced and help to
develop descriptive and inferential analyses that establish trends and cause-effect relationships
to inform changes in sexual behaviour and HIV risk experiences across different socio-
demographic, and health-related attitudes in Plateau State and Nasarawa State. The quantitative

approach is instrumental in prompting the need for qualitative research in this study.
3.5.1.1 Deductive/gantitative approach

Burke and Larry (2014) describe the deductive approach as a process of making informed
decisions about a phenomenon in research based on a premise that is true. Understanding a
phenomenon begins with investigating its universal perspectives to arrive at specific details;
this is also called “top-bottom” reasoning to enable knowledge creation. Literature describes
deduction as a strategy in research that focuses on a compelling theory, which relates to the
critical issue at hand and infers its ideas and consequences with data (Bryman, 2016; Mertens,
2013; Creswell, 2009). The deductive method characterises a scientific approach to inquiry,
where phenomena and hypotheses from past works are thoroughly examined and reviewed, and
emerging assumptions are connected and analysed with current data for the purpose of
accepting or rejecting a relationship. This approach is associated with positivist research
principles, whilst quantitative assumption are also used in social sciences to provide a backcloth
and logical basis for knowledge creation and to offer a framework for understanding the world
around us (Bryman, 2016). Hypotheses are evaluated to explain casual influences and
relationships between variables to confirm, refute or modify an existing truth (Silverman, 2013).

This study examines sexual behaviour and the HIV/AIDS phenomenon from a general
perspective that is narrowed down to local realities within the literature. Sexual and social
phenomena are operationalised, theorised and quantitatively measured. The study postulates
that HIV tends to be sexually driven, and the risk of acquisition or transmission is encouraged
or constrained by multilevel factors. These factors include personal characteristics, social
relationships, or/and structural barriers. The variables that emerge from the measurements are
analysed using various statistical estimations that describe patterns of behavioural indicators

and significant factors. Moreover, the predictors associated with likely exposure to a high risk
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of HIV are analysed, and relationships are established and generalised. The inductive exercise
is independently limited by its focus on understanding why certain risky sexual behaviours and
HIV transmission possibilities are more concentrated in one study setting than another. Looking
at the key phenomenon in this study, testing the hypothesis raised in the study are better
achieved in a cross-sectional survey approach that have been discussed below. The limitation
of the deductive approach for this study is its positivist philosophical position, which means

some studies also require an inductive process.

3.5.1.2 Cross-sectional survey in quantitative study

Every study has a timeframe in which to achieve the research. The time horizon in research
typically accommodates the realisation of strategies and their implementation to address the
research purpose (Saunders et al., 2016). There are two types of time horizon that a study can
undertake: cross-sectional and longitudinal (Saunders et al., 2019; Bryman, 2012). Kosow and
Galiner (2008) classified the timings within which a study can be well completed as follows:
short-term, can denote any timeframe lasting between a days or up to 10 years; medium-term
means as far as 25 years, while long-term covers periods over 25 years. Cross-sectional is
generally classed as short-term, when data are collected within a period that is adequate to reach
all the estimated and desired number of participants at single point in time. The data required
in cross-sectional research approach usually deploys a survey strategy to collect data at more
than one point, and from different sets of participants, such as individuals from diverse socio-
demographics and other relevant characteristics (Flick, 2011). The cross-sectional design
examine people with different demographic, social, and economic characteristics to compare
whether their unique background differences influence the sexual behaviour and risk of
HIV/AIDS acquisition or transmission. The survey data have the value in a randomly selected
large group of people for the measurement of their sexual behaviour and the risk associated
with HIV/AIDS transmission. Moreover, a cross- sectional strategy has a relatively low cost in
terms of resources (time and money), when conducting research, such as key backgrounds,
behavioural, and health-related data, in developing countries (Vanderstoep and Johnson, 2008).
The cross-sectional approach has largely served as time horizon for this study, which gathered
data that were quantitatively managed and corroborated with results from the qualitative
research that provided explanations for the sexual risk in the disproportionate epidemiology of
HIV/AIDS in the study settings.

93



In the Cross-sectional survey research strategy, questionnaires are used to ask individuals who
agreed to participate in the study to respond questions in a face-to-face interview (Rea et al.,
2014). Statistical techniques are used to analyse data after conducting a data validation process
that assured its quality in addressing the study problem (Bryman, 2012). As a widely recognised
research strategy used by most researchers, a survey describes numerical information that is
collected about the individual socio-demographic features, and the social, political and
economic behaviour represented (Fowler, 2014). Indeed, Creswell and Creswell (2018, p.203)
argued it, “provides a quantitative description of trends, attitudes, and opinions of a population,
or tests for associations among variables of a population, by studying a sample of that

population.”

This highlights that surveys help to address study objectives descriptively, relationally, and
predictively. This study deploys the survey strategy, and the data are collected predominantly
through the completion of a questionnaire by individuals at a single point in time. This enables
the researcher to obtain quantifiable details that consist of socio-demographic characteristics,
HIV/AIDS knowledge/attitudes, and forms of sexual behaviour in three survey periods that
describe and establish patterns of relationships (Bryman, 2012). This achieves the first and the
third research objectives. Based on a quantitative approach, frequencies, percentages and
logistical regressions are estimated to produce evidence of relationships between the
manipulated (independent) variables and the sexual risk behaviour variables (dependent). The
outcomes are used to explain the underlying factors that influence the risk of HIV/AIDS
acquisition or transmission. A survey research strategy is a globally standardised procedure that
is often deployed in validating the reliability of data for subsequent management (Measure,
2017, 2015). This study retrieves and uses the Nigerian Demographic and Health Surveys
(NDHSs) and District Information Health System (DIHS) data.

3.5.1.3 National Demographic Health Surveys (NDHS)

National Demographic Health Surveys “are nationally representative household surveys that
provide data for a wide range of monitoring and impact evaluation indicators in the areas of
population, health, and nutrition.” (The DHS Program, 2020, online). The NDHS provides
secondary data obtained from the United States Agency for International Development
(USAID). The data is useful in this research as it helps to answer the research questions, which
seek to identify forms, trends, and factors of sexual behaviour in Plateau State and Nasarawa

State. Managed by USAID, the NDHS is an internationally reliable and most used data source
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in 92 participating countries (MEASURE DHS, 2013; Corsi et al., 2012). The Nigerian datasets
are representatives of the entire population and involve variables on the social, economic and
demographic characteristics of women and men, their sexual behaviours, HIV/AIDS and
health-related indicators (Corsi et al., 2012). Countries and researchers around the world use
the survey data for its robustness and standardised indicators to produce statistics for
monitoring and evaluating health impacts (Rutstein and Rojas, 2006). HIVV/AIDS and the sexual
behaviour indicators of the DHS data provided a wide range of information on specific
countries (HIV infection component is not available on Nigeria) for tracking and monitoring
progress related to the Millennium Development Goals (MDGSs), the President's Emergency
Plan for AIDS Relief (PEPFAR) and currently the Sustainable Development Goals [SDGs]
(NPC, 2018; Corsi et al., 2012; Macro and Calverto, 2006). Data for this research comes from
the 2003, 2008 and 2013 surveys. The surveys are the third, fourth and fifth series to obtain
demographic and health information relating to HIVV/AIDS. Section 3.5.1 from page 91 to 112
gives a detailed discussion of the processes involved in the surveys, including the sampling
design and frame, the instrument design. The construction of the variables are later discussed
(see detail in ICF International, 2012ab).

3.5.1.3.1. NDHS sampling techniques

Sampling involves the selection of units, a boundary is set consisting of specific conditions,
people, organisations or documents as a viable domain for the researcher to obtain data related
to the research questions (Bryman, 2012). The selection of units to gather data in a study can
be done randomly or purposefully in quantitative or qualitative research. Mostly, random
probability sampling is based on a quantitative approach that is positivist in principles, an
orderly process, where every person in the population has an equal opportunity of being
selected to offer research data. The representativeness of a target population significantly
validates the generalisability of the research results to the entire population (Mertens, 2013).
This study uses probability sampling to inform the size of the population that will enable
generalisation to the total population. As such, combined, systematic, stratified-random,
multistage sampling was used for the quantitative data. The assorted sampling methods helped

to source multiple data sequentially and on multilevel.
NDHS represents national data on men and women at reproductive ages. The survey used a

stratified sampling approach that focused on the entire country in order to obtain consistent

indicators of demographic, sexual behaviour, HIV/AIDS and health-related information. A
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two-stage sampling process was used as the primary sampling unit in the 2013 survey and three
stages were adopted in the 2008 and 2003 surveys. Each of the 36 states in the country,
including FCT Abuja, were included in the selection, which were then grouped into six
geopolitical zones. Moreover, all LGAs were included in each of the states in the geopolitical
zones. The LGAs in each state were further divided into smaller communities. Enumeration
Areas (EAs) were used in the 2006 Population Census, which helped to identify each of the
smaller communities for the exercises. An EA has an average of 211 people or 48 households.
The EAs were used to select interview respondents. Small sized EAs were merged with closed

ones to make a minimum of 80 households.

Table 3.3: Sampling Allocation of Clusters and Households in the Study Location
2013 2008 2003

Study_ Clusters Households Clusters Clusters
Locations ———— — —

Urban Rural | Total Urban Rural Total Total Urban Rural| Total
Plateau 5 18 | 23 | 225 | 801 [1035| 23 3 6 9
Nasarawa [ 17 24 | 315 | 765 | 1080 24 1 3 4

Total 12 35 47 | 540 | 1566 | 2115 47 4 9 13

Source: NPC and ICF 2004, 2009, 2014

The sample design for the survey first stratified the identified communities into urban and rural
localities. Households were then selected through equal probability sampling (see Table 3.3).
The selection process is “for the purpose of determining parameters or characteristics of the
whole population” (Adams et al., 2007, p.88). A sampling weight was computed due to the
clustered nature of the exercise to ensure representation of the general population (NPC and

ICF 2014). The stages for sampling involved the following:

Stage I: Localities, urban and rural areas with proportional sizes, as designed in the sampling
exercise, were carefully selected.

Stage II: A random selection was made of one enumeration area (EA) from the selected
localities and more than one EA in a few larger localities. Then, the listing of households
in each EA was carried out, where EAs with below 80 households within a close
neighbourhood or the nearest EA was merged to constitute a cluster for the selection of
households. The 2003 and 2008 surveys recognised the Local Government Area (LGA)
as urban and EAs as rural. A locality with a population of less than 20,000 was identified

as rural in an LGA.
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Stage I1l: Systematic random sampling was used to select 45 households in each urban and
rural cluster from the lists of households taken. Then, a female was selected from each
household, while a male was selected from every second household, implying that males
selected comprised half of the samples in the 2013 and 2008 surveys. In 2003, males
comprised one-third of the sampled households.

Stage IV: Females and males were selected systematically from the stratified units, and were
further validated based on their willingness to give their consent to participate in the
study. The number of people eligible for the data collection was statistically determined
and the details reported elsewhere (see NPC and ICF, 2004, 2009, 2014). Data cleaning
resulted to total sample size in each the study location in Table 3.4 have used for analysis
and results presented in Chapter Four. Table 3.5are total samples of the study participants
included in statistical analysis presented in Chapter five respectively.

“Table 3.4: Sampled size in Plateau State and Nasarawa State

Survey years

Plateau
Nasarawa
Source: NPC and ICF, 2004, 2009, 2014

Table 3.5: Sampled size of Respondents who engaged in HIV Risky
Behaviour
Pooled HIV Risky
Behaviour
Plateau Nasarawa
State State

Sexual behaviour

Age at first sex

Non-marital sex

Sex in Marriage

Sexually active the last four weeks
Types of sexual partners

Reported STDs

Source: NPC and ICF, 2004, 2009, 2014

The probability sampling techniques in the cross-sectional surveys of 2003, 2008 and 2013
were applied to the general population, where participants were drawn from units in the

4 The statistical analysis of results in Chapter Four have variables whose case response rate is less or equal the
total sample size due

5 Determining the sample of HIV risky behaviour respondents who have never had sex were excluded and case
response were uneven.
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population that gave an equal chance of selection. The sampling approach was objective and
replicable based on international best practice (see sampling and design in details in NPC AND
ICF Macro, 2003, pages 211-215; 2008, 443-473; 2013, 377-383).

3.5.1.3.2 How NDHS data were collected

Questionnaire data from both sets of respondents were fit for use in this study; robust
information was separately obtained on gender basis, yet the structure of the tools used for
women and men in the three different surveys sought similar data (see Table 3.6 in page 99
below) shows the identical themes across the the surveys’ questionneirs used in this study. Field
assistants for the data collection were drawn from the 37 states - including from FCT, Abuja -
and trained for three weeks prior to the conduct of the fieldwork in 2003 (February-March),
2008 (May-June) and for a four-week period in 2013 (January-February). The interviews
involved a face-to-face questionnaire administered in Hausa, Igbo, Yoruba or English
languages, depending on the primary language of the participant (NPC and ICF, 2004, 2009,
and 2014). The data collection exercise was pre-tested, and the tools validated based on
professional expertise before they were finally used for the original data collection exercise.
For example, the 2008 survey was pre-tested in six states, and one from each of the six different
geo-political zones, where the dominant and preferred languages in each pilot test community
were used. The data collection exercise took place for over a five-month period in the 2003
survey, four months in 2008 and five months in the 2013 survey. Completed questionnaires
were sorted, cleaned, and a database created for each of the survey years.

The instrument used in the collection of data and creation of relevant variables for statistical
analysis in order to address the study objectives. Creswell and Creswell (2018) highlighted that
the instrument used and variables produced in the data collected offer strong bases to validate
and ensure internal consistency through the repeatability of the study. One of the tools designed
and used for the collection of data in this study was a structured questionnaire. Two
categories/levels of questionnaire were used, namely: household-based and individual-based.
The household-based questionnaire was designed to obtain information on people in a home,
in which all such people receive their mail from the same source, where the female household
members of reproductive age and eligible for the interview were identified and selected.
Individual questionnaires were administered to the qualifying women and men at the household

level.
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Table 3.6: Structure and themes of the questionnaires for 2003, 2008 and 2013 NDHS

Survey period

Questionnaire Structure

2003 2008 2013
Respondent’s Background X | X X
Reproduction

Contraception

Pregnancy, Postnatal and Breastfeeding

Child immunisation, Health and Nutrition (child and woman)
Marriage and Sexual Activity X | X | X
Fertility reference

Husband’s background and woman’s work/Employment and gender roles
AIDS and other Sexually Transmitted Infections X | X X
Female Genital Cutting (Circumcision)
Other health issues /Obstetric Fistula (VVF)

3.5.1.3.3 Variables Classification

The data collected had basic variables, which were essential to understand the sexual
behaviours and associated risk of HIV acquisition or transmission. As debated in the literature,
sexual behaviour and the risk of HIV infection are best understood through the lens of the social
epidemiology of HIV/AIDS. The theoretical framing argues that the acquisition or transmission
of HIV is facilitated or constrained by multilevel factors consisting of individual, social and
structural factors. Variables were re-organised for harmony across the three surveys and new
ones created by combining some of the original variables; these were retrieved to substitute
certain variables, which were absent. The essence of the variable construction is to normalise
the data sets across the surveys, across that location and to suit the statistical technique
requirements. Theoretically, the variables are meant to situate individual factors into the
following categories: (i) behavioural, (ii) socio-demographic characteristics, and (iii)
HIV/AIDS knowledge and attitudes.

(i)  Behavioural variables:

These involved heterosexual practices, including sexual activities that mean a person may be
exposed to acquiring or transmitting HIV infection. Based on the literature reviewed in section
2.7, this study has identified eight behavioural variables from the survey databases that
constitute the indicators of sexual behaviour, and the dependent variables for use in the
statistical analysis. The behavioural variables were coded as binary. If a sexual activity
occurred, the response was: ‘Yes’ and coded = 1, otherwise, it was: ‘No’and coded = 0.

Age at first sexual Intercourse:
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This is a retrospective question that asked each participant the age at which they first had sexual
intercourse. The raw ages given by participants were recorded. This study constructed and
grouped the responses as those had sex before the age of 15 and those who had sex at or after
the age of 15 years. The variable is named “age at first sexual intercourse” and the responses
dichotomised as: <15 years and >15. If a person had sex before he/she was 15, the answer was
‘Yes’ coded=1 otherwise, ‘N0’, coded=0. The rationale for the classification of the age at which
individuals first had sex was because sexual debut at an early age is characterised with a lack
of insistence on condom use, when women have an immature cervix, and an altered immune
milieu in the genital tract is prone to hurting and increased risk of HIV and STIs in adolescent
girls and their partners (Jarin et al., 2015; Ghebremichael et al., 2009; MacPhail et al., 2002;
White et al., 2000).

Non-marital sexual activity:

Information on non-marital sex was obtained in order to understand the sexual attitudes among
the unmarried participants on whether they practise abstinence, which is safe from the sexual
transmission of HIV or whether they have had sex. “Yes’ is the response if they had non-marital
(premarital) sex and ‘No’ is they did not have sexual intercourse prior to marriage. Sexual
behaviour among those who were unmarried helps to explain whether a population is at risk of
HIV infection. Whether a predominantly younger population practises safe sex or not
considerably influences sexual and reproductive health (Wu et al., 2018; WHO, 2015).

Sex in marriage:

Respondents were asked whether they had had sex with someone other than their spouse(s) in
the last 12 months. If sex was within a marital union, the responses were coded ‘sexual fidelity’
= 0, otherwise they were recorded as ‘extramarital sex” = 1. The variable is useful for
understanding whether sexual relationships in an association occur with a primary partner or
someone outside, who is secondary, which limits or encourages the risks of HIV transmission
(Coma, 2013; Mah and Halperin, 2010).

Sexual partners:

The variable was created from participants’ responses to the sexual relationships with their last
sex partner. The partners included were: spouse, acquaintance, cohabitant, casual friend,
boy/qgirlfriend, commercial sex worker, relative, or others. Spouse/husband/wife and cohabitant
constituted a ‘regular/consistent partner’, i.e. partners who live under the same roof, while other

sex partners formed the ‘irregular/casual partners’ grouping.
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Frequent sex:
This variable seeks to understand the frequency of sex. Participants’ responses on their recent

sex were categorised as: ‘Never had intercourse’, ‘Active in the last four weeks’, ‘Not active
in the last four weeks (postpartum abstinence)’, and ‘Not active in last four weeks (not
postpartum)’. Those who were sexually active during the previous four weeks indicated ‘Yes’.

All other responses were ‘No’

Use of a Condom:

The respondents were asked if they used a condom during their most recent sexual intercourse,
and the responses were recorded as ‘Yes’ or ‘No’. The study used this behaviour to measure
consistent condom use. Non-use of a condom during each sexual encounter is risky if a partner
is infected with HIV or any other STI (Baggaley et al., 2010; Boily et al., 2009; Varghese et
al., 2002). An HIV test is a non-sexual variable. When a condom is not used during sexual
activity and no HIV test has been taken, this denotes risky behaviour that facilitates HIV
infection (Gong, 2014; Mhlongo et al., 2013).

Self-reported STDs:

Respondents indicated ‘Yes’ or a ‘No’ if they had, or did not have, a sexually transmitted
disease (if known). The presence of an STD in a person makes it easier to acquire an HIV
infection. An STD can cause swelling, soreness or the opening of the genital tract, which
facilitates HIV infection and the susceptibility of an uninfected person (Frazier et al., 2016;
Rattingen et al., 2001). This information was used to further understand of sexual behaviour

and HIV infection risk.

(i)  Socio-demographic variables:

This refers to the variables that indicate the social and demographic context in which the study
respondents live. Literature has found an association between the sexual risk of HIV infection
and the social and demographic characteristics, such as gender, age, and marital status (NDHS,
2019, 2014; Ayoade et al., 2015; Akwara et al., 2003). Other studies found that affiliation to a
religion, the place where a person resides, his/her educational status, employment and living
standards determine sexual behaviour and the risk of HIV infection in a setting (Amoateng et
al., 2014; Socrie et al., 2014, 2010; FMoH, 2012; Poundstone, 2004). The description of the
development of the socio-demographic variables is presented below:

101



Gender:

The NDHS records female and male data separately. The two data sets were merged after
carefully standardising the variables and became one file to ease data management and to
conduct the statistical relationships and comparisons. The female and male respondents were

coded as, female or women =1; male or man =0

Age:
This describes the current age of respondents, grouped as younger age, 15-24 years =0, or older

age, 25 years or above =1

Marital status/characteristics:

Respondents who formally or legally entered a union are described as being ‘married’ = 1,
while those who were single, and not married at the time of the surveys, are termed ‘unmarried’
= 0. Married respondents where further asked about their types of marriage, the number of time
they were married, and living arrangements in their marriage. For the purpose of the statistical
techniques used, respondent’s responses were dichotomised and coded “0” is a respondent was
a monogamist, married once, and living together under the same roof with a spouse. The
polygamist, those who married more than once, and living separate from spouse (s) were

assigned “1”.

Religion:

Religion plays a significant role in the lives of people. The surveys presented five religious
groups, namely: Catholic, Protestant, Other Christians, Islam and Traditionalist and others. This
study considered the two major religions, where the Catholics, Protestants and other Christians
were grouped to be ‘Christians’ = 1, and ‘Islam’ as ‘Muslims’ = 0. Traditionalist and others

were excluded given the small numbers involved.

Residence:

Respondents were sampled and interviewed from both rural and urban settings. The place
where a respondent dwelt at the time of the survey was useful for this study and was labelled
as Urban =0, or Rural = 1. As mentioned earlier, 36 States and FCT, Abuja comprised the
locations where the surveys were conducted. This study only extracted data for Plateau State
and Nasarawa State, thus data for all other states were not used.

Education:
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The highest educational attainment of participants was obtained. Four responses were
indicated: no education, primary education, secondary education, and tertiary education. The
variables were recorded into three to contextualise: ‘No education” = 1, ‘Primary (Low)
education’ = 2, as secondary and tertiary were merged as ‘secondary/higher (high) education’

=0.

Employment:
The respondents were requested to indicate if they were employed at the time of the survey.

Those who had a job and were ‘employed’ = 1 and those who had no job, ‘unemployed’ = 0.

Wealth status:

This variable measures the household’s standard of living, as derived from a household’s
possessions. The household transportation items included car/truck, bicycle, motorcycle,
canoe, speedboat, animal-drawn cart. Household items consisted of radio, television,
refrigerator, mobile phone, non-mobile telephone and land ownership. These durable goods
were then used to produce a wealth index under the following quintiles: poorer, poor, middle,
rich and richest. The index for this study was recoded as ‘poor’ = 1, ‘middle class’ = 2, and
‘rich’ = 0.

(iii) HIV/AIDS Knowledge/Attitudes Variables

These are variables for the HIV/AIDS measurement of the respondents’ awareness of
transmission, prevention, and risk of probable infection. Four variables examined knowledge

and attitudes on HIV infection, as follows:

The awareness of a place for an HIV test:

The surveys inquired of participants: Do you know of a place where people can go to be tested
for HIV/AIDS? Those who knew responded with ‘Yes’ = 0, and those who did not know, a
‘No’ =1.

Perceived HIV risk:

Respondents’ broad awareness about HIV infection risk was examined. Participants were
asked: is it possible for a healthy-looking person to have AIDS? The responses were ‘Yes’,
‘No’, or ‘I do not know’. The responses of those who did not know were excluded, and only
‘“Yes’ = 0 and ‘No’= 1 were used in this study. To measure a variable that ascertained the

empowerment or assertiveness a woman in the event of a sexual health risk, a question was
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given. Thus, if a wife knows her husband has a disease that she can get during sexual
intercourse, is she justified in asking that they use a condom when they have sex? Respondents
answered as ‘Yes’, ‘No’, and ‘I do not know’, which was modified to ‘Yes’=0 and ‘No’=1 for
the purpose of this study. Stigmatising attitudes of the respondents were measured. The
question asked was; ‘Would you buy fresh vegetables from a shopkeeper or vendor if you knew
that this person had the AIDS virus?’ The three responses were: ‘Yes’, ‘No’, and ‘I do not

know’. For this study, the selection was reduced to ‘Yes’ =0 and ‘No’= 1.

3.5.1.4 District Information Health System (DHIS)

The DHIS is information technology designed to manage health system data. In a broad sense,
the DHIS “... is a tool for collection, validation, analysis, and presentation of aggregate and
patient-based statistical data, tailored (but not limited) to integrated health information
management activities.” (DHIS2 User Guide, 2020, p.1). The literature documents the history
and development of the tool as having arisen from a need to harmonise the fragmented health
care structure in low-income countries (Dehnavieh et al., 2019; Braa et al., 2014; Braa et al.,
2010; Brass, 2010; Braa and Muquinge, 2007; Braa et al., 2004; Braa and Hedberg, 2002). The
introduction of DHIS offered benefits to the quality of healthcare through the provision of
essential data to support the practical evaluation, planning and delivery of sustainable health
(Dehnavvieh et al., 2018; Chima, 2015). Currently, the DHIS has software functions as “a
generic tool rather than a pre-configured database application, with an open meta-data model
and a flexible user interface that allows the user to design the contents of a specific information
system without the need for programming” (DHIS2 user guide, 2020, p.1). It is used for
analysing national health data for the monitoring and evaluation of facility registry or service
availability, and for the tracking of specific healthcare delivery options (DHIS2 User Guide,
2020).

The DHIS captures continuous health indicators and is a population-based data gathering
process that starts at all healthcare service delivery points, including healthcare outreach
services and mobile health services. Daily health services on health indicators range from
maternal support and childcare, to sexual and reproductive health, including HIV/AIDS and
other STIs. These are documented daily across all the LGAs in Plateau State and Nasarawa
State. The electronic Nigerian National HIVV/AIDS Response Information Management System
(eNNRIMS) has an online database that centrally manages the DHIS in Nigeria (Magaji et al.,
2018a). eNNRIMS has a hierarchy and order for the processing the health indicators data from
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the service delivery points. Monthly data reports are undertaken and sent to the Monitoring and
Evaluation Officer (M&E) at the Local Government Area (LGA) for certification. An LGA
M&E officer reports periodically to the State Ministry of Health M&E. The State’s eNNRIMS-
DHIS committee validates data across the LGAs on a monthly basis, for onward reporting to
the Federal Ministry of Health (FMoH) at the national level. The FMoH committee holds
quarterly and semester-based data validation meetings, for a final endorsement of the data
across the country before uploading it to the online database (Magaji et al., 2018b). The data
are finally uploaded online as a database.

The authenticated DHIS national data on HIV/AIDS indications were obtained from the Plateau
State Ministry of Health (PLSMoH), Nasarawa State Ministry of Health (NASMoH), Plateau
State Agency for the Control of AIDS (PLACA), and Nasarawa State Agency for the Control
of AIDS (NASACA). The different datasets collected were carefully assessed and corroborated
for an understanding of the role of HIV/AIDS and health-related policy, and their

implementation in the delivery of prevention strategies.

3.5.1.4.1 The nature of DHIS data

The DHIS data is a new approach to fast-tracking the health system records to ensure effective
monitoring and determination of sustainable health and well-being. The HIV/AIDS data broadly relates
to condom, HIV test, and antiretroviral treatment obtain on the population in Plateau and Nasarawa

States as follows:

Condom distribution data:

A number of condoms distributed in Plateau State and Nasarawa State were collected from the
DHIS to describe access to HIV preventive measures and how this influences the HIV situation
in the states. The data on condoms distributed between 2013 and 2017 were certified for use at

the time of data collection.

HIV testing data:

This DHIS data contained information about people who accessed voluntary counselling, were
tested for HIV and had received their results. This is a policy intervention that was reviewed in
2014 to serve as a gateway for enrolment into treatment if tested and found to be HIV positive
within two weeks. The data covered people who tested for HIV and those who were found to
be infected from 2013 and 2017.

Antiretroviral Treatment:
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The DHIS data indicates people who tested for HIV, were found to be infected and enrolled for
treatment to suppress the virus that causes AIDS in order to prevent transmission and prolong
life. This data is important to understand the treatment enrolment trends and the likely effect
on reducing new HIV infections in the study locations. Pregnant women who went for
antenatal, labour, delivery, and postnatal services were screened for HIV. The data obtained
included women tested, those who received results and those who were subsequently placed on
HIV treatment to protect their child (born or unborn) from infection. The data from 2013 to
2017 was used to better understand the effect of this on the HIV situation in Plateau State and

Nasarawa State.

The results of the HIV/AIDS Programme Development Project (HPDP2) implementation in
Plateau State and Nasarawa State between 2013-2015, were obtained to understand the level of
implementation and the likely impact on infection rates (Appendices A and B). HPDP2
prevention implementation supported HIV/AIDS response in the public sector, private sector,
and civil society. The information obtained essentially aimed to identifying target groups for
HIV prevention in the different States and to understand the current HIV situation among those
groups. As earlier mentioned, these quantitative data were obtained from two major secondary
sources, the NDHS and DHIS. These data sources are reliable and useful to understand the
forms and trend of sexual behaviour, factors influencing HIV risky behaviours, and how HIV

programmes in Plateau State and Nasarawa State impacted the prevalence situations.

3.5.1.5 Quantitative data analysis

When the NDHS and DIHS database were collected and the relevant variables retrieved, a
thorough cleaning was conducted using descriptive statistics, which also provided data
summaries in frequencies and graphs, where applicable. A missing values analysis was run to
see if the values were ‘Missing Completely At Random’ (MCAR), or whether there is some
pattern among the missing data. Where no patterns were detected, pairwise deletion only
excluded a case that missed the point of analysis, and used a same case where its information
was complete. In cases where values were missing - due to the non-applicability of a question
— ‘999’ was used as a replacement, which thus was excluded from analysis (Pallant, 2016). In
addition, variables were categorised and cross-tabulated to discover the underlying patterns and

the variable cases with small values were recoded. Statistically, analysis involving bivariate
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and multivariate techniques were used after the data were organised. The process in each of the

statitiscal techniques are presented thus:

3.5.151 Statistical techniques

Statistical Package for Social Sciences (SPSS) version 26 and Microsoft Excel 2017 were used
to manage the quantitative data. Earlier in the data analysis, variables relevant to the research
were identified and extracted from the large database. This was edited, used for the construction
of new variables and codes were assigned, as described in Table 3.7 and Table 3. 8. Using
univariate analysis, missing variables were identified and narrowed for bivariate and

multivariate analyses (Field, 2013).

Having cleansed the data for each survey year, the three surveys were merged to produce a
pooled database of three surveys. The statistical process provided not only a detailed account
of the background information on the forms and timing of sexual behaviour, but also related
and compared variables relevant to the research. For instance, codes from the themes of the in-
depth discussion, relevant to the statistical data, ‘put flesh on the bones’ of the outcome of the
survey analyses (Field, 2013). Due to the nature of the data, the Chi-Square Test, Phil Test, Z-
Test and Binomial Logistics Regression Model were deemed the most appropriate statistical
techniques to use. The key analytical categories utilised in the research were descriptive
bivariate (involving chi-square test, Phil test, z-test) and inferential modelling analysis (that

consisted of univariate and multivariate logistic regression.

(i) Bivariate Analyses

The bivariate approach involves analysis that describes two variables - dependent and
independent - which determines the direction and significance of their relationship (see Tables
3.7 and 3.8, pages 113 and 114). The bivariate involved the Chi-Square test, and z-test, which

are described as follows:

Chi-square Test: This is a non-parametric statistical technique designed to show the
relationships between categorical variables and to ascertain events. For instance, in the context
of this research, to show if sexual behaviour (age at first sex under 15 years, non-marital sex,
sex in marriage, etc.) occurred by chance, or to validate the independent variable or show

whether variables differ from each other. The approach is robust based on its flexibility to
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handle data for which equal distributions are met (McHugh, 2013). In the first instance, the
Chi-Square Goodness of Fit Test was carried out separately, for urban and rural areas, to
understand whether the proportion of respondents who either engaged or did not engage in each
of the seven indicators of sexual behaviours were of equal proportion.

The statistical significance in the approach estimated sexual behaviour in the urban areas as
independent from, or with no influence on, the rural areas and on state level results. Secondly,
Pearson chi-square or Fisher exact test were used to examine whether the association between
the types of risky sexual behaviour and the socio-demographic/HIV/AIDS-related
characteristics of the respondents occurred by chance. The outcome of the chi-square test was
useful for determining and predicting the likelihood of engaging in sexual behaviour with a
high risk of contracting HIV/AIDS.

Z-Test

This statistical approach was used to test and compare the independent proportions of
unprotected sexual encounters between Plateau State and Nasarawa State, as presented in
Chapter Four. The proportional z-test allows for a comparison in similarity between two
proportions of a two-sample population. It is an appropriate approach with categorical variables
to establish statistically significant differences between Plateau State and Nasarawa State in the
proportions of non-use of a condom during sex. The test aims to understand those most at risk
of HIV infection by analysing the proportion of respondents who engage in unprotected sex.
The results of these analyses are presented in Capter Four (Tables with B reference). In
instances where the sample is less than five and the total sample is less than 30, statistical

significance is not calculated, since the requirement for a z—test estimation is not met.

(i) ~ Multivariate Analysis

Binomial Regression is a statistical tool specifically designed for the prediction of the
likelihood of an event. It uses categorical data whose variables are dichotomous and takes the
following values: 1 - indicating an event occurs, and O - that it did not occur. In this research,
the outcome variable is allocated code 1 if he/she engaged in sex with a high-risk of HIV
transmission, and otherwise code 0. Moreover, each explanatory or independent variable has a
reference category (RC - used as ref. in this research) that serves as a standard variable for

gauging the behaviour of an event or factor.
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Six dependent variables have been constructed as dichotomous for the multivariate logistic
regression modelling. Table 3.8 shows that a person is at high-risk of HIV if he/she ever had
any of the indicators of sexual behaviour, had not used a condom at their last sexual encounter,
and had never tested for HIV; these were all coded as ‘1°. In comparison, if a person ever had
sex, used a condom at their last sexual encounter, had or never had an HIV test; these were
described as low-risk and coded “0”. Table 3.9 reveals the independent variables (gender, age,
marital status, number of times one was marred, marital living arrangements, types of marriage
religion, place of residence, levels of educational etc). Multivariate analysis estimates the
influence of the independent variable (s) on the possibility of an occurrence of the dependent
variable by way of increased or decreased effect. The mathematical formula for modelling the

likelihood of occurrence high-risk is thus:

Y = Bos L1 X14B2X24 B3 X34 BaXy ... +BpXpy E

Where:

Y = is the dependent variable

+Xp = is the independent variables

Bo, B1 B3 Pa Br - is thecoefficients

E is the error term.

The logistic model is binomial, which allocates values 0 or 1. Evidence of a statistical
relationship between the dependent variable, which is the outcome, and the independent
variables means that is the predictor usually is non-linear (s-shaped). The logistic regression
model estimates the likelihood; thus, the result is an exponential function of the independent

variables (Leavy, 2017; Black, 1998). Data can be built-in in the model equation as follows:

Loglt (p) = a+b1X1+b2X2+b3X3+ pee wes aee e ann

Where:

Logit (p) represents the log of the odds of the dependent variables (HIV high-risky
at age of first sexual debut, non-marital sex, sex in marriage, type of sexual partner,
frequent sex, and sex with a person having STD) and is coded 1,

a = the intercept

by, by, bs .......... b, =the regression coefficients, and
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X1 Xz X3 oo Xy, = represents independent covariates (the significant
background characteristics of the study population). The outcomes of the
multivariate logistic regression modelling have been presented as an Odds Ratios
(OR) at a 95% Confidence Interval (Cl).

Univariate and multivariate logisitic models were used to explore the factors that predict the
likelihood of exposure to sexual behaviour with a high risk of HIV infection. The univariate
model predicted the influence of one independent variable (gender, age, marital status, etc) on
the dependent variable (high risk) The univariate analysis produced a Crude Odd Ratio (COR)
that indicates the likely effect of the single predictor of sexual risk of HIV transmission. The
outcome of the analysis is gathered for each survey year - 2003, 2008, and 2013 - alongside the
pooled data. The COR was useful in providing background information that helped to identify
and select participants for semi-structured interviews on sexual behaviour and their motivations

for engaging in such behaviour in the study sites.

The multivariate analysis simultaneously uses more than one explanatory or independent
variable to predict the effect of a dependent variable. The analysis simultaneously used the
socio-demographic/HIV/AIDS-related variables and the risky sexual behaviour variable to
estimate the effect of each dependent variable together with other variables on the probability
that a person engaged in a sexual behaviour that exposed him/her to HIV infection in Plateau
and Nasarawa States. The multivariate analysis outcomes are interpreted in terms of the
‘Adjusted Odd Ratio’ (AOR) associated with the p values presented in chapter Five. The AOR
accounts for the factors that influenced the chance of exposure to the risk of acquiring or

transmitting HIV.

3.5.1.5.2 Dependent and Independent Variables

A variable is a characteristic or condition that assumes different values or categories. Sing
(2006, p.136) defines it as “any feature or aspect of an event function or process that, by its
presence and nature, affects some other event or process” under investigation. Two essential
types of variables exist: independent and dependent. These types of variables characterise the
scientific research paradigm, in which the positivist analyses functional or cause and effect

relationships between the variables (Johnson and Christensen, 2019; Mertens, 2013).
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The independent variable is also known as an explanatory, exposure, control or manipulated
variable and is presumed to cause, affect or influence a change on the other (dependent) variable
(Bryman, 2013; Creswell, 2009). The explanatory variables in this research consist of the socio-
demographic and HIV/AIDS awareness/attitudes (see Figure 3.2 for detail). Sing (2006)
highlighted that the essence of the exposure variables is the internal validity of a research

outcome, as they distinguish situations in scientific field observations to make predictions.

The dependent variables in Table 3.8 are presumed to be influenced by the independent
variables in Table 3.9. The dependent variables, also recognised as explained, outcome,
controlled or response variables are usually affected or caused by the control variables
(Creswell, 2009). Behavioural factors involving sexual activity (age at first sex, non-marital
sex, type of sex partner, etc) constitute the outcome variables (see Figure 3.2).

Figure 3.2: The Independent and Dependent Variables

SOCIO-DEMOGRAPHIC
CHARACTERISITICS

Gender

Age groups
Marital status
Number of times in union

Marriage type SEXUAL BEHAVIOUR
Marital living arrangement INDICATORS
Religion
Place of residence
Education levels
Employment
Wealth status

Age t first sex
Non-marital sex
Sex in marriage
Had sex last four weeks
Reported STD
Condom use and HIV test

HIV/AIDS AWARENESS AND ATTITUDES

Know a place to get HIV test
A healthy looking person can have HIV/AI

Wife justified to ask husband to use condom if he has STD
Would buy vegetables from vendor with HIV/AIDS m

| will care for family member/relative with HIV/AIDS

Independe Dependent
nt Variable Variable
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3.5.1.5.3 Coding Of Dependent and Independent Variables

In order to make sense of the data for logistic regression, the responses that formed the variables
have been carefully coded. In the literature, the outcome variables relate to the sexual risk of
HIV while the other STIs are categorised and coded as dichotomous or binary variables (Corno
etal., 2019; Lwelamira et al., 2015; Noar et al., 2006; Schroder et al., 2003a, 2003b; Slaymaker
et al., 2004; Weinhardt et al., 1998). Tables 3.7 and 3.8 show the categories and coding of the
variables used in the multivariate analysis. The outcome variables are categorised and assigned
“1” to indicate presence of high-risk and “0” to indicate low or an absence of risk. The predictor
variables are coded into two or more categories and each are assigned a value; one of which is
a reference category® (ref.) and was assigned a valve “0” (representing no risk) while others
were each allocated a value (1, 2 ...n) as each has a potential risk.

As further discussed in Chapter Four, the predictor variables are manipulated and expected to
‘cause’ while the outcome variable ‘effects’ the relationship on sexual behaviours that increase
the high risk of HIV/AIDS acquisition or transmission. The predictor and outcome variables
were validated for statistical significance before they were statistically modelled to predict the
cause/effect relationship of likelihood to engage in sexual behaviour with a high risk of HIV
acquisition or transmission. The statistical modelling first modelled a univariate or binary, then
multiple, followed by an interaction effects logistic regression. The phases in the statistical

modelling are:

Model 1: Univariate logistic regression involving one independent variable and one
dependent variable determining binary cause-effect relationships

Model 2: The socio-demographic independent variables that indicated a significant
relationship. Models 1 and 2 were used together to determine their effect on predicting
the chance of high sexual risk of HIV acquisition or transmission.

Model 3: The HIV/AIDS awareness and attitudes independent variables that predicted
significant sexual risk of HIV transmission in Model 1 were used together to control
for their effect on predicting the chance of high sexual risk of HIV acquisition or

transmission.

50ne of the categories that is used as standard for which others are compared in a logistic regression model
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Table 3.7: Measurement of Dependent Variable

Variable Name

Measurement Codes

First sex at age <15 years
No condom at last sex

Age atfirst Never tested for HIV
sexual - >15 1d
Intercourse First sex at age >15 years o
Used a condom at last sex =0 (ref.)
Never or ever had HIV test
Ever engage in nonmarital sex,
) No condom at last sex =1
Non-marital | Never had HIV test
sexual Never had sex
behaviour

Used acondom at last sex
Never or ever had HIV text

Sexual activity
in marriage

Engaged in extramarital sex,
No condom at last extramarital sex
Never had HIV test,

Sexual fidelity

Used a condom with spouse

Used a condom at extramarital sex

Did not use a condom only with spouse
Ever or never had HIV test

=0 (ref.)

Type of sexual
partners

Sex with a casual partner
No condom at last casual sex
Never had HIV test

1]
IR

Sex with regular partner

Used a condom with a regular sex partner
No condom at last sex with a regular partner
Ever or never had HIV test

=0 (ref.)

) |\ [ | B || E— \_,r—J\ N ) U

Frequent
Sexual Activity

Had sex during the last four weeks
No condom at last sex during the last four weeks
Never had HIV test

1

Had sex over the last four weeks

Used a condom during sex over the last four weeks
Used a condom during sex the last four weeks

No condom during sex over the last four weeks
Ever had HIV test

=0 (ref.)

| J l_Y_J

Sexual activity
with STD

Ever had sex with a presence of a STD,
No condom at last sex with STD,
Never had HIV test

1]
IRy

Had sex with no STD

Used a condom at last sex with STD
No condom at last sex with no STD
Ever tested for HIV

=0 (ref.)
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Table 3.8: Measurement of Independent Variables

Variable Name

Measurement Codes

Gender Male _: 0 (ref.),
Female =1

Young adults =0 (ref),
Age groups Older adults =1

. Unmarried =0 (ref)
Marital status Married _1

Number of times in union Once f 0 (ref.),
More than once =1

. Monogamy =0 (ref.),
Marriage type Polygamy —1

Marital living arrangements

Living together with spouse = 0 (ref.),
Living elsewhere =

. Monogamy =0 (ref)
Types of marriage Polygamy _
- Muslim =0 (ref.)
Religion Christians =
Place of residence Urban _ O(ref.)
Rural =
No education =
Educational levels Primary =
Secondary/higher =0 (ref.)
Employed =
Employment status Unemployed = 0 (ref.)
Poor =
Wealth status Middle class =
Rich =0 (ref)
Have been away from home for over a | No =0 (ref.),
month Yes =
Know a place to get HIV test \I\Ggs _ 0 (ref.),
A healthy-looking person can have | Yes =0 (ref.),
HIV/AID No =
Wife justified asking husband to use | Yes =0 (ref.),
condom if he has STD No =
Would buy vegetables from vendor with | Yes =0 (ref.),
HIV/AIDS No =
Would keep secret family member or | Yes =
relative with HIV/AIDs No =0 (ref.)
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3.6 QUALITATIVE STUDY

Qualitative research is a research approach that seeks to understand real-life phenomena within
a specific context or settings (Golafshani (2003). For Patton Quinn, the qualitative study focuses
on drawing meaning from a "real-world setting [where] the researcher does not attempt to
manipulate the phenomenon of interest” (Patton, 2001, p. 39). Strauss and Corbin (1990)
broadly defined it as "research that produces findings not arrived at by means of statistical
procedures or other means of quantification™ (Strauss and Corbin, 1990, p. 17). In a qualitative
study, the opinions, experiences, feelings or inaudible expressions of the researcher as much as
the participants are obtained, organised and interpreted for an in-depth understanding of a
problem or new idea about a phenomenon in their natural setting (Corbin and Strauss, (2014;
Denzin and Lincoln, 2005).

Qualitative research provides active, flexible and multiple techniques in the collection of data
to better understand social phenomena and the context in which data are produced to reflect
everyday reality (Silverman, 2013; Manson, 2002). Qualitative methods are premised on the
constructivist or interpretivist worldview that often conducts in-depth interviews or informal
talks to obtain narratives that are concerned with understanding people’s perceptions; these tend
to “put flesh on the bones of a survey” (Bell, 2014, p.12). These methods are also used as a
means to seek answers to questions, such as ‘what’ ‘how’ or ‘why’ a social phenomenon occurs
rather than ‘how many’ or ‘how much’ is present (Thorogood, 2018, p.8). Qualitative research
uses interviews, information from document (s), and participant observations to explore and
collect visual, audio and/or textual data, which can provide explanations of the evidence found
in quantitative procedures (Green and Thorogood, 2018; Bhattacherjee, 2012). Vanderstoep and
Johnson (2008) note that qualitative research methods allow data to ‘speak’, and prevent the

examination of issues with predetermined ideas on what will be discovered

In addressing the research problems, the philosophical position of a qualitative approach allows
for consistent and non-rigid ways to obtain data, values, opinions, understandings,
interpretations, experiences, and interactions between the researcher and participants as
significant properties of social reality (Mason, 2018; Creswell, 2014). Based on inductive
reasoning, Creswell and Creswell (2018) emphasised that qualitative research procedures
inform legitimate approaches to the data collection with open-ended questions and by engaging
participants within in-depth talks. In such contexts, important verbal and non-verbal

expressions are noted as broader patterns of issues emerging from the discussions are observed
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and classified to account for the implications of an existing social phenomenon (Schwandt,
2014; Rallis and Rossman, 2012).

3.6.1 Inductive/Qualitative Approach

In contrast to the deductive approach earlier discussed, the inductive approach essentially
concerns diverse rationales about certain phenomenon that are gathered in the course of
conducting the study. For this study, a variety of views about an issue are initially explored, as
those with similar ideas about the context of an inquiry are clustered in order to develop a
clearer and more substantial picture of truth about the phenomenon. Bryman and Bell (2011)
and Beiske (2007) argued that an inductive approach to reasoning is valued for its primary focus
on observing phenomena, contemplating an issue of interest, and identifying the specific
emergent indicators that offer possible ideas as to the root of the problem. The pattern of
evolving issues is carefully noted through the production of statements of hypotheses or theories.
The approach begins with a profound inquiry into why people are motivated to engage in certain
behaviours that increase their chances of contracting HIV and health-related problems. This
approach is particularly relevant where ideas about social phenomena are not apparent at the
start, as it allows for the identification of numerous possibilities. The next stage involves the
collection of views from research participants to gather detailed narratives about the
phenomenon under study. The experiences shared by the study participants were closely
appraised and categorised, and emerging patterns were identified and classified into related
concepts of identity. These patterns involved, behaviour, gender issues, culture, family, beliefs,
and relationships, which these enabled an understanding sexual risk of HIV transmission. This
approach is a constructivist and interpretivist research traditions, which assert that social

phenomenon and its meanings are linked to the social actors (Kennedy and Thornburg, 2018).

In sticking closely to data to explain a new understanding of the social epidemiology of HIV,
patterns, concepts and theories emerge as the researcher interacts with the study participants to
generate data. This takes place without initial presumptions on the outcomes of the study
settings and considers the unique epidemiological contexts of each place. Quotes accounting
for existing truths about the HIV situation are generated and interpreted as evidence that
explains the risk and possible prevalence of HIV transmission. Kennedy and Thornburg (2018)
highlighted that inductive and deductive approaches are mutually exclusive with conflicting
worldviews. Hence, this study adapted a mediating approach, mixed methods that is rooted in
in pragmatism research philosophy that combines deductive and inductive approaches

undertaken in a case study research.
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3.6.2 Qualitative Case study Design

There are three kinds of case study strategies, which were proposed and characterised by Stake
(1995) as: intrinsic, instrumental and collective. Intrinsic primarily focuses on understanding a
specific case that might be unusual. As a classic single-case design, intrinsic is focused on
providing in depth descriptions about how a specific phenomenon operates. An instrumental
case study strategy principally aims to understand an issue or condition, other than the specific
case. In an instrumental approach, the case serves as the means to an end on a general
phenomenon and makes inferences beyond the case. The focus of an instrumental approach is
to gain better insights into how and why social reality operates in selected cases (Stake, 1995).
The last type, namely the collective case study, focuses on more than one case (i.e issues and
units) at the same time in a single inquiry. The selection of several cases allows for comparison,
the testing of a theory, observations of case results and generalisations the results found in such
case studies (Saunders et al., 2019).

Figure 3.3: Multiple Embedded Case Studies
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Sourced from Yin (2018, p.53)

Yin (2014) maintained that case study, as a research strategy, is basically classified as single-
case, (which relates to intrinsic and instrumental) or multiple-case studies (collective). Figure

3.3 illustrates that the single-case study is a unique phenomenon with the same conditions under
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one or more units of analysis. Multiple-cases examine issues with different conditions under
one or many units of analyses for evidence-based results, offering a contextual comparison of
cases, and the reproduction of findings in a process termed replication; this is more than a single
case can provide. In practice, the two types of case study are undertaken as holistic and
embedded design. The single-case holistic design examines a single issue in a study and is
analysed under one geographical unit. The single-embedded design focuses on more than one
phenomenon in just the one unit in which it is analysed. In multiple cases, the holistic design
examines more than one issue and in more than one unit; however, each of the issues is analysed
in a different unit. The multiple-case embedded design critically examines the many social
conditions that a researcher may set out to explore, and analyses multiple cases under multiple
units (Yin, 2018). Categorically, the multiple case study design is rooted in a tradition of
complementary approaches, as multiple methods collect multiple data, and then conduct the
analysis that best fits a mixed methods research approach (Guetterman et al., 2018; Yin, 2014;
Lieber and Weisner, 2010).

A collective or embedded multiple case and unit design was supported with initial analysis from
the survey design which generated quantitative data whose variables informed the selection of
participants. Figure 3.4 shows that Plateau State and Nasarawa State were first selected as a
mega instrumental case, with multiple units (two in each state) for data collection and analysis.
Multiple sites were chosen to thoroughly investigate and understand the declining and
rising/high HIV/AIDS situations in the study settings (see details in section 3.8.2.2).
Behavioural conditions and social phenomena that facilitated or constrained the epidemic were
explored for explanations on how and why they occurred (Yin, 2012). A case study design
based (on the domain bordered in pink) on a mixed methods approach (illustrated in Figure 3.3)
guided the collection of qualitative data on HIV/AIDS. The two HIV/AIDS situations were
explored using interviews, participant observations and document reviews to addresses the
research objectives on the multifaceted social epidemiology of HIV in Plateau State and
Nasarawa State (Guetterman et al., 2018; Kaufman et al., 2014).

118



Figure 3.4: Multilevel, multiple embedded case study Mixed-methods Design
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Drawing from Yin's and Stake’s positions, this case study design closely examines the social
and HIV/AIDS phenomena within the study context. The multiple cases, as earlier highlighted,
consist of declining HIV/AIDS prevalence in Plateau State and the rising/high condition in
Nasarawa State. In each of two situations, multiple units of analyses - one urban and one rural
area - are selected. This multilevel-multiple design is important for allowing the exploration
and comparison of in-depth information and for gathering a broad range of evidence (Yin,
2018). Given that a range of social HIV/AIDS epidemiology occurs between Plateau State and
Nasarawa state, a multiple case study, mixed-method approach based on a pragmatist
philosophical position enabled the collection and analysis of robust data that helped to achieve

the study objectives.
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3.6.3 Case Study Context of Nigeria

The case study context here refers to the lenses (philosophical positions, methodological,
arguments, findings, interpretations, and conclusions) that help to shape this research. As such,
a detailed description is given of the geographical units, unique conditions and the rationale for
their selection, consisting of the mega, meso and micro levels of the locations (see section 6.2
for more detail) and the HIV/AIDS epidemiological situations.

Figure 3.5: Map of Nigeria showing Plateau State and Nasarawa State
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Nigeria lies between Latitude 40 16'N and 130 14 53°N, and Longitude 20 40°E and 14 41'E
along the coast of West Africa. It occupies a land area of approximately 923,789 square
kilometres that stretches along the Atlantic Coast to the south, from the Gulf of Guinea to the
borders of the Sahara Desert in the North. Nigeria shares a land border with the Niger Republic

to the north, Chad to the south, and the Republic of Cameroon and Benin Republic to the east
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and west (NPC, 2013). Nigeria is ranked as the most populous country in Africa, with
approximately 203 million inhabitants. Globally, the country has the largest youth population,
despite its position as the seventh most populous country (Population Reference, 2019). Nigeria
has six geopolitical zones, 36 States, and the Federal Capital Territory (FCT), Abuja. Plateau
State and Nasarawa State, the locations for this research project, are in the Northcentral
geopolitical zone (Figure 3.5). As a multi-ethnic and culturally diverse country, it has over 350
tribes distributed across local communities. Nigeria has three major religions: Christianity,

Islam, and Traditionalist.

The country’s population growth rate of 2.3% exceeded its economic growth of 1.9% in 2018
(World Bank, 2019). The growth rates contributed to the 19% unemployment among the
economically active population age group of 25-54 year olds (NBS, 2019). The 2018 National
Human Index shows that the country is ranked 158" out of 189 countries in terms of
multidimensional poverty (UNDP, 2019). Inequality in income distribution, a key determinant
of access to basic healthcare services, is reflected in its socio-economic indicators with over
70% of the population living on less than $2 per day (World Bank, 2019). Adult HIV prevalence
was put at 1.5% of the population in the 2019 national HIVV/AIDS report. This implies that there
are approximately 1.9 million people living with HIV in Nigeria. There is a need to understand
the factors responsible for the significant changes to HIVV/AIDS prevalence.

3.6.3.1 Plateau state

Plateau, like the Federal Capital Territory Abuja, is one of the six states that make up the Central
Geopolitical zone. The twelfth largest state in the country, Plateau State has over forty
indigenous tribal groups and is home to people from different cultural backgrounds across the
country (Higazi, 2011). The State has three senatorial zones, 17 Local Government Areas -
LGAs (Figure 3.6) with a population of 3,178,712 people (PLACA, 2009; NPC, 2006). As
already noted, the State had the highest rates of HIV infection in Nigeria. The State’s history of
tin and coal minerals and tourism resources attracted migrants from outside and within the
country for economic and social opportunities. Sexual relationships, one of the means through
which HIV thrives, thus resulted in a higher incidence of HIV in the state than in any other state
across Nigeria. This situation attracted numerous prevention interventions, and the diffusion of
prevention strategies resulted in a decline of 86.4% of HIV prevalence in two decades. This
makes the state an ideal location for the current research.
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Plateau State is home to private and public health facilities involved in the provision of many
services, including those for HIV and AIDS. The health facilities include 888 Primary
Healthcare Centres (PHCs) distributed across rural and urban communities, as well as 12
General/Cottage Hospitals providing secondary health services in LGA Headquarters and
receiving referrals from PHCs (Plateau State Ministry of Health 2016, 2010; PLACA 2007). At
the apex are the tertiary health facilities where both routine and more complex health care and
referral services are provided. The tertiary facilities in the state include: Jos University Hospital
(JUTH), Bingham University Teaching Hospital (BUTH), Plateau State Specialist Hospital
(PSSH) and OLA Hospital.

Figure 3.6: Map of Plateau State, Nigeria showing Shendam LGA
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Situated in the State capital are internationally accredited laboratories including the Plateau
State Human Virology Research Centre (PLASVIREC), the laboratory of AIDS Prevention
Initiative in Nigeria, JUTH (APIN-JUTH) and the Faith Alive Foundation? There are, besides
many other dispensaries, maternal and child welfare clinics and dialysis centres providing care
services that include the treatment of common diseases and routine immunisation. All these
health facilities play an important role in the prevention and treatment of HIVV/AIDS for people
within Plateau and the surrounding States (Plateau State Ministry of Health 2016, 2010;
PLACA 2007).

Popularly called the ‘Home of Peace and Tourism’, Plateau State is geographically unique in
Nigeria. Its boundaries surround the Jos-Plateau at high altitude, and it is characterised by the
temperate climate where Jos town — the State capital — is the coldest city in Nigeria. The
adjoining lowland area of the State has large areas of arable land. Besides the physical features
that attract various ethnic groups from within and outside the country (lirmdu et al., 2013;
Higazi 2011; Gontul, 2006; Sha, 1998), the abundant social, economic and political advantages
promote different forms of association and networking (Romer-Daza, and Freidus, 2008; Smith
and Yang, 2005). Business and tourism opportunities may thus have contributed to the first case
of AIDs diagnosed in a Malian International Businessman in 1990 (PLACA 2007). In the last
two decades, neighbouring states to Plateau have been embroiled in a series of communal crises
and conflicts that have resulted in loss, displacement and relocation to preferred neighbouring
destinations in other states. Consequently, Plateau State has become a haven for internally
displaced persons affected by the Boko Haram insurgencies in neighbouring states (Umeabi
2013; Higazi 2011; World Bank, UNDP, DFID, 2003). As indicated in the literature, situations
such as these further enhance people’s vulnerability to HIV risk in Africa (Miles, 2003).

In choosing the research sites, insight into HIV prevention and information dynamics in the
State were noted and its diverse social, economic and political activities were also considered.
This gave credence to the choice of one urban and one rural community in Shendam Local
Government (LGA), situated in the Southern Senatorial Zone of the State. Shendam LGA is
comprised of seven districts that assist the town of Shendam, its headquarters, with local
administration. The LGA connects urban and rural communities within the State and with
neighbouring states. Through its road network, it therefore encourages movement/mobility. A
consistently sampled study site for HIV, at both national and subnational levels, Shendam LGA
provides the platform for an in-depth examination of the factors responsible for HIV prevalence

in the State. For instance, in the last HIV sero-surveillance, the LGA ranked second highest in
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HIV infection rate (Gomwalk et al., 2012; PLACA, 2009). Past national HIVV/AIDS studies
showed that Shendam had 5% HIV prevalence in 2005, 3.4% in 2008, and 4.5% in 2010. This
figure increased to 12.6% in 2012 (Gomwalk et al., 2012). The rise may relate to conflict
violence in most communities, which affected prevention activities. However, by 2018, there
was a decline in HIV prevalence to 1.5% in Plateau State, this makes it crucial to understand
the factors responsible for the decline in the State through virile locations such as Shendam (see
Table 3.9).

Table 3.9: People Counselled, Tested and HIV Positive (Cumulative) in Shendam LGA
HIV services 2012 2013 2014 2015 2016

HCTR 758 2660 2473 2009 5658 | 1691
HIV + 242 600 213 70 167 123
Percentage 31.9% | 22.6% 8.6% 3.5% 3.0% | 3.3%

Source: Plateau State Ministry of Health DHIS Data, 2018
HCTR=HIV Counselling, Tested, and received Result
HIV + = Tested HIV Positive

3.6.3.2 Nasarawa State

Nasarawa State, with Lafia as its headquarters, is the second location for the study. Nasarawa
State comprises 13 LGAs and shares a border with Plateau State in the northeast (see Figure
3.7). The 2006 census has the State’s population at 1,869,377, with the majority residing in
rural areas (National Bureau of Statistics, 2012; NPC, 2006). Women constitute over half the
population, who are non-literate, poor and have limited economic and political rights and
opportunities (Simpa, 2014; Nasarawa State Ministry of Health, 2010). The proximity of the
State, and Karu and Keffi as the LGAs, to FCT, Abuja creates economic and social
opportunities that have resulted in a growing influx of different groups of people to the State.
The mix and mobility factor and the vantage location of Nasarawa as a neighbouring state to
Plateau makes it a highly viable research location for this study. As with Plateau State, an urban

and a rural community were chosen for the data collection, within Lafia LGA.

In place of Benue State, Nasarawa State was selected as a case for this study due to its relative
peace and safety at the time the fieldwork was being planned. The State is close to Benue State
and has experienced a similar rise in HIV infection levels. Moreover, the State is considered to
have a concentrated HIV epidemic and has been included in the last two studies of the most at-
risk population in 2010 and 2014 (FMoH, 2010, 2015). In 1999, HIV prevalence in Nasarawa
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State was at 10.8% and it remained above the national average at 6.4% in 2014. Nasarawa State
is currently one of the highest HIV hotspots, with a concentration of the HIV/AIDS most-at-
risk population, and second highest rural infection in the country (NACA, 2015). The State was
the fifth highest (out of 14 States with HIV infection) for brothel-based female sex workers
contributing 27.7%. The central location of the State means that it serves as a stopping and
connecting point for drivers and travellers. Karu and Keffi LGAs are close to FCT, Abuja,
housing many temporary workers, and experiencing a daily influx of rural and urban dwellers
seeking a better livelihood (NASCA, 2009). Moreover, women constitute over half the
population with many illiterate, poor and with limited economic and political rights and

opportunities (Simpa 2014; Nasarawa State Ministry of Health, 2010).

As with Plateau State, Lafia LGA was selected and, within this the urban city Lafia and rural
community Assakio were further selected for data collection and as a case unit to illustrate the
social relationships and risk of HIV infection in Nasarawa State, as discussed in Chapter Six.
Lafia was chosen for its higher HIV prevalence than in Plateau State. For example, in 2003,
Lafia town had 8.9% HIV prevalence, while it was 19.5% in 2008 and declined to 7.5% in 2010
(FMoH, 2004, 2009, 2010). Table 3.10 shows the recent HIV infection rates in Lafia LGA,
which demonstrates higher HIV infection rates than in Shendam LGA.

Table 3.10: People Counselled, Tested and HIV Positive (Cumulative) in Lafia LGA

HIV Service 2012 2013 2014 2015 2016 2017
HCTR 3785 14775 25790 22496 47936
HIV + 231 1218 1612 1369 1875
Percentage 6.1% 8.2% 6.3% 6.1% 6.0%

Source: Nasarawa State Ministry of Health DHIS data, 2018

HCTR=HIV Counselling, Tested, and received Result
HIV + = Tested HIV Positive

The literature confirms that HIV infection declined in Plateau State among the most-at-risk
groups, pregnant women attending antenatal clinics, and the general population (NACA, 2019;
Magaji et al., 2018; Halima et. al. 2016; Isichei et al., 2015; Imade et. al. 2013; Gomwalk et.
al., 2012; Bashoru 2010; PLACA 2009, 2007; FMoH, 2003). In contrast, Nasarawa State HIV
infection reportedly rose/remained higher than in Plateau State (FHoM, 2019; NACA, 2019;
Bako et al., 2017; Enuladu et. al. 2014; Bashoru 2010; NASACA, 2008). Factors responsible
for the decline and rise in infections are not understood. With no cure for HIV virus at present,

there is also a dearth of knowledge regarding how community and social groups contribute to
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HIV prevention. By researching Plateau and Nasarawa States, this thesis intends to address
these gaps and contribute new knowledge on the social epidemiology of HIVV/AIDS in Nigeria.
In all, it can be concluded that there is, at present, a clear need to contrast the dynamics of the

HIV situation between Plateau State and Nasarawa States.

Figure 3.7: Map of Nigeria showing Nasarawa State, and Lafia LGA
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3.6.4 How Participant were Sellected in the Qualitative Study

In qualitative research, particularly in connection with a multiple embedded case design, criteria
based sampling “permits a logical inference about the phenomenon of interest” (Bryman, 2013,
p.419). This is useful in the selection of extreme cases of declining and rising/high HIV/AIDS
prevalence in a multilevel-sites selection (Figure 3.4, page 119). A homogenous sampling
strategy that allows for the identification of a subgroup of individuals who share similar
characteristics, such as family, ethnic/tribal, professional, community or social characteristics,
were selected to share their views and experiences on the questions posed by the study
concerning the what, why and how of sexual risk and HIV/AIDS. People were also selected
using a snowball or chain strategy having met the criteria. Participants, who were sampled
purposely through the snowball technique referred the researcher to another person. The chain
of referral was helpful in the identification and selection of appropriate people for in-depth
interviews. The sites for the close observation of real-life social situations and access to

documents for critical review were also subjected to particular criteria (see Table 3.11).

The selection of specific sites for the multiple case study was influenced by two key criteria;
first, the nature of the HIV situation and the differences in trends of prevalence. As earlier
illustrated in Figure 1.1, page 20, Plateau State was selected for its characterisation of declining
HIV/AIDS prevalence, while Nasarawa represents a study site with rising or high HIV
prevalence. The choice of Nasarawa State was predicated upon the security situation in Nigeria
at the time of the project planning and data collection. Benue State (Table 1.1, page 22) offered
the best case with high and rising HIV/AIDS in Nigeria; however, the security situation in the
State prevented the research exercise (Adamu and Ben, 2017). Its neighbour, Nasarawa State,
was selected for also meeting the criteria of a rising/high HIV/AIDS situation. Although,
Plateau State had series of community crises, having lived there for decades, it was easier for
the researcher to know places that were less security risk for the study. Hence, two Local
Government Areas (LGASs), Shendam and Lafia, were selected as relatively peaceful, and were
thus the location of the case selection.

In the convenience and snowball sampling techniques, criteria were checked to ensure they
were adequately met (see Table 3.11) before engaging the interviewee. People selected were
those above the age of 20 years. These are individuals who had passed adolescence and were
considered responsible people in society. These potential participants were knowledgeable

about the sexual and HIV/AIDS situations in the settings and were willing to share their
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personal experiences in relation to the study context in order to construct knowledge (Creswell,

2016).

Table 3.11: Criteria in the Selection of Interview Participants and Documents

Quialitative
Research
Approach

Inclusion Criteria

Semi-structure

= Biologically male/female

= Married/unmarried

= 20 years and older

= Self-identified as heterosexual

Interview = Lived in the community (urban or rural) for over three months
= Living with HIVV/AIDS and/or receiving treatment
= Willingness to share personal sexual and HIV/AIDS experiences
= Biologically male/female
= 20 years and older
= Sexual and reproductive, HIV/AIDS and Health-related Programme
Officers, or Monitoring and Evaluation Officers for one year and above.
Key = Community Leaders: Youth leaders, District-Heads, Neighbourhood-Head
(Mai’anguwa), Women Leaders; who has lived in the community for one
Informants
year and more.
= Leaders of Social groups or organisations
= Willingness to share personal knowledge, skills, opinion, or experiences on
sexual health and HIV/AIDS, community or groups customs and values in
social relationships,
= Social gatherings, like weddings, burials, cultural festivals activities
. , = Dens of people who consume drugs, smoke marijuana and the like
Participants

observation

= Drinking joints where Goskolo, Ogoro, local bear, are consumed.
= Host spots for street sex hawking and brothels
= Religious meetings

Document
Review

= National and State HIV/AIDS Strategic Plans documents

= National and State HIVV/AIDS Policy documents

= National Gender Equality Policy

= National Empowerment and Economic Development Strategy Plan
(NEEDS),

= Nasarawa State Empowerment and Economic Development Strategy Plan

= Plateau State Empowerment and Economic Development Strategy Plan

= Plateau State Peace and Conflict Strategic Plan

= HAF Reports

Programme Officers or Monitoring and Evaluation Officers, who were actively or previously

involved in HIV/AIDS, sexual and reproductive health-related activities, and were social and

community leaders, were each handed an interview invitation letter, alongside research

information sheets (see Appendix Bl, pages 463 -464). Table 3.12 shows the size of the

participants sampled). Subsequently, those who received the letter were personally contacted

for feedback on their participation in the study. Upon acceptance, a convenient time and venue
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for the interview exercise were scheduled (see Appendix B in pages 463 - 467) for sample
invitation letter/application letter for interview). Participants who accepted the interview
arrangements were later reminded about the exercise before and on the agreed day, to confirm

their availability for the interview.

Table 3.12: Qualitative Research Sample Size

Interviews
Interviews Units | Semi-structured | Key Informants
Shendam" 10 6
Plateau Shendam Kuka' 3 5
. Lafia 9 6
Nasarawa Lafia Assakio 7 4

u=urban area, r =rural area

At the venue of the interview, the participants were assured that any information that may lead
to identifying them would be anonymised. This represented best practice in assuring
confidentially and thus protected participants’ privacy when conducting the qualitative research
(Queen and Thorong, 2018; Bryman, 2012). The participants were self-assured and relaxed
enough to express their opinions and share experiences relevant to the research at the interview
(Adeyemi, 2010). Meeting participants in the environment where they lived, and talking with
them directly on sexual and HIV/AIDS exposure within their context was helpful in the

implementation of the qualitative research design (Marshall and Rossman, 2016; Hatch, 2002).

3.6.5 How Qualitative Data were Collected

In social sciences, literature has highlighted several procedures for data collection (Creswell
and Poth, 2018; Marshall and Rossman, 2016; Wolcott, 2009; Tesch, 1990). The common
qualitative approaches with multidisciplinary application, those appropriate to this study and
how they have been undertaken are discussed below. In the qualitative methods used, the
researcher is the key instrument to collect data as he/she “examines documents, observing
behaviour, or interviewing participants” (Creswell and Creswell, 2018, p.268). Therefore, the
study protocol (Appendix E, pages 489-490), was used to guide the process as data were audio
recorded, and later transcribed, analysed and interpreted. The data collection involved semi-
structured interviews, key informant interviews, participant observations, and document

reviews, as discussed below:
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3.6.5.1 Semi-structured interviews

As previously described, the individuals for the semi-structured interviews were purposively
sampled based on the initial outcome concerning background information from a descriptive
statistic (discussed in Chapters Four and Five). The analysis provided concepts operationalised
in the literature review based on the development of interview protocols, and background
information. These concerned the identification of interview participants, characteristic
indicators and factors of sexual behaviour that supported the selection (some of which were
reflected in Table 3.11, page 128). The participants were primarily interviewed in their urban
and rural communities within the selected LGAs in Plateau State and Nasarawa State. They
were non-randomly sampled based on the criteria for flexibility that ensured continuous data
collection with as many people as identified until no new insight or information emerged
(Saunders et al., 2018; Bryman, 2015). Snowballing to reach participants was helpful as
previous interviewees suggested other people who they believed were also able to support the
study (Palikas et al., 2015). The referrals were utilised with caution to prevent over-
representation of participants with certain characteristics or in the same network (Harrell and
Bradley, 2009).

The semi-structured interview is the most commonly adopted method in qualitative research
due to its flexibility, which permits participants to attribute significance to phenomena (Bradley,
2009; Michie, et al, 2011). This approach to data collection is better for addressing ‘what’,
‘why’ or ‘how”” research questions with individuals (Bell, 2014; Green and Thorogood, 2018).
The interview method adopts questions that are easily redirected and asked in a more open-
ended manner with a focus on depth and breadth in understanding the issue under discussion.
In view of the theoretical design of the study, questions were framed around experiences related
to sexual behaviour, HIV/AIDS awareness and attitudes, involvement in social
groups/organisations, and social networks. The focus of the in-depth discussions was to
elucidate the individual and socio-structural factors that facilitate or constrain the risk of HIV
acquisition or transmission. Moreover, individual interviews were conducted to gain deeper
insights into how and why participants were motivated, when making sexual choices that either
increased or prevented the risk of becoming infected with HIV and other STIs. Interviewees
provided information on their up-to-date sexual behaviour and offered explanations for
engaging in such activity and the consequences.
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The interviews also provided information on access to HIVV/AIDS prevention activities, as well
as the sources and benefits gained. The various responses helped to identify organisations and
social groups involved in the implementation of HIVV/AIDS prevention programmes, and policy
documents for critical analysis. The in-depth discussions allowed interviewees to express their
opinions and perspectives on the contextual issues raised (Bell, 2014). Information obtained in
the interviews was triangulated with statistical results, the documents reviewed, and the findings
from the participant observations by addressing the research objectives. The semi-structured
interview method provided evidence that helped to understand the multilevel dimensions
surrounding exposure to the sexual risk associated with acquiring or transmitting HIV in Plateau

State and Nasarawa State.

This study is aware of the tensions associated with conducting a focus group discussion for a
sensitive study like this. As such, interviews were considered to work best, and be most
appropriate, given the rights of participants to protect their personal information, and who may
not be free to share this in the presence of a third party. Even married couples who agreed to
provide information, were interviewed separately as the nature of the subject required an
atmosphere where each was free to express themselves. Moreover, cognisance of the cross-
cultural differences in the study settings aided flexibility and reflexivity during interactions with
participants. The research ethics reassured participants of confidentiality, which enabled them

to freely express their opinions, and experiences relevant to the study (Adeyemi, 2010).

3.6.5.2 Key Informants or Elite Interviews

Key informants or elite participants are individuals who are heads of public, private or
community organisations, or professionals with personal insights and first-hand knowledge of
events related to the research topic (Bryman, 2016). In this study, key informants or elite
participants consisted of HIV/AIDS programme officers from the government and CBOs,
community and social group leaders, and religious leaders. Qualitative in-depth interviews with
people who knew what was going on in the urban and rural communities of the study settings
were helpful in providing the information needed, and ideas and deeper insights on sexual
health, HIVV/AIDS and health-related issues.

Visits to familiarise the researcher with the study community and environments were
undertaken, and community gatekeepers were the first individuals on whom the researcher
called for support. The Chairmen of the selected LGAs wrote a letter of introduction informing

the gatekeepers of study. Upon entering specific communities to undertake interviews with key
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persons, neighbourhood-heads were sent letters, while some were seen to personally seek
permission to interview some members of their community (the same applied to semi-structured
interviews). The advocacy visits mobilised support and the identification of relevant social
facilities and groups, HIV/AIDS community resources, and health-related organisations.
Letters of invitation were given based on the sampling approach and criteria, namely: Heads of
HIV/AIDS of healthcare facilities; Local Government AIDS Control Agencies (LACAS); and
community, social and women/youth groups (tribal/cultural, religious, family and friends,
business/markets). Those who met the criteria for selection and were accepted to participate in
the exercise suggested venues and times and remained close until the interviews were
conducted. As in semi-structured interviews, key informants made referrals to individuals and
organisations. For example, the agencies responsible for the control of HIV/AIDS and State
Ministries of Health in the two main study locations snowballed their partners, who were

contacted for useful information.

The key informant interviews were carried out based on one-to-one in-depth discussions in
order to gain insight into the experiences of, and perspectives on, the research issue (Marshall,
2009). The key informants, or elite interviews, answered questions about their awareness and
involvement in policies that influence people’s lives in terms of HIV/AIDS infection.
Participants’ knowledge about sexual, HIV/AID, and health-related prevention programmes
and implementations formed the major themes in the interview exercise. Issues concerning the
impact of the health situation on the socio-economic and social lives of people in the past and
present were also discussed. Key informants involved in HIVV/AIDS programmes were asked
about specific prevention projects, with a focus on the period of implementation, the target
audiences and the outcomes of such interventions. Specifically, key leaders of social
groups/organisations were asked about their activities and the forms of support that enhanced
personal relationships and HIV prevention in the community. Success stories about behavioural
and social changes that reduced or encouraged the risk of HIV acquisition or transmission were
explored. Data obtained from the key participants were triangulated with the semi-structured
interviews and information extracted from the policy documents to explain the results obtained
from the survey and health population-based data analysis. The exercise yielded insights into
the social and structural roles of the HIVV/AIDS situation in Plateau State and Nasarawa State.
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3.6.5.3 Participant Observations

This is a familiar method in social sciences that is associated with qualitative research whose
ontological view is based on the way people interact, act, and behave and its epidemiological
position on the evidence of the social world is best seen. Thus, it observes a real life setting to
understand how sexual behaviour and the risk of acquiring or transmitting HIVV/AIDS occurs,
or are performed within the context of the study settings (Mason, 2018). In the approach, a
researcher seeks to generate data through immersion in the study setting to experience and
observe the socio-cultural and economic dimensions consisting of behaviours, interactions,
events, actions, groups, resources, locational and temporal environments (Mason, 2018;
DeWalt and DeWalt, 2014; Musante and DeWalt, 2010; Angrosino et al., 2000). In fact,
learning to make sense of complex social phenomena, like the case of sexual risk of HIV
behaviour, this study explored in these facets in their natural setting, which is the best way to
obtain hidden and peculiar issues that have not been envisaged. Moreover, experiencing a
naturally occurring phenomena unpacked multifaceted details and the ways a researcher

interprets circumstances more precisely (Laurier 2010).

Some of the participants interviewed revealed specific hot spots, Community and social groups,
and cultural festivals, where certain events and activities that relate to the study context occur.
Unstructured and structured observations were undertaken in order to collect as much data as
possible. The hotspots are places which people hawk sex, and undertake street prostitution, ‘go
clubbing’ and partake of excessive alcohol; such locations experience the most at-risk
population. Non-participation methods were used to identify hot spots where unobtrusive,
simple observations were conducted of day to day activities involving sex customers coming to

T sex services.

certain spots to negotiate for the day, weekend or days of “play within or away
The observed were unaware of the exercise and the observer had no influence over the situation
observed (Spradley, 2016; Adler and Adler, 1994; DeWalt and DeWalt, 2014; Webb et al.,
1966). The implications of the activities at the hot spots that relate to sexual risk and their
implications in the neighbourhoods were probed at the in-depth interviews with individuals and
key informants. Moreover, involvement was undertaken in some social day-to-day events
within the communities in order to understand the nature of relationships and rapport both
within and outside. In the study units, the following were considered: burial, marriage/wedding,

child-naming, birthday ceremonies; this included cultural festivals and religious gatherings.

7 Play within means paying for sex services that take place in the locality while play away means the sex service
is undertaken outside the locality.
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The rationale for immersion in the traditions in the study communities was to exercise what
Fine (2003) called ‘peopled ethnography’. This aims to understand and describe, using
reflective field notes, and corroboration with interviewees. Thus, vignettes are developed of
the context to understand the theoretical implications of people’s norms and relationships that
influence their belief and support systems in connection with sexual behaviour, HIV/AIDS, and
health-related conditions (Robson and McCartan, 2016). In some of the places visited,
restrictions and the need for consent were non-existent, particularly in neighbourhood social
group meetings. The acknowledgement received from community leaders, with labels such as
‘dalabi mai bincike akan zumunci da lafiyan mu’ that translates as ‘the student researching
about our relationships and health’, further edified acceptance across the board and allowed
access to some community members. The researcher’s acceptance by communities might be
attributed to the study approach, which was open and non-judgmental in attitude, with a passion

to learn more, and be mindful of the tendency for culture shocks.

Field notes were carefully taken as a primary way of obtaining data during the participant
observations. Demuch and Sobo (1998) explain that notebooks are useful for the recording of
experiences, personal reflections, and the plan of action for studies that involve observations of
real life. Hence, the contextual issues observed were noted in a designed form, while informal
chats with some participants, accounts of specific ceremonies, festivals, and actions were kept
daily (Musante and DeWalat, 2010). The field notes offer important data and analysis when
unpacking the exact picture of the phenomena observed as the products of the observation
exercise (Demunch and Sobo, 1998). The literature agrees that field notes reflect exact quotes,
describe activities in the order in which they occur, and reveal relevant contexts to situate the
events observed. The researcher’s personal perceptions were separated from the variables
observed, and the temporal and locational detentions were linked to the event issues 9observed
(Musante and DeWalat, 2010; Schensul at al., 1999; Demunch and Sobo, 1998).

3.6.5.4 Policy Document Review

Many policy documents are in the public domain. It was not possible to identify and analyse
every document on HIV/AIDS policy and programme implementations. Instead, documents
frequently cited in the semi-structured interviews by key informants and interviewees and
identified during literature search were carefully noted and subsequently stratified based on the
related content upon review (Bowen, 2009). Access to policy documents was enabled through

personal contact, where application letters were sent to selected relevant organisations, such as
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the State Ministries of Health, State Ministry of Education, the State Agencies for the control
of AIDS, and the Network of People Living with AIDS.

As an archival research strategy, a documentary review obtains existing data, which are unique
and robust for a study. This method has the merits of being ready and accessible, with less cost
and delay in terms of access to information; if found on the Internet, neither prior appointment,
permission, nor ethical procedures are needed (Yin, 2009; Denscombe, 2007). Policy document
analysis provided further evidence on access to specific prevention interventions or
programmes in Plateau State and Nasarawa State. The documents reviewed show a significant
level of reality based on the context in which they were produced (Morgan, 1992). For the
purpose of repeatability, the selection of documents was based on reliability, preventiveness,
and meaning. The documents reviewed were those of policy programmes implemented between
1999-2019, which specifically addressed sexual behaviour, HIV/AIDS and health-related
conditions, and were linked to the issues and variables from the literature review, survey
interviews and participant observations. The outcome of the document review revealed
important historical perspectives on the initiation and delivery of sexual health, HIV/AIDS and
health-related prevention efforts. Table 3.10 shows the designated document reviewed, which
provided both quantitative and qualitative data that were organised and included in the
appropriate analysis sections, and whose outcomes were corroborated with evidence from the

survey, DHIS, interviews and participant observations to achieve the research objectives.

3.6.6 Qualitative Data Analysis

After the interviews were concluded, the audio recordings were listened to. The playback of the
interviews helped to identify the emerging issues. Subsequently, interviews were grouped in
separate folders based on individual semi-structured and key informant files and according to
the communities from where they were obtained. This was followed by the transcription of the
interviews. Interviews were obtained in English, Hausa, and Pidgin although languages were
all transcribed into English. The process involved listening repeatedly to each audio recording,
which was manually typed, transformed into text, and compared with field notes to validate the
information. This process also provided an opportunity to note issues that were not identified
during prior listening. The transcribed texts were inputted into a qualitative data analysis
software, Nvivo 11. Using Nvivo facilitated the emerging coding of words and phrases for each
section of the interview guides. The sections in the guides consisted of: (i) participant profile,
(i) membership of social groups, relationships and support, (iii) sexual behaviour, and (iv)

HIV/AID prevention experience.
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In view of the consideration of the Nvivo coding approach, which offers a top-bottom approach,
some relevant words and phrases were omitted simply because they were not needed under the
section. A manual coding approach was adopted, as it allowed the researcher to identify words,
phrases and sentences that reflected the information required for the research. Although the
manual coding process was time-consuming compared to the use of computer assisted
analytical tools, like Nvivo, the flexibility offered through manual coding was important
because it allowed the textual data to speak to the hierarchy of themes that emerged. This was
subsequently combined with the top-down Nvivo approach. Multiple coding was useful in the
organisation of robust textual information that addressed the study objectives; this enabled a
focused on why and how social realities were experienced, which was missing from the

quantitative data.

Following the manual coding, a Microsoft Excel spreadsheet was used to separately compile
codes generated from each participant. Coded information was read through carefully to
identify patterns. Codes that looked similar were grouped so that they generated a down- top
hierarchy (minor themes grouped under developing main themes) based on the specific
objectives of the study. Due to the study’s mixed-method approach, only textual narratives and
guotes relevant to the section of a theme were presented for discussion. The relevant illustrative
guotes were extracted from the interviewed participants and triangulated with the quantitative
results to provide relevant evidence on sexual behaviour, networking, and social support and

isolation experiences in both Plateau State and Nasarawa State.

3.7 DATA TRIANGULATION

Triangulation emerged as a basis for connecting several points of reference, and was adopted
in social science to assemble data using assorted approaches (Mertens et al., 2012; Sim and
Sharp, 1998). Triangulation in mixed methods involves the “mixing of data or methods so that
diverse viewpoints or standpoints cast light upon a topic” (Olsen, 2004, p.3). In practice,
triangulation helps the researcher to fully appreciate multiple sources and perspectives to source

data and assist in the corroboration of evidence.

Triangulation has two benefits for this research. The first is the use of a methodological tool to
assess wide-ranging data, and the second is as a lens for corroborating evidence to gain a deeper
insight into the process of creating knowledge about the research context. Denzin, (2017, 1989,

1978) explains that mixed method research triangulates data, investigators, theory and
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methodology in unique ways. In this study, data collected from multiple study sites, and from
a number of sources was only possible through mixed methods that measured the personal
characteristics of the study population and understood the complexity surrounding sexual
behaviour, HIV risk, and motivations shaping vulnerability to HIV acquisition or transmission
(Guion et al., 2011; Thurmond, 2001; Moses, 1991). In particular, the robustness of the data
triangulated in this study largely relies on the 2003, 2008 and 2013 NHDS, including the
population HIV related health records from 1990 - 2017. These data were from USAID,
PLACA, NASACA, the Plateau State Ministry of Health and the Nasarawa State Ministry of
Health. Moreover, in-depth interviews, participant observations and the review of HIV/AIDS
related documents add more information to the study (section 3.3.6 for detail). The analyses
from these different approaches complement each other and corroborate evidence on sexual

behaviour and the social epidemiology of HIV in the study locations.

In terms of triangulation, a number of people involved in the surveys and the HIV related data
collection, originated from the sites in which the exercises were undertaken. Individuals
engaged in different phases of the fieldwork and contributed their expertise as field supervisors,
field assistants, and data analysts at different periods of the surveeys. The qualitative phase of
this research was organised by the researcher (me) and supported by members of the
communities as field-guides and interpreters on certain concepts and cultures (these were
translated to the researcher), which facilited the entire data collection. The collection of survey
data, HIV health records from the population and in-depth interviews constitute the quantitative
and qualitative data in this study and involved the use of multiple researchers. Moreover,
guantitative and qualitative advice from a number of statistical and NVivo drop-in sessions at
the University of Sheffield (StarHelp, a team of professionals providing statistical support to
students) and the ICT Help desk improved the quality of the study’s data analysis and results.
The data management of the study was enabled through multiple support from persons who
were actively involved as supervisors, questionnaire administrators, in-depth interviewers,
translators, and data analysts. The triangulation revealed and reduced biases that came from the

conduct of a single method or approach.

Theory triangulation was significant to this study as it meant adopting multiple theoretical
perspectives to guide the data categories, determining methods appropriate for the collection of
data, and selecting suitable analytical procedures. The aim is to gather reliable evidence and
explain the context surrounding the social epidemiology of HIV in order to address the research

problem. As such, positivist and constructivist theoretical perspectives are integrated within a
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pragmatic position and a multilevel conceptual framework to justify the nature of the data
required and the collection process (see the first rationale for mixed methods) within a complex
context characterised by declining or low, and rising or high HIV situations. This research
combined the mutual strengths of quantitative and qualitative approaches to enhance the
integrity and quality of the data and ensure a comprehensive understanding of the phenomenon
investigated, thereby triangulating the research. Methodological triangulation can occur
‘within-method’ and ‘between/across methods’. For ‘within-method’, multiple complementary
approaches are adopted where initial quantitative research is undertaken and its preliminary
outcomes necessitate qualitative research that internally validates the study results. In ‘between-
methods’ or ‘across-method’, the use of both quantitative and qualitative approaches are
integrated to examine the sexual behaviour and social epidemiology of HIV, which increases

the external validity of the study outcomes (Mertens, 2013; Hussein, 2009; Denzin, 1978).

Importantly, triangulating the evidence in this mixed methods research involved access to
survey data for 2003, 2008, 2013 and HIV/AIDS and health-related population-based data for
1990 -2018 on Plateau State and Nasarawa State. The triangulation exercises involved the skills
of different professionals, researchers, and field-assistants in collecting data, making entries,
cleaning, coding, and creating the databases for each phase of the study and for the units of
analysis. Quantitative techniques were used for the data analysis, where the preliminary results
helped to develop the hypothesis and operational concepts in relation to the research problems.
The initial result also assisted the selection of participants and the commencement of the
qualitative research that significantly “identified unobserved heterogeneity in qualitative data
as well as previously unknown explaining variables” that further widened the statistical analysis
process, as in-depth interview results deepened insights and provided explanations (Kell, 2006,
p-309) about participants’ motivations, which shaped sexual behaviour and the risk associated
with HIV transmission in the study settings. Sex and HIV/AIDS are sensitive issues due to the
secrecy and stigma attributed by society towards behaviours that often result from social
desirability in research (Gregson et al., 2002). As such, triangulation benefits this mixed
methods research and significantly reduces the biases, revealing different perspectives and
developing greater in-depth understandings of the phenomenon than the insight, reliability and

validity offered by a single-method approach (Risjord et al., 2002).
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3.8 QUALITATIVE RESEARCH POSITIONALIY AND REFLEXIVITY

This section presents my experience and stance as a researcher when undertaking a study on a
sensitive subject in social sciences that relates to public and population health. My exposure to
socio-sexuality and HIV research adventure provided the inspiration to gain further insight into
the social epidemiological context related to individuals, communities, and organisations. To
achieve this research, the pragmatic paradigm was adopted in a mixed methods design to
understand the nature of existing sexual behaviour and HIV/AIDS realities in settings with
declining and rising HIV situations. The qualitative phase of this study accepted that social
realities are better understood from first-hand experiences, and relating with the community
helps to gain their trust and acceptance to volunteer and share personal stories and meaning
from their perspectives. In doing this, the process involved reflecting on how my status and
relationship with the study participants might have influenced the data obtained and my
interpretations in the production of knowledge (Elliott, 2018; Finlay, 2002). For transparency,
trustworthiness and to legitimise the research amidst fear of stigma, and potential social
desirability biases, | ensured the respondents trusted me beyong our gender, ethnic, religious,
socio-economic differences (Neuman and Neuman, 2015; Hammersley and Gomm, 2008). This
was important because, the challenges of ethnic formalities in the Global South in relation to
access and equity are different from the Global North. In the Global South, navigating class,
educational and cultural issues in the fieldwork for a researcher who is an insider, outsider or
in-between risks bias when it fails to distinguish between personal experiences and issues that
relate to confidentiality on personal and complex social issues (Serrant-Green, 2002; Kanuha,
2000). Hence, my personal experience in the fieldwork was an ‘insider’ in Plateau State and an

‘outsider’ (at-home or within my country) in Nasarawa State.

At the start of my research career, the desire for knowledge inspired me to focus on
understanding how adolescents and youths make sexual and reproductive health choices
ignoring the future implications of their decisions. Subsequently, HIV and AIDS became key
to my research interest and driven by the combination of behaviours | observed in the course of
my involvement in HIV/AIDS prevention activities. | interacted with people infected and
affected in North Central Nigeria. | began to meditate about the different levels of concern in
place to mitigate the spread of the epidemic in a country whose current public health challenge
is one of the highest in the world. On the basis of my supervisors’ wisdom, social dimensions
in which people become vulnerable to HIV became the primary motivation of my study. Before

undertaking this study, as a Peer Educator Trainer (PET), | trained adolescents and youths on
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Family Life and HIV/AIDS Education (FLHE) on themes that cut across assertiveness,
sexuality, reproductive health and HIV/AIDS. | also volunteered for People Living Openly with
HIV/AIDS (PLOWH), among whom were the most-at-risk and vulnerable groups. Additionally,
| joined the University, where | am involved with teaching, research, and community service.
These opportunities exposed me to collaborations with my students who graduated and
colleagues across the different identities that helped me to handle some blissful, bewildering,
and challenging moments in the field.

Unwittingly, the experiences highlighted above have prepared me for this sensitive research in
regards to gender, sexuality, culture, social status and attitudes on the health conditions of the
study communities. The complexity in sexual, social and HIV issues raised the possibility of
rejection in the process of selecting participants for in-depth interviews, using qualitative
approaches that involved semi-structured interviews, key informant interviews, participant
observations, and document reviews in multiple case study sites. The categories of people |
engaged in the discussions included individuals in rural and urban communities, among whom
were community elites and gatekeepers, policy-makers, traditional and social group leaders,
and heads of development agencies. Generally, it was unclear to me how the fieldwork exercise
would be conducted, because of my status as a student coming home to study in two different
settings with HIV conditions that were declining, rising or high. One of the study locations,
Plateau State, where | lived from my formative years for over four decades, made me an insider.
An insider referes to a researcher who investigates phenomena he/she is either part of, has a
natural access to, or bonds with people in the location (Alvesson, 2009; England, 1994). The
second setting has a rising or a high HIV situation (Nasarawa State), which | only visited for
this study, made me an outsider-at-home, ‘outsider-within’ or ‘in the middle’, akin to the term
‘outsider-within’ that Harrison (2008), Watts (2006) and Breen (2007) experienced in the field.
In this regard, | was simultaneously an insider, outsider (at home, within or in-the-middle).
Travelling back to my country for the data collection involved crossing geographic and cultural

borders at home.
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3.8.1 Insider Experience at Home

In one of the study locations, Plateau State, for instance, the shared multiplicity of my identity
in the field, that involved ethnicity, language, marital status and religion, among other things,
facilitated the relationship with participants. Interacting with my research subjects at the
individual, organisational and community levels gave me sense of safety as a ‘Plateau-Man’
from the ‘Home of Peace and Tourism’®. | dressed alike, understood and spoke some common
local languages, and valued the diverse culture that gave me a rapport and facilitated easy access
to the people. I was familiar with the study settings, particularly, Kuka, a rural setting, Shendam
town and Jos, the capital city of Plateau State where the qualitative research was undertaken.
My indigenous identity is Gamai, through both parents. Although I originally came from
Lu’ukwo, in Kwo district of Qua’an-Pan Local Government Council (LGA), I lived in Shendam
LGA for over two decades. | resided in Yelwa-Nshar, an economic hub in Shendam LGA. My
formative years - primary and secondary school, A Level, and undergraduate experiences - were
completed while living with my parents and siblings at Pandam, in Yelwa-Nshar. In my
secondary and university education days, | accompanied family and friends (during holidays
and weekends) on their business trips at weekly market days and during the social activities that
involved traditional festivals, weddings and youth conferences in the surrounding communities
of the LGA. Returning to Shendam for research after a decade and half, with prior knowledge
of the communities and traditional settings, and reconnecting old school mates, made me feel
at home. 1 would have chosen Yelwa-Nshar as my study unit; however, Kuka was more suitable
for its unique socio-economic and locational advantages in sharing borders with Taraba State
and Nasarawa State which enabled an understanding of neighbourhood influences on the study
context. While in the field in Kuka, | was accommodated by one of my childhood friends who
I knew in Yelwa-Nshar (in Pandam). Moreover, on subsequent visits, | stayed with a relation
who lived all his life in the community. In Shendam town, my sibling, who lives and works in
Shendam town, accommodated me in his house throughout the period of my fieldwork. The

familiar people | met supported me in making arrangements to recruit participants for interview.

The contact persons who assisted me were respected persons in their social networks and the
local communities where they resided. Seeing them and introducing me as a PhD student
studying abroad, and their schoolmate, friend or relation facilitated quick access and willing
acceptance by key political, social, and community leaders to undertake the study. Subsequently,

I gained enough confidence from members of the study communities, where many of them

8 A nickname or endearment that characterised Plateau State for which it is known within and outside Nigeria
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volunteered to participate and shared relevant personal stories, and official / unofficial
information. The research participants consisted of traditional leaders (Ward Heads or Sarkin
Gari and Mai’angwas), heads of public offices, social group leaders and individual male and
females, among whom were married and unmarried people. The co-operation | received from
the research subjects in Plateau State study sites was overwhelming. A researcher who came
from outside the study settings may not have experienced this support. As an insider, | was
magnanimously supported due to the communalities | shared with the people and this bridged

the differences from which an outsider would not necessarily benefit.

The rapport built, to a great extent, facilitated their kind reception and confidence, which
enabled a supportive atmosphere and the freedom to share intimate personal experiences and
knowledge regarding issues on which the study addressed. | observed that the participants were
often happy to share their narratives with someone (me) who had a genuine interest in their
experiences. Incidentally, | was aware of the extent to which | should examine their social
experience, which essentially reflected their situation, because their story had not been
previously shared; thus, | owed the duty of ensuring their views were respected. Most
importantly, my awareness of the study communities, and my past knowledge and rapport with
the participants were useful tools that worked best to understand social realities in the
construction of knowledge to improve sustainable health. The field exercise was achievable
because | set out unprejudiced boundaries in the selection and interaction with participants in
order to gain insight into the experiences shared. Thus, my rapport did not affect data on sexual
behaviours, HIV/AIDS knowledge and attitudes, social group, social capital and HIV/AIDS

activities.

Quite frankly, my marital status, gender and religious identities, to a certain extent, became
obstacles to access some communities and individual participants whose experiences were key
to providing information for the research. Married men were easily accessible and open to
listening to why | came to their communities. However, some of the unmarried residents |
contacted thought I was attempting to snoop into their sexual and health lives to report to their
friends or religious leaders, who could treat them as being promiscuous and harm their
reputations. The married women, particularly Muslims, were initially doubtful and resistant.
The suspicious attitudes displayed towards me were linked to cultural and religion beliefs that
play a significant influence in the lives of the majority of people in the study locations. The
tensions my gender and religious affiliation raised were due to the lingering disharmony

between Christians and Muslims in Nigeria (Rudloff, and Vinson, 2021; Paden, 2015; Last,
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2007; Aguwa, 1997). In Plateau State, most communities were separated by religion. The
Christians clustered together, as did the Muslims (Rudloff, and Vinson, 2021). This divide
raised much concern to me at the initial fieldwork preparation about free entrance into
communities or streets were predominantly occupied by Muslims. Of more concern was that
Muslims do not allow a male visitor to see single or married women nor permit close contact
or entry into the house. The doubts about me were even more challenging, when | was suspected
of being a potential spy, disguised to seek information that could be used in an attack. Literature
indicated that Christians and Muslims have not been good terms, which translated into incessant
conflict and violence over the last one and half decades; thus, it can be risky for a Christian to
visit a mostly Muslim enclave (Oosterom, and Sha, 2019; Osaretin and Akov, 2013; Gofwen,
2011; Krause, J., 2010; Best, 2007; Fwatshak, 2006). The suspicion about my genuineness was
one of the most difficult moments of my entire fieldwork experience, whose intensity | never

envisaged as an insider.

The initial refusal to participate in the research by some research subjects due to certain
personality traits | possessed, troubled me. However, | took a short break and strategised; then
| returned with ideas about utilising my past experiences and networks to win the confidence
of the communities. Consequently, | had access to individuals who volunteered to share their
stories in an informal interview. While it was not possible for everyone to have confidence in
me, the majority of people | met were willing to partake in the study, and subsequently referred
me to another person in the community. The deep concern | naturally displayed on the social
situation that most young and unmarried people were facing, and the unbiased approach to
relating with them in their different clusters, facilitated conversations that inspired volunteers
to open up to me, and consent to partake in the research. Moreover, my social network (of
friends, past students, colleagues, including distant relations) among who at the time were
natives or knew someone that resided in the communities, introduced me to key local

community and religious leaders.

The leaders, upon hearing | was a student from a foreign University, and a University academic
at home undertaking research, showed me goodwill. To them, I had the ‘potential to influence
policy in the near future to leverage political, social and economic resources’ that could improve
livelihoods. This experience created a rapport between us, from which they then advised that
my first contact should always be the Local Government Council (LGC) Chairperson for
notification about my research activities. The counsel given and actions taken, facilitated access

to the District Heads, who introduced me to the Mai-angwas who ensured | was safe throughout
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my fieldwork in the communities. To reduce contempt or rejection, | spoke some Arabic words
that Muslims frequently use for salutation or to welcome a Muslim, such as ‘“assalamu
alaikum® and the reply is, “Mualaikumsalam”*° as the culture of the people requires. The
flexibility in my approach to undertaking the data collection exercise prevented me from the

social distance that my status would have created between the study communities and me.

Only one organisation in Plateau State rejected my request for the data collection and issued
me a letter of refusal (see Appendix C7, page 474). Jos, where | lived and worked after leaving
Shendam, and is indeed a home, was where | had close contact with the Coordinators and
Project Officers of CSOs (some of whom were my colleagues and bosses). The rejections |
experienced in the field were handled with caution to avert barriers to getting close to people

and gain their confidence to volunteer to participate in the study.

3.8.2 Outsider ‘At Home’ Or ‘Within’ Experience

In Nasarawa State, one of the study locations with a high/rising HIV prevalence, | had
experiences | can describe as an outsider-at-home or an ‘insider apart from’. Relph (1976) first
described the concept as ‘existential outsideness’ in which I had a sense of being a stranger and
feelings of being away from home. The field exercise was initially demotivating in Nasarawa
State, particularly in Lafia town and in Assakio. | had frustrating situations involving refusals
to participate in the study by key participants. While the refusal to participate in the study
demonstrated agency, the participants had to exercise their will power on sharing personal
information. Based on the significance of the pragmatic approach in understanding social
phenomena, my experience as a researcher and my relationship with the research subject in
Nasarawa State was essential (Morgan, 2014; Feilzer, 2010). As such, being assertive and
purposeful in my attitude towards navigating issues arising from an unfamiliar setting was
inevitable.  The attitudes were essential to assure acceptance in bridging social distance
between the researcher and the research participants (Burns, 2016) and ensure relevant

information from the communities.

Similar to the procedures implemented in Plateau State in the strategies for sampling
participants for an interview, | had preliminary visits to the communities | chose for the
fieldwork based on the criteria outlined (see Table 3.11, page 128). Besides other individuals

| targeted to recruit for interviews, my study participants involved sex service providers,

9 Interpreted to mean peace be unto/with you
10 Generally means peace be also with/upon you
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commonly known Commercial Sex Workers (CSW), men who have sex with men (MSM), and
people who inject and use drugs (PWID) who live in Lafia town. These groups of vulnerable
people are often harassed by the security agencies, generally stigmatised and their lifestyle
criminalised in the community where they live. The manner in which they are treated has made
them devise means of survival and avoid the tricks used by state security services to track them.
The defence was why, even at the request of the NGOs that directly support and empower them,

should they meet me for an interview.

| understand their struggles. My experience in caring for people who live openly with
HIV/AIDS shows that other researchers (both insiders and outsiders), have interviewed them
and after disclosing intimate and sensitive information about themselves, they have ended up
reading about themselves on the pages of public documents with details that can easily be traced
to them. This suggests that some insiders in the past were unable to protect the vulnerable study
population, and instead, some of whom the laws criminalised and the society discriminated
against in terms of their sexuality, social behaviour and health condition (HIV status). The
situation made it difficult for the most at-risk groups to volunteer or open up to researchers (like
me) who were undertaking genuine studies, which respect and maintain research ethics that

protect their vulnerability (Chamberlain and Hodgetts, 2018; Pawelz, 2017).

Individuals who were not part of the most at-risk subgroups mentioned above and civil society
organisations refused to participate in my study. One of the participants declined an interview
at the point we started talking about sexual behaviour and HIV/AID. To him, his wife might
have conspired with me to find out about his private life and HIV status to report back to her.
Incidentally, this man had some disagreements with his wife on issues that related to sexual
infidelity and HIV risk that had raised tensions between them. Again, | approached a young
lady to seek her participation in my research, after studying the research information sheet I
handed over to her, she excused herself from offering any information to avoid recounting
painful memories of past abuse that could traumatise her. Moreover, five Civil Society
Organisations (CSOs) turned down my request to interview their programme or project officers
about their involvements in social and development services, including HIVV/AIDS, sexual and
reproductive activities. The organisations suspected | was a spy, perhaps for one of their donors,
who had sent me to investigate how they utilised funds disbursed for the implementation of
HIV/AIDS prevention activities. While doubts and subsequent rejections to partake in my
research were understood, possibly because of my status as a foreign student and an outsider

(in Nasarawa State), collecting data in their organisations was a threat. The rejections |
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experienced were shocking, probably because | initially viewed myself and approached the
entire research as an insider, a foreign student who returned to his country to undertake research.
However, the people and their culture made it challenging to access them, as in Plateau State.

It appears that people who volunteered to share their stories during the interviews were, in the
past, given money as a reward for their time. Knowing | was a middle-class income earner,
some participants thought | came with money to give whoever agreed to respond to my
interview. Those who accepted to volunteer in the research anticipating payment expressed their
disappointment because | did not meet their expectations. Ethically, giving monetary gains to
research participants has great potential for inducement, as the interest to participate in research
may be for their benefits, which often introduces social desirability bias. Also, as in Plateau
State, my gender and religious background was a barrier to gaining access to some participants,
which was more challenging in Nasarawa state, Lafia town that was predominantly Muslim.
Although religious conflict violence was not as common as in Plateau State, the Ombatse cult
militia group constituted a security threat that meant a particular community thoroughly grilled

and denied me entry, and did not give me audience to explain my mission on the first visit.

At home, my experience in Nasarawa state was indeed as an ‘existential outsider’; it was
characterised by doubts and refusals that would have affected my relationships and the quality
of the research data, if | had not been prepared to take the initiative. Most importantly, | took
time to reflect on the entire experience in Nasarawa State and decided to rely on the research
and ethical training I received at the University of Sheffield before my confirmation review and
the fieldwork. This gave me the wisdom and skills that facilitated access to the multiple layers
of the formal and informal processes associated with meeting community leaders for approval
to undertake the data collection (Reeves, 2010). The ethical certifications and permissions
obtained from relevant groups (see section 3.9, pages 147 -148) along with painstakingly
explaining my research objectives, | was acknowledged and validated which enabled my visits
to communities in the field chosen as the study locations. | observed the people culture that
demanded bending low to show a mark of respect to elders. | also removed my shoes and sat
on the floor (as tradition required) when meeting a top community leader. In building early
contacts with participants, on many occasions, I bought some fruit, local drinks or snacks. I also
quickly learned some of the words they frequently used in their local dialect for greetings and
their names. The efforts were essentially adjustments as an outsider in Nasarawa State that
aimed to successfully build trust and minimise social distances in the data collection. The

opportunities that had shaped my belief, behaviour and knowledge ensured unbiased and
146



unrestricted interactions with the participants I interviewed and observed. Although I had no
privilege to directly interview the MSM, I interviewed some key persons who provided them
with social, economic and health prevention services. The key informants shared their
experiences about societal and institutional barriers including laws and norms that discriminate
and criminalise the people, who become isolated and exposed to behaviour that increases HIV
risk. Moreover, the recognisance visits | made to the State AIDS Control Agency and the
Ministry of Health, Primary Healthcare Development Agency recognised my status as a foreign
scholar and thereby introduced me to their partner-organisations (mostly CBOs) and

community leaders, who subsequently accepted and participated in the research.

In all, I had good and unpleasant experiences in the field; however, my status and experience
as a researcher helped me to navigate the situations with no significant impact on the study. It
was obvious that my understanding of some aspects of the participants’ norms was limited. |
was unable to unequivocally relate to certain individual participants and their subjective
experience. Though | have been able to manage attitudinal and cultural shocks, as an insider
and outsider-at home, the experiences the participants shared with me prompted contemplation
on some retrospective questions, such as:
* Did my identity and participants’ experiences during the interviews add value to this
study?
= Was | compassionate to the participants and the conditions that exposed them to HIV
risk or was | biased?
* Did I put myself in the participants’ situations to know how they were feeling?
My sincere response to all these reflections is in the affirmative because the experiences they
shared with me contextualised and provided evidence on the social epidemiology of HIV in the
construction of knowledge. Hence, the research offered a privileged opportunity to explore
sexual and social complexities in social epidemiology to support the local achievement of
sustainable sexual health and the eradication of HIVV/AIDS by 2030.

3.9 ETHICAL CONSIDERATIONS

Research on sexual behaviour, social relationships and HIV/AIDS are complex because they
focus on the personal lives of people. There is stigma and trauma in research activities involving
vulnerable people and on subject a society deemed as private; it is therefore important for the
researcher to ensure their protect the rights and gain the confidence of participants (Orb, 2001).
Based on the axiological position that underpinned this research and noted as the first layer,
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ethics concern confidentiality including the protection of participant identities and anything that
may link the information they provide to their personality. The privileges given by interviewees
by sharing their personal views and private lives were highly respected, and their rights to the
safety and protection ensured personal information. The essence is to ensure the ethics
associated with conducting sensitive research, which was carefully observed to avoid harming
the feelings, opinions and personality of the participants (Creswell, 2009). To this end, ethical
approval was sought and obtained from the Ethics Committee (see Appendix C1-C6, pages 468
- 473) of the University of Sheffield, United Kingdom (with Reference Number: 009229, page
468). In Nigeria, ethical clearance to undertake the research was obtained from the Ethics
Committee of the Plateau State Specialist Hospital, Jos (Reference Number: NHREC
/09/23/2010b, 471). The Ethics Committee at the Nasarawa State Ministry of Health Lafia also
issued approval (Number: NHRECIi8/06/2017, page 471). Furthermore, permissions were also
given by Plateau State Ministry of Health in Jos and the Nasarawa State Primary Healthcare
Development Agency in Lafia (see Appendix C3 and C6, pages 470 and 473). In Nigeria,
informal consultation with a psychologist was undertaken to manage a participant who could
be traumatised in the process of providing information about past encounters with painful

memories.

Each participant interviewed was first given an invitation letter along with the Research
Information Sheet. Participants who agreed to participate and share their opinions and
experiences were contacted to make further arrangements. Consequently, a convenient venue
and time were scheduled for the interview exercise. Interviews lasted between 35 minutes to 1
hour 35 minutes. Interview questions guided the discussion with the key informant and semi-
structured interviews. Prior to the start of each interview, the research information sheet
containing details about the study and the role of the interviewee was again discussed, in case
he/she had not read or understood the information before the interview. For participants who
could not read the English Language, the information sheet was translated into Hausa, while
for participants who could not read either English or Hausa, the document was read and
explained to them and they were able to affirm a clear understanding. Emphasis was also
verbally placed on anonymity regarding the personal information the participant would share;
this aimed to provide reassurance before each interview commenced. After confirming that the
information about the research and the participant’s role was understood, written and signed

informed consent was obtained before the discussion commenced (Bryman, 2102).
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3.10 LIMITATIONS OF THE STUDY

This study utilised cross-sectional and community-based data on sexual behaviour and
HIV/AIDS that had some shortcomings. Drawing from the indicators of sexual behaviour, as
highlighted by UNAIDS and Slaymaker et al., the NDHS data had some inconsistent
behavioural variables in the three survey years. Some variables were not within the datasets,
such as: whether a respondent paid for sex or had multiple non-marital sex, and sexual
behaviour amongst commercial sex workers, men who have sex with men and people who inject
or take drugs. Social and structural factors were completely absent in the data. Thus, relevant
variables not directly collected were subsequently constructed by merging or extracting from
certain characteristics. This helped to develop a number of indicators of sexual behaviour (see
behavioural variable construction (on pages 99 - 101.). The qualitative approach was therefore
used to collect social and structural factor variables that were completely unavailable in the

survey datasets.

There were also low responses to variables such as extramarital and nonmarital sex. The
problem lay with the extraction of state level data from surveys that were primarily designed as
a national survey. The local or state response rate was inconsequential to the overall response
rate. Moreover, the 2003 survey data had a low response rate because it was the first to involve
a male sample in addition to the regular female samples in past surveys. As can be seen in the
data, subsequent surveys had robust data. To enable validity in the results, the 2003 data was
excluded in some of the analysis in Chapter Four, as it did not meet the requirements for certain
analyses, like the Z-test. In addressing the low responses the analysis used percentages to
standardise variations in the response share size; this enabled the easy comparison of
occurrences. In situations where the responses did not meet requirements for statistical analysis,
the varaibles were excluded. This was to prevent error and ambiguity in the examined pattern

of sexual behaviour.

The selection of a case study of high or rising HIV may not adequately represented a perfect
situation in Nasarawa State. Benue State was the initial appropriate location chosen when the
research was conceived. However, due to security exigencies beyond the researcher’s control,
it became impossible to travel to Benue State. The State was enmeshed in violent conflict that
claimed lives and therefore meant it was too risky for research activities. Hence the
neighbouring state, Nasarawa, was selected as it also had a high and rising HIV prevalence.

The HIV prevalence of Nasarawa State meant it was the only state consistently higher than
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Plateau State in north central Nigeria. Moreover, both States were initially one before being
split into their current boundaries (Figure 3.5, page 120). To carry out the fieldwork exercise,
the researcher travelled between Plateau and Nasarawa States; this saved time and resources

that would have otherwise slowed the process.

When engaging with the interview, married women were unwilling to share information about
their sex lives due to uncertainty as to whether the information would reach their spouses and
cause trouble within their marriage. Stigma and discrimination associated with HIV/AIDS
meant some participants declined to offer further responses on issues that related to HIVV/AIDS.
The study relied on self-reported sexual behaviour and HIV status. Since there was no
information elsewhere to confirm their sexual activity, there was the risk of a social desirability
bias in the response, as participants tended to only report sexual experiences that society
considered acceptable. Moreover, some relevant NGOs and Government institutions declined
permission to access data related to the policy that the research intended to examine. These
limitations indicate that caution is required when interpreting the study findings. In handling
the challenge of women declining to respond to questions, men were asked about their spouses’

sexual behaviour by using some pseudonymised scenarios.

The essence of the pseudonymisation was to trigger discussion and responses on extramarital
sex, yet many married women were unwilling to provide their opinions. Instead of asking
whether they had ever tested for HIV/AIDS and to disclose the result, participants were asked
‘what would they do if the they know their close friend had been tested for HIV and their result
showed positive?’ This approach was useful for initiating discussion about participants’
HIV/AIDS prevention experiences. People living with HIV/AIDS were also contacted to share
their experiences before and after infection. The assurance to anonymise participant information
and the adherence to research ethics helped to reduce the response bias. AIDS control agencies
in the two states were contacted for support in gaining an introduction to certain collaborating
NGOs. The introduction and the ethical clearance gave access to the organisations interviewed.
Arrangements to interview MSM in Nasarawa State failed; the FSW were interviewed and data
obtained about the experiences of people whose social lives society stigmatised, discriminated

and criminalised.

150



3.11 CONCLUSION

This chapter presented a detailed description of the methodological approach used in the
research. The research utilised the mixed methods research design based on the pragmatism
philosophical stance. The philosophical position underpinning did not worry about the debates
surrounding the quantitative and qualitative methods, but combined strength of both methods
that were suitable in the collection and analysis of data. The mixed methods research design
had the quantitative approach at the first phase of the study to handle numeric data statistically,
foolwed and supported by the qualitative research approach in organising narratives responses
form the the participants drawn form selected urban and rural communities. The robust
quantitative and qualitative data collected were organised using appropriate analytical software.
The data were analysed separately, and the results integrated and triangulated to provide
evidence-based results and explanations to provide variables that show significant relationships.

The chapter concluded with explanations on the research ethics and limitations of the study.
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CHAPTER FOUR
SEXUAL BEHAVIOUR AND THE RISK OF HIV INFECTION

4.0 INTRODUCTION

HIV, like other infectious diseases in a population, depends on risk factors for it to thrive.
UNAIDS (2008) highlighted that patterns of sexual behaviour in a setting influence the course
of the transmission of the virus. Understanding sexual practises that predispose the possibility
of acquiring or spreading Sexually Transmitted Infections (STIs) are useful for the prediction
of the underlying dynamics in HIV transmission (Cleland and Ferry, 2013; Slaymaker, 2004).
Therefore, this chapter examines the patterns and timings of sexual behaviour and the risk of
acquiring or transmitting HIV infection across the two study areas, Plateau State and Nasarawa
State. The States are sub-national units in Nigeria with distinctly different histories of past HIV
infection. This chapter uses Nigerian Demographic and Health Survey (NDHS) data for 2003,
2008, and 2013 to understand of the forms and timings of sexual behaviour and the risk of HIV

transmission in the study areas.

HIV infection has declined in Plateau State since 2003, while some neighbouring states, such
as Nasarawa, have experienced an increase. It is unclear what has influenced the significant
HIV decline in Plateau State and why this has not been experienced in neighbouring states;
therefore, this is the focus of the thesis. The thesis answers critical questions on the factors that
facilitate or limit the risk of HIV infection, for example: Why does the HIV rate continue to
decline in Plateau State but fails to decrease in Nasarawa State? The subsections below draw
on quantitative NDHS Analysis and qualitative interview data to investigate key indicators of
sexual behaviour associated with HIV transmission in Plateau State. Each of the eight indicators
is analysed by the place of residence (urban/rural) and survey year. Due to the small sample
size in 2003, results on condom use are based on the 2008 and 2013 surveys. Within the tables

throughout the chapter, statistically significant differences in behaviour are highlighted in bold.

The analysis of the NDHS focused on the seven essential indicators of sexual behaviour
identified in the literature as significant to the acquisition or transmission of HIVV/AIDS in a
setting (Mercer, 2010; Slaymaker and Buckner, 2004; Slaymaker, 2004; Slaymaker et al., 2004).
The literature revealed that where a person lives matters more to health behaviours than who
that person is, which is explained by the substantial differences between place, especially
between urban and rural areas (Matthew et al., 2017; Pateman, 2011; Kiadaliriet al., 2011: Hale

et al., 2010; Chan and Godman, 2006). The analysis, therefore, includes the following seven
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NDHS behavioural variables that constitute the sections of the chapter. These aim to
demonstrate an understanding of the nature of human behaviour between urban and rural areas.

The layout of the chapter is as follows:

= Section 4.1 examines the age at which a person first had sex <15 years.

= Section 4.2 describes sexual practises among unmarried people.

= Section 4.3 explores sexual practises among married people (in/outside marriage).

= Section 4.4 investigates types of sexual partner (regular and casual partners).

= Section 4.5 examines those who have been sexually active in the last four weeks (as a
measure of frequent sex).

= Section 4.6 considers condom use with attitude towards HIV testing.

= Section 4.7 describes the incidences of sexually transmitted diseases (STDs).

In each section, a comparison of unprotected sex is conducted for the indicators of sexual
behaviour to understand the likely sexual risk of HIV acquisition or transition within and

between those living in Plateau State and Nasarawa State.
4.1 AGE AT FIRST SEXUAL INTERCOURSE

An individual’s age at the time of their first sexual experience is a necessary measure of sexual
health (Jarrett et al., 2018) and points to the susceptibility of the reproductive organs during the
onset of intercourse (AFU, 2016; Nour, 2006). This particularly affects girls who have a higher
tendency of establishing a risky lifestyle that includes multiple sexual partners and suffering
violence at a later age (YYaya and Bishwajit, 2018; Cortez et al., 2015). The reason for this early
sex may be due to variations in the age of first sexual consent and marriage among younger
people. The national constitution specifies 18 years of age for sexual consent and for a person
to marry. This provision varies as the Sharia Penal Code defines an age of 13 years as the age
of consent (Cole, 2015). Moreover, parents have the power to give their daughter away in
marriage without her consent (Antom and Umar, 2019). These acts facilitate early sexual
intercourse which makes young people vulnerable to unwanted pregnancy and early marriage
(Cortez et al., 2015). Research suggests that people who start sex early in life are likely to
experience unsteady relationships and suffer sexual exploitation later in life (White et al., 2000)

and it is also associated with HIV infection in Sub-Saharan Africa (Stock et al., 2013).
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4.1.1 Age at First Sexual Intercourse in Plateau State

Analysis of the NDHS data revealed that, age at sexual debut at age >15 years decreases while

it increases at first encounter at age <15 years among both urban and rural residents (Table

4.1A). For instance, first sex before a person attains age 15 years rises for times (2.3% to 9.9%)

between 2003 and 2013 in the rural areas more than in the urban areas. A close look at the

results in implies rising HIV risky sexual behaviour in rural areas.

Table 4.1A: Age at First sex in Plateau State, Nigeria DHS 2003 — 2013

Age at First Sex

. Goodness of Fit Test
Age at First Sex 5
<15 years 215 years old (X2)

LRI 3.0% (2) 97% (64) 64.000, p=0.000*
2003 eI 2.3% (4) 97.7% (171) | 159.4, p=0.000*

= 2.5% (6) 97.5% (294) 270.8, p=0.000
UL 7.5% (24) 92.5% (295) 230.2, p=0.000*

2008 IR 5.0% (57) 95.0% (1089) | 929.3, p=0.000*

e 5.5% (81) 94.5% (1384) | 965.4, p=0.000*

SIE | 4.5% (9) 95.5% (190) 264.7, p=0.000*
2013 SIS 9.9% (65) 90.1% (589) | 856.3, p=0.000*

IR 8.7% (74) 91.3% (779) 582.7, p=0.000*
Al U e 6% (35) 94% (549) 1503.541, p=0.000*

GUEIR 6.4% (126) 93.9% (1849) | 452.154, p=0.000*

LI 6.3% (161)

93.7% (2398) 1955.517, p=0.000*

*P<0.01

Unprotected sex
at age < 15 years

Total 72.8% (59)

UTable 4.1B: Unprotected sex at age <15-year old in Plateau State

Data Source: NDHS 2003, 2008, 2013

All years

Urban 62.5% (15/24)

Rural 77.2% (44/57)

Z-test

91.7% (55) 70.8% (114)

66.7% (6/9) 60.0% (21/35)

75.4% (49/65) 73.8% (93/126)
z=-1.358, z=-0.561, z=-1.590,
p=0.087 p=0.287 p=0.053**

**P>0.05

Data Source: NDHS 2008 and 2013

Although there is not enough statistical evidence to conclude that a disparity exists in the

unprotected sexual debut before the age of 15 between urban and rural populations in the 2008

and 2013 surveys, Table 4.1B generally shows that unprotected first sex before age 15 years

11 7-test in Table 4.1B shows the cases of those who had unprotected sex first at age <15 years while Table 4.1A shows the
total sample of those who had their sexual debut before they were 15 years of age.
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increased between 2008 and 2013, and was more likely among rural than urban dwellers in the
pooled data (60.7% vs 73.8%, p<0.05).

In addition to the survey results, responses from in-depth discussions reveal that young people
initiated sex at an early age. Participants’ views about the age young people started to have sex

are presented thus:

“In my time, girls do have sex with their husband at marriage. The men also
had sex when they have reached puberty. When they start secondary school
and are free from the watch of parents, it becomes worse. In school, they meet
different children from different places, who teach them all this bad behaviour”
(Rural, married male, 58 years old_PL203)

“Boys and girls in rural settings now have no shame at all. | have seen a girl
of thirteen years old pregnant. Once a girl’s breast starts growing, you see all
these boys around her like flies. If you do not see the boys around the girl, she
is either pregnant or has relocated to another place... Yes, the young children
are testing the forbidden fruit very early in this generation”

(Urban, married male, 46 years old_PL300).

The quotes above from gatekeepers in the communities highlighted that the lack of parental
supervision and the influences exerted by peers in school and the development of girls” external
sensitive organs, make young people vulnerable to early sex, and indicate that these factors are
responsible for recent incidences of underage sex (Yaya and Bishwajit, 2018; Durowade et al.,
2017; Cortez et al., 2016). A participant further highlighted that there are ongoing efforts to
reduce the way young adolescents are exposed to the risk of sexual and reproductive health
challenges:

“The parents, schools and community groups have been provided with the
necessary skills to assist the young people with appropriate information about
the danger in starting sex early to make them safe and live for a better future.”

(Urban, married male, 38 years old_PL400)

The above account may have been responsible for low sexual risk among the urban dwellers at
the first sexual experience and contributed to the overall decline in prevalence in Plateau State.
Chapters Five, Six and Seven discuss in detail on factors that influenced the risk of HIV

acquisition or transmission in Plateau State.

4.1.2 Age at First Sexual Intercourse in Nasarawa State

Table 4.2A presents the age of sexual debut across urban and rural areas of Nasarawa. The
result reveals that the vast majority started to have sex at the age of 15 and older and appears to

stabilised in the three surveys. Whereas, first sexual experience before the age of 15 years
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appears slightly decresed in urban (8.3% to 7.8%) areas and increased in rural populations (7.1%
to 10.5%) between the 2003 and 2013 surveys. The rural population were expose to risky sxual

behaviour more than in the urban settings.

Table 4.2A: Age at First sex in Nasarawa State, Nigeria DHS 2003 — 2013
Age at First Sex Goodness of Fit

<15 yearsold =215 years old Test (X?)
Urban 8.3% (2) 91.7% (22) 16.667, p=0.000*
Rural 84 | 7.1% (6) 92.9% (78) 61.714, p=0.000*
Total 108 | 2.6% (8) 97.4% (100) | 95.144, p=0.000*
Urban 212 | 8.5% (18) 91.5% (194) | 146.113, p=0.000*
Rural 1189 | 8.5% (101) 91.5% (1088) | 819.318, p=0.000*
o= 1401 | 8.5% (119) 91.5% (1282) | 965.431, p=0.000*
Urban 141 | 7.8% (11) 92.2% (130) 100.433, p=0.000*
Rural 698 | 10.5% (73) 89.5% (625) | 436.539, p=0.000*
Total 839 | 10.0% (84) 90.0% (755) | 535.640, p=0.000*

Variables

Vel 377 | 8.2% (31) 91.8% (346) | 263.196, p=0.000*
1316.753,
All the 1971 | 9.1% (180) | 90.9% (1791)
p=0.000*
surveys
1579.845,
2348 | 9.0% (211) | 91.0% (2137)
p=0.000*
*p<0.01 Data Source: NDHS 2003, 2008, 2013

Table 4.2B shows no statistical significance for unprotected first sex before age 15 years in
Nasarawa State, as most urban dwellers engaged in unprotected sexual activity at an early age
(under 15 years). Although there is no robust evidence to support the rise in unprotected first
sexual experiences among urban (22.2%) and rural (6.9%) areas in the 2013 survey, the pooled
data indicates that slightly more urban dwellers (87.71%) were more at risk of sexual and

reproductive health challenges than rural inhabitants (78.7%).

12Table 4.2B: Unprotected first sex at age under 15 years in Nasarawa State
Unprotected sex at age < 15 years
2008 | 2013 All the surveys

Variables

Total 75.6% (90) 84.5% (71) 80.1% (169)
Urban 77.8% (14/18) 100% (11/11) 87.1% (27/31)
Rural 75.3% (76/101) 82.2% (60/73) 78.9% (142/180)
Z-test z=0.230, p=0.409 z=1.339, p=0.090 | z=1.057, p=0.145
*p<0.01, **p<0.05 Source: NDHS 2008 and 2013

12 Table 4.2B is the cases of those who had unprotected sex at their first age <15 years old by the total sample of those who
ever had sexual debut before they were 15 years old in Tables 4.2A.
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As with Plateau State, interview participants reported that young people are increasingly
beginning to have sex at an earlier age than expected. The qualitative research participants in
both urban and rural areas were of the view that an early sexual debut has a link with early

menarche®. A key informant expressed her understanding as follows:

“The young people in the city look very innocent, but what they know about
sex will surprise you. Most of them have sex at thirteen, twelve, and even at
age eleven years old. Once a girls’ breasts start growing, the boys and even
the girls would want to experiment how sex feels ... I know girls who became
pregnant and married at a very young age”

(Rural, married female, 51 years_NS702).

While the participants revealed a rise in early sexual debut, their opinions corroborated the
survey result about signifcant sexual activity among those aged <15 years old without the use
of a condom. Key persons in the community who undertook efforts to mitigate the trend

articulated the reasons for sexual risk at an early age:

“...some of the young boys and girls do not know about a condom. Those who
know about the condom, considered it embarrassing to be seen at the chemist
stores ask for one to buy. It does not bother them whether a condom is use or
not during sex”

(Urban, female, 33 years old_NS715)

“Agirl I counselled has a much older man who promised to use a condom on
her during sex because she complains about becoming pregnant if protection
is not use. Unknown to her, the person does not use it and keeps promising to
take care of her even if she becomes pregnant. This is how the older men who
are already exposed to sex often deceive the young girls with sweet words and
end up putting them in danger. If a girl only becomse pregnant she is very
lucky. The problem is she gets the disease that has no cure”

(NSss Programme officer for 4 years).

A participant pointed out that the traditional system that upholds morality and strictly
responsible behaviour among young people has deteriorated in recent times, and this is

considered a possible reason for young people’s exposure to bad peer influence.

“Our society has changed for the worse now. In the past, children learned
about morality with emphasis about the existing norms on sexual abstinence.
Now, people do not take the responsibility seriously anymore and the children
are left at the mercy of their friends, who feed them with wrong information
about their sexuality, and that is why they grow and know nothing about the
values we held. They start sex early in life for fun. I think the trend is worse

32

now
(Urban, married female, 45 years old_NS722).

13 Development of internal and external sexual organs or puberty at age >11 years
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4.1.3 First Sex under 15 Years Old —a Comparison

Tables 4.1A and 4.2A show that a higher percentage of people in Nasarawa State engaged in
an early sexual debut than in Plateau State. In particular, the people under 15 years of age in
urban and rural areas in Plateau State were more likely to use a condom during a first sexual

experience than in Nasarawa State.

4Table 4.3: Unprotected sex at age < 15 years old by Study Location
Unprotected first sex at age <15 years

Variables z-test (2)

Plateau State

Nasarawa State

SEN 62.59% (15/24) | 77.8% (14/18) n
2008 SO 77.2% (44/57) | 75.3% (76/101) | 0.257, p=0.3917
G 72.8% (59/81) | 75.6% (90/119) | 0.445, =0.3282
ST 66.7% (6/9) 100% (11/11) n
2013 SO 75.4% (49/65) | 82.2% (60/73) | -0.980, =0.1635
AN 74.3% (55/74) | 84.5% (71/84) | -1.591, p=0.052
Al ST 60.0% (21/35) | 87.1% (27/31) | -2.489 p=0.001*
SR TE I 73.8% (93/126) | 78.8 (142/180) | -4.629 p=0.001*
IR 70.6% (114/161) | 80.1% (169/211) | -5.611 p=0.001*

*p>0.01. **p<0.05

Data Source: NDHS 2003, 2008, 2013

n = Sample does not satisfy the requirement for analysis

For instance, the 2013 survey reveals in Table 4.3 that unprotected at an early sexual debut
was less likely in Plateau State than in Nasarawa State (74.3% v 84.5%, p> 0.05). Shame in
purchasing condoms, the erosion of traditional values, early puberty and peer influence were
offered as explainations for the early sexual debut among younger people in the study.
Chapters Five, Six and Seven, provide a detailed discussion on the factors responsible for the
differences in sexual risk at a first encounter before 15 years of age in Plateau State and

Nasarawa State.

4.2 NON-MARITAL SEXUAL BEHAVIOUR

Sexual practise among the unmarried can encourage or hinder sexual and reproductive health.
For instance, those who abstain from sex have a reduced risk of sexual and reproductive ill
health. Sex with inconsistent condom use is often the root of sexual health complications among
the unmarried (Yakubu and Salisu, 2018; UNAIDS, 2009). Research has also indicated that
those who are unmarried are more likely to engage in sex with many partners, which increases
the risk of HIV infection (Teachman, 2003; Miller, 2001). Information on trends of the

14 Z-test analysis in Table 4.3 is on the unprotected first sex at age < 15 years from Table 4.1B and Table 4.2B.
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changing patterns of behaviour among the unmarried is inadequate for designing health
interventions in Plateau and Nasarawa States. For this reason, this research explores sexual
practices among the unmarried population in order to develop an evidence-based understanding
of the risk of HIV transmission in the two states. The subsections that follow discuss the
analysis of the results of participants who were not married at the time of the surveys in Plateau

State and Nasarawa State.

4.2.1 Non-marital Sexual Behaviour in Plateau State

The results displayed in Table 4.4A show that, as the proportion of unmarried respondents who
abstained from sex decreases, sexual activity increased. A close analysis of the result shows a
significant increase in non-marital sex among urban (60.7%) and rural (36.2%) residents in
2013 from 2003. Generally, as sexual abstinence decreased (74.2% to 65.5% and 55.51%) in
the surveys, non-marital sex rose (22.6% to 34.5% and 44.9%). The pooled data indicate that
over half of the urban unmarried respondents had more sexual intercourse than those in the rural
areas (52.7% vs 31.9%). Table 4.4B indicates that, despite the growing incidence of unmarried
sexual activity in urban areas, the behaviour was less likely to be unprotected compared to the
rural areas in the two surveys and the pooled data. Remarkably, unprotected, urban, nonmarital
sex decreased by twofold in Plateau State.

Table 4.4A: Non-marital sex activity in Plateau State, Nigeria DHS 2003 - 2013
Non-marital Sexual Activity Goodness of Fit

Total Everhadsex Never had sex Test (X?)

Urban 36.4% (12) 63.6% (21) 2.500, p=0.117

e 60 | 15.0% (9) 85.0% (51) 27.601, p=0.745
e 93 | 22.6% (21) | 74.2% (72) 28.033, p=0.000*
UIEnN 116 | 45.7% (53) | 54.3% (63) 0.862, p=0.353
SN 359 [ 30.9% (111) | 69.1% (248) 52.281, p=0.000*
el= 475 | 34.5% (164) | 65.5% (311) 45.493, p=0.000*
Vel 168 | 60.7% (102) | 39.3% (66) 7.339, p=0.007*
e 309 | 36.2% (112) | 63.8% (197) 2.090, p=0.148
e 477 | 44.9% (214) | 55.1% (263) 5.034, p=0.025**
UIENN 317 | 52.7% (167) | 47.3% (150) 95.736, p=0.000*
e 728 | 31.9% (232) | 68.1% (496) 0.912, p=0.340
ele 1043 | 38.1% (397) | 61.9% (646) 305.036, p=0.000*
*p<0.01, **p<0.05 Data Source: NDHS 2003, 2008, 2013

Variables

All the
surveys
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Table 4.4B: Unprotected non-marital sex in Plateau State

Variabl Unprotected Non-marital Sex
es | 2013 Al the surveys
Total | 39..0% (64) 18.7% (40) 16.1% (104)
Urban | 28.3% (15/53) 12.8% (13/102) 18.1% (28/155)
Rural | 44.1% (49/111) 24.1% (27/112) 32.6% (76/233)
z-test | z=-1.945, p=0.025** | z=-2.162, p=0.0153** | z=-5.774, p=0.001*

*p<0.01, **p<0.05 Data Source: NDHS 2008 and 2013

The current trend towards non-marital sex was also highlighted by the interviewees (Box 1)
who contended that unmarried respondents are becoming sexually active even in rural areas.
Female respondents associated the behaviour with pressure from male partners; a community
leader who argued that girls are more at risk in the event that sexual activity results in an

unwanted pregnancy corroborated this view.

Box 1: Perspectives on non-marital sexual behaviour in Plateau State
“Yes, I have been having sex. I am not sure if we have virgins today. Initially, I resolved
to be a virgin, but the temptation from peers was so much that | did not keep to my
resolution... among all my friends then, | was the only one who did not have sex”
(Urban, unmarried male, 23 years old_PL477)

“Just very few of the young people you see today have not had sex. Their generation
sees sex as fun and not a commitment. Once they are away from parents in school or
travel out, they have the freedom to do what they like..., which was why I earlier said
the girls, are more at danger... and the boys who leav them (girls) with a problem like
pregnancy, run away from the community”’

(Rural Community Leader, 61 years old_PL255).

“I have a girlfriend who I often ask for sex, even when both of us initially promised each
other not to have sex. The closer we become in our friendship, the more emotional we
were attracted to each other and feel safe to try how sex feels. Since we tried it, we could
not stop”

(Rural, unmarried female, 21 years old_PL388)

The National HIV policy states:

“...to reach young people with HIV-related communication intervention
using existing youth-related structures and networks..., Correct and
consistent use of both male and female condoms as methods of preventing
HIV, STIs and unwanted pregnancy shall be promoted through multi-media
communication approach”

(NACA, 2009, pp.13-14)

15 Z-test in Table 4.4B shows the cases of those who had unprotected non-marital sex whilst Table 4.4A shows the total
sample of those who had non-marital sexual activity.
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Its implementation across the country may have facilitated access to prevention services that
influence the risk of HIV in urban areas. As such, some respondents shared their opinions and
attributed free access to condoms. Furthermore, the perceived risk of the negative effects of

pregnancy on the lives of their friends explains the nature of risk in Plateau State:

“I was not using a condom before, but now I use it very well. I can now get
condoms free at the Healthcare Centre. Even some people came here to talk
to us about HIV and testing people free. They also gave out condoms, which |
collected plenty from them. The sensitisation on HIV is good and is what
makes guys use bulletproof (condoms) now”

(Urban, unmarried male, 26 years old_PL433)

“Our youths are wise now. They are mindful that, if a girl becomes pregnant,
both will be forced to be married, which may stop their schooling. Those who
had such experience are regretting their past actions. So, they now resort to
using condoms to prevent unwanted pregnancy. This act can also reduce

diseases that come from sex”
(Rural, married male, 41 years old_PL205).

Evidence from both the quantitative and qualitative analysis suggests that, although sex among
those who were unmarried may have persisted, the risk of STIs, protective measures during sex,
and the willingness to use such measures may have reduced risky sexual behaviour with
reproductive and other health-related benefits. Thus, the behaviour change resulting in the use
of a condom might have contributed to the decline in the rate of HIV infections (Adelekan et
al., Adelekan et al., 2017a, 2017b, 2017c, and 2017d)

4.2.2 Non-marital Sexual Behaviour in Nasarawa State

Tables 4.5A and 4.5B present the result of the analysis on sexual activity among the unmarried
population in Nasarawa State. It is apparent from these tables that, as total sexual abstinence
decreased between the surveys, there was a clear increase of non-marital sexual activity, and
most was reported among rural residents. For instance, in 2003, the proportion of non-marital
sexual activity in urban (14.3%) and rural (33.3%) areas rose to 54.1% (urban) and 56.9% (rural)
in 2013. Overall, non-marital sexual behaviour rose steadily from 29.0% to 49.2% and 56.2%

in the three survey years, with over half of the unmarried population engaged in sexual activity.

161



Table 4.5A: Non-marital sexual activity in Nasarawa State, Nigeria DHS 2003 — 2013
Non-marital Sexual Activity
Variables Never had

Goodness of Fit

Total  Ever had sex Test (X2)
sex

14.3% (1) 85.7% (6) 3.871, p=0.054
24 33.3% (8) 66.7% (16) 2.667, p=0.102
31 29.0% (9) 71.0% (22) 3.930, p=0.047**
71 43.7% (31) 56.3% (40) 1.141, p=0.285
392 | 50.3% (197) 49.7 % (195) | 0.010, p=0.920
463 | 49.2% (228) 50.8% (235) 0.106, p=0.745
133 | 54.1% (72) 45.9% (61) 0.910,p=0.340
346 | 56.9% (197) 43.1% (149) 6.659, p=0.010*
479 | 56.2% (269) | 43.8% (210) | 7.267, p=0.007*
211 | 49.3% (104) 50.7% (107) 0.430, p=0.836
762 | 52.8% (402) 47.5% (360) 2.315, p=0.128
973 | 52.0% (506) 48.0% (467) 1.563, p=0.211

5 Data Source: NDHS 2003, 2008, 2013

*p<0.01, **p<0.

6Table 4.5B: Unprotected non-marital sex in urban and rural Nasarawa State

Variabl Unprotected Non-marital sex
es 2013 All surveys
0= 55.3% (126) 33.8% (91) 47.1% (220)
OI{E I 51.6% (1631) 22.2% (16/72) 32.0% (33/103)
RUEIN 55.8% (110/197) 38.1% (75/197) 47.5% (187/394)
rig i 7= -0.440, p=0.330 | z= -2.432, p=0.008** | z= - 3.840, p=0.000*
*p<0.01, **p<0.05 Data Source: NDHS 2008 and 2013

Table 4.5B illustrates that unprotected sex involved sexual behaviour among the unmarried.
Although sexual activity did not differ in 2003, unprotected behaviour changed between 2008
and 2013. However, there was a significant difference in non-marital sex between the urban and
rural population in 2013 (z= -2.432, p<0.01) and in the pooled data (z -2.806, p<0.01). While
this pattern of behaviour signals a growing concern of potential sexual risk, it is consistent with

the fielded in-depth discussions, as follows:

“My friend connected with the second man I had. The guy told her he likes to
marry me. Since then, he has been nice to me. | do not see anything wrong
making love with him, because he takes care of my needs”

(Rural, unmarried female, 23 years old_NS724).

A well-known urban community leader expressed his worry over the rising sexual activity

among young people, attributing the blame to the environment in which they grew up, which

16 7-test in Table 4.5B is the cases of those who had unprotected non-marital sex by the total sample of those who ever
had non-marital sexual activity from 4.5A.
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forces them to leave their homes for better opportunities elsewhere, and thus become exposed
to risky sexual opportunities, including selling or buying sex:

“The youths have to survive... even after doing well in school; the current
economic situation does not provide them with the necessary support to
contribute their skills to our progress. These young people must travel from
city to city for jobs. Many had to settle as restaurant or bar attendants, while
other youths become commercial motorcyclists. Leaving home for livelihoods
away from home most times are augmented by selling sex for extra income by
the ladies”
(Rural, married male, 48 years old_NS907)
The above views suggest that economic conditions associated with a lack are often responsible
for the engagement in sexual activity by unmarried people. The behaviour is increasing among
unmarried young people who are at risk of unwanted pregnancy and contracting STIs, including
HIV, as they migrate to make ends meet (Tran et al., 2018; Adanikin et al., 2017 ; Xu et al.,
2013; Tang et al., 2011 ; Oyapock et al., 2008 ; Smith, 2004). This situation is more likely to
affect women who, in this context, may have entirely depended on men for support and were
unlikely to insist on the use of a condom during sex for fear of rejection. The lack of agency to

resist risk has implications for HIV acquisition or transmission in the State.

4.2.3 Non-Marital Sexual Behaviour: A Comparison

Tables 4.4A and 4.5A show that more of the unmarried urban population in Plateau State had
sexual activity than in Nasarawa State, while rural dwellers in Nasarawa State engaged in
sexual activity more than in Plateau State. Generally, the proportions of nonmarital sex in
Nasarawa State (29.0%, 49.2% and 56.2%) were more than in Plateau State (22.6%, 34.6%
and 44.9%). Moreover, a larger proportion of people in Plateau State abstained from sexual
activity than in Nasarawa State. Safe sexual behaviour was more likely in rural than in urban

Plateau State, whereas sexual abtinence was more likely in urban than in rural Nasarawa State.

Table 4.6 reveals that in the survey years and pooled analysis, the proportion of unmarried
respondents who lived in the urban and rural areas of Plateau State were more likely to use a
condom during sex than those in Nasarawa State. There was a significant difference between
unprotected sex in Plateau State and Nasarawa State in 2008 (39.0% vs 55.3%, z= -3.173,
p=0.001), in 2013 (18.7% vs 33.8%, z= -3.717, p=0.000), and in the pooled data (16.1% vs
47.1%, z=-11.239, p=0.000). As highlighted in section 2.7.3, the outcome of higher unmarried
sex and the non-use of condoms are indicators that the unmarried population is sexually active
and at risk of HIV transmission (Wu et al., 2018). The likely explanation for sexual risk among
unmarried respondents in Nasarawa State may relate to a quest for sexual sensation during sex,
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which a condom is ostensibly reported as reducing (Higgins and Wang, 2015; Davis et al.,
2014; Randolph et al., 2007). Moreover, many out-of-school youths surviving on the streets
in the State, particularly girls who hawk on the street to make a living (Oyediran et al., 2011)
are more vulnerable to sexual risk. This risky behaviour may have contributed to the HIV

infection rates in Nasarawa State.

Table 4.6: Unprotected Non-marital Sex by Study Locations

Variables

Non-marital Sexual Activity

Plateau State \ Nasarawa State

z-test (2)

U[T:uM 28.3% (15/53) | 51.6% (16/31) | -2.136, p=0.016*
700N =TT B 44,106 (49/111) | 55.8% (110/197) | -1.972, p=0.024*
G 30.0% (64/164) | 55.3% (126/228) | -3.173, p=0.001*
UEUM 12.8% (13/102) | 22.2% (16/72) | -1.652, p=0.049**
PN N 24,106 (27/112) | 38.6% (75/197) | -2.424, p=0.001*
A1 18.7% (40/214) | 33.8% (91/269) | -3.717, p=0.000*
PN 18.1% (28/155) | 32.0% (33/103) | -2.915, p=0.002*
survey SO 32.6% (76/233) | 47.5% (187/394) | -3. 640, p=0.000*
A1 B 26.8% (104/388) | 44.3% (220/497) | -5.350, p=0.000*

*p<0.01, **p<0.05 Data Source: NDHS 2003, 2008, 2013

In comparison, low rates of nonmarital sex and the use of condoms in Plateau State may have
links with religious values that promote abstinence and discourage sex (see section 5.3, 6.4.1
and 6.4.2) among unmarried people and prevent HIV transmission in the state (Adelekan et
al., 2017a, 2017b; Olivier and Wodon, 2015; Smith, 2004). Moreover, unmarried youths from
monogamous family settings (Slap et al., 2003) and those who live with parents (Envulade et
al., 2013; Ankomah et al., 2011) might have benefited from family social capital and abstained
from sex to secure a happy marriage and future family life (Mokwena and Morabe, 2016), and
to prevent STIs and unwanted pregnancy (Rector, 2002). The abstinence from sex and the use
of condoms during premarital sex may have contributed to the decline of HIV infection in
Plateau State. While in Nasarawa State, higher rates of unprotected nonmarital sex may have

led to a high prevalence of HIV.

The evidence in this section has suggested that the unmarried population is at risk of HIV
transmission. However, an explanation is needed as to what causes risky sexual behaviour.
As such, chapters five and six discuss the factors associated with the likelihood of engaging
with the risk of acquiring or transmitting HIV between the two study settings.

177-test analysis in Table 4.6 is on the unprotected non-marital sex from Tables 4.4B and 4.5B
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4.3 SEXUAL ACTIVITY AMONG MARRIED PEOPLE

Traditionally, in Nigeria, sex is restricted only between a husband and wife. This sex between
primary partners can potentially reduce the possibility of HIV transmission (Halperin et al.,
2011). However, marriage in recent times is a pathway through which sexually transmitted
infections, including HIV, are spreading in sub-Saharan Africa as condom use is significantly
low (Coma, 2013; Mah and Halperin, 2010; Sheltion, 2007). As such, the sexual relationship
among married people becomes an essential attribute for understanding sexual behaviour and
health (Nowak et al., 2014). There is no information on this pattern of sexual relationships (with
a partner within or outside marriage) in Plateau and Nasarawa States to understand the risk of
HIV transmission in marital relationships. This section explores sexual relationships among the

married to understand the risk factors fostering the HIV situation in the study setting.

4.3.1 Sexual activity among the married people in Plateau State

In Plateau State, only a few respondents declared that they had been involved in extramarital
sex. Table 4.7A shows that the rate of extramarital sexual activity was low; however, there is a
rising tendency towards sexual behaviour. In a 2003 survey, for instance, there were no sexual
relationships reported with a person outside marriage. In 2013, however, the behaviour occurred

both in urban and rurl areas.

Table 4.7A: Sexual activity among married people in Plateau State, Nigeria
DHS 2003 —2013
Sexual activity among the married Goodness of Fit Test
Total \ Extramarital \ Sexual Fidelity (X3)
Urban [EE} 0.0% (0) 100% (33) n
MUEINN 114 0.0% (0 100% (114) n
Total (WK 0.0% (0 100% (147) n
Urban kX 1.0% (1 99.0% (182) 179.022, p= 0.000*
UEINN 754 1.0% (5 99.1% (749) 734.133, p= 0.000*
1= 937 1.0% (6 99.0% (931) 913.154, p= 0.000*
)
)

Variables

)
)
)
)
)
)

Urban k¥ 2.2% (4 97.8% (178 286.642 ,p= 0.000*
2013 HIEIN 609 1.8% (11) 98.2% (598 1152.020, p= 0.000*
ICIEIN 791 1.9% (15) 98.1% (776) 732.138 ,p= 0.000*
Urban [EEE 1.3% (5) 98.7% (393) | 378.251, ,p= 0.000*
1477 | 1.1% (16) 98.9% (1461) | 1413.69 ,p= 0.000*
1875 | 1.1% (21) 98.9% (1854) | 1791.941, p= 0.000*
*p<0.001, , Data Source: NDHS 2003, 2008, 2013

All
surveys

Although not statistically significant, extramarital sexual activities without the use of a
condom were found in urban rather than rural Plateau State. The sexual risk in urban areas
decreased, while the risk increased in rural areas between 2008 and 2013 (see Table 4.7B).

The research intended to gather interview data about sexual activity among married people.
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However participants declined to give their views about extramarital sex during the interviews

as most married females regarded their sex lives to be private.

8Table 4.7B: Unprotected extramarital sex in Plateau State

PDIrote -0 a a a c
abie 008 0 A .
ota 50.0% (3) 73.3% (11) 66.7% (14)
ha 100% (1) | 75.0% (3/4) | 80.0% (4/5)
RUrz 40.0% (2/5) | 72.7% (8/11) | 62.5% (10/16)
o n n n

Data Source: NDHS 2003, 2008, 2013
n = Sample does not satisfy the requirement for analysis

In the qualitative research phase, a woman married for eight years resident in an urban area
explained why information about extramarital sex should be private. She stated that it tends to

trigger problems between the husband and wife:

“No, I do not want wahala (trouble) in my marriage. This talk is a no-go area
here. Please, talk about another thing, not this one (infidelity). | believe my
husband does not have any woman outside. Even if he does, | have no power
to confront him, as he may think I am suspecting him... we should discuss
something different”

(Urban, married female, 36 years old_PL455)
Culturally, extramarital sex is prohibited in most communities, as religious teachings have

indicated that it attracts divine wrath. A member of the clergy presented his perspectives thus:

“We teach both the married and singles Muslimah (Muslims) halal sex
(permissible sex). On ‘zina’ (adultery) and ‘faskahi’ (fornication), ‘Allah’
(God) strongly prohibits them in Islam.” The punishment for those who
commit these acts is everlasting suffering in ‘Jahannam’ (hell)”
(Rural married male, 43 years old_PL207)
As such, respondents, particularly women, might have felt threatened by social norms in
disclosing their extramarital activity in the surveys and interviews. Despite the norms that
forbade clandestine sex with another person outside marriage, some married people share their
spouse as hospitality to friends or guests. Although the trend is said to have stopped as those
involved have relocated due to past community violent conflict that targeted them, a rural

gatekeeper said:

18 7-test in Table 4.7B shows the cases of those who had unprotected extramarital sex, whilst Table 4.7A shows the total
sample of those who had extramarital sex.
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“I know people in this community who shared their wives with close friends
or relatives... yes, people practise this culture of giving their legal wives to
another person for sex”

(Rural married male, 52 years old_PL209).

“Men generally like to be admired and be sexually satisfied. Women like
attention and their emotion to be pleased. Whichever of that lacks this need
from his or her spouse, and gets elsewhere, is easy to give in to infidelity.
Sacrifice is required is to keep a balance”
(Rural married male, 52 years old_PL209)
While some traditions see extramarital sex as hospitality to friends or kin, many societies forbid
the behaviour and often treat it as a criminal offence, as it is even punishable with a legal penalty.
Lack of satisfaction in a marital relationship makes a spouse vulnerable, particularly to a
colleague at work or a friend who shows admiration. This is why the behaviour is mostly
carried out in secrecy, and the associated stigma makes it difficult for some participants to
disclose (Seeall et al., 2013). Moreover, many religions see a person involved in an extramarital

sexual relationship as a sinner, a moral abnormality (Mpundu, 1999; Goffman; 2003, 2009).

Generally, extramarital sex is viewed as a social humiliation; specifically, it is seens as a
deviation from the lifestyle specified by locals as a standard rule on how people should present
themselves in society. The stigma around behaviour reduces the respect afforded a person by
others and makes them appear bad, weak or dangerous (Tyler, 2018). Fear of isolation and the
possible dissolution of a marriage could lead to feelings of rejection and exclusion. Possibly
women in the study could not risk sharing information about their sexual behaviour, particularly
as it relates to extramarital sex (Stephenson, 2010). These attitudes have implications for
introducing bias amongst research respondents who were unlikely to share sexual and
reproductive health histories. The failure to disclose infidelity is the reason why many married
women only learn they are HIV positive when they become pregnant. This risk may underscore
why marriage is not entirely safe from the risk of HIV transmission. However, as highlighted
in the interviews, religious teaching significantly encourages sexual fidelity (Al Halal, 2013;
Atkins and Kessel, 2008).

4.3.2 Sexual Activity among Married People in Nasarawa State

Similar to the 2003 survey in Plateau State, Table 4.8A shows an absence of sexual infidelity
in Nasarawa State. Although cases of extramarital sexual activity were generally low, it slightly
decreased between 2008 and 2013 as sexual fidelity stabilised.
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Table 4.8A: Sexual activity among married respondents in Nasarawa State,
Nigeria DHS 2003 — 2013

Sexual Activity among Married People Goodness of Fit Test
Total \ Extramarital Sexual Fidelity (X3)
Urban [k 0% (0) 100% (18) n
Rural [ 0% (0) 100% (60) n
Total [§E 0% (0) 100% (78) 88.167, p= 0.000*
Urban [FEY 4.4% (6) 95.6% (131) 114.051, p= 0.000*
e 795 | 3.9% (31) 96.1% (764) 675.835, p= 0.000*
a=l 932 | 4% (37) 96.0% (895) 789.876, p= 0.000*
VRO 132 | 2.3%(129) | 97.7% (129) 120.273, p= 0.000*
N 664 | 3% (644) 97.0 % (644) | 586.410, p= 0.000*
=l 796 | 2.9%(773) | 97.1%(773) | 706.601, p= 0.000*
VSR 287 | 3.1% (278) | 96.9% (278) 252.129, p= 0.000*
N 1519 | 3.4% (1468) | 96.0% (1468) | 132.184, p= 0.000*
o1 1806 | 3.3% (1746) | 96.7% (1746) | 1573.973, p= 0.000*
*p<0.01, **p<0.05 Data Source: NDHS 2003, 2008, 2013
n = Sample does not satisfy the requirement for analysis

Variables

2003

All
surveys

Table 4.8B indicates that unprotected extramarital sex was likely to occur by chance in

Nasarawa State. However, more urban than rural dwellers engaged in unprotected extramarital

sex. In general, the pooled data reveals that more married people in urban areas than in rural

areas were involved in extramarital sex.

YTable 4.8B: Unprotected extramarital in Nasarawa State
Variables Unprotected Extramarital sex
2013 All surveys
IEIN 83.8% (31) 39.1% (9) 66.7% (40)
OIIEI 100% (6/6) 66.7% (2/3) 88.9% (8/9)
I 80.7% (25/31) 35.0% (7/20) 62.8% (32/51)
Z-test z=1.177,p=0.120 | z=1.048, p=0.1473 | z=1.534, p=0.063
*P<0.01, **P<0.05 Data Source: NDHS 2008 and 2013

Findings from the field discussions showed that severe economic conditions compelled married

respondents to engage in extramarital affairs. In times of financial family distress, people

travelled to the city in search of livelihoods. Finding themselves in a new setting, separated

from family ties and support, may have reduced their adherence to traditional sexual norms,

meaning they engaged in risky sexual activity. This applies to both men and women:

19 Z-test in Table 4.8B shows those who had unprotected extramarital sex, whilst Thle 4.6A shows the total sample of those
who had extramarital sex.
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“Most construction companies have jobs during the dry season. So, once the
farming season is over, | moved to Abuja to work and raise funds to support
my parents and siblings. Of course, while | am away, you know — man-body
needs fun. | have two girlfriends with whom I make love”

(Urban, unmarried male, 31 years old_700)

Another respondent pointed out a worrying phenomenon like the one in Plateau State (in section
4.3.1) as a result of multi-ethnic mixing. Couples share their spouses with close friends and
inherit wives of deceased relations. This sexual practice was a way of sustaining long-term
relationships. A rural participant who had lived over thirty years in the community provided a

brief account on the nature of sex with a secondary partner in marriage:

“I tell you, in this place, we have people from different tribes. Some of these
people still give their wives to their important guests or relations for sex. In
many cases, if a husband or wife wants a child of a look, he/she has sex with
the motive of giving birth...”

(Rural, married male, 48 years old_NS907)

The study revealed that a neighbouring state to Nasarawa has some tribes who share their
spouse as sexual hospitality with others (Osagbemi et al., 2001a, 2001b, 2007a, and 2007b).
The practice is likely to increase the risk of HIV infection. While this study does not intend to
demean any ethnic group and its culture, the recurrent narrative about offering one’s wife to a

visitor raises concerns about the risk of HIV transmission in Nasarawa State

4.3.3  Sexual Activity among Married Respondents: A Comparison

An examination of Tables 4.7A and 4.8A reveal a lower proportion of those reporting
extramarital sexual encounters in Plateau State than in Nasarawa State. The lack of statistical
evidence on extramarital sexual experiences may be due to a low response rate that
characterised culturally sensitive issues relating to private lives and associated stigma (Herek,
1999, 2002; Scrambler, 1998). However, more people in the urban and rural areas of Nasarawa
State had unprotected sex with a person other than their spouse in 2008 than in Plateau State.
In the following survey in 2013, more respondents in urban and rural Plateau State than in
Nasarawa State engaged in unprotected extramarital sex. Sex with a secondary partner outside
marriage did not substantially differ between the two states in the pooled analysis. More
notably, was that the risk of HIV is less likely when mutual sexual fidelity occurs between

spouses in a marital sexual relationship.
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2Table 4.9: Unprotected extramarital sex between Plateau State and
Nasarawa State
Unprotected Extramarital Sex
Plateau State \ Nasarawa State
OIeEl 100% (1/1) 100% (6/6)
PSRRI 40.0% (2/5) 80.6% (25/31)
el 50.0% (3/6) 83.8% (31/37)
OIGEUN 75.0% (3/4) 66.7% (2/3)
PN SV 72.7% (8/11) 35.0% (7/20)
el 73.3% (11/15) | 39.1% (9/23)
OIiElN 80.0% (4/5) 88.9% (8/9) n
RUIEIN 62.5% (10/16) | 60.8% (31/51) 0.123, p=0.451
eI 66.7% (14/21) | 66.7% (40/60) 0.000, p=0.500
*P<0.01, **P<0.05 Source: NDHS 2008 and 2013

Variables z-test (2)

S| S| S| 3|3

All
surveys

n = Sample does not satisfy the requirement for analysis

Religious teachings may have influenced sexual risk (Conley et al., 2015; Hernandenz et al.,
2014) in Plateau State. In Nasarawa State, severe economic conditions that encouraged
migration and the practice of spouse sharing may have encouraged sexual behaviour that
increased the risk of HIV infection. Moreover, proximity of the State to the Federal Capital City
(FCT), Abuja that has a cluster of sexual hotspots including brothels, nightclubs and drinking
joints (NASACA, 2015), facilitated prostitution and commercial sex. Studies have highlighted
that the hotspots include transportation routes and stop points for long-distance travellers
(Daniel et al., 2017; Djukpen, 2012) where sex for money activities are clustered (Ajayi and
Somefun, 2019; FMoH, 2015). These and similar social phenomena may have increased risky
sexual behaviour among married people and would thus be responsible for the rising and higher
HIV infection rate in Nasarawa State than in Plateau State.

4.4 TYPES OF SEXUAL PARTNER

This section examines the categories of partner in a sexual relationship with the view to
shedding light on the risk of HIV infection. Two types of sexual partner emerged during the
study: (i) sex with a regular or stable partner, and (ii) sex with a non-regular or casual partner.
A sexual relationship is stable or regular in a formal or informal arrangement once the partners
live together for a period up to twelve months and more (Rosengard et al., 2005; Ellen et al.,

1996). In this partnership, respondents may be aware of their past sexual history and health

20 7_test analysis in Table 4.9 show the rates for unprotected extramarital sex, from Tables 4.7B and 4.8B.
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status, and have established a mutual trust that may reduce the risk of HIV infection (Rosengard
et al., 2005). Studies suggest that regular partners do not typically use protection for sex (Wang
etal., 2019; Mullinax et al., 2017; Thato, and Daengsaard, 2016; Chamratrithirong and Kaiser,
2012). On the other hand, an irregular partner is one whose sexual relationship is casual with a
person that they may not have met or known before and is unlikely to see again. Nevertheless,
the use of a condom significantly determines sexual and reproductive health outcomes in both
types of sexual partnerships (Chamratrithirong and Kaiser, 2012; Rosengard et al., 2005). The
following sub-section examines the types of partner that respondents engaged in sexual

activities with and the risk associated of HIV transmission in Plateau State and Nasarawa State.

4.4.1 Types of Sexual Partners in Plateau State

In this section, the focus is on sexual risk, compared with those in a stable sexual partnership
and those in a transitory or unstable sex relationship. It is important to note that a romantic
sexual relationship that is characterised by intimacy and trust is stable and promotes positive
sexual and reproductive health (Jamieson, 1999). In the survey years, Table 4.10A shows that
most sexual activities took place with a regular partner in Plateau State. However, the
proportion of respondents who had sex with casual partners can constitute a serious sexual
health problem, including HIV infection. However, in general, sexual activity with a casual
partner was higher among the urban than the rural population, which slightly decreased between

2003 and 2013.

Table 4.10A: Types of sex partner in Plateau State, Nigeria DHS 2003 — 2013
Types of a Sex Partner \

Causal Regular
partner

partner

Goodness of Fit Test

Variables )

Urban 28.6% (12) | 71.4% (30) 7.714, p=0.005**
eI 104 | 8.7% (9) 91.3% (95) 71.115, p=0.000*
I EIN 146 | 14.4% (21) | 85.6% (125) | 83.558, p=0.000*
S[EF N 198 | 10.6% (21) | 89.4% (177) | 122.090, p=0.000*
(M 748 | 8.2% (61) | 91.8% (687) | 523.898, p=0.000*
= 946 | 8.7% (82) | 91.3% (867) | 720.931, p=0.000*
S[TE N 235 | 26.8% (63) | 73.2% (172) | 85.634, p=0.000*
2013 HUEIBN 599 | 8.8% (53) 91.2% (546) | 697.307, p=0.000*
B 834 | 13.9% (116) | 86.1% (718) | 436.383, p=0.000*
All SIEN 475 | 20.2% (96) | 79.8% (475) | 168.608, p=0.000*
surveys 1451 | 8.5% (123) | 91.5% (1328) | 1000.706, p=0.000*
1926 | 11.4% (219) | 88.6% (1707) | 1149.607, p=0.000*

*p<0.01, **p<0.05

Data Source: NDHS 2003, 2008, 2013
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Table 4.10B reveals that the rural population were more likely to engage in unprotected casual
sex than the population in urban areas. While the difference in risky behaviour between urban
and rural population was not statistically significant in the 2008 survey, urban dwellers were
twofold less likely to engage in unprotected casual sex compared with those at rural areas in
2013 (17.5% vs 45.3%, p<0.01) and in the pooled analysis (24.0% vs 51.2%, p<0.01).

21Table 4.10B: Unprotected sex with casual partners in Plateau State
Unprotected sex with Casual partner

2008 | 2013 ~ Allsurveys

Total 62.2% (51/82) 30.2% (35/116) 39.3% (86/219)
OITEN 57.1% (12/21) 17.5% (11/63) 24.0% (23/96)

U 63.9% (39/61) 45.3% (24/53) 51.2% (63/123)

AN 7= -0. 554 p=0.289 | z= -3.252, p= 0.001* | z= -4.099, p= 0.001*

*p<0.01, Data Source: NDHS 2008 and 2013

Variables

Importantly, Table 4.10A shows that in urban areas, sex with a regular partner slightly increased
from 71.4% in 2003 to 73.1% in 2013, while the risk in unprotected sex with a casual partner
decreased from 28.6% in 2003 to 26.8%. In rural areas, sexual activity with both types of partner
did not differ much. There was a twofold decrease in unprotected casual sex in Plateau State
from 62.2% in 2003 to 30.2% in 2013.

Participants shared their opinions during the in-depth discussion and pointed out that, in a
steady relationship, people become famailiar with each other and develop trust. With such
sexual intimacy, caution is more focused on unwanted pregnancy than STIs. As HIV awareness
increased, the perceived risk of HIV might have encouraged a decrease in sexual activity with

a casual partner:

“I have sex only with my girlfriend and we have been friends for over two
yeasr now. We know about ourselves well that is why we keep the fun only
between. 7 don 't play around with any other girl. Our worry is for a baby not
to come between us now ”

(Urban, unmarried male, 27 years old_PL366).

“In the past, | did not bother who I have sex with, in fact, even paying for sex
to have fun. | stopped having sex with any women | do not know, because of
the counselling I received that those kinds of women have sex with other men

and can have HIV”
(Urban, unmarried male, 32 years old_PL499

21 7-test in Table 4.10B shows the cases of those who had unprotected casual sex as opposed to the total sample of those
who had casual sex (in Table 4.10A)
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4.4.2 Types of Sex Partner in Nasarawa State

The analysis results in Table 4.11A show that, in both urban and rural areas, sex with a casual
partner was on the increase and decreased among those with regular partners. For example, in
Nasarawa State, 88.3% had sexual activity with a regular partner in 2003, and this decreased to
80.2% in 2013. In comparison, sex with a casual partner increased from 11.7% in 2003 to 19.8%
in 2013.

Table 4.11A: Types of sex partner in Nasarawa State, Nigeria DHS 2003 — 2013
Types of Sexual a Partner

Variables Total Casual Regular
partner partner
Urban 5% (1) 95.0% (19) 16.20, p=0.000*

Rural X 14% (8) 86% (49) 29.491, p=0.000*

Total KA 11.7% (9) 88.3% (68) 49.911, p=0.000*

S[E 150 | 18.7% (28) | 81.3% (122) | 58.907, p=0.000*
SITEINN 881 | 19.3% (170) | 80.7 % (711) | 332.215, p=0.000*
=l 1031 | 19.2% (198) | 80.8% (833) | 720.931, p=0.000*

SR 169 | 27.2% (46) | 72.8 % (123) | 35.083, p=0.000*
2013 IR 742 | 18.1% (134) | 81.9% (608) | 302.798, p=0.000*
el 911 | 19.8% (180) | 80.2% (731) | 601.434, p=0.000*
SIS 339 | 22.1% (75) | 77.9% (264) | 105.372, p=0.000*
SEINN 1680 | 18.6% (312) | 81.4% (1368) | 663.771, p=0.000*
IeiE I 2019 | 19.2% (387) | 80.8% (1632) | 767.719, p=0.000*
*p<0.01, *p<0.05 Data Source: NDHS 2003, 2008, 2013

Goodness of Fit
Test (X?

All
surveys

Although unprotected sex appeared to have decreased in 2013 from 2008 among both the urban
and rural population, Table 4.11B shows that, in 2013, rural dwellers were significantly more
likely to engage in an unprotected sexual activity than those in urban areas. Generally, casual
sex with no use of a condom was more likely to occur in urban Nasarawa State with casual

partners compared with rural areas (51.4% vs 63.8%, p<0.05).

22Table 4.11B: Unprotected sex with casual partners in Nasarawa State
Unprotected sex with Casual Partners

2008 2013 All surveys

Total 72.2% (143) 49.4% (89) 60.0% (232)

OIER 75.0% (21/28) 37.0% (17/46) 51.4% (38/74)

Rural 71.8% (122/170) 53.7% (72/134) 63.8% (194/304)
z-test z=0.354, p=0.362 z=-1.963, p=0.025** | z= - 1.975, p=0.024**
**p<0.05 Data Source: NDHS 2008, 2013

Variables

227-test in Table 4.11B shows the cases of those who had unprotected casual sex against the total sample of those who
ever had casual sex shown in Table 4.11A
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Mutual trust in a relationship over time relaxes insistence on the use of protection during
sex (Fortenberry, 2019; Macaluso et al., 2000), and as intimacy continues, most partners
become familiar and that often breeds ‘sexual contempt’ where one partner may no longer
be passionately romantic but instead becomes attracted and engaged with someone else
(Shukusky, 2013; Bisson, and Levine, 2007). Sex with a casual partner is often undertaken
without the knowledge of the other partner (Okafor et al., 2017; Corley and Schneider,
2002; Schneider et al., 1999) and heightens the possibility of HIV transmission to a faithful
regular partner in either non-marital or marital relationships. The behaviour was described
by some unmarried participants, who had a stable relationship but were often involved in

sex with others they had met briefly:

“Woman’s body is not wood. As men need sex, women also do much more.
Sometimes at parties or friends’ weddings, I become obsessed with the guys |
meet, with whom I had sex”

(Urban, unmarried female, 25 years old_NS705).

“Depending on one woman does not give me the sex at the time I want it.
When | keep asking she think | am turning her to a sex-machine. So | go for
’new-catch to get it at the time | want since my woman does not give all the
time. So, I just hit and run away”
(Urban, unmarried male, 31 years old_700)
The narratives captured above show the realities that characterise some people in regular sexual
relationships, which may limit the decision to use protection, and thereby expose partners in
stable relationships, including marital partners, boyfriends or girlfriends, to risk (Rodrigue et

al., 2018; Hayes, 2002).

4.4.3 Types of Sexual Partner: A Comparison

Tables 4.10A and 4.11A indicate that, in Plateau State, people were less likely to enage in
unprotected sex with a casual partner compared with Nasarawa State. This implies that more
people use protection during casual sexual encounteres in Plateau, which reduces the risk of
infection. Seeking to know a partner’s sexual history and using prevention reduces exposure to
risk (Bavinton et al., 2016; Chamratrithirong and Kaiser, 2012).

There is a risk of sexual and reproductive problems, including HIV, in a sexual relationship

between casual partners with people whose sexual history is unknown to each other. Table 4.12

23 This refers to a woman a man meets for the first time, and denotes that she is willing and available to be a friend
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indicates that unprotected sex with a casual partner was significantly less likely in Plateau State

compared with Nasarawa State in the two surveys and pooled analysis.

2*Table 4.12: Unprotected sex with a casual partner by Study Location
Unprotected sex with a Casual Partner

Variables Plateau State \ Nasarawa State z-test (2)
Urban | 57.1% (12/21) 75.0% (21/28) -1.319, p=0.094
2008 Rural 63.9% (39/61) 71.8% (122/170) -1.142, p=0.127
Total 62.2% (51/82) 72.2% (143/198) -1.655, p= 0.049**
Urban | 17.5% (11/63) 37.0% (17/46) -2.301, p=0.011*
2013 Rural 45.3% (24/53) 53.7% (72/134) -1.042, p=0.1487
Total 30.2% (35/116) | 49.4% (89/180) -3.692, p=0.001*
All Urban | 24.0% (23/96) 51.4% (38/74) -3.2.81, p=0.002*
surveys Rural 51.2% (63/123) | 63.8% (194/304) -2.408 p=0.008*
Total 39.3% (86/219) | 60.0% (232/387) -4.897 p=0.001*
*p<0.01, p<0.05 Data Source: NDHS, 2008, 2013

There was a signifcant and greater decrease in unprotected casual sex in Plateau State from
62.2% in 2008 to 39.3% in 2008 than in Nasarawa State (75.0% to 60.0% respectively).
Generally, people in Plateau State were less likely to engage in unprotected sex compared to
people in Nasarawa State (39.3% vs 60.0%, z=-3.897, p<0.01). The conflict violence in most
communities that reduced tourism activities, and HIV prevention activities in Plateau State,
may be linked with the decrease in risky behaviour. Whereas difficult economic situations
(highlighted in section 4.2.2) and giving a spouse for hospitality (described in section 4.3.2)
may have facilitated the increase in casual sex and its associated risky behaviour in Nasarawa
State. This possibly increased the rate of HIV acquisition or transmission in Nasarawa State

more than in Plateau State.

45 SEXUAL ACTIVITY DURING THE LAST FOUR WEEKS

In this subsection, NDHS data were analysed to understand frequent sexual activity. All other
forms of sexual behaviour were obtained on whether a respondent had had sex in the last 12
months before the surveys were conducted. Frequent involvement in sexual intercourse is an
indicator of an active sexual relationship (Aisha et al., 2017; Johnson et al., 2001). As such,
regular sexual intercourse heightens the risk of HIV, especially when a condom is not used or
a partner is infected (Boily et al., 2009). While sex has a positive impact on human life (Allen,
2018), it becomes risky if it increases the chance of a person transmitting or acquiring HIV.

The risk increases with inconsistent condom use as much as its neglect (Ahmed, 2001). Tables

24 7-test in Table 4.12 shows the unprotected casual sex from Table 4.10B and Table 11B.
175



4.12A, 4.12B, 4.13A and 4.13B present the outcome of active sexual behaviour among the
respondents in Plateau State and Nasarawa State, while Table 4.14 contrasts the risk of
unprotected sex among sexually active respondents at the time of the surveys. In-depth
interviews provided insights into recent urban and rural sexual behaviour in Plateau State and

Nasarawa State.

4.5.1 Sexual Activity during the Last Four Weeks in Plateau State

Tables 4.13A and 4.13B provide the results from the analysis to understand the intervals in
which people frequent sexual activity. The results indicate that, in Plateau State, the proportion
of respondents sexually active during the last four weeks slightly increased from 38.9% in 2003
to 42.8% in 2013. The pooled data generally showed that over half of the urban (54.8%) and
rural (56.6%) dwellers in Plateau State were sexually active during the last four weeks (see
Table 4.13A).

Table 4.13A: Sexual activity during the last four weeks in Plateau State
Sexually active during the last
four weeks

Goodness of fit

Variables Test ()

38.5% (25) | 61.5% (40)

3.562, P=0.063
8.299 P=0.004*

Urban

Rural

Total

Urban

Rural
Total
Urban
Rural
Total
Urban
Rural
Total

2013

All
surveys

*p<0.01, **p<0.05

Variables

39.1% (68)

60.9% (106)

38.9% (93)

61.1% (146)

11.753, P=0.001*

50.9% (147)

49.1% (142)

0.087, P=0.769

44.3% (429)

55.7% (540)

12.715, P=0.000*

45.8% (570)

54.2% (682)

2.015, P=0.156

41.8% (146)

58.2% (203)

12.612, P=0.769

43.2% (396)

56.8% (520)

2.846, P=0.092

42.8% (542)

57.2% (723)

25.898, P=0.000*

54.8% (385)

45.2% (318)

6.385, p=0.012*

56.6% (1166)

43.4% (893)

36.197, p=0.000*

56.2% (1551)

43.8% (1211)

41.854, p=0.000*

2Table 4.13B: Unprotected sex during the last four weeks in Plateau State
Unprotected sex during the last four weeks

Data Source: NDHS 2003, 2008, 2013

Total
Urban
Rural

z-test

2008
95.1% (548/576)

2013
90.8% (492/542)

All surveys
93.2% (1040/1118)

93.9% (138/147)

86.3% (126/146)

90.1% (264/293)

95.6% (410/429)

92.4% (366/396)

94.1% (776/825)

z= -0.824, p=0.205

z=-2.185, p=0.014*

z=-2.285, p=0.011*

Data Source: NDHS 2008 and 2013

*p<0.01, **p<0.05

25 7-test in Table 4.13B shows the cases of those who had unprotected sexual activity during the last four weeks compared
with the total sample of those who had sex during the last four weeks before the surveys (shown in Table 4.13A).
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In Table 4.13B, a large proportion of the urban and rural population was sexually active in the
last four weeks and did not use a condom. Although risky behaviour decreased between 2008
and 2013, statistical evidence from 2013 showed that urban dwellers were less likely to engage
in unprotected sex during the last four weeks compared with those in the rural areas (86.3% vs
92.4%, p<0.01) and in the pooled data (90.1% vs 94.1%, p<0.01).

The qualitative outcomes reveal that participants who attributed violent conflict contributed to
the decrease in frequent sexual activity. The rate of influx to the State by visitors for business
or tourism reduced and affected the prospects for sexual activity and networking. A rural
dweller expressed that:

“Yes, the crisis in the communities led to the closure of many beer parlours
or drinking joints and commercial sex workers’ residences. Only a few of the
sex workers have returned since the situation calmed down. People who
visited sex workers in the past no longer go to them since they returned
because of severe financial conditions. Most people are struggling to survive
now and [did] not have money opportunities like in the past”
(Rural, unmarried female, 28 years old_PL333)
While living in the city may expose migrants to risky sexual behaviour due to their separation
from wives, boyfriends/girlfriends, exposure to hard times and the fear of incurring expense
through pregnancy, childbirth and nurturing a baby, may have reduced frequent sexual activity.
The decrease in sexual encounters and the increase in use of condoms by sexually active
respondents may have slowed the rate of HIV transmission, which contributed to the observed

HIV decline in Plateau State.

4.5.2 Sexual Activity during the Last Four Weeks in Nasarawa State

The survey analysis presented in Table 4.14A did not show a significant difference in sexual
activity during the last four weeks in 2008, 2013 and the pooled data. In 2003, 76.3% were
sexually active during the last four weeks. However, overall, over half of the respondents had

sex during the last four weeks.
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Variables

2013

Urban
Rural
Total
Urban
Rural
Total
Urban
Rural
Total
Urban

Table 4.14A: Sexual activity during in the last four weeks in Nasarawa State

Sexually active last four

Total
Yes
67.5% (16)

WEELS

\ No
33.3% (8)

Goodness of Fit
Test (X?)

2.667, p=0.102

84 | 32.1%(27)

67.9% (57)

10.714, p=0.001*

105 | 76.3% (43)

23.7% (65)

4.481, p=0.034**

194 | 50.0% (97)

50.0% (97)

0.000, p=1.000

1097 | 52.3% (574)

47.7% (523)

2.371, p=0.124

1291 | 52.0% (671)

48.0% (620)

2.150, p=0.156

265 | 44.2% (117)

55.8% (148)

3.626, P=0.057

1008 | 52.5% (529)

47.5% (479)

2.480, P=0.115

1273 | 50.7% (646)

49.3% (627)

0.284, P=0.156

483 | 47.6% (230)

52.4% (253)

1.095, p=0.295

All

Rural 2189 | 51.6% (1130) | 48.4% (1059) | 2.303, p=0.129
surveys _

1= 2672 | 50.9% (1360) | 49.1% (1312) | 0.862, p=0.353
*p<0.01, **p<0.005 Data Source: NDHS 2003, 2008, 2013

From the results in Table 4.14B, it is apparent that, in the two surveys and the pooled data, most
of the respondents did not use a condom for sexual encounters in the four weeks before the
surveys. Although unprotected sex during these last four weeks decreased from 2008 in 2013,
there was a significant difference in unprotected sexual activity in the last four weeks between
the urban and rural populations in the 2013 survey (z=-1.953, p=0.025) and the pooled analysis
(z =-2.85, p<0.011).

%Table 4.14B: Unprotected sex during the last four weeks in Nasarawa State

Variables Unprotected Sex during the Last four Weeks

2008 | 2013 All surveys |
Total 95.1% (640/671) | 87.5% (565/646) 91.6% (1010/1103)
Urban 93.8% (91/97) 82.1% (96/117) 87.4% (187/214)
Rural 94.3% (541/574) | 88.7% (469/529) 91.6% (1010/1103)
z-test z=-0.170, p=0.433 | z=-1.953, p=0.025** | z= -2.285, p=0.011*

*p<0.01, p<0.000 Data Source: NDHS, 2008, 2013

The in-depth discussions revealed that people regularly have access to sexual information on
the Internet and satellite television. Sexualised material from the mass media is becoming more
common thus promoting more permissive attitudes towards frequent sex.

26 7_test in Table 4.14B is the cases of those who had unprotected sexual activity during the last four weeks by the total
sample of those who had sex during the last four weeks before the surveys (Table 4.14A).
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“The viewing centres you see all over in every community now do not only
show football matches and films that the young people claimed to be watching.
Pornographic contents are also displayed on the TV screen for those who are
interested and arrive earlier, and for the viewers who wish to stay after the
normal watching time. Watching the porn is what makes the guys here
sexually crazy these days. You see them looking for where to satisfy their
sexual cravings, even going to the extent of paying for sex”

(Urban, unmarried male, 34 years old_NS706).

One of the participants shared the view that his phone gives him free access to information,
including sexual content that he uses to sexually stimulate himself, and it sometimes becomes

difficult to control his desire have sex instantly. In his words, he said:

“I have an Android phone, which I sometimes use to watch porn and get
myself charged... sometimes we watched it together with my girlfriend, and
before we know it, we start touching ourselves to making love”

(Rural, unmarried male, 26 years old_NS707)

The motivation for frequent sex differed between married and unmarried participants. The
dominant views among married participants related to a desire for childbearing and conjugal

intimacy in their union. One of the participants, who had been married for fifteen years, said:

“Making love with my wife every week keeps us lively and builds our
relationship with each other” (Urban, married male, 43 years old_NS909)

For the unmarried, the behaviour was for fun, although the former quote regarding a married
couple does not indicate that the couple are not having fun. Some of the quotes that express

this view are:

“Our two children are girls, and my husband wants boys. He (husband)
believes having sex as many times as possible a day will give him a male child”
(Rural, married female, 39 years old_NS70).

“Sex is just for fun. So, by doing it, we explore what will work for us by the
time we are married to each other”
(Urban, Unmarried male, 24 years old_NS711).
Recent literature agrees that people are becoming increasingly sexually active in some parts of
Nigeria (Adeoye and Muraina 2019; Eze et al., 2018; Michael and Scent, 2017; Akinsoji et al.,
2015). While people have the drive to be sexually active, the non-use of a condom during such
sexual activity could increase the chances of acquiring HIV, particularly when one partner is
HIV positive. The in-depth interview findings are consistent with previous studies, which

reported that young people and adults use explicit sexual material, which often motivates them
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to become sexually active (Alexandraki et al., 2018; Hald et al., 2011; Peter and Valkenburg,
2011) and that encourages unsafe sexual activity (Wright et al., 2019, 2018; Harkness et al.,
2015).

4.5.3 Sexual Activity during the Last Four Weeks: A Comparison

Contrasting Table 4.13A with Table 4.14A reveals that sexual activity during the last four
weeks generally did not differ much between Plateau State and Nasarawa State. However, while
non-use of a condom during sex is a personal choice, its lack of use exposes sexually active

persons and their partners to the risk of HIV transmission.

2'Table 4.15: Unprotected sex during the last four weeks by Study Location

Unprotected sex during the last four weeks 2-test (2)

Variables

Plateau State Nasarawa State
O/ 93.9% (138/147) 93.8% (91/97) -0.020, p=0.492
2008 Rural \ 95.6% (410/429) 94.3% (541/574) 0.933, p=0.175
Total \ 95.1% (548/576) 95.1% (640/671) -0,200, p=0.421
O/ 86.3% (126/146) 82.1% (96/117) 0.944, p=0.173

NEINITEN 92.4% (366/396) | 88.7% (469/529) 1.913, p= 0.028**
AE N 90.8% (492/542) | 87.5% (565/646) 1.816, p= 0.035**
PN LN 90.1% (264/293) | 90.9% (1197/1317) | -0.420, p=0.337
SIVPRRGIEIN 04.1% (776/825) [ 87.4% (187/214) | 3343 p=0.000*
I 93.2% (1040/1118) | 91.6% (1010/1103) | 1.286 p=0.099

*p<0.01, **p<0.05 Data Source: NDHS, 2008, 2013

Table 4.15 shows that more people engaged in unprotected sex during the last four weeks in
Plateau State than in Nasarawa State. Although there was no statistical evidence for differences
in the 2008 survey, in 2013 rural dwellers significantly differed from Nasarawa State in risky
sexual encounters during the last four weeks (92.2% vs 88.7%, p<0.05) and the pooled analysis
(94.1% vs 87.4%, p<0.01). Generally, the people in Plateau State were more at risk from
unprotected sex during the four weeks prior to the surveys than those in Nasarawa State. This
form of sexual risk in Plateau State may be attributed to the effects of conflict violence that
caused the severe economic conditions that leave people vulnerable. Smith (2010) argued that

depressed socio-economic conditions expose people to the risk of HIV.

A higher possibility of HIV infection has links with unprotected frequent sex (Anyanwu and
Fulton; 2017; Boily et al., 2009). Thus, free access to erotic material and sex for pleasure

highlighted from the in-depth discussions (cited in section 4.5.2) may have motivated this risky

27 7-test in Table 4.15 focuses on unprotected sex during the last four weeks from Table 4.13b and Table 4.14B.
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sex, with a greater potential for HIV transmission than in Plateau State. Recent studies have
established that the media is very often the trigger for engaging in risky sexual activity in sub-
Saharan Africa including Nigeria (Abdullahi and Abdulquadri, 2018; Oladeji and Ayangunna,
2017; Bryant et al., 2014). This is because programmes and publications in the media emphasise
sexual freedom and the pursuit of sexual pleasure, which puts sexual health in danger (Wusu,
2013, 2011).

4.6 CONDOM USE AND HIV TESTING

Unprotected sex undoubtedly results in sexual and reproductive health dangers. The risk is
heightened when a test for HIV is never taken and HIV status is unknown. The infected person
at the early stage of infection is often unaware of and is unlikely to show any sign of the disease
yet can transmit the virus during sex. Condom use and HIV testing doubly safeguard against
HIV. If a person is tested for HIVV and knows his/her status, a condom is likely to be used to
further reduce the risk of transmitting HIV and unwanted pregnancy (Boily et al., 2009; Weller
et al., 2002). Therefore, unprotected sex, and at no time being tested for HIV, doubled the
possibility of HIV transmission (Gong, 2014; Allen et al., 2003). The use of a condom and HIV
testing are important indicators of responses in HIV prevention policy in sub-Saharan Africa
(UNAIDS 2017, 2014; Denison et al., 2008). In this section, the use of a condom, and testing
for HIV in Plateau State and Nasarawa State are examined in the 2003, 2008 and 2013 surveys
to understand the behavioural response to HIV prevention efforts. The results are presented in
Table 4.16A on condom use, Table 4.16B on HIV testing, and Table 4.16C on the risk
associated with unprotected sex, at the same time as never once having been tested for HIV.

4.6.1 Condom use and HIV Testing in Plateau State

Table 4.16A shows that most respondents did not use a condom during their last sexual
encounter. Data in Table 4.16A indicate that the use of a condom generally decreased by one-
quarter, from 20.4% in 2003 to 15.4% 2013, as more of the rural than the urban population used

a condom during their last sexual intercourse.

Similarly, Table 4.16B shows that generally a low proportion of people reported testing for
HIV in the surveys. Interestingly, among those who had had been tested for HIV, there was a
significant upsurge in HIV testing between the 2003 and 2013 surveys, increasing from 16.7%

to 71.6% in urban areas and from 4.8% to 28.2% in rural areas. More people tested for HIV in
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urban areas than in the rural areas, as the pooled data further indicates HIV testing behaviour

among rural residents compared with urban (52.3% vs 17.5%).

Table 4.16A: Condom use during the last sexual encounter in Plateau State,

Variables

Nigeria DHS 2003 — 2013
Condom used at last sex

No

Goodness of Fit
Test (X?)

U 50 30.0% (15) | 70.0% (35) | 21.429, p=0000*
ZCRNRNTTEIIN 112 | 16.1% (18) | 83.9% (94) | 71.115, p=0000*
OGN 162 | 20.4% (33) | 79.6% (129) | 11.189, p=0000*
V[{eMN 198 | 10.1% (20) | 89.9% (178) | 126.08, p=0000*
0 RRNETTEIIN 748 | 5.3% (40) | 94.7 (708) | 596.556, p=0000*
eI 946 | 6.3% (60) | 93.7% (886) | 733.430, p=0000*
VIGEUMN 236 | 28% (66) | 72% (170) | 95.354, p=0000*
RN TEIIN 600 | 10.5% (63) | 89.5% (537) | 815.288, p=0000*
eI 836 | 15.4% (129) | 84.6% (707) [ 399.622, p=0000*
Al VIEN 484 | 20.9% (101) |79.1% (383) | 164.306, p=0000*
SRV SUIEIN 1460 | 8.3% (121) | 91.7% (1339) | 1016.112, p=0000*
CIETN 1944 | 11.4 % (222) | 88.8% (2165) | 1582.585, p=0000*

*p<0.01, ** p<0.05 Data Source: NDHS, 2003, 2008, 2013

Table 4.16B: Reported HIV Test in Plateau State, Nigeria DHS 2003 — 2013
Variable Ever Tested for HIV Goodness of Fit Test
Yes No (X?)

Total

Urban 16.7% (11) | 83.3% (55) 29.333, p=0000*
A< NETENN 167 | 48% (8) | 95.2% (159) 136.533, p=0000*
GG 233 | 8.2% (19) | 91.2% (214) 263.197, p=0000*
SLEGMN 314 | 38.2% (120) | 61.8  (194) 65.332, p=0000*
U 1129 | 10.7% (121) | 89.3% (1008) | 172.403, p=0000*
G 1443 | 16.7% (241) | 83.3% (1202) | 47.477, p=0000*
SLERMN 349 | 71.6% (250) | 28.4% (99) 17.439, p=0000*
NN EITEIIN 005 | 28.2% (255) | 71.8% (650) | 696.872, p=0000*
G 1254 | 40.3% (505) | 59.9% (749) | 640.001, p=0000*
Al UEUNN 729 | 52.3% (381) | 47 .7% (348) 1.494, p-0.3.21
surveys  Rural 2201 | 17.5% (384) | 82.6% (1817) | 932.980, p=0000*
AN 2930 | 26.1% (765) | 73.9% (2165) | 668.942, p=0000*

*p<0.01, ** p<0.05 Data Source: NDHS, 2003, 2008, 2013
The trend in risky behaviour in terms of unprotected sex at the last encounter and the low
proportion of people testing for HIV remained high. However, what is notable in the condom
use and HIV testing behaviour between the surveys is that condom use decreased about twofold
and those who tested for HIV increased five-times between 2003 and 2013 (see Tables 4.16A
and 4.16B).
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ZTable 4.16C: Unprotected sex, and at no time tested for HIV in Plateau State,
Nigeria DHS 2003 — 2013
Had unprotected recent sex,
Variables and at no time tested for Z -Test (2)
HIV

Total 80.0% (116)
AV IR VI oET) I 66.7% (28/42) -2.563 p=0.005*
Rural 85.4% (88/103)
Total 94.8% (713)
pA0 0B UIT oI 87.9% (94/107) -3.295. p=0.001*
Rural 96.0% (617/645)
Total 92.0% (393)
AR UIToE I 68.3% (28/41) -5.907, p=0.000*
Rural 94.6% (365/427)
Total 99.8% (1222)
OIEI 79.0% 9% (150/190) -5.393, p=0.000*
Rural 91.2% % (1077/1175)
*p<0.01, ** p<0.05 Data Source: NDHS, 2003, 2008, 2013

AL
surveys

Table 4.16C presents the results of the analysis for the dimensions of risky behaviour among
people who had unprotected sex, and concomitantly never tested for HIV. The result suggests
that risky behaviour rose from 80.0% to 92.0% between 2003 and 2013. While the increase was
small among urban dwellers, it grew from 85.4% to 94.6% in rural areas between the same
surveys. Moreover, there is a significant difference in HIV risk between urban and rural
populations at P<0.01 in the 2003 survey (z= -2.563), 2008 survey (z= -3.295), 2013 survey
(z=-5.907) and the pooled analysis (z=-14.124).

Qualitative research results on the behavioural phenomenon indicated that most of those who
tested for HIV and received results about their status used a condom during sex. In comparison,
those who did not initially use a condom now use it due to their increased awareness of the need
for its use. Risk perception about likely HIV acquisition and access to prevention services are
perceived as influential to the changes in behaviour in Plateau State. The quotes from

participants expressing their experiences are presented in Box 2:

28 7-test in Table 4.16C illustrates the cases of those who had unprotected sex, at no time tested for HIV according to the
combined total sample of condom use and HIV test in the surveys.
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Box 2: Opnions on Condom Use and HIV Testing
“Previously, if [ had used up all the condoms, I did not bother to go for more. After losing
a close friend to AIDS, | went to the hospital and tested for HIV, and | am negative. | was
surprised at first and later became very happy. Let me tell you; | am fortunate for escaping
HIV. I will go for a check again, but since then, if I do not have a condom, no sex”
(Urban, unmarried female, 31 years old_PL409).

“I had my last HIV test three months ago. The test is free at the clinic here and they gave
me condoms. The hospital people also bring to us condoms in the house here. I also buy
the condoms in the pharmacy and keep them for my customers who may come with no
condom”

(Rural, unmarried female, 37 years old_PL355).

“We carry out an HIV test on any person who comes to the hospital for any treatment. This
new approach now allows for early treatment. Those whose sexual history indicate a risk
of STIs or pregnancy, we give them condoms and recommend a confirmatory HIV test at
the general hospital. Once they are negative, many of them use a condom”

(Rural, unmarried female, 37 years old_PL322).

The findings suggest that recent access to HIV prevention services might have helped to
improve sexual behaviour due to the risk of HIV transmission and acquisition (UNAIDS, 2016;
Hale et al., 2010). As risky behaviour changes, HIV infection possibly declines, which likely

explains why in there is a decline in the prevalence of HIV in Plateau State.

4.6.2 Condom use and HIV Testing in Nasarawa State

As in Plateau State, most respondents in Nasarawa State did not use a condom during their last
sexual intercourse. However, Table 4.17A further shows that the use of a condom during the
last sexual encounter increased twofold from 7.5% to 13.6% between the 2003 and 2013
surveys, which suggests that more of the urban than the rural population used a condom.
Similarly, Table 4.17B indicates that a few people had been tested for HIV, although there was
a spike in 2013 when over half (53.2%) the urban population tested for HIV. In all, twice as
many people from the urban population tested for HIV as those from the rural areas (36.2% vs
18.4%).
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Variables

Urban
Rural
Total
Urban
Rural
Total
Urban
Rural
Total
Urban
Rural
Total

2003

2013

All
surveys

Total

2025

*p<0.01, ** p<0.05

Variables

Urban
2003
Total

Urban
Rural

2008
Total
Urban
Rural
Total
Urban
Rural
Total

2013

All
surveys

Rural

Table 4.17A Condom use at last sex in Nasarawa State, Nigeria DHS 2003 — 2013

Condom used at last sex

Goodness of Fit Test

Yes | No (X2)
100 % (20) n
10% (6) 90.0% (54) 38.400, p=0.000*
7.5% (6) 92.5% (74) 57.800, p=0.000*
8.7% (13) |91.3% (137) | 102.507, p=0.000*
7.7% (68) |92.3 (814) |630.971, p=0.000*
7.8% (81) |92.2% (951) | 733.430, p=0.000*
22.8% (39) | 77.2% (132) | 50.579, p=0.000*
11.5% (85) |88.5% (657) | 440.949, p=0.000*
13.6% (124) | 86.4% (789) | 484.365, p=0.000*
15.2% (52) | 84.8% (289) | 164.718, p=0.000*
9.4% (159) |90.6% (1525) | 1108.050, p=0.000*
10.4% (211) | 89.5% (1814) | 1268.943, p=0.000*

Data Source: NDHS, 2003, 2008, 2013

Yes

Table 4.17B HIV Testing services in Nasarawa State, Nigeria DHS 2003 — 2013
Have Ever Tested for HIV

Goodness of Fit Test
(X2)

42% (1) |95.8%(23) | 20.167, p=0.000*
75 6.7% (5) | 93.3% (70) | 112.667, p=0.000*
99 | 6.1% (6) |93.1%(93) | 76.455, p=0.000*
208 | 18.3% (38) | 81.7% (170) | 83.769, p=0.000*
1160 | 11.0% (89) | 89.0% (1032) | 704.497, p=0.000*
1368 | 12.1% (166) | 87.9% (1202) | 784.573, p=0.000*
265 | 53.2% (141) | 46.8% (124) | 1.091, p=0.296
1006 | 27.7% (729) | 72.7% (727) | 199.507, p=0.000*
1271 | 33.0% (420) | 67.0% (851) | 146.153, p=0.000*
497 | 36.2% (180) | 63.8% (317) | 37.765, p=0.000*
2241 | 18.4% (412) | 81.6% (1829) | 895.979, p=0.000*
2738 | 21.6% (592) | 78.4% (2146) | 88.000, p=0.000*

*p<0.01, ** p<0.05

Data Source: NDHS, 2003, 2008, 2013
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In Table 4.17C, the only difference in 2013 was statistically significant; however, according to
the surveys, a large proportion of people in Nasarawa State were at risk of HIV infection due
to unprotected sexual activity and never having been tested for HIV. While risky behaviour
decreased in urban areas between 2003 and 2013, the trend stabilised and was significantly
higher in rural (89.1%) than urban (78.4%) areas in the pooled data.



29Table 4.17C: Unprotected sex, and at no time tested for HIV in

Nasarawa State, Nigeria DHS 2003 -2013

Unprotected sex, and at no time
tested for HIV

eI 92.8% (64)
2003 OIGE B 1009% (19/19) n
SUIEI 90.0% (45/50)
LI 93.5 (818)
2008 OJEII 94.9 % (112/118) 0.677, p=0.249
SUIEUR 93.3% (706/757)
I 88.1 (483/548)
2013 OIEllB 78.4% (40/51) -2.252, p= 0.012*
SUIEU 89.19% (443/497)
Total 91.4% (1365)
O{oE B 91.0% (171/188) -0.279, p=0.390
SUIEIN 91.6% (1194/1/1304)
*p<0.01, ** p<0.05 Data Source: NDHS, 2003, 2008, 2013

Variables Z- test (2)

;

All
surveys

n = Sample does not satisfy the requirement for analysis

A participant in the qualitative research believed that going for a HIV test would always present
an unfavourable outcome; as such, being ignorant is better than knowing and facing rejection,

which “kills faster’:

“I do not like using *°CD protection during sex, and | do not want to know my
HIV status. My reason is ‘a bin da ba kasani ba, bazai kashe kaba’ (What you
do not know, will not kill you). The problem with the test is once you do it, you
will be told that you have a positive result. As soon as the test result comes
out, close friends will know about it and everyone will start avoiding you -
OYO (On Your Own) for you; you will be deserted. You see. So, what you
know kills faster than what you do not know ”

(Urban, unmarried male, 31 years old_NS700).

The quote represents the view that, once a person goes for an HIV test, the outcomes are always
positive. Perceptions of HIV test outcomes may have created doubts about the credibility of
the testing services, and were likely to be responsible for the low rates of people testing for

HIV. Moreover, an argument about whether HIV exists represents an attitude that may mean

many decide not to access prevention services against HIV:

29 7-test in Table 4.17C shows the cases of those who had unprotected sex, at no time tested for HIV by the combined
total sample of condom use and HIV test in the surveys.
30 A polite way of naming condoms to avoid being seen as a promiscuous person.
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“There is no such thing as HIV. The HIV thing is just an idea to discourage
youths like me from having sex. If you a have high fever and go for a test, you
will be told your result is HIV positive. Go to another health centre for the
same test, the result will be high fever”
(Rural, unmarried male, 26 years old_NS707).
The literature indicates that people who doubt HIV services and the actual existence of HIV are
unlikely to present themselves for testing (Ford et al., 2013); moreover, they may often have
negative attitudes about condom use (Bagart et al., 2011; Bogart and Bird, 2003) as it also
reduced readiness to use HIV treatment (Bohnert and Latkin 2009). Attitudes towards
prevention services may have increased the risk of HIV and possibly contributed to the high

transmission rates in Nasarawa State.

4.6.3 Condom Use, and HIV Testing — a comparison

Tables 4.16A and 4.17A compare the results obtained from the analysis of trends and patterns
of attitude to condom use and HIV tests between Plateau State and Nasarawa State. While
condom use at the last sexual encounter and those who reported that they had ever tested for
HIV were generally low, a higher proportion of people across the surveys in Plateau State had
used HIV prevention measures during their last sexual intercourse than in Nasarawa State. For
instance, while the use of STI (including HIV) prevention measures was higher in urban areas
in both study locations in 2013, in Plateau State the use of condom peaked at 28.0% and HIV
tests at 71.6%. In Nasarawa State, the rates were 22.8% for condom use and 53.2% for HIV

tests.

Table 4.18 presents differences in the risk of HIV due to unprotected sex, and at the same time
being ignorant of one’s HIV status. A close study of the table suggests that Nasarawa State
initially had more people at risk of HIV from unprotected sex without ever having tested for
HIV than Plateau State. In 2008, 2013 and the pooled analysis, Nasarawa State had a greater
proportion of the urban population at risk of HIV than in Plateau State, while Plateau State had

more rural people at risk than in Nasarawa State
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Variables

31Table 4.18 Unprotected sex, and at no time tested for HIV by Study Locations

Unprotected sex without being ever tested
for HIV

Plateau State

Nasarawa State

S[T:UN 66.7% (28/42) 100% (19/19) n
U 85.4% (88/103) 90.% (45/50) -0.785, p=0.216
A1 80.0% (116/145) 92.8% (64/69) -2.385, p=0,009*
S[T:uR 87.9% (94/107) 94.9 % (112/118) | -1.903, p= 0.029**
=T 96.0% (619/646) 93.3% (706/757) | 2.,084, p= 0.019**
G B 94.8% (713/753) 93.5% (818/875) | 1.133, p=0.129
S[T:uI 68.3% (28/41) 78.4% (40/51) -1.101, p=0.135
Pl =TT I 04.6% (365/386) 89.1% (443/497) | 2.868, p=0.002*
G 92.0% (393/427) 88.1% (483/548) | 2.000, p= 0.023**
PR LU 79.0% % (150/190) | 91.0% (171/188) | -3.263, p=0.001*
SV 94.5% % (1072/1135) | 91.6% (1194/1304) | 2.768, p=0.003*
AN 02 3% (1222/1324) | 91.4% (1365/1493) | 0.841, p= 0.200

*p<0.01, **p<0.05 Data Source: NDHS 2003, 2008, 2013

n = Sample does not satisfy the requirement for analysis

Although the results show a mixed disparity in risky behaviours between the two study locations,
the risk in rural Plateau State is likely due to the concentration of HIV prevention campaigns
concentrated in urban areas (UNAIDS, 2015). Moreover, the implementation of HIV activities
in the urban areas are based on the minimum prevention package interventions (MPP), which
may have helped to improve HIV knowledge and prevention skills, which motivated people to
minimize risky sexual practices. In Nasarawa State, the shame associated with being seen with
a condom may have affected the reluctance to access such prevention packages (Earnshaw and
Chaudoir, 2009; NASACA, 2008; Babalola, 2007). Moreover, a craving for sensation during
penetrative sex (John et al., 2015), marital sexual relationships (Scheeren et al., 2018; Holland
et al., 2003), and gender inequality (Pulerwitz, 2002; Wingood and DiClemente, 2000) are
reasons why people are unwilling to verify their HIV status and continue to engage in
unprotected sex, which remains a significant threat to sexual and reproductive health in
Nasarawa State.

31 7-test Table 4.18 is on unprotected sex, and at no time ever tested from Table 4.16C and Table 4.17C.
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4.7 SEX HAVING/WITH A PERSON WHO HAS STD (s)

HIV is a public health problem, which is transmissible through sexual intercourse as with other
sexually transmitted diseases. While some of the STDs are curable, some, if left untreated, are
very harmful and could have serious health consequences. Sexually active persons are at risk
of STDs, mainly if an infected person is within the asymptomatic period of the disease (Decker,
2016). In women, STDs may be unnoticed, which may result in sexual and reproductive
complications, including infertility (Tsevat et al., 2017). Regardless of the type, an STD
increases the risk of HIV acquisition and is a risk factor of cervical cancer (Frazier et al., 2016;
Brown et al., 1999). The chance of contracting STDs becomes critical during unprotected sex
with an already infected partner. Therefore, the aim of this section is to understand the risk of
engaging in sex with a person who has a sexually infected disease. The results are presented in
Tables 4.17A, 4.17B, 4.18A, 4.18B and 4.19 on Plateau State and Nasarawa State.

4.7.1 Reported STDs in Plateau State

The outcome of analysis on the incidence of STDs in the last twelve months prior to the surveys
shows that few people had reported STDs in Plateau State (Table 4.19A). However, between
2003 and 2013, the reported cases rose. Urban areas had more cases of STDs than rural areas.
Table 4.19B shows that, in urban areas, those who reported STDs were less likely to engage in
unprotected sex compared with rural areas (66.7% vs 90.5%, p<0.05). The risky behaviour
stabilised between 2008 and 2013 in urban areas and increased from 73.3% to 90.5% between
2008 and 2013. Generally, the risky behaviour decreased between 2008 and 2013 from 76.5%
to 64.8%.

Table 4.19A: Reported STDs incidence in Plateau State, Nigeria DHS 2003 — 2013
Reported incidence of STDs Goodness of Fit Test
Total Yes No (X3
Urban 1.5% (1) 98.5% (65) 62.061, p=0.000*
2003 Rural [N 1.2% (2) 98.8% (171) | 165.092, p=0.000*
Total [PRE 1.3% (3) 98.7% (236) | 284.213, p=0.000*
Urban [Eii4 1.0% (3) 99% (314) 305.114, p=0.000*
2008 SUEIAN 1145 | 1.3% (15) | 98.7% (1130) | 1085.786, p=0.000*
JcIN 1462 | 1.2% (18) | 98.8% (1444) | 113.610, p=0.000*
Urban K& 6.0% (21) | 94% (329) 271.040, p=0.000*
2013 Rural  [ESkks 2.9% (27) | 97.1% (891) | 813.176, p=0.000*
LCIN 1268 | 3.8% (48) | 96.2% (1220) | 1083.268, p=0.000*
Urban [REE] 3.4% (25) | 96.6% (708) | 636.411, p=0.000*
RUEINN 2236 | 2% (44) 98% (2192) | 2063.463, p=0.000*
LI 2969 | 2.3% (69) | 97.7% (2900) | 2966.414, p=0.000*
*p<0.01, **p<0.05 Data Source: NDHS 2003, 2008, 2013

Variables

All
Surveys
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%2Table 4.19B: Unprotected sex with STDs in Plateau State
Unprotected sex with STDs

AVETTE o] [55

2013 ~ Allsurveys
Total 76.5% (13/18) 64.6% (31/48) 63.8% (44/69)
Urban 66.7% (2/3) 66.7% (12/18) 66.7% (14/21)
Rural 73.3% (11/15) 90.5% (19/21) 83.3% (30/36)
z-test z=-0.235, p=0.407 | z=-1.836, p=0.033* z=1. 447, p=0.074
**p<0.05 Data Source: NDHS, 2008 and 2013

For some men, STDs were a sign of being brave and an indication of their involvement in many

sexual encounters:

“We discuss among ourselves the number of times one is infected with
gonorrhoea, syphilis or other sexually transmitted diseases. The person with
multiple cases of the disease is called a ‘bulldozer’”
(Urban, married male, 38 years old_PL377)
Among those who said they once had an STD, they suspected they had contracted it during sex

with an acquaintance. Herbs were mainly used for treatment instead of the hospital:

I noticed the symptom of gonorrhoea after | made love with a lady when I went
on a trip. Neither of us bothered to request the use of a condom ... I first went
to the clinic before a friend advised me to use herbs”

(Rural, unmarried male, aged 27 years old_PL366).

The attitude displayed by male participants potentially creates an unsafe environment for STD
transmission and creates the conditions for HIV to thrive, especially when acquiring a sexual
disease becomes a joke and a mark of masculinity (Skovdal et al., 2011). The tendency to
surpass peers in proving manhood allows for an overpowering sexual desire that can prevent

the use of a condom with a partner who may be risky (Bowleg et al., 2011).

4.7.2 Reported STDs in Nasarawa State

Like in Plateau State, in Nasarawa State, only a few respondents reported having an STD. Table
4.20A shows that the reported incidence of STDs has risen in both rural and urban areas. For
example, in 2003, the incidence of STDs was 1.4% and increased to 5.5% in 2013.

Table 4.20B reveals that people with reported STDs in urban Nasarawa State had a lower
probability of engaging in unprotected sex compared with rural areas (66.7% vs 89.6%, p<0.05).

Although no statistical evidence exists, the proportion of those who reported STDs and engaged

32 7-test in Table 4.19B shows the cases of those who had unprotected sex with the presence of STDs by the total sample
of who reported having STDs (Table 4.19A).
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in unprotected sex was lower among the urban than the rural population both in 2013 and the

pooled data.

Table 4.20A: Reported STDs in Nasarawa State, Nigeria DHS 2003 — 2013
Reported Incidence of STDs Goodness of Fit Test

Total Yes | No (X3
Urban 0 100% (24) n
Rural [EZ 2.4% (2) 97.6% (82) 76.190, p=0.000*
U 139 1.4% (2) 98.6% (137) 131.115, p=0.000*
Urban R4S 4.5% (12) 95.5% (253) 219.174, p=0.000*
RUICIN 1010 | 4.2% (42) 95.8% (968) 848.986, p=0.000*
AN 1275 | 4.2% (54) 95.8 % (1221) | 068.148, p=0.000*
Urban ALy 4.3% (9) 95.7% (201) 175.543, p=0.000*
SUICIMN 1181 | 5.7% (1114) | 94.3% (1114) | 928.204, p=0.000*
eI 1391 | 5.5% (1315) | 94.5% (1315) | 113.610, p=0.000*
Urban [EEE] 4.4% (21) 95.8% (478) 418.535, p=0.000*
UICIN 2275 | 4.9% (111) | 95.1% (2164) | 739.120, p=0.000*
AN 2774 | 4.8% (132) | 95.2% (2642) | 2271.125, p=0.000*

*p<0.01, **p<0.05 Data Source: NDHS 2003, 2008, 2013

Variables

PAOK

All
surveys

%3Table 4.20B: Reported STDs in Nasarawa State, Nigeria DHS 2003 — 2013

Variable Reported incidence of STDs
2008 | 2013 Al years

Total 79.0% (66/76) 77.8% (42/54) 82.6% (109/132)
Urban 66.7% (6/9) 75.0% (9/12) 71.4% (15/21)
Rural 89.6% (60/67) 78.6% (33/42) 84.7% (94/111)
z-test -1.907, p=0.028** | -0.262, p=0.397 -1.469, p=0.071
*P<0.01, **p<0.05 Data Source: NDHS 2008 and 2013

Recent information obtained from a qualitative method indicates that men and women had
gonorrhoea and syphilis, which are sexually transmitted infections that are markers of HIV risk.

A rural woman, married for 22 years said:

“I noticed some unusual vaginal discharge and wondered what it was. It was
at the clinic that I found out that the discharge was a symptom of a sexual
disease. | may have had it from my husband, who also got it from another of
his wives”

(Rural, married female, 39 years old_NS701)
This narrative highlights a route to acquiring or transmitting HIV in a concurrent sexual
relationship, which in this case is a polygamous marriage. In the transmission dynamics of HIV,

the virus spreads quicker in a sexual partnership, where a partner is sexually connected to

33 7-test in Table 4.20B shows the cases of those who had unprotected sex with the presence of STDs by the total sample
of who reported having STDs (Table 4.20A).
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another person who may also have a different partner. The more people in a sexual network,
the more likely it is that a sexual infection diffuses (Ademora and Schoenbach, 2013). The
spread of the infection is fast if one or more persons in the network are HIV positive (De
Oliveira et al., 2017). A 28-year-old student in one of the State’s tertiary institutions said, “I
had my first experience of STDs after a one-night-stand with a lady after a night party. | may
have been drunk and therefore did not use protection” (NSasrural, unmarried male).
Environments, such as those mentioned by the student, point to some significant events that
encourage risky sexual activities with partners who may have been involved with carriers of
the disease. Extramarital sex (4.3), multiple sexual partnerships (4.4) and sex with a non-

regular/casual partner (4.5) show types of sexual networking that are risky.

4.7.3 Reported STDs Incidence: A Comparison

Tables 4.19A and 4.20A account for the differences in sexual activity with reported STls in the
two study settings. In Plateau State, the risky behaviour increased among urban dwellers and
was low in rural areas, whereas, in Nasarawa State, both urban and rural areas had higher cases
of reported STDs in the survey years and in the pooled data. For those with STDs involved in
unprotected sex, there is only a significant difference in the pooled data (z= -2.969, p=0.002)
between Plateau State and Nasarawa State. The result implies that unprotected sex with a person

with an STD is less likely to occur in Plateau State compared with Nasarawa State.

%4Table 4.21: Unprotected sex with STIs between By Location
Unprotected sex with reported STIs \

Plateau State | Nasarawa State | Z-test (2)
LCIEIN 76.5% (13/18) | 79.0% (66/76)
AIRVIELN 66.7% (2/3) 66.7% (6/9)
SOIEINN 73.3% (11/15) | 89.6% (60/67)
LCTEIN 64.6% (31/48) | 77.8% (42/54)
SIIENN 66.7% (12/18) | 75.0% (9/12)
SUEIR 90.5% (19/21) | 78.6% (33/42) n

eI 63.8% (44/69) | 82.6% (109/132) | 2.969, p= 0.002*
66.7% (14/21) | 71.4% (15/21) 0.334, p= 0.369
83.3% (30/36) | 84.79% (94/111) | 0.194, p=0.423
*p<0.01 Data Source: NDHS 2008 and 2013

Variables

S| S| 3S| S

n = Sample does not satisfy the requirement for analysis

34 7-test in Table 4.21 shows unprotected sex with the presence of STDs in Tables 4.19B and 4.20B.
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4.8 CONCLUSION

This chapter presented the results from three NDHSs with the analysis of the pooled data for
the surveys. In-depth discussions were carried out to understand their experiences as the
outcomes were corroborated with the surveys and thereby address the first objective of the study.
The chapter examines patterns of sexual behaviour and the risk of HIV transmission in Plateau
State and Nasarawa State. The discussions described the indicators of sexual behaviour and the
disparity within and between the study settings. Three main points emerged from this chapter.
First, respondents in the study settings engaged in safe sexual behaviour that included: (i) older
age at sexual debut, (first sex age < 15 years old); (ii) total sexual abstinence; (ii) sex only with
a spouse in a union; (iv) had sex with a regular partner [in a stable relationship], and (v) the
absence of a sexually transmitted disease. These behaviours that facilitate the low risk of HIV
transmission or acquisition were generally more likely in Plateau State than in Nasarawa State.
Secondly, in a setting where the HIV epidemic is generalised in the population, unprotected
sexual behaviour exposes more risk. Hence, the following risky sexual behaviours were lower
in Plateau State compared with Nasarawa State: (i) unprotected first sex at age < 15 years old;
(if) unprotected nonmarital sexual activity; (iii) Non-use of condom during sex with a casual

partner; (v) unprotected sex, and at no time tested for HIV, and (vi) unprotected sex with STDs.

Thirdly, risky sexual behaviour expressed by the non-use of a condom is key to the spread of
HIV. The urban and rural areas of Plateau State had a larger proportion of people who engaged
in unprotected sex in during the last four weeks than Nasarawa State. More people in the rural
areas of Nasarawa State than in Plateau State engaged in unprotected extramarital sex, did not
use a condom, and had never tested for HIV. However, the results indicated that respondents in
Plateau State were at a lower risk of acquiring or transmitting HIV compared to Nasarawa State.
The low sexual risk behaviour in Plateau State may have contributed to the decline of HIV
prevalence, while in Nasarawa State the high-risk sexual behaviour may have beeen responsible
for the greater prevalence of HIV than in Plateau State, and above the national average.
However, the factors that facilitated or constrained the forms of sexual behaviour and the risk
of HIV transmission remain unclear. Consequently, the next chapter determines the distribution,
and the factors associated with the chance of enagaging in risky sexual behaviour in the study

settings.
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CHAPTER FIVE
FACTORS INFLUCING THE RISK OF HIV TRANSMISSION

5.1 INTRODUCTION

In Chapter Four, the study examined the trends in sexual behaviour indicators and compared
the non-use of condoms during the last sexual encounter amongst people in Plateau State and
Nasarawa State. The results indicated that more people in Nasarawa State than in Plateau State
engaged in sexual activity, and in most cases without the use of a condom. Consquently, this
chapter pooled the datasets for the three surveys to evaluate HIV risky behaviours in order to
gain an insight into how they were influenced by personal factors. Qualitative research results
explain why people had the chance to engage in high-risk behaviours. In understanding this
phenomenon, data on those who reported they never had sex were excluded from the analysis.
The risky behaviour associated with HIV transmission is categorised into “low” and high” with

detail explained in section (Table 3.7, page 113)

Univariate statitistics present the percentage distribution of those who engaged in risky HIV
behaviour in the study loctions during the three survey years (2003, 2008 and 2013). Risky
sexual behaviour was measured as a binary, with “1” assigned to high-risk behaviour and “0”
for the low-risk of acquiring or transmitting HIV (see detail in Table 3.7, page 113). Bivariate
statistical techniques were used on the pooled data that combined the three surveys years. The
Chi-square Test or Fisher’s Exact Test was used used to examine the association between the
respondents’ background characteristics and risky sexual behaviour (for each of the indicators
of sexual behaviour). The test of association helped to identify the statistically significant
variables suitable for modelling the predictors of HIV high-risk behaviour in a multivariate

bionomial logisitics regression.

The high-risk behaviours established the likelihood of acquiring or transmitting HIV and the
low-risk indicated the possibility of a reduced risk. The background characteristics of the
respondents’ constititued the independent variables, while the categories of risky behaviours
were the dependent variables (see Table 3.7, page 113 and 3.8, page 114 for details) deployed
in the multivariate logistic regression models to determine the likelihood that a person is at
high-risk of HIV infection. Variables that were found to show evidence of a significant
association in the bivariate analyses were selected for the estimation of the Crude Odds Ratio
(COR), a univariate logistic regression modelling that examines the effect of respective

background variables with high-risk behaviour in Model 1. An Adjusted Odds Ratio (AOR),
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Model 2 determines the influence of all the significant variables combined in a single stastistical
modelling to understand the proportion of chance a person has to transmit/acquire or avoid HIV.
Following the multivariate analysis, results from qualitative data analysis provided evidence of
personal experiences and views that explain why individual characteristics were linked with
HIV high or low risk behaviour in Plateau State and Nasarawa State. This chapter is outlined
as follows:

e Section 5.2: Factors of HIV risky behaviours;

e Section 5.3: Motivations for high and low risk behaviours, and

e Section 5.4: Conclusion.

5.2 FACTORS OF HIV RISKY BEHAVIOURS

This section describes the distribution of HIV risky behaviour in the three survey periods. The
association between the respondents’ characteristics and HIV risky sexual behaviour, and the
predictors of likelihood to engage in HIV high-risk behaviours between Plateau State and

Nasarawa State have been estimated.

5.2.1 Risk and the Age at First Sexual Intercourse

This section examines the risk of acquiring HIV during sex at the age a person first engages in
sex. Table 5.1 shows that, in a decade (2003 and 2013), the proportion of people in Plateau
State who enagaged in risky sexual behaviour generally decreased, wherease in Nasarawa State,
the proportion increased. For example, the proportion decreased among females (80.1% to
69.0%), those with no education (52.75 to 24.1%), and members of poor households (44.0% to
23.0%) in Plateau State. Others included people who did not know where to get HIV test (70.6%
to 25.2%), and those would buy vegetables from a vendor with HIVV/AIDS (71.0% to 33.7%).
In Nasarawa State, the proportion increased amongst the same categories of respondents, in
addition to people who were ignorant that a healthy looking person could have HIV/AIDS (55.2%
to 97.7%), older people 