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Abstract
It is estimated that 7 million deaths globally are due to poor air quality. Understanding the
sources, transport, transformation and eventual fate of pollutants in the atmosphere is
important in informing interventions to reduce this number. This thesis focuses on
measuring emissions of Nitrogen Oxides in two megacities - London, UK (spring 2017) and
Delhi, India (pre- and post-monsoon 2018) - and using them to evaluate emissions
inventories. A good understanding of urban emissions is important, as the proportion of the
global population living in them is ever increasing and with it total exposure to poor air
quality. Nitrogen oxides are of interest due to their role in tropospheric ozone formation and
the detrimental health effects of nitrogen dioxide.

Here, eddy covariance has been used to measure NOx emission in both cities, and
developments have been made in mass balance methods towards an alternative measurement
of NOx emission in London.

The measurements made in London, in agreement with previous measurements, found that
there is an underestimation of NOx emission by the UK’s National Atmospheric Emissions
Inventory by an average of 1.4× and that this became more pronounced at the weekends due
to differences between diurnal traffic flow and the diurnal profile used to scale road traffic
emissions.

In Delhi, NOx emissions were measured at two sites, and a local inventory was shown to
overestimate the emissions significantly, however, the spatial variation in emissions was well
captured.

Finally, work on the mass balance method highlighted key areas for continued development
for the method to be applicable for reactive gases and large targets such as London. These
include improving the treatment of chemical transformation between emission and
measurement, and more robust treatment of the air mass being sampled to connect it with
emissions inventories.
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Chapter 1

Introduction
Poor air quality is driven by combination of pollutant emission, chemistry and meteorology.
The primary introduction of pollutants to the atmosphere come from a combination of
anthropogenic and biogenic sources, followed in some cases by chemical production of
secondary pollutants. Meteorology affects the transport of the pollution through the
atmosphere and the magnitude of concentrations that result from emission. The
anthropogenic emission of pollutants has increased globally due to population growth and
economic development driving demand for polluting technologies.

Air pollution is not a recent issue, but the pollutants of importance have changed with both
changing technology and implementation of abatement strategies. For example the
introduction of the Clean Air Act in the UK started the move towards smokeless fuels
reducing the concentrations of sulphur dioxide (SO2) and large particulates which, when
combined with adverse meteorological conditions, caused air pollution events like the Great
Smog of London of 1952 [1].

More recently the increased emissions of hydrocarbons from road transport vehicles required
the installation of catalytic converters, of which newer three-way versions also somewhat
addressed nitrogen oxide (NOx= NO + NO2) emissions. However, whilst petrol cars could
reach emissions standards using this technology, diesel vehicles could not, due to operating
with a more O2 rich exhaust. Exhaust gas re-circulation (EGR) can be used to reduce some of
these emissions, by re-circulating some of the exhaust air back through the engine, lowering
both the temperature and amount of O2, reducing NOx emission at the expense of fuel
efficiency. Across Europe there has been much larger uptake of diesel vehicles than in other
regions of the world, with 50 % of new cars in 2011 in the UK being diesels. This growth was
due to incentives instated by the European Union as a part of policy focusing on reduction of
greenhouse gas emissions encouraging the use of more fuel efficient diesels over petrol cars to
help achieve this [2]. This led to much of the fleet breaching NOx emissions standards. Euro
VI emissions standards have focused on reducing these NOx emissions further still and at first
this lead to attempts from some manufacturers to circumvent emissions testing [3–5]. These
manufacturers opted to install ”defeat devices” in the vehicle software to fool the emissions

3



certification tests [6]. As the emissions testing procedure involved a regimented driving cycle
under controlled conditions, the on-board computer was able to detect the test being
performed and enabling emission controls during the test, but under real driving conditions,
EGR was disabled. These unexpectedly high emissions were discovered through independent
monitoring by the International Council on Clean Transportation measuring emissions on
the road, and ultimately has lead to changes in emissions testing to prevent defeat devices
from being useful [7]. Despite this, vehicles have begun to adopt new emission reductions
technology. and Euro VI compliant vehicles have begun to enter the fleet (figure 1.1).

Figure 1.1: Change in non-hybrid cars outside of London in theUKby euro standard 2013 - 2019

Lean NOx traps (LNT) and selective catalytic reduction (SCR) are two of the main
technologies being employed to curb NOx emission. LNTs are an augmented three-way
catalytic converter that is capable of adsorbing NOx during O2 rich operation, common in
diesel vehicles - during which a traditional catalytic converter would be unable to reduce NOx

to N2 - and later releasing and regenerating the surface when NOx reduction to N2 can be
performed. SCR uses ammonia to perform this reduction, requiring a regent such as urea to
be added to the vehicle. Both methods reduce the overall NOx emission from the vehicle,
with SCR being particularly effective [8]. The ultra-low emissions zone, implemented in
London in 2019, specifies Euro VI as the minimum acceptable emission standard for diesel
cars to increase usage of these new technologies and further encourage reductions in NOx

emission.

Over the course of the last 30 years, the average concentrations of NOx in the UK have
decreased, due to these emissions controls (figure 1.2). This trend is more prevalent in urban
areas, where traffic sources are more dominant, however the rate of reduction has been slower
since ~2005. This has also had the effect of increasing urban O3 levels closer to those seen at
rural sites, due to the reduced competition of NOx with available oxidants (see section 1.3).
Whilst there is ongoing work to limit air pollution, the World Health Organisation
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estimated that in 2016 7 million deaths were due to poor air quality (both ambient and
indoor), demonstrating that air pollution very much an ongoing problem [9]. Projections of
future air quality suggest that the combination of O3 and PM2.5 (particles with diameter less
than 2.5 µm) could be responsible for twice their current global mortality by 2050 assuming
continued levels of pollution [10]. However, those from PM2.5 may reduced by a factor 1.1 - 1.7
by the end of the century if emissions reductions based upon the representative concentration
pathways adopted by the Intergovernmental Panel on Climate Change are implemented
successfully[11, 12].

To further mitigate and avoid future problems caused by poor air quality it is important that
the sources, processes, and ultimate fate of pollutants released into the atmosphere are well
understood. This thesis focuses on the measurement of NOx emission in two megacites -
Greater London, UK and Delhi, India - and the application of these measurements to
emissions inventory evaluation. In this chapter the meteorology important to air pollution
and the role NOx in the lower atmosphere are introduced, along with the direct and in-direct
effects of key air pollutants on human health.

Figure 1.2: NOx (top) and O3 (bottom) monthly mean concentrations from measurements
made at urban (blue) and rural (red) background sites on the Automatic Urban and
Rural Network in the UK from 1990 to 2019. Loess smoothing is overlaid to show
overall trend.
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1.1 Meteorology

Meteorology governs the structure and motion of the atmosphere into which pollutants are
emitted, subsequently affecting their concentrations and any transportation from their
source. When focusing on the impact of air pollutants on human health, the primary areas of
concern are where the most exposure occurs; in the context of the atmosphere, this is the
lowest layer, the troposphere, as this borders the earths surface. The troposphere spans from
the surface to ~10 - 15 km high. This layer is separated from the stratosphere (ranging from
~10 - 50 km) by a temperature inversion due to heating from absorbance of solar radiation <
290 nm by O3. This minimises mixing between the layers, trapping most surface emissions in
the troposphere. The troposphere can be further subdivided into the boundary layer and free
troposphere. The boundary layer comprises the lower layer of the troposphere and is discussed
in detail in section 1.1.1. The dynamics of the boundary layer influence a pollutant’s behaviour
shorty after emission, and underpin the eddy covariance (EC) methods employed in chapters
3 and 4. The method is discussed in detail in 2. While primarily affected by the
micrometeorological processes governing the boundary layer, a pollutants concentration and
fate are also governed by larger scale processes and are discussed further in section 1.1.2. In
addition to the references within, a detailed overview of the boundary layer can be found in
Stull 1988, which much of the following sections are based upon [13].

1.1.1 Twenty Thousand Metres Under the Stratosphere

The boundary layer comprises the lowest layer of the troposphere and is characterised broadly
as the portion of the atmosphere who’s behaviour is driven by its interaction with the Earth’s
surface. It responds to forcing from the surface on timescales of the order of about an hour or
less and can extend over heights of tens to low thousands of meters depending on time of day,
surface and latitude. These interactions with the surface can include a variety of factors (such
as the the aforementioned emission of pollutants) but the presence of turbulence is an
important resultant property of several of them, namely buoyancy and wind shear.

Generally, turbulent flow is the property of a fluid (which in this case is air) within which the
particles flow chaotically, resulting in minimal predictability and high sensitivity to initial
conditions. This is opposed to laminar flow, where the fluid moves in layers where properties
such as velocity remain mostly constant spatially and when they do change, transition
smoothly between states.

Turbulent motion in the boundary layer is mainly driven by convection. Air parcels close to
the surface are heated and therefore become more buoyant, these then rise through the
boundary layer, cooling radiatively and descending again. This promotes mixing throughout
the boundary layer and creates turbulent motion as many air parcels of varying size are rising
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and descending simultaneously. Additionally, wind shear (rapid changes in wind speed or
direction over a short distance) can generate turbulence. Turbulence drives vertical transport
within the boundary layer, but as the average vertical wind over sufficient time scale is
considered to be 0.00 m s-1 (as air is not being lost from the atmosphere), the boundary layer
becomes vertically well mixed.

The remainder of the troposphere above the boundary layer is referred to as the free
troposphere, which, by definition, lacks this much of this surface induced turbulence
(though can still experience shear induced turbulence) and instead motion of air here is
driven by advection - transport with the mean wind direction. During the day, as surface
heating increases, the boundary layer grows entraining air from the free troposphere to do so,
and as the surface cools the boundary layer decays. This can introduce transported pollutants
into the boundary layer or release them into the free troposphere to be transported further
away. Indeed, horizontal advection is also present in the boundary layer, transporting
pollutants locally and allowing the application of Taylor’s frozen turbulence hypothesis [14]
which is important to ECmeasurements.

Boundary layer growth is driven by surface heating, so greater heights and diurnal variability
are seen over the land, where the surface has a lower heat capacity, heating more rapidly and
to greater temperatures than over the ocean. As sea surface temperatures are less variant,
boundary layers over the ocean vary comparatively little between day and night, and remain
more stable due to a shallower vertical temperature gradient. Over land a stable layer usually
forms within the lower portion of the boundary layer overnight when turbulence has
decreased, and can further limit vertical mixing of pollutants until turbulence resumes,
creating a residual layer between the free troposphere and this nocturnal boundary layer.
Figure 1.3 shows schematic boundary layer development over a day. Boundary layer stability
refers to whether conditions are causing turbulence to increase, be maintained, or decrease.
One measure of this is the stability parameter fromMonin-Obukhov similarity theory; z/L,
where z is the measurement height and L is the Obukhov length. L is proportional to the
displacement above the surface where buoyancy has a greater contribution to turbulence than
wind shear, and as such the sign of z/L indicates stability, negative is unstable - turbulence is
increasing - and positive is stable - turbulence is decreasing [15].

Urban areas can experience higher nighttime boundary layers than rural areas as the surface
retains its heat for longer. This is known as an urban heat island and can result in convection
driving turbulence overnight, such that a stable layer never forms. These persistent mixed
layers can then be driven up if they are advected out of the city, pushed above cooler stable
layers that have formed in surrounding rural areas, transporting pollution in the cities plume
further than if the air mass had remained lower [16].
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Figure 1.3: Schematic of boundary layer development over 24 hours. Based upon a similar dia-
gram from Stull 1988 [13].
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1.1.2 Effects of the Boundary Layer and wider Meteorology on
Pollutant Concentrations

The development of the boundary layer throughout the day can have diluting effects on the
concentration of pollutants. Ignoring emission or production of a pollutant, the growing
boundary layer mixes cleaner air in from the free troposphere, lowering concentrations
through the day. This is observed as a sinusoidal pattern in some diurnal profiles, including
those measured in this thesis (see NO2 in figure 3.8 and several pollutants in figure 4.4). In
these examples the decrease is strongly anti correlated with boundary layer height. Of course,
this is not observed for all pollutants, O3 in figure 3.8 does not show this pattern, as its
production overcomes this dilution effect. Lower boundary layers can drive higher
concentrations, especially stable layers with little turbulent mixing, as are often observed
overnight [17].

Wind speeds also impact ambient concentrations. As mentioned previously they can increase
turbulence, but also drive advection. Higher wind speeds therefore lead to lower
concentrations, but increased transport of emissions, which can move the problem of
pollution downwind. Large scale movement of air masses is also important, as these influence
the background concentrations into which local pollution is emitted. LambWeather Types
have been used to classify synoptic scale weather patterns over the United Kingdom -
generally grouped by wind conditions, e.g. cyclonic (counter-clockwise curl of the wind
direction), anticyclonic (clockwise curl of the wind direction) and cardinal wind directions
[18, 19]. Several studies have observed that anticyclonic, easterly and south-eastern conditions
lead to enhancements in NO2 , O3 and PM2.5 [20]. This is due to reduced air mass mobility in
anticyclonic conditions, which in turn reduces the transport of pollutants away from their
source, and due to transport frommainland Europe in the case of easterly flows, whereas
westerly flows bring cleaner air from the Atlantic [21, 22].
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1.2 Sources of NOx

Global emissions of NOx were estimated to be ~38 TgN yr-1 in 1996 [23]. The Emission
Database for Global Atmospheric Research (EDGAR) estimates that global surface NOx

emissions in 2012 were ~121.8 Tg yr-1, which assuming 100 % of the emission is as NO, is
roughly 56.9 TgN yr-1 (note that under this assumption, the EDGAR inventory estimates
~45.0 TgN yr-1 in 1996) [24]. Tropospheric NOx is primarily emitted as NO as a by product of
high temperature combustion and as such anthropogenic sources dominate, especially road
transport. Exceptions to this include natural emissions from lighting and soil (~5.8 and ~5.6
TgN yr-1) and lower temperature biomass burning (~5.9 TgN yr-1) [25, 26].

The dominance of anthropogenic emissions leads to higher levels of NOx generally being
found in areas of higher population. The world average population passed 50 % living in
urban areas in 2007, and in 2018 between 42.5 % (in Africa) and 82.2 % (in Northern America)
live in urban areas. By 2050 this is projected to narrow to between 58.9 - 89.0 %, with a global
average of 68.4 % (figure 1.4) [27, 28]. With the proportion of the world’s population living in
urban areas increasing, both emission of and human exposure to air pollution in these
regions will increase.

Figure 1.4: Proportion of world population living in urban areas, from 1950 - 2018 (solid). Pro-
jection of population in urban areas 2018 - 2050 (dashed) [27].

For example, the National Atmospheric Emissions Inventory (NAEI), a top-down
atmospheric emissions inventory for the United Kingdom (see section 3.3.1 for more details),
breaks emissions down into several sectors [29]. For NOx , road transport dominates making
up 39 % of onshore emissions, followed by other transport and energy production sectors
(figure 1.5). Urban centres contribute disproportionately to these emissions per unit area, with
Greater London contributing 5.3 % of the UK’s total NOx emissions whilst being focused in <
0.7 % of the area. The combination of Greater London, Greater Manchester and
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Birminghammake up 8.8 % of total emissions in 1.3 % of the area, but do however include
roughly 20 % of the UK’s population. Focusing on these urban centres also increases the
contribution to emissions from road transport and domestic combustion, seen in figure 1.5
when the UK is compared to Greater London.

It should also be noted that other important pollutants that degrade air quality share
emissions sources with NOx. Figure 1.6 shows PM2.5 has large contributions from road
transport, other transport and domestic combustion sectors both at the country and city
scale. Conversely, non-methane volatile organic compounds (NMVOCs) have their major
contributions from other sources, namely solvent use and production, agricultural and
natural sources which combined contribute 57.3 % at the UK level and 66.2 % in Greater
London. Section 1.3 described the importance of both NOx and NMVOCs being present for
in-situ O3 production, and their emissions should be reduced inline with one another to
avoid inadvertently moving into higher O3 production regimes. Implementing policy to this
effect is made harder due to this lack of overlap between emissions sources.
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Figure 1.5: Top - Total onshore NOx emission by sector for the UK (left) and Greater London (right) from the 2017 National Atmospheric Emissions Inventory
[29]. Data outside of UK borders were excluded from the totals, to be more representative to the Greater London emissions, which naturally exclude
these. Sectors that contribute to ”Other” (values from UK totals): agriculture 3.7 %, energy production 0.4 %, natural 0.2 %, waste 0.1 %, solvents < 0.1
%, and industrial processes < 0.1 %. Some of these will also be represented by point sources instead, included in the offset wedge. Bottom - The ’Various
Point Sources’ sector subdivided into more groups. Kilotonne values do not exactly match percentages above due to the point source spatial layer used
as the data source for the top row and a separate point source list used for the bottom.
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Figure 1.6: Total onshore pollutant emission from the NAEI (left to right: NOx, PM2.5 and NMVOC) by sector for the UK (top) and Greater London (bottom) [29]13



1.3 The Chemistry of NOx in the Troposphere

NOx is an important pollutant in the troposphere for for two reasons; it provides routes for
the formation of O3, which is damaging to human health as is NO2 in its own right. Figure
1.7 presents a simple overview of the chemical processes found in the troposphere. As
mentioned previously, the stratosphere absorbs much of the high frequency radiation
reaching the lower layers of the atmosphere and limits the photochemistry to reactions
involving radiation at wavelengths greater than 290 nm (actinic radiation).

The right hand side of figure 1.7 represents a clean atmosphere i.e. no significant NOx

concentrations. Here the hydroxyl radical (OH) is formed during the day from the reaction
of water with atomic oxygen (O1D), this triggers oxidation of organic molecules and the
formation of hydroperoxy and alkylperoxy radicals (HO2 and RO2 - herein grouped as peroxy
radicals, formed via R 1.1 - R 1.6). These eventually undergo radical chain termination as
hydroperoxides (ROOH or H2O2) and ultimately removed from the atmosphere through dry
and wet deposition [30]. Figure 1.7 shows the route by which general organic species (RH,
where the R group represents the characteristic functional group of a specific volatile organic
compound) undergoes this oxidation (R 1.1 and R 1.2) . This section of the cycle can also result
in the net destruction of O3 when a similar process resulting in the formation of HO2 is
followed (R 1.3 - R 1.7).

Figure 1.7: Simple overview of atmospheric chemistry in the troposphere. The R group rep-
resents the characteristic functional group of a specific volatile organic compound.
NO to NO2 conversion is described in equations R 1.8 and R 1.9
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OH+ RH −−→ R+ H2O (R 1.1)

R+ O3
M−−→ RO2 (R 1.2)

HCHO hν < 334 nm−−−−−−→ HCO+ H (R 1.3)

H+ O2
M−−→ HO2 (R 1.4)

HCO+ O2 −HO2 + CO (R 1.5)

OH+ CO −−→ CO2 + H (R 1.6)

O3 + HO2 −−→ 2O2 + OH (R 1.7)

However, the remainder of the cycle in figure 1.7 provides an alternative pathway for the
peroxy radicals, via the oxidation of NO to NO2. The cycling of NO and NO2 and subsequent
O3 production is summarised in equations R 1.8 - R 1.10.

NO+ X −−→ NO2 (R 1.8)

NO2
hν < 420 nm−−−−−−→ NO+ O(3P) (R 1.9)

O(3P) + O2
M−−→ O3 (R 1.10)

In R 1.8 X is any of O3, RO2 or HO2, all of which can oxidise NO to NO2. When X is O3, these
reactions form an cycle with no net production or loss of O3, but when peroxy radicals are
available in the place of X, this null cycle is perturbed leading to net production of O3.
Furthermore, HO2 can be regenerated from the products of R 1.8 when X is RO2 upon
abstraction of H from RCH2O (alkoxy radical, expanded from RO) by O2, which can again
go onto oxidise NO and subsequently create more O3 (R 1.11).

RCH2O+ O2 −−→ HO2 + RCHO (R 1.11)

Clearly, O3 formation requires NOx but the peroxy radicals are needed for net production
which in turn require the presence of non-methane volatile organic compounds (NMVOCs).
The O3 production potential for varying concentrations of NMVOCs and NOx can be
represented on an O3 production isopleth, an example of which is shown in figure 1.8. These
isopleths are formed by modelling the O3 produced (shown on the z axis) by different
combinations of NOx /VOC starting concentrations (given on the y and x axis). Polluted
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urban areas, such as central London, are often categorised as being under VOC limited
regimes [31], due to the relative abundance of NOx in these areas. Under some VOC limited
conditions, reduction in NOx can actually drive an increase in O3 production as formation of
HNO3 from NO2 competes for the availability of OH and removes both from the system in a
radical termination step (R 1.12). Alternatively, an overabundance of NOx can suppress the O3

production potential owing to R 1.12 competing for OH [32]. The decrease in OH limits the
available peroxy radicals, in turn limiting oxidants alternative to O3 in R 1.8. There are then
less cycles of NO oxidation that result in net O3 formation. This formation of HNO3 also
constitutes the primary loss route for NO2 , which leads to a lifetime on the order of hours [33].

NO2 + OH M−−→ HNO3 (R 1.12)

The rapid interconversion between NO and NO2 via O3 results in an equilibrium between the
three species (photostationary state) and, in the absence of peroxy radicals, the combination
of R 1.8 - R 1.10 results in a null cycle (as in R 1.8, when X is O3 and O2 is an additional product).
The O3 concentration can then be written as equation 1.1, where jR 1.9 is photolysis rate for the
dissociation of NO2 and kR 1.8 is the rate of reaction of NO with O3 to form NO2 [32].

[O3] =
jR1.9[NO2]

kR1.8[NO]
(1.1)

As this model of the system does not contain the perturbations due to the presence of peroxy
radicals discussed previously, the equation can be rewritten as equation 1.2 [34]. Here ϕ is the
Leighton ratio, and is unity when there are no other oxidants than O3 available and greater
than unity when there are [35].A negative value suggests that the photo stationary state has
not yet been reached, such as near a NO emission source.

ϕ =
jR1.9[NO2]

kR1.8[NO][O3]
(1.2)

ϕ is often close to unity in high NOx environments, due to NO2 limiting the availability of
peroxy radicals [36]. In lower NOx environments (or as the relative NO2 concentration is
depleted in an air mass), ϕ will increase and thus O3 production. This will continue until a
point of maximumO3 production can be reached and it enters into a NOx limited regime,
with R 1.9 becoming the rate limiting step. These parameters for O3 production have
consequences when emissions controls are to be considered. Reduction of NOx emissions
without the reduction of NMVOC emissions may result in a NOx limited regime being
reached sooner, likely increasing O3 production nearer the original emissions sources. In the
converse case, reductions in NMVOC emissions without the reduction of NOx emissions may
drive O3 production to peak further from the emissions sources, causing O3 problems further
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afield [37].

Figure 1.8: Example O3 production isopleth, based upon their initial concentrations in an air
mixture and generated via a combination of modelling and atmospheric chamber
data. Reproduced from Finlayson-Pitts and Pitts 1993 [38]

Equation R 1.12 has already shown the primary loss route for NO2 to HNO3. HNO3 is removed
from the atmosphere via wet deposition or though neutralisation on reaction with ammonia,
potentially leading to aerosol formation. As this loss mechanism for NO2 is facilitated by
OH, it mainly occurs during the daytime. NO2 can react with RO2 to form peroxyacyl nitrate
(PAN) species (R 1.13). PAN acts as a reservoir for NOx and can increase the range it can be
transported, as it evades loss to HNO3. PAN reverts to RO2 and NO2 via thermal
decomposition, so can be a particularly large reservoir when transported to or formed in
cooler regions [39]. Depending on temperature and pressure the lifetime of PAN can range
fromminutes to days, which can aid transportation, with increased lifetime at the lower
pressures and temperatures when lofted into the free troposphere.

RO2 + NO2 −−⇀↽−−
∆

PAN (R 1.13)

During the night, NO2 can form the nitrate radical (NO3) on reaction with O3 (R 1.14). The
nitrate radical is rapidly photolysed in the day (lifetime < 5 s [32]), limiting its formation to
the nighttime. It can act in place of the OH radical similarly to the initiation of the cycle
presented in figure 1.7, forming alkyl radicals and nitric acid (R 1.15), again ultimately
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forming a loss route for NO2. Additionally, NO3 can react with NO2 to form N2O5 reversibly,
which can act as a reservoir for NO2 overnight, and a morning source (R 1.16). The N2O5

reservoir in the presence of Cl, can be extended to include ClNO2 (R 1.17).

NO2 + O3 −−→ NO3 + NO2 (R 1.14)

NO3 + RH −−→ R+ HNO3 (R 1.15)

NO3 + NO2
M−−⇀↽−− N2O5 (R 1.16)

N2O5 + Cl −−→ ClNO2 + NO3 (R 1.17)

A final important transformation NOx can undergo in the atmosphere is NO’s interaction
with OH to form HONO (R 1.18). As HONO is rapidly photolysed by UV light (R 1.19), build
up usually occurs at night, and its decay can be an early morning source of OH. It can also be
a source of NO2 via oxidation by OH (R 1.20) [40].

NO+ OH M−−→ HONO (R 1.18)

HONO hν−−→ OH+ NO (R 1.19)

HONO+ OH −−→ H2O+ NO2 (R 1.20)

The reactions described in this section are summarised in figure 1.9.

Figure 1.9: Overview of NO2 related chemistry in the troposphere. Shaded region shows night-
time chemistry.
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Figure 1.10 shows the mean diurnal and annual concentration profiles for NOx and O3 for
2019 measured across the UK’s Automatic Urban and Rural Network (AURN) separated into
urban traffic, urban background and rural background sites to provide some spatial
variability - see section 1.5 for more details on the network and site types.

From figure 1.10, average hourly NOx concentrations measured across the UK were between
7.7 and 111.0 ppbv. The highest were seen at urban traffic sites, during January at peaks in the
morning an evening. The lowest were measured at rural background sites during August in
the early morning. The diurnal profile at all the types of sites shows a double peak in the
morning and evening which generally aligns with increased transport activity as people move
to and from work and the largest values being measured at the roadside links this to road
transport activity. The highest values are observed in the winter due to a combination of
lower boundary layer (from cooler surface temperatures, section 1.1.1) and increased emissions
from heating in buildings, a greater volume of and less efficient vehicle use.

For O3 , UK wide hourly average concentrations ranged between 24.2 and 68.7 ppbv, however
the trend in sites was reversed. Highest concentrations were seen at rural background sites,
and the lowest at urban traffic sites. This is due to the suppression of O3 production due to
competition with radicals from NO2 discussed earlier. Annually, ozone reaches an average
monthly maxima in the spring and decreases to a minima during the winter, likely caused by
variations in photochemical activity and influenced by anthropogenic activity, though no
firm conclusion has been reached [41].
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Figure 1.10: Diurnal (left) and annual (right) mean concentrations for NOx (top) O3 (bottom)
at rural background (red), urban background (blue) and urban traffic (green) sites
in the Automatic Urban and Rural Network, UK for 2019.
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1.4 Health Effects

1.4.1 Nitrogen Oxides

NOx is of concern due to its aforementioned role in O3 production and acute exposure to NO2

can affect pulmonary function, inflame airways, increased risk of stroke, and lower birth
weights [42, 43]. Exposure to high NO2 concentration is required before acute effects are felt,
and air quality objectives (table 1.1) reflect this, however, it is not uncommon in the urban
environment for these objectives to be breached (see section 1.5). Those who have preexisting
conditions, such as asthma or chronic obstructive pulmonary disease are more readily
susceptible to the adverse effects of NO2 [44]. As elevated NO2 concentrations are closely
linked with both increased PM2.5 concentration, due to their shared sources, and O3

formation, many more impacts of air pollution are linked with these directly and can be
considered secondary effects of NO2 emission.

1.4.2 Ozone

Ozone is of concern as an air pollutant to due to range of acute and chronic effects on human
health. The impact has been linked to both concentrations commonly measured in and
around urban areas, and breathing tidal volume, thus increasing susceptibility to the negative
effects of O3 during exercise [45]. Acute exposure to concentrations of ~160 µg m-3 have shown
impacts on pulmonary function within 24 hours, increased hospital emissions of those with
underlying respiratory conditions have been linked to concentrations less than 60 µg m-3

and people with implanted defibrillators are twice as likely to suffer an arrhythmia in the
hour immediately following exposure to 44 µg m-3 [46–48]. This final effect is likely linked
specifically to these underlying conditions, as in the study and review of ozone exposure
”Multicenter Ozone Study in oldEr Subjects” the cardiovascular effects of O3 in individuals
without implanted defibrillators were not significant. The study did support that the effects
on the pulmonary system at concentrations ~140 - 240 µg m-3 [49]. Long term effects of
exposure to O3 include links to the onset of asthma; in cases were regular (> 3 times per week)
physical activity was conducted in with exposure to high O3 (maximum 1-hour mean
concentration of 151 µg m-3 ) compared with similar activity in low O3 environments
(maximum 1-hour mean concentration of 95.2 µg m-3 ) had a 3 fold risk of developing asthma
[50]. Although it is not a direct health effect of O3 , it should also me noted that elevated O3

concentrations (> 35 ppbv) can impact crop yield, costing ~$20 billion globally across major
agricultural crops [51, 52].
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1.4.3 Particulate Matter

While particulate matter come in a range of sizes, the fine mode (diameter < 2.5 µm) has the
greater effects on health due to being respirable; being drawn deep into the lungs and
depositing on the alveoli. Ultra-fine particles (diameter < 0.1 µg) can diffuse into the blood
and from there into other organs [53]. These are considered to have acute health effects,
though longer term impacts are as yet unknown [54]. The larger particles (coarse mode,
diameter > 2.5 µm) are more readily trapped earlier in the respiratory system and are
therefore less toxic [55]. PM2.5 is linked exacerbation of respiratory and cardiovascular issues,
and chronic increase in all cause mortality [56].
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1.5 Air Quality Monitoring

Due to the adverse effects on human health there is cause for concern when their
concentrations reach dangerous levels. Many countries adopt legal air quality objectives to
codify poor air quality events. The UK has adopted a combination of EU air quality directives
and its own national air quality objectives to form its set of limits (legally obligated to attain)
and targets (to be attained where possible), some of which are summarised in table 1.1, [57, 58].

Table 1.1: Key UK air quality objectives, [57, 58]. The objectives for NO2 and PM2.5 are air qual-
ity limits which carry a legal obligation to maintain, whereas the objective for O3 is
considered a target, to maintained where necessary steps are not cost prohibitive.

Pollutant Objective / µg m-3 Number of Exceedances / yr-1 Averaging Period
NOx 200 8 hourly
PM2.5 25 - annual
O3 * 100 10 8 hourly

To determine whether these air quality objectives are being met, ambient air quality must be
monitored. The UK has implemented the Automatic Urban and Rural Network (AURN)
managed by the Department for Environment, Food and Rural Affairs (Defra) [59]. The
AURN consists of ~150 active sites (figure 1.11) each using standardised equipment and
operating procedures generating comparable measurements across the country. Sites are
classified based on their location e.g. traffic sites are situated close to the roadside whereas
background sites are designed to be more representative of residential areas. They are also
separated by urban or rural locations. Similar networks are implemented in countries across
the world [60–62]. Additionally, some local authorities augment these networks with their
own to increase the spatial resolution of measurements and improve the understanding of
local pollution. The London Air Quality Network (LAQN, for site map see figure 3.1) is a
good example of this, where sites additional to AURN are operated in the Greater London
area and feed into air pollution forecasting for the area [63].
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Figure 1.11: Map showing the location and type of AURN sites across the UK, reproduced from
Lee et al. 2020 [64]

1.5.1 London Air Quality Network Case Study

Monitoring networks producing real time data allow for rapid analysis of unexpected events,
which may not have been otherwise measured, such as the first lockdown implemented in
many countries in the world, including the UK, in response to the SARS-CoV-2 pandemic.
As a part of a wider analysis of the effects of the lockdown Lee et al. 2020 used the LAQN to
contrast the number of exceedances of air quality objectives (table 1.1 for NO2 and O3 over the
lockdown period compared to the previous 5 years [64].

Exceedances were calculated on a per site basis, and then summed across all sites of a given
type. For NO2 a simple one-hour mean was calculated and each hour greater than 200 µg m-3

was counted as an exceedance. For O3 a rolling mean value was calculated, using a window of
eight hours and a step size of one hour. If a given calendar day saw this rolling mean exceed
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100 µg m-3 , an exceedance was counted. Using this method multiple exceedances (contiguous
or separated in time) were only counted as one to avoid ambiguity in their definition, and
therefore can be thought of as “days when an O3 exceedance occurred”.

Figure 1.12 shows the results for January – May 2020 and comparisons to those months in
2015—2019. A general downward trend of exceedances was found at roadside and kerbside
sites in London, due to the continued reduction in NOx emissions from the vehicle fleet. At
kerbside, the number of exceedances dropped quickly from 2395 in 2015 to only 28 in 2019. At
roadside sites, exceedances dropped consistently from 472 in 2015 to 45 in 2019, with almost
all of the remaining 45 at two sites. From this it was hard to state whether the lockdown
impacted NO2 due to the already diminishing number of exceedances, but O3 at urban
background sites saw a clear increase in exceedances. Additionally, kerbside sites (those
traffic/roadside sites that are extremely close the road traffic) saw some exceedances, which
had not since at least 2015. This links strongly with the earlier discussion that reducing NOx ,
without a corresponding reduction in NMVOCs can cause an increase in O3 production
before the transition to a NOx limited system occurs.

Figure 1.12: Exceedances of the UK air quality objectives for NO2 and O3 across the London Air
Quality Network, reproduced from Lee et al. 2020 [64]
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1.6 Thesis Outline

The following work in this thesis focuses on measuring NOx emissions in two megacities.
Chapter 2 describes the dual channel chemiluminescence NO and NO2 analyser used to make
many of the measurements in this work. It also discusses the background to the eddy
covariance (EC) technique in detail along with introducing the software packages used for its
implementation.

In chapter 3, a high time-resolution NOx analyser was deployed to a tall tower site in central
London, UK, during March - June 2017. These data were used to calculate NOx fluxes via EC,
and coupled with a footprint model to generate comparisons with the NAEI. This
comparison found an average underestimation of the inventory by a factor of 1.4.

Chapter 4 reports data collected from two similar NOx analysers deployed to two sites in
Delhi, India, in October 2019. Again fluxes were calculated via EC and footprint models were
run. An inventory developed by Indian Institute of Tropical Meteorology, Pune, the India
Meteorological Department and the National Centre for Medium Range Weather
Forecasting was used for comparison with the measured fluxes. Even an optimised version of
the inventory was found to overestimate NOx emission at both sites by 2 - 3×, but did
capture the relative difference between them.

For chapter 5 NOx concentrations in the London, UK, plume were measured from aboard the
Facility for Airborne Atmospheric Measurements’ BAE-146 aircraft on three flights; one in
2016 and two in 2017. These data are used in applying a mass balance approach to calculate the
city’s NOx emission. The work aims to develop an applicable footprint from backwards
particle dispersion data calculated using the Hybrid Single Particle Lagrangian Integrated
Trajectory Model. This footprint was used to generate a comparable inventory estimate to
compare the measurements too. The chapter discusses the effectiveness and future
improvements of this method,

Finally chapter 6 summarises all the work presented here and considers how the research
could be continued in the future.
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Chapter 2

Eddy Covariance
The eddy covariance (EC) method is used to calculate the net flux of a scalar quantity
involved in surface-atmosphere exchange. This can be a meteorological parameter such as
latent/sensible heat, momentum for use in energy budget closure or a trace gas. Greenhouse
gases (GHGs) such as CO2 and CH4 have been studied extensively in this manner and often
focus their measurements over agricultural fields or natural surfaces such as forests or
wetlands. Large numbers of these sites form long-term networks assessing GHG budgets.
There has been increased use of EC to measure emissions over urban areas covering both
GHGs and pollutants important to air quality [65–69].

Combining high time resolution measurements (on the order of 5-20 Hz) of vertical wind
speed and a scalar EC provides the means to calculate the vertical flux of that scalar. The
method is rooted in considering the atmosphere as a turbulent system, operating over a range
of time and length scales. The eddies from which the methods name is derived are a property
of this turbulence are considered responsible for vertical transport. In this context, emission
can be considered as an increase in concentration as an eddy moves air from below the sample
point up past it, resulting in positive covariance between vertical wind and concentration.
These eddies turn over on scales ranging from sub second to hours, however those in the
middle are often responsible for the bulk of the transport. By measuring at a fast-enough
time scale a large range of these eddies can be captured. The covariance calculated for a given
aggregation period, often on the order of 30 minutes - 2 hours, results in a net emission or
deposition per period.

27



2.1 Measuring NOx at High Time Resolution

NO and NO2 concentrations were measured using an Air Quality Design (AQD) dual channel
chemiluminescence analyser. A version of the instrument operating at high time resolution
(5 Hz) was used for eddy covariance in chapters 3 and 4 and a second version was run on the
Facility for Airborne Atmospheric Measurement’s (FAAM) BAe-146 aircraft to collect the
data used in chapter 5. The instruments are similar but not identical - the following provides
a general description of the instruments based mainly upon the one used for 5 Hz tower based
measurements.

2.1.1 Principle of Operation

Instrument Overview

The instrument consists of two channels, one measuring NO and another measuring NOx.
The difference between these channels provides NO2. The sample is pressure controlled to 300
Torr upon entering the inlet box, and is then split into the two channels, both immediately
passing through a mass flow controller set to 1.2 lpm. Channel two passes through a
blue-light converter (BLC - see NO2 Conversion below) while channel one contains tubing
that is of equal volume to the route via the BLC, to keep the samples synchronised. After
conversion the samples leave the inlet box and pass to the detector. The detector box contains
the pre-reaction chambers, photomultiplier tubes (PMTs) and the detectors. O3 is created in
the ozoniser box both flowing O2 through coronal discharge tubes and introduced to the
sample in either before or after the pre-reaction chambers. In normal operation the O3 is
introduced after these chambers such that chemiluminescence occurs in the PMTs.
Introducing the O3 before these chambers means the chemiluminescence occurs before
reaching the PMTs, and allows a zero reading to be taken in the absence of a zero air source.
In practise both of these methods are used together to provide a higher quality zero.
Calibration gas and a second source of O3 for gas phase titration can be introduced before the
BLC in the inlet box. Schematics are shown in figures 2.1-2.4,
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Figure 2.1: Plumbing Diagram for the Air Quality Design NOx analyser. The four instrument boxes are shown in green. Tubing for gas flow is shown by blue
double strokes, with flow direction marked by arrows. Orange dashed lines show communication and control connections. Black lines show power
connections. Internal diagrams of the inlet, detector and ozoniser are shown in figures 2.2-2.4
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Figure 2.2: Plumbing Diagram for the Air Quality Design NOx analyser inlet.
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Figure 2.3: Plumbing Diagram for the Air Quality Design NOx analyser detector.
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Figure 2.4: Plumbing Diagram for the Air Quality Design NOx analyser ozoniser.
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Detecting NO via Chemiluminescence

NO is detected in each channel via chemiluminescence, whereby the reaction of NO with O3

creates an excited state of NO2 which subsequently relaxes via emission of a photon (chemical
equations R 2.21 and R 2.22). As the number of photons released is proportional to original
concentration of NO, photon counting can be employed to determine the NO concentration.

NO+ O3 −−→ NO2
∗ + O2 (R 2.21)

NO2
∗ −−→ NO2 + hν (R 2.22)

This technique is employed in both channels of the instrument, where the first channel
measures NO, and the second measures NO plus a percentage of NO2, depending on the
conversion efficiency (CE). The uncorrected measurement from this channel is referred to as
NOc as to separate it from NO2.

NO2 Conversion

Whenmeasuring NO2, it is currently more common to convert NO2 to NO, and calculate the
difference between this and a NOmeasurement. Direct measurements of NO2 are available
via methods such as cavity attenuated phase shift (CAPS) or laser induced fluorescence (LIF),
but are less well established [70, 71]. Two indirect methods for NO2 to NO conversion employ
molybdenum or blue-light converters. These conversion units are commonly referred to as
moly and BLC respectively. Moly converters reduce NO2 to NO by flowing the gas over a
heated (> 325 °C) Mo catalyst. This methods enjoys a high CE, often > 95 %, but suffers from
interferences from other oxides of nitrogen (HNO3, PAN, HONO, RONO2 etc) [72]. BLCs
use an array of diodes centred about a specific wavelength < 410 nm to photolytically reduce
NO2 to NO (R 1.9). The AQD instrument uses a diode centred on 395 nm to avoid
interferences from other species which will also photolytically reduce to produce NO at these
short wavelengths [73]. The additional benefit to using a BLC is the smaller photolysis cell
volume compared with the volume of the cavity in a CAPS. The smaller volume allows the
instrument to operate at a higher time resolution as the cell is flushed more frequently.

NO2
hν < 420 nm−−−−−−→ NO+ O(3P) (R 1.9)
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2.1.2 Calibration Procedure

To calibrate the instrument, the zero and sensitivity for each channel must be determined,
along with the CE of the BLC. When the instrument is deployed in the field, it is a equipped
with an auto-zero box connected between the sample line and inlet box. This box contains a
three-way valve and NOx trap. In the trap the sample first passes through Sofnofil to oxidise
NO to NO2, which is then scrubbed using activated charcoal. Using the three-way valve to
connect the instrument to scrubbed ambient air, a regular in-field zero can be taken. Under
normal operation this zero lasts for 2 minutes and is triggered once an hour. This zero air is
also used as the sample when sensitivities and conversion efficiency are being determined.

Sensitivities and CE require a NO source to calibrate. This process takes ~20 minutes to
complete so at tower sites the cycle is run automatically every n hours, where n is chosen to
spread the calibration through the diurnal cycle, e.g. 61 hours was used at the BT Tower in
2017. On the aircraft a calibration is run on the ground before and after flight and is
triggered by the operator during the flight when possible. A ~5 ppmv cylinder is diluted into
the instruments flow via a mass flow controller. Knowing the flow through the instrument
and cylinder concentration the NO sensitivity in each channel can be span calibrated. The
sensitivity is expressed as the number of counts per 1 pptv of NO. CE is determined using gas
phase titration (GPT). O2 is flowed over through a UV titration cell, in which the lamp is
pulsed several times a second using a square wave generator to create a supply of O3 which is
mixed with the NO span gas. The lamp pulse rate is set to titrate ~50 % of the span NO. This
to balance having both low signal to noise in the residual NO and a dilution such that this
value is significantly different from the pre-dilution concentration. It should be noted that
the exact dilution amount does not matter as long as it is within range and stable, as
determination of CE is independent of absolute NO2 concentration. Figure 2.5 shows an
example calibration sequence and equation 2.1 shows how the CE is calculated from average
concentrations of an invariant input concentration of span gas, C. Whether the GPT system
and BLC are on/off is denoted by the 1/0 respectively. The denominator of equation 2.1
represents the amount of NO2 being produced by the GPT system. This is the difference
between the titrated/un-titrated NO signal with the blue light converter disabled. The
numerator represents how much of the NO2 created by the GPT system is measured. Note
here that the BLC is enabled in both the titrated and un-titrated cases such that any residual
NO2 in the calibration source cancels out, as it will be present in both signals.

CE = 1−
C(GPT_0,BLC_1) − C(GPT_1,BLC_1)

C(GPT_0,BLC_0) − C(GPT_1,BLC_0)
(2.1)

NO and NO2 concentrations are calculated from the channel sensitivities and CE, shown by
equations 2.2 and 2.3. These are then summed to provide total NOx.

34



NOconc =
Counts ch2 − Zero ch2

Sensitivity ch2

(2.2)

NO2 conc =

Counts ch1−Zero ch1

Sensitivity ch1
−NOconc

CE
(2.3)

One aspect of NOx measurement that is not accounted for in this calibration procedure are
instrument artefacts, which can be due to interfering reactive nitrogen species that can form
NO within the instrument [73, 74]. This is primarily an issue when measuring low
concentrations of NOx (in the pptv range) where the artefact makes up a significant
proportion of the measurement [75]. In the urban environment, this can be neglected.

2.1.3 Instrument Uncertainty

The instrument uncertainty is given by the precision which is based upon the limit of
detection (LOD), and accuracy, which is calculated from the combination of several
percentage uncertainties from component calibration. Each channel of the instrument has a
precision and accuracy associated with it, resulting in the uncertainty in NO2 concentrations
being a combination of the uncertainties in NO and NOx.

The accuracy for the NO and NOx channels, totalling 3 %, is the combination in quadrature
of:

— sample flow mass flow controller, 2 %

— calibration gas mass flow controller, 2 %

— calibration gas certification usually supplied as < 1 %, = 1 % is used in these calculations.

The NO2 measurement is then the combination of these and the uncertainty in the
determination of the calibration efficiency - which repeated calibrations in the laboratory
gave as 0.63 % at 1 sigma, along with the mass flow controller in the gas blender use to
perform the gas phase titration (2 %). This results in an uncertainty in NO2 of 4.7 %.

The limit of detection calculated as the 3 sigma variance in instrument signal when sampling
zero air. A conservative estimate can be gained from simply calculating the standard
deviation of a zero signal as has been performed in chapters 3 and 4 (~170 pptv at 5 Hz) or via
Allen variance which additionally accounts for systematic drift in the instrument over longer
time periods, but also provides a more accurate estimate. This latter method is used when
calibrating the NOx instrument used on the aircraft in chapter 5, as higher precision is
desirable for some clean atmosphere measurements (~40 pptv at 1 Hz). In this workmeasuring
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NOx in urban settings, the limit of detection is sufficiently low that it can be neglected,
especially when compared with the random error of the eddy covariance calculations.
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Figure 2.5: Example NOx calibration cycle. Segment C contains the response used to calibrate the sensitivities of each channel for use in equation 2.2. The
conversion efficiency terms in equation 2.1 correspond as follows A: GPT_1,BLC_1, B:GPT_1,BLC_0, C:GPT_0,BLC_1, D: GPT_0,BLC_0
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2.2 The Eddy Covariance Method

Calculating the emission of air pollutants using EC is not a trivial task. Not only does it
require fast, accurate gas analysers, but also fast micrometeorological data from a 3-D sonic
anemometer. Data from the sensors must be high quality data and have good temporal
coverage before beginning the calculation. Additionally, these sensors must be located such
that they are above the canopy or urban roughness layer, ~2 - 3× the building height, as
below this momentum flux cannot be assumed to be constant. The fluxes generated must be
assessed such that they have been calculated during periods where the criteria for valid
application of EC are met and, in the case where surface fluxes are being presented, the
calculated fluxes are connected to the surface. In the case of urban EC where the surface is
extremely heterogeneous not only must the fluxes be connected to the surface, but also what
part of the surface is the flux related to. Furthermore, decisions must be made about how to
process the data during the calculation and depend on many factors such as site, sensor,
scalar,etc. Sections 2.2.2 - 2.2.3 cover how each of these steps is tackled. In addition to the
references herein, this section has taken much inspiration from Burba 2013, Lee et al. 2005
and Aubinet et al. 2012 [76–78].

2.2.1 Eddy Covariance Theory

ECmakes use of the turbulent structure of the atmospheric boundary layer (ABL), which
makes up the lower portion of the troposphere (section 1.1.1). The ABL is the portion of the
atmosphere where the influence of the surface dominates its behaviour. It is usually separated
from the free troposphere by a temperature inversion across which mixing is limited. In the
ABL this turbulence is responsible for the majority of vertical transport, whether it is driven
by buoyancy or wind shear. Because of this, the relationship between vertical wind speed (w)
and a scalar quantity measured aloft (c) is related to the flux of the scalar. Flux can be simply
defined as the movement of a scalar though a unit area in unit time and in the case of gaseous
scalars, positive flux is an emission from the surface and negative flux a deposition or loss to
the surface. The covariance between the instantaneous components of vertical wind speed
(w′) and scalar (c′) allows the magnitude of this flux to be calculated. This is derived via
Reynolds decomposition of the equation for turbulent flux (equations 2.4 - 2.9 present this
calculation as Burba 2013 [76]). Reynolds decomposition is the separation of a signal into its
mean (overbar) and fluctuating (prime) components and is governed by three rules:

1. The mean product of two variables as two components, the product of the individual
means, and the mean of the product of their fluctuations, equivalent to the covariance

2. The mean of an individual fluctuating component is zero
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3. The mean of the sum of two components is equivalent to the sum of the means of the
components

Equation for vertical flux
F = ρ

d
wc (2.4)

Apply Reynolds decomposition

F = (ρ
d
+ ρ′

d
)(w + w′)(c+ c′) (2.5)

Expand terms

F = (ρ̄
d
w̄s̄+ ρ̄

d
w̄s′ + ρ̄

d
w′s̄+ ρ̄

d
w′s′ + ρ′

d
w̄s̄+ ρ′

d
w̄s′ + ρ′

d
w′s̄+ ρ′

d
w′s′) (2.6)

A lone deviation from the mean is zero when averaged, all terms containing just one are
removed

F ≈ (ρ̄
d
w̄s̄+ ρ̄

d
w′s′ + ρ′

d
w̄s′ + ρ′

d
w′s̄+ ρ′

d
w′s′) (2.7)

Two assumptions are made:
— First is that deviation in the density of air is negligible

F ≈ (ρ̄
d
w̄s̄+ ρ̄

d
w′s′) (2.8)

— Second that the mean vertical wind is zero (i.e. no air is being lost or gained vertically in
the system)

F ≈ ρ
d
w′c′ (2.9)

With this the practical equation for eddy flux equation is left 2.9.

w′ and c′ in equation 2.9 by definition correspond to the fluctuating component of their
respective signals, which provides the measurement of the turbulence. The turbulence is
considered as being made up of various sized eddies, from which the technique derives its
name. These eddies turn over on scales ranging from sub-second to hours and are used to
select the bounds for the measurement. Fast instrumentation (5 - 20 Hz) is required to
capture the high frequency eddies, and aggregation periods must be selected to enclose the
bulk of large eddies responsible for vertical transport. SeeDefining Aggregation Periods in
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section 2.2.2 for more details. EC often utilises a single point measurement to gather
information on these eddies, especially in the urban setting where site selection is limited by
many external factors, and as such makes use of Taylor’s hypothesis of frozen turbulence,
which states that turbulent air is advected past a fixed point with essentially no change to the
eddy structure, providing that the mean flow dominates over the intensity of the turbulence
[14]. By this, it is assumed that the properties measured through a single point measurement
apply to the whole eddy as they are not changed by the horizontal advection. The covariance
of the instantaneous vertical wind and the scalar of choice is then analogous with the eddy
turn over. An updraught associated with an increase in concentration is an eddy transporting
an air parcel of higher concentration from below past the measurement point, and can be
considered an emission. The alternative of an updraught being associated with a decrease in
concentration corresponds to a deposition. The average of these over a period deemed to be
capturing all significant eddy sizes provides the measurement of the net flux of the scalar.
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2.2.2 Flux Calculation

This section discussed the various steps corrections and transformations applied to the data
for a general flux calculation on which the analyses presented in this thesis are based upon.
There are two broad categories of steps, those applied to the high-time resolution data and
those applied to the averaged parameters - including the covariances. Those noted here are
applied whilst running the eddy4R workflows (section 2.3). There are other quality criteria
for input data, but these are applied in the pre-processing and data workup stages, relating
more to sensor correction and attempt to address many of the problems noted by Vickers and
Mahrt 1997 [79]. Figure 2.6 provides a schematic of these steps.

Figure 2.6: General overview of steps taken to process eddy covariance data throughout this
thesis.
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Defining Aggregation Periods

It is necessary to calculate the average flux over a short period, rather than for the whole data
set (or even daily) as the turbulence responsible for vertical transport of the emission is being
considered. When aggregation periods are extended to lengths greater than 2-6 hours as
larger, non turbulent, scale processes can begin to be captured [80]. This must be done whilst
not having too short an averaging period that large eddies that do contribute to the flux are
missed. Commonly these periods range from 30 mins – 4 hours. Optimum ranges can be
defined through the analysis of Ogive spectra (integration under the cospectra), or repeating
the flux calculation using sensible averaging periods, and attempting to locate a maxima in
the cumulative flux, before it is increased by larger scale processes. To simplify data analysis
the latter is used for work in this thesis.

Despiking

Despiking is designed to remove artificial spikes in data, often caused by electronics within
the instruments. The exact criteria for despiking algorithms is instrument dependant, but
usually defines a spike as a short set of data points (3-5) that fall outside of 3-8 standard
deviations from surrounding points. The points are removed and can then be filled using
linear interpolation or alternatives. Smaller spikes are often also flagged through the use of
range tests, where a range of values that would be considered sensible for a given sensor are
provided, and aggregation periods that contain data outside of this range are penalised
during quality control [81, 82].

Lag Correction

Data used for ECmust undergo a correction for the time lag between different sensors. EC
experiments are designed such that the inlet and sonic anemometer are co-located and
therefore are sampling the same air mass. However, it often not practical to locate
closed-path gas analysers alongside the anemometer. Instead the air is pumped though a
sample line to the instrument at high flow rates to maintain turbulent flow in the line,
preventing signal attenuation when flows are laminar. As such there is a delay between the air
mass entering the inlet and being sampled at the instrument. For each flux averaging period,
a time lag is determined by calculating the maximum cross-correlation between the w wind
vector and scalar quantity time series, and then shifting the scalar in time based on this. This
process is usually applied iteratively, as cross-correlation can give false positives when there is
not strong covariance. Firstly the cross-correlation is run with no restrictions, then the lag
time data is examined and a window enforced on the function - if the lag determined by
cross-correlation falls outside of this window, a median or modal lag time is used instead.

42



Coordinate Rotation

Coordinate rotation is performed due to sonic anemometers rarely being aligned into the
mean wind, and often with the u and v wind vectors contaminating the w vector. There are a
number of methods to correct for this, but most are a variation of either double rotation or
planar fit. As the name suggests double rotation consists of two single rotations and are
calculated per flux aggregation period. The first is a rotation into the mean wind by
calculating a rotation such that the mean u is zero, which aligns v with the y axis. This is
followed by a second rotation such that the mean w is zero. Double rotation is often used as
the corrections are simple to calculate and it can be used when limited measurements are
available. However, assumption that mean w is zero over the aggregation period is not
necessarily correct, especially when an aggregation period is short. The method is also subject
to over rotation when anomalies in flows during one aggregation period cause the rotations
applied to be disproportionate [83]. Planar fit uses wind measurements collected over longer
periods to define the corrections that should be applied to wind vectors [84]. The underling
idea is that these parameters collected over longer periods are based upon the mean flows at
site and w is then corrected to perpendicular to this plane. Over more complex terrain a plane
can be defined based on wind sector to capture how this affects the flow. As noted already this
technique requires periods of days to months to determine the parameters, especially if one
wishes to determine multiple planes for a site and as such limits the methods efficacy in the
case of shorter campaign based ECmeasurements [85].

Decomposition/Detrending

Eddy covariance requires the fluctuating components of the vertical wind speedw′ and scalar
c′ to be defined. In the simplest case these are the deviations from the mean over a given time
period; Reynolds decomposition. In the case of complex surfaces, strong diurnal patterns in
the scalar or sensor drifts, which would otherwise introduce non-stationarity, other methods
can be employed. Linear detrending is a simple way to reduce the influence of these external
factors and is achieved by fitting a linear trend across the flux aggregation period and
subtracting this from the data. More complex trends can be removed by fitting polynomials
or using running means. However, care must be taken as detrending operates as a high pass
filter which could remove frequencies that are responsible for flux, reducing the overall flux
calculated. The detrending method must be weighed at each site and for each scalar.

Stationarity

Stationarity is a criterion that should be fulfilled for the time aggregation of fluxes to be
valid. In general, a stochastic signal is considered stationary if its statistics are time
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independent. A practical way to conceptualise this is to consider a signals mean and variance.
If the signal is truly stationary the mean and variance of any subsection of the signal should
equal that of any other subsection, and that of the whole signal. Crucially, when a signal is
stationary, an ensemble average (i.e. if the experiment were to be repeated from identical
starting conditions, but had differing results due to the random nature of turbulence) would
be equivalent to a temporal average. It is this point that validates the aggregation of fluxes
over time. This definition of stationarity is based off of idealised systems but when it comes
to measuring in the atmosphere conditions do change and hence imbues a level of
non-stationarity in the system. Therefore, it must be decided whether or not a flux is
stationary enough. To determine this a test is performed similar to the practical analogy
above. The flux is first calculated for the whole aggregation period, and then for contiguous
samples of the period i.e. 1 x 30 minute flux and 6 x 5 minute fluxes. The fluxes from these
subsamples are compared with that for the whole period and if any fall outside of a threshold
(usually in the range of 30 - 60 %) the period is flagged for non-stationarity [86].

Random and Systematic Errors

Random and systematic errors in fluxes are linked to the eddy scales being measured.
Systematic error is due to eddy scales which contribute to the measured flux being larger than
the flux aggregation period or smaller than the instrument sampling resolution. Random
error is due to a record not being significantly long enough to capture the full behaviour of
the turbulence and consider the turbulence as an ergodic process - a process that any sample
of sufficient length is representative of the whole process. Using a 1 hour long aggregation
period as an example, in terms of systematic error, eddies greater than 1 hour in scale will not
be fully captured and if significant, lead to underestimation of the flux [87, 88].Equally, if
sampling was occurring at lower altitudes (e.g. 5 m) using a 5 Hz instrument, systematic error
would arise from high-frequency losses, as at these heights < 5 Hz eddy scales make a
significant contribution to the flux. For the random error, if a major transporting eddy was
found to be on the 15 minute scale, only 3 - 4 samples of this eddy scale can be included,
reducing the overall confidence in this record. Errors are calculated after the methods
outlined by Mann and Lenschow et al. 1994 [89]. Practically these are limited by the need to
avoid non-stationarity - decomposition must occur on timescales ~1 hour to avoid things
such as boundary layer growth - and study focus. Those presented in this thesis were focused
on sub daily variations in emission, so are time averaged to 1 hour to preserve the diurnal
cycle. Errors are reduced by forming the average diurnal as a psuedo-ensemble average, which
does invoke the assumption that emission across the averaged days are comparable. The
combined random and systematic error is a useful data filter and individual points where this
value was greater than 150 % were removed in the analyses in later chapters. When diurnally
averaged these errors provided uncertainty ranges for the measured flux on the order of order
of± 25 - 50 %.
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2.2.3 Footprint Modelling

Now the flux has been calculated, it can be related to the surface. This is achieved using a
footprint model. When flux is measured in areas that have homogeneous surface coverage the
terrain can be assumed to influencing the response the same per unit area. As such the
primary function in these regimes is to estimate total area responsible for the signal.
However, with flux being measured more frequently in increasingly heterogeneous terrains –
including highly heterogeneous urban areas – the need for footprint modelling to aid both
site selection and the interpretation of data has increased [65–68, 90–92].

Figure 2.7: Schematic footprint example; calculated footprint provides an area fromwhich the
measured flux originated.

For this more complex scenario the footprint model needs to provide more detailed
information - crucially it must place the receptor in space relative to the surface being
sampled. Vesala et al, 2008 gives a comparison between three more recently used methods;
Lagrangian stochastic particle dispersion models (LPDM), large eddy simulations (LES), and
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ensemble-averaged closure models [93]. The history of the development of some of these
methods, along with a discussion of the mathematics behind the idea of a footprint is covered
by Schmid 2002 [94]. LPDM forms the basis to support the ECmeasurements in this thesis.
The LPDM can be used with either forward or backward particle trajectories. Forward can be
viewed as modelling a tracer release and observing what particles reach the downwind sensor
- where the more that reach the sensor the more that location contributes to the footprint.
Backward calculates the particle trajectories in negative time steps from the sensor, and those
that touch down contribute to the footprint. A drawback to LPDM is that running the
simulations are computationally expensive and as such are often impractical for measurement
campaigns. A parameterisation of a LPDM-B for a range of meteorological conditions and
receptor heights by Kljun et al. 2004 alleviates the need to run these more expensive models
in a large amount of cases [95]. The method aims to provide a general cross-wind integrated
footprint function (F*) as a function of its along-wind distance (X*), based upon footprints
generated by the dispersion modelling. The footprint model parameterisation is based upon
the following parameters. The footprint’s extent is bounded by the time taken for a particle
to reach the receptor height (zm), and the furthest distance in which turbulence within the
boundary layer moves relevant air masses past the receptor location. The standard deviation
of the vertical wind component (σw) provides a relationship with rate of vertical transport by
buoyancy and friction velocity (u*) a relationship with transport due to turbulence. Boundary
layer height (h) provides a bound for the largest eddy sizes that can feasibly contribute to
measured flux. The surface roughness length (z0) scales the model for various emissions
surfaces. The along-wind distance from the receptor (which is theoretically bounded by the
previous conditions) is noted as x. By scaling a generalised non-dimensional footprint in
terms of these parameters a comparatively computational cheap model is created and can be
run along side the flux calculations, or iterated over quickly during post-processing analyses.

The footprint parameterisation has been further extended into two dimensions using a
Gaussian distribution driven by the standard deviation in the cross-wind component (σv) as
in Kljun et al. 2015 and Metzger et al. 2012 [96, 97].

Once calculated, these footprints provide spatial information of the contribution to the
measured flux. These can be projected onto inventories or other land use maps in an attempt
to provide context to the measurement, or in the case of the inventories, evaluate the quality
of their estimates.
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2.3 eddy4R

eddy4R is an open source collection of R packages - primarily developed at the National
Ecology Observatory Network (NEON) in Boulder Colorado - which provides a modular set
of tools for producing eddy covariance workflows [98]. Fluxes calculated in chapters 3 and 4
have used these software packages. Additionally, code developed for the processing of
chemical fluxes during this work has been contributed to the eddy4R repositories. These
contributions allowed for n different chemical species to be processed in parallel, e.g NO, NO2

and CO simultaneously [68], and have since been used in the processing of fluxes of many
VOC species in Delhi and in a eddy covariance methods intercomparison exercise [99, 100].
This is not something that is currently available in the widely used EddyPro software (as of
version 7.0.6 [101]) where the user is limited to one custom scalar beyond CO2, H2O and CH4.
A key advantage of eddy4R is this focus on wide community collaboration and has received
contributions frommany sources meaning cross discipline expertise is available to users.

In addition to contributes made to the central code base, the modular nature allowed
additional customisation of the workflow. These included error handling procedures to
minimise the data pre-processing steps. The workflow was built to be able to fail gracefully at
most stages without interrupting the overall processing and instead move onto the next flux
aggregation period to be processed, logging the failure and its associated error for review. To
support this various simple tests were standardised and applied to the input data (e.g that all
required columns were present, and that the data contained within them was present in
sufficient quantity). Following this the workflow was also designed to cope with intermittent
sensor data that should not inhibit the running of the workflow i.e. heat flux was calculated
even when the NOx analyser was experiencing a fault.

Dynamic flux aggregation period length was added, meaning that input data could be
provided at any record length and if the flux aggregation spanned across multiple files or
alternatively many flux aggregation periods were contained within a file, this was handled at
run time.

Double rotation of the coordinate system was implemented. This was not available in the
base algorithm due to the major use case for the development team at NEON being long
termmonitoring and as such only planar fit methods were available.

Finally, an in-house package was developed to streamline the post-processing steps, including
the running of the footprint model. All other steps marked as ”eddy4R” in figure 2.6 are
contained within the eddy4R workflow. This package handled the reading of the eddy4R
output into a consistent format, such that transformations (i.e. combining NO and NO2 and
their associated errors into NOx flux or extraction of inventory data using the results of the
footprint model) were consistent. This was advantageous in the case where multiple sites are
being used (as in chapter 4) or multiple iterations of the eddy covariance calculations need to
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be processed identically (as in section 3.1.3).

2.3.1 Quality Assurance and Quality Control

A notable feature available in eddy4R is the quality assurance and quality control (QA/QC)
framework. This system builds a library of quality flags and metrics based upon tests both
high-frequency (e.g 5 Hz) data, similar to those described by Vickers and Mahrt 1996 [79], or
time integrated data (e.g 1 hour), such as stationarity flagging [86]. The framework builds
upwards from individual flags for each data point and combines the broader criteria
ultimately resulting in a single flag for a good or bad record. The flags can be tailored for a
custom receptor like the NOx instrument used in this work, so are sensor agnostic. A detailed
description of the algorithms implementation can be found in the technical document by
Metzger and Smith 2013, but an overview of the methods provided below [102]. The high
frequency metrics are concerned with the plausibility of the signal:

— range - does a value fall outside of a sensible range or is nonphysical such as a negative
concentration?

— step - was the change from the previous data point to the current realistic, or has there
been a step change in the data?

— persistence - is the rate of increase or decay of the signal feasible, or is there a fault that
has lead to this?

These are calculated either per data point or for persistence in a moving window across the
high frequency data and the flag for that metric for that record is set as either pass or fail if a
percentage threshold is reached (e.g 10 % out of range / missing data). Flags for each metric
are combined into an overall quality flag through a weighted average, resulting in one signal
high-frequency data quality flag for the record.

The time averaged criteria are concerned with the applicability of eddy covariance to the
record:

— Stationarity - tests as described by Vickers and Mahrt 1997 (effect of detrending on the
covariance) and Foken andWichura 1996 (covariance of subintervals vs covariance of
the whole record) are performed, and the result of the test where the data performs the
worst informs the stationary flag [79, 86].

— Development of turbulence - measured turbulence is quantified as the integral
turbulence characteristics (ITCs) (Tillman 1972 [103]) and modeled ITCs are calculated
after Foken 2004 and Thomas and Foken 2002 [104, 105]. The magnitude of the
percentage difference between measured and modelled ITC informs the quality flag
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(the test fails if the difference is greater than 100 %). It should be noted that the ITC
criteria implemented in the QA/QC framework are based upon more idealised
conditions than are commonly found in the urban environment. For the analyses
presented here, the result of the QA/QC framework inclusive and exclusive of the ITC
component did not differ significantly, especially when additional data cleaning
metrics (such as the 150 % error threshold, section 2.2.2) are also applied, so the
framework was run unmodified.

This process results in each time averaged period having three quality flags (from the
combination of high frequency tests, stationarity and turbulence). A single flag for the time
averaged period is the combination of these three flags such that if they all pass, the time
averaged period passes and if they all fail the time averaged period fails.
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2.4 Summary

The instruments described in section 2.1 can measure NOx at suitably high time resolution
for tower based eddy covariance experiments following the methodology described in section
2.2. Two were used to make NOx emissions measurements in London and Delhi. One was
deployed to a tall tower site in central London in 2017 (chapter 3) and was redeployed along
with a second similar instrument to two sites in Delhi in 2018 (chapter 4). The aim of these
experiments being to produce emissions estimates and assess inventories around the tower. A
third similar instrument was deployed on an aircraft flown in the Thames Estuary to measure
emissions from Greater London. In this case emissions estimates were calculated via a mass
balance approach (chapter 5).
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Chapter 3

NOx Emission
Measurement in Central
London

Through a combination of the Automatic Rural and Urban Network (AURN) and the
London Air Quality Network (LAQN) NOx concentrations are measured across the Greater
London area. Average annual concentrations for 99 sites in the Greater London area are
shown in figure 3.1, 56 of which breach the European annual mean air quality limit of 40 µg
m-3 in 2017 [57]. Sites classified as kerbside or roadside make up 51 of these (table 3.1).

NO and NO2 are anthropogenic air pollutants, mainly emitted from combustion processes as
NO and oxidised in the atmosphere forming NO2. NO2 is itself of concern for its impacts on
human health, having been shown to exacerbate pre-existing respiratory and cardiovascular
problems [44]. NOx is also responsible for formation of ground level O3 in the presence of
peroxy radicals (from the oxidation of volatile organic compounds) and is involved in the
formation of nitrate aerosols (see section 1.3). O3 has been shown to cause pulmonary
conditions, and has been linked to the development of asthma [45, 50].

Transport, domestic and industrial combustion are key sources of NOx in the urban
environment. Road transport is the largest single contributing sector with diesel engines
receiving much of the attention and blame for the high concentrations seen in the London.
Road transport has been the target of policy intervention in the city such as the Congestion
Charging Zone (CCZ) introduced in 2003 which imposed a daily charge for vehicles driving
into the centre of London, Monday to Friday, 7 am to 6 pm. This policy was not intended to
improve air quality but rather, as its name suggests, congestion and also CO2 emissions. Very
little change was seen in NOx concentrations and at places such as Marylebone Road, which
forms the border of the CCZ, increases in ambient NO2 were recorded [106, 107]. Grange et
al. 2019 applied a machine learning technique designed to normalise the effects of
meteorology on concentration data and showed that the CCZ increased effective
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concentrations of NO2 at Marylebone Road and they did not approach pre-CCZ levels until
2011 with the improvement of buses from Euro III to Euro V on routes from around the site.
Further decline is noted with the introduction of Euro VI and hybrid buses up to 2016, where
the study ends. In April 2019 London introduced the Ultra-Low Emissions Zone (ULEZ)
specifically targeting vehicle emissions. The charge applies at all times to vehicles that do not
meet specific Euro classes for their vehicle type (motorbikes Euro 3, petrol cars Euro 4, diesel
cars and larger vehicles Euro 6).

Figure 3.1: 100 air quality monitoring sites located in and around Greater London. Sites are
coloured by their annual mean NO2 concentration for 2017 (ug m-3). Point shape
denotes the type of measurement site. Point borders change from blue to red above
the 40 ug m-3 air quality limit. 56 sites had annual mean concentrations above this
limit in 2017. The area which encompasses the congestion charging zone and ultra
low emissions zone is shown in green.

Whilst there are large amounts of ambient concentration measurements available, limited
emissions measurements have been made in London. Emissions are estimated by the
National Atmospheric Emissions Inventory (NAEI), and have been estimated to be
declining, with total emission from the Greater London area decreasing from 124 to 45
ktonnes yr-1 between 1998 and 2017. However, NOx concentrations have remained relatively
stable over this period, with roadside concentrations even showing a slight increased in
recent years (figure 3.2).

Eddy covariance (EC) measurements of NO and NO2 fluxes were previously measured at the
British Telecom (BT) Tower during the Clean Air for London (ClearfLo) project’s intensive
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Table 3.1: Sites in the Greater London area shown on figure 3.1 by type. Those that breached the
annual mean are those that had an annual average of NO2 greater than or equal to
40 µg m-3.

Site Type Breached Annual Mean Total Sites Percent
Industrial 3 5 60.00
Kerbside 12 12 100.00
Roadside 38 53 71.70
Suburban 1 8 12.50
Urban Background 2 21 9.52

operating periods in 2012-13 and from an aircraft during the Ozone Precursor Fluxes in an
Urban Environment (OPFUE) campaign in 2014 [90, 91].

During ClearfLo Lee et al. 2015 collected EC data at the BT Tower for 36 days in June -
August 2012 and 28 days in March - April 2013. These measurements suggested that there was
consistent underestimation of the NOx emission when compared to the NAEI by 1.36 - 2.2
times and was largest for fluxes measured to the east of the tower, across all footprint
distances, towards central London. Diurnal profiles of NOx correlated closely with diurnal
profiles of traffic flow surrounding the tower.

Airborne EC NOx fluxes were collected during 3 flights in July 2013. Vaughan et al. used these
data to provide insight into the spatial change in emissions across Greater London and found
the underestimation of NOx emission by the NAEI, in central London, to be similar to that
found by Lee et al. Moving out from central London, the agreement between measurement
and inventory improved significantly. Both of these studies compared their results to the
London Atmospheric Emissions Inventory (LAEI), an inventory that focus on the Greater
London area, and an enhancement of the LAEI using using on road emissions data, collected
via remote sensing. Both of these comparisons further improved agreement and suggested
that the traffic sector is responsible for much of the disagreement. The spatial change in fleet
makeup as you approach central London, away from private vehicles towards taxis and buses
correlates with the increasing disagreement [108].
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Figure 3.2: Left - Change in average concentration at roadside, kerbside and background sites
in Greater London between 1998 and 2017. All sites with available data were first
annually averaged, followed by the grand mean of all sites of a given type per year.
A gammodel was fit to the data to produce the smooth line, shading shows the stan-
dard error in this fit. B - National Atmospheric Emissions Inventory emissions for
Greater London. These data were generated by scaling each sector of the spatially
resolved inventory for 2017 by their respective sector total for the reported inventory
time series, and subsequently summing all grid cells contained within the Greater
London area. This was due to their only being a spatial inventory valid for the cur-
rent inventory year (2017 in this case). Improvements in inventory construction are
not back-propagated through the spatial inventories, but the time series inventory
for UK totals is maintained.
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3.1 Measurements at the BT Tower

3.1.1 BT Tower Site Description

Measurements were made at the BT Tower between March - June 2017 for NO, NO2 and O3

concentrations and NOx fluxes. Instrument details are given in tables 3.2. The site is a 177 m
tall tower located in Central London in borough of Camden, south of Euston Road and
North East of Hyde park (lat/lon: 51.521/-0.139 °, figure 3.3). The surroundings are typical of the
Central London area with a mixture of larger arterial roads high traffic density and smaller
side streets interconnecting them. Traffic is slow moving and stop-start driving conditions
are common during busier periods. Surrounding buildings within 3 km average ~50 m high,
with the next tallest building measuring ~130 m, placing the sampling height above the
canopy [109].

A 3-D sonic anemometer (Gill R3-50) was mounted on a mast atop the tower, co-located with
the gas analyser sample line, providing a measurement height of 191 m. The anemometer was
offset 11.9 ° clockwise from north. Air was pumped down the ~45 m sample line (PFA OD 3/8”)
at 25 ℓmin-1, to the instrument which was located in a 19” rack on the 35th floor. The setup of
this instrument is detailed in chapter 2, section 2.1. During March - June 2017 the
predominant wind direction was between west and south westerly, with wind speeds up to ~20
m s-1.

Figure 3.3: A - The BT Tower’s location in central London (red). B - The BT Tower. C - The
NOx instrument while located at the BT Tower
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Table 3.2: Instruments installed at the BT Tower used for concentration and fluxmeasurement
during March - June 2017. Limit of detection quoted at the listed time resolution.
* - Calculated as the the median of the standard deviation in the hourly zeros of
the instrument during campaign, using the average channel sensitivities (2.4 and 3.8
counts pptv-1). ** - Temperature calculated from speed of sound.

Quantity Instrument Time Resolution / Hz Limit of Detection Precision
NO / ppbv Air Quality Design 5 153 pptv* 3 %
NO2 / ppbv Air Quality Design 5 199 pptv* 4.7 %
u, v, w / m s-1 Gill R3-50 20, resampled to 5 0.01 m s-1 -
Temperature** / K Gill R3-50 20, resampled to 5 0.01 m s-1 -

3.1.2 Instrument Calibration

NO and NOx channel sensitivities and NO2 conversion efficiency were calibrated
automatically, following the procedure described in section 2.1.2, every 63 hours such that
data loss from calibrations was spread over the diurnal cycle. A 5.2 ppmv NO cylinder (BOC
247536), traceable to the National Physical Laboratory (NPL) scale was flowed at ~ 10 sccm
into the sample flow. Coefficients were linearly interpolated to 1 minute resolution before
being applied to the data. Both channels were zeroed for two minutes hourly using the
pre-chamber zero and an external Sofnofil and activated charcoal trap. Calibrations were
used when inspection showed clear square responses and no large step change in calibration
coefficients was caused. When a step change occured the following calibration was checked
and in all cases the coefficients returned to within normal ranges when another calibration
was performed so the anomalous calibration was discarded. NO and NOx channel sensitivities
were 2.4± 0.3 and 3.8± 0.6 / counts pptv-1 respectively and conversion efficiency was 70± 3 %
over the measurement period. This variability is within normal ranges for the changes in
external factors over the measurement period (e.g sample line flow, temperature).

3.1.3 Eddy Covariance Calculations

Data Pre-Processing

Before the EC calculations were performed, the raw data underwent pre-processing. Firstly,
channel sensitivities and zeros were applied as equation 2.2. The conversion efficiency was
applied after time lag correction in the eddy4R workflow so that lag can be corrected
independently for NO and NOx. Data during the zeroing of the instrument was removed
along with any negative data points caused by instrument artefacts. Due to the alignment of
the sonic anemometer wind vectors were offset from north by 11.9 ° counter-clockwise. This
was corrected and wind vectors were adjusted such that the v wind vector was defined as
positive towards the north and the u wind vector positive towards the east. Finally all units
were converted to eddy4R’s internal unit definitions; K for temperature, m s-1 for wind speeds
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and mol mol-1 for chemical species.

Eddy Covariance Settings

To explore the different permutations of EC options, sensitivity tests were conducted on data
from 1st - 7th May 2017. Detrending, lag time correction, aggregation period length, and
wind vector rotation settings were varied and have been summarised in table 3.3 along with
the percentage change in data points that were flagged as high quality relative to the
m.60.fix.d reference run (section 2.3.1). For fixed time lags, temperature was set to 0 s, NO to
-6.4 s and NOx to -6.6 s, and for windowed time lags NO and NOx were allowed to drift
between -10 and 0 s.

Figures 3.4 and 3.5 present the sensitivity tests as time series and diurnal profiles. Figure 3.6
depicts these data sets as scatter plots relative to the reference run. Combining these, the
settings of 60 minute aggregation periods, windowed lag determination, double rotation
and linear detrending were used for the calculations on the full data set.

From figure 3.4, 30 minute aggregation periods can be seen to introduce significant
variability to the data, unseen in any other settings. Shorter averaging periods will also cause
low frequency losses due to full eddy scales not being captured, especially with receptors
located high up. For the BT Tower. An aggregation period of 120 minutes did not show an
increase in the diurnally averaged flux (figure 3.5) and having the more frequent hourly
measurements allows a greater time resolution footprint analysis.

Using windowed lag correction allows for small drifts in lag time due to physical processes,
such as flow rate in the sample line or instrument pressure fluctuations to be corrected.
Whereas a fixed lag time would result in a reduction in covariance during these times where
drift is correct. This can be observed in the diurnal profiles where m.60.wind.d is either the
same as or greater than the reference data (figure 3.5). Unrestricted lag (which in reality is a
windowed lag determination with a much wider window of± 40 s) differs from the fixed or
windowed runs noticeably in the sensible heat flux diurnal where a negative data point at 8
am is not found (figure 3.5). Although negative sensible heat flux at this time is unexpected;
from a physical perspective temperature and vertical wind speed have no lag as they are both
measured by the sonic anemometer. In a detailed analysis of the sensible heat flux, the data
points driving this spike should be examined in more detail, but in this case they highlight
that using the unrestricted lag may mean similar data points are missed and as such will not
be used.

Single rotation is not used as it leads to a lower flux than double rotation, illustrated in the
diurnal profiles (figure 3.5, m.60.fix.s) and the more shallow gradient of the linear regression
of m.60.fix.s versus reference panel on figure 3.6. Additionally, applying planar fit coefficients
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determined over the whole measurement period lead to lower fluxes than single rotation.
Planar fit coefficients based on wind direction were also determined using the whole
measurement period but in a 30 ° moving window, i.e a wind direction of 90 ° uses data from
75 - 105 °. These coefficients were produced at a 1 ° resolution. This method produced greater
flux than single rotation, but still less than double rotation. A third method would have been
to determine these coefficients using a moving time window. This is often used when the
terrain around a sampling location is expected to change (i.e. growing vegetation). As the
terrain does not change in this way in urban centres, this method was not applied.
Ultimately, the choice of planar fit method introduced a level of ambiguity in the EC
method and as such informed the decision to use double rotation and acknowledge the
potential for some uncertainty due to over rotation [83].

Finally, linear detrending was used, as although some flux is lost compared to mean removal,
NO and NO2 can experience rapid changes in concentration on time scales similar to the flux
aggregation period, especially during the morning and evenings. Using mean removal here
would cause more violations in stationarity criteria during these periods, limiting the periods
in which flux could be calculated.
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Table 3.3: Eddy covariance calculation settings and their summary in run labels. Also shown is the difference in percentage of data points that passed the QA/QC
test, relative to the reference run (m.60.fix.d).

Passes QA/QC / %
Run ID Detrending Aggregation

Period /
minutes

Lag Time Rotation Method H NOx

m.60.fix.d mean 60 fixed double - -
l.60.fix.d linear 60 fixed double -0.3 0.3
m.30.fix.d mean 30 fixed double 2.8 0.4
m.120.fix.d mean 120 fixed double 1.5 -1.5
m.60.un.d mean 60 unrestricted double -0.3 0.0
m.60.win.d mean 60 window double 0.0 0.0
m.60.fix.s mean 60 fixed single 0.6 -2.7
m.60.fix.PFwind mean 60 fixed planar fit - wind sector 1.5 -2.4
m.60.fix.PFf mean 60 fixed planar fit - full range -0.3 -3.9
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Figure 3.4: Time series of sensible heat flux (top) and NOx flux (bottom) for 2017-05-01 - 2017-
05-07, coloured by eddy covariance settings. Setting abbreviations are described in
table 3.3

Figure 3.5: Diurnal profile of sensible heat flux (left) and NOx flux (right) for 2017-05-01 - 2017-
05-07, coloured by eddy covariance settings. Setting abbreviations are described in
table 3.3
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Figure 3.6: Eddy covariance calculations with varying setting of sensible heat flux (left) and
NOx (right), plotted against a reference run. Dashed line shows x=y. Setting abbre-
viations are described in table 3.3

3.1.4 Results

NO and NO2 fluxes were obtained for 2008 hours between 2017-03-09 and 2017-06-15, where
large data gaps are primarily due to instrument failure. Of these, 1668 were deemed to be of
high quality based upon QA/QC criteria (section 2.3.1) resulting in 70 % data coverage for the
period (figure 3.7). The following presents NOx flux rather than NO and NO2 separately, as
the rapid interconversion between the two species causes the ratio at the sampling height to
be different to that at the surface, but total NOx is mostly conserved as chemical loss was
estimated to be low. The primary loss route for NOx is the conversion of NO2 to HNO3. Using
equation 3.1, the fraction of remaining NO2 after a given time can be calculated. For this
calculation the median Deardorf velocity was used as an estimate for the rate of vertical
transport up to the receptor height, providing a median transport time of 150 s [110]. The
median temperature of 282 K was also used. From this it is estimated that 98.5 % of NO2

reaches the receptor height, so loss to HNO3 is negligible.

[NO2]

[NO2]0
= e−k[OH] · ( T

300
)−4.5 · [M ] · [OH] · t (3.1)

where:

— k[OH] is the rate constant of NO2 + OH + M, 3.2×10−30 cm3 molec-1 s-1 [111]

— T is the temperature, K

— [M] is the total number of molecules, 2.4×1019 molec cm-3

— [OH] is the OH concentration, 1×106 molec cm-3 (value representative of order of
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magnitude in absence of measurement [112])

— t is time, s

The diurnal profiles of NOx concentration and flux are summarised in figure 3.8 alongside
temperature and modeled boundary layer height from ERA5 (0.25 x 0.25 ° global
meteorology product; ECMWF ReAnalysis 5, [113]). NO concentrations had an average peak
of 14 ppbv at 0800 and decline steadily until 1800, where they remain below 3 ppbv overnight.
NO2 concentrations had two peaks of ~20 ppbv at 0800 and 2000. This second peak is not
observed in NO as there is more photochemical activity than in the morning, rapidly
oxidising the NO to NO2 , along with further emission of NO having less effect on
concentrations due to increased boundary layer height. The increased boundary layer height
has the effect of diluting the emissions as the volume of atmospheric boundary layer (the
lowest portion of the troposphere), is greater leading to lower concentrations for the same
emission. For the flux, the average diurnal profile showed a steep rise in emission from (4.5±
0.3) to (20± 1.6) mg m-2 h-1 between 0400 and 0800, and remaining so until 1900 at which
point it more gently declined to (4.5± 0.3) mg m-2 h-1 overnight by 0100. Without the
additional information provided by the eddy covariance emissions estimates, the reason for
enhanced NOx concentration may be incorrectly attributed to increased emission during
rush hour. For the morning peak, increased concentration did correspond to increasing
emission, however, the decrease in concentration during the day occurred while emission
remained relatively constant. This decrease was anti-correlated with increasing boundary
layer height, meaning dilution effects were responsible. The evening concentration peak
occurs while emission was decreasing, but at the same time boundary layer height was
decreasing more rapidly, reversing the earlier dilution, leading to increased concentrations.
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Figure 3.7: Time series of (top-bottom) sensible heat flux (Wm-2), temperature (K), NOx flux (mgm-2 h-1), NOx concentration (ppbv) andmodeled boundary layer
height (m) at the BT Tower during 2017-03-09 - 2017-06-15
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Figure 3.8: Top left - Bottom left; Diurnal profiles of NOx concentration, NOx Flux, NO and
NO2 concentrations (ppbv), and temperature (K)measured at the BTTower between
2017-03-09 and 2017-06-15 inclusive. Bottom right; modeled boundary layer height
(m) from ERA5 [113]. Shaded regions correspond to standard deviation in diurnal
averaging for all panes other than NOx Flux, where the shaded regions shows total
average error.
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Figure 3.9: A - Wind rose for the BT Tower during March - June 2017. Radial distance shows counts of wind speed measured in a given direction. Paddles are
coloured by wind speed bins. B - NOx concentration as a function of wind speed on the radius, separated by wind direction. C - Polar annulus of NOx
concentration. 0 - 23 hours span the inner to outer circumferences, separated by wind direction. Colour on both B and C groups all concentrations of
NOx greater than 40 ppbv and higher together to preserve structure in the presence of single large values. D - Polar annulus of NOx flux.65



Figure 3.10: Diurnal profile of measured NOx emission, binned by wind direction. Shaded re-
gion shows the total average error in the flux.

Measured emission of NOx also differed from concentration when compared by wind
direction. Directions which experienced lower average wind speeds saw the greatest
enhancement in NOx concentration. In figure 3.9-B the highest concentrations are seen
when wind speed was lower than 5 m s-1 in all directions. In low wind speed conditions,
concentration is more dependant on local emission, as transport to location is reduced. Or
alternatively, local emissions stay near to their source, increasing local concentrations.

This leads to the enhancements observed in figure 3.9-C to the north west, east and south
east. Here the average diurnal profile of NOx is shown by wind direction. The diurnal profile
is expressed from 0 - 23 hours, between the inner and outer circumferences of the annulus.
These sectors correspond to the directions in lowest average wind speed and as such these
directions saw the largest NOx concentrations in their diurnal profile. Lowest concentrations
occur when the wind is between 5 - 10 m s-1 from the north west. Close by in this direction is
The Regent’s Park, a large area of green space, which may contribute to the lower
concentrations. This idea is supported by the flux annulus (figure 3.9-D) where enhancements
occurred when the wind direction was from the north east through to the south west.
Intuitively NOx flux sampled from this region would be lower than other areas surrounding
the tower, which contain more roads for traffic emission, and buildings which will contain
combustion sources (heating).

The largest NOx flux was shown the be from the north east, which was a direction where
lower concentrations were observed due to the higher average wind speed, effectively
masking this source. This direction is towards Marylebone Road and Euston station; areas of
increased traffic density so enhanced emission is to be expected. However, using wind speed as
a proxy for source is not reliable, as there is no true treatment of surface connectivity
meaning that the along wind distance to the source is unknown. Emissions measurements
combined with flux footprints give improved information about source location, as
demonstrated in section 3.3.3.
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Figure 3.10 shows the diurnal cycle based on wind sector. The highest day time NOx flux was
seen to the south, peaking at (30± 9) mg m-2 h-1. A similar peak was seen to the east,
however, the emission was less sustained after 1200 which causes the daily mean to be lower.
The daily mean to the west was the same as to the east but in this case emissions had a peak of
(24± 7.2) mg m-2 h-1 at 1500, with a more flat profile through the day. The lowest day time
NOx flux was seen to the north, with a morning peak at 0800 of (18± 6.2) mg m-2 h-1. These
differences in the shape of the diurnal profile suggest that the predominant emission sources
(or the activity profiles that accompany them) likely differ with direction from the BT tower.
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3.1.5 Uncertainties

Whilst the uncertainty in the flux calculation was quantified after Lenschow 1994, there are
additional steps in the data processing which have uncertainties that are harder to estimate
[114]. The following sections attempt to provide bounds for these uncertainties, so that they
can be considered during when interpreting the results.

Removal of night-time data points

When flagging data for quality control, criteria such as stationarity are more readily violated
when the magnitude of the calculated flux is lower. Stationarity criteria are considered
violated if a subsection of the flux aggregation period calculated separately from the whole
would deviate by a significant percentage (~30 %). It is more likely for a subsection to be a
greater percentage different from the full aggregation period, the smaller the total flux for
that period is.

In figure 3.11-A this is shown to be the case, with the percentage of records flagged by the
quality control routine rising sharply once the magnitude of the flux fall below 10 mgm-2 h-1.
Furthermore, as NOx emission followed a strong diurnal profile, the lower nighttime values
are flagged more regularly, as seen in figure 3.11-B. Removing these flagged data, there is risk
that the resulting values are biased high, especially so overnight.

Figure 3.11: A - Percentage of flux records flagged by quality control routines in 2 mg m-2 h -1

bins. B - Percentage of flux records flagged by quality control routines by hour of
day.

To quantify the effect of removing the values, the diurnal profile for NOx flux was calculated
twice in figure 3.12. The black trace removes all data that has been flagged by the quality
control routines and the red has only removed points where the magnitude of the flux was
greater than 5 mg m-2 h-1. A slight high bias was observed when removing all flagged data
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points, and this bias was greatest at night up to ~20 %. For further analysis, all flagged data
points have been removed, but nighttime data should be considered to have an uncertainty of
up to 20 % greater than the averages presented.

Figure 3.12: NOx flux diurnal where black has had all records flagged by quality control routines
removed and red has only had them removed if the fluxmagnitude was also greater
than 5 mg m-2 h-1

Reynolds Number Calculation

For an EC experiment using a closed path analyser, the sample line connecting the inlet to
the instrument should have turbulent flow within it. Laminar flow in the sample line causes
the gas which interacts with the tubing wall to flow slower than that in the centre, meaning
that air parcels contain asynchronous samples, primarily causing high frequency losses [77,
115]. Reynolds number is a quantity which is used to define turbulent flow of a fluid. While
the transition is not well defined, generally values of Reynolds number < 1000 would produce
laminar flow, and those > 1000 would produce turbulent flow.

During the measurements at the BT Tower, flow rates in the sample line varied between 2.8
and 26.7 slpm due to the line’s particle filter becoming blocked. The filter was only
irregularly replaced as access to the inlet location was limited. Reynolds number was
calculated as equation 3.2 and ranged between 120 and 2300. This leads to periods of time
where the sample line was not under a fully turbulent regime, or was laminar.

Re =
ρυd

µ
(3.2)

where:

— Re is the Reynolds number

— ρ is the density of air, calculated at the sample line pressure and temperature, kg m-3
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— υ is the transit speed of the air down the sample line, m s-1

— d is the internal diameter of the sample line, 0.00638 m

— µ is the absolute viscosity of air, calculated here as the Sutherland viscosity [116];
equation 3.3

µ =
bT

3
2

T + S
(3.3)

where:

— T is air temperature, K

— b is a constant, 1.458×10-6 kg m-1 s-1 K- 1
2

— S is a constant, 110.4 K

Figure 3.13: Unfiltered NOx flux coloured by Reynolds number.

Due to its height the high frequency contribution to fluxes measured at the BT Tower is
expected to be small, with Helfter et al 2012 noting that > 70 % of flux can be captured using
an instrument running at 1 Hz. In figures 3.13 and 3.14 the relationship of Reynolds number
with raw NO and NO2 fluxes is presented. The fitting of the loess smoothed line on the
binned data reveals that there may be a dependence of flux on Reynolds numbers below 1500.
Further to this, NOx flux was normalised between 0 and 1 and a second order polynomial was
fit to the relationship below 1500 allowing the equation for an empirical correction factor to
be derived 3.4.

CorrectionFactor =
(
(−5.07× 10−7) ·Re2 + (1.61× 10−3) ·Re− 2.83× 10−1

)−1

(3.4)
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Figure 3.14: NOx flux against binned Reynolds number (bin width 100). Boxes show median
value as the horizontal bar and 25th and 75th percentile at the limits of the box.
Whiskers extend to 1.5× the inter quartile range, data that fall outside of this range
are plotted as points. A loess smoothed fit shows increasing dependency ofNOx flux
on Reynolds numbers below 1500

This method generated correction factors ranging from 1 - 96, however 95 % were less than
or equal to 6. This subset of correction factors includes 70 % of the corrections available, but
as this method will produce increasingly large numbers at lower Reynolds numbers, 6 was
used as the threshold for this comparison. This threshold had the additional benefit of
causing minimal change to the profile of the diurnal cycle; when correction factors above 6
were included spikes were introduced through uneven correction across the day. In figure 3.15
the corrected data is up to 50 % higher across the average diurnal. These values are not outside
of the plausible range for NOx flux in central London, with Vaughan et al. measuring up to
40 mg m-2 h-1 averaged over several flight legs. However, as this correction factor has been
derived empirically and does not treat the underlying high frequency loss due to diminished
turbulence in the sample line, it was not applied in further analysis and rather it should be
borne in mind when considering the upper bound of the uncertainty in these measurements.
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Figure 3.15: Diurnal profiles of NOx flux showing the effect of the empirical correction factor
derived for decreasing Reynolds number (equation 3.4)
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3.2 Footprint Modelling

Figure 3.16: Flux footprint averaged over the sampling period. Colour represents normalised
contribution to the measured flux. Contours mark the regions of 30, 60 and 90 %
contribution to flux. Red point shows the location of the BT Tower

To link EC fluxes measured from a single point to the surface, a footprint model is required.
For the measurements made at the BT Tower, a 2 dimensional footprint model was used
which is based upon the parameterisation of backwards Lagrangian dispersion models by
Kljun et al 2004 with an additional cross wind component by Metzger et al 2012. Full details
of the footprint model are discussed in section 2.2.3. A footprint was produced at 100 x 100 m
resolution per hour of flux data, using modeled boundary layer height and a roughness
length of 1.1 m (the average roughness length within 5 km of the BT Tower, [117]). In figure
3.16 these footprints are averaged over the whole campaign. Sampled region reflects the
conditions seen in the wind rose (figure 3.9-A), with the majority of flux sampled from the
south west and north east.

The along-wind component of a given footprint resembles an asymmetric Gaussian
distribution; in that it climbs more steeply to its peak than it decays afterwards with
increasing along-wind distance. As such the distance to the along-wind maxima provides a
simple reference point for the majority contribution to the sampled flux. This provides a
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straight forward, if not truly complete, method of constructing an emissions surface. Figure
3.17 was constructed through the same methods as figure 3.9-B where wind speed is replaced
with along-wind maxima distance. This moves the data into a spatial domain which can be
mapped. It is acknowledged that the simplifications used in this methodmean that footprints
that have a broader cross-wind component will have greater error in their location (in the
cross-wind direction) as there is greater area covered by the flux footprint adjacent to the
along-wind maxima. However, averaging over several months of measurements reduces this.

Figure 3.17 shows enhancements in the measured flux when the source area maxima is ca. 750
m to the north east of the tower. This area includes Euston, a national rail station where
several services operate with diesel–electric multiple units. Additionally, there is a large bus
stop outside the station, which connects to Euston road (A501). The London bus fleet in 2017
consisted of 70 % fully diesel vehicles with a further 28 % being hybrids. The remaining 2 %
are fully electric and fuel cell buses [118]. Compounded with the traffic interruptions from the
junctions around the station, the enhancement observed in this location is expected.

Additional areas of enhancement are observed around Oxford Street and the Marylebone
area, which experience heavy traffic use and congestion. Lowest emissions are seen to the
north where there is decreased road density. As noted previously this mapping method will
have increased uncertainty with increased cross-wind contribution to the footprint. This is
the case at lower wind speeds, wind direction is less well defined in these conditions. Wind
speeds are most frequently the lowest from the north, therefore The Regent’s Park may also
contribute to the decreased NOx emission here.
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Figure 3.17: NOx flux surface as a function of along-wind distance to the maximum flux con-
tribution on the radius and wind direction.
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3.3 Inventory Analysis

3.3.1 The National Atmospheric Emissions Inventory

The NAEI is an annual emissions estimate for a variety of species in the UK from 1970 to
present. Commissioned by the Department for Environment, Food and Rural Affairs
(Defra), it is currently produced by Ricardo Energy & Environment; and used to report to
European Union and United Nations green house gas and air pollutant monitoring
programmes [29, 119]. Primarily the inventory provides total emissions estimates, required by
these monitoring programmes. Calculations assimilate activity data and emissions factors
from a wide range of sources and combines them to form an emission. Emissions are
categorised into the 11 source sectors defined by the Selected Nomenclature for sources of Air
Pollutants (SNAP) along with point sources, summarised in table 3.4 [120].

Once emissions estimates as a whole are compiled, the emissions are gridded using spatial
information relevant to the SNAP sector. For example road transport uses road network
location, local fleet composition from automatic licence plate recognition (ALPR) statistics
and the annual average daily flow of traffic [121]. Combined with emissions factor and activity
data this provides a 1 km2 resolution map of emission in the UK.

Table 3.4: Selected Nomenclature for sources of Air Pollutants sector definitions as used in the
National Atmospheric Emissions Inventory [29]. The four sectors with the largest
contribution to NOx emission within the footprint of the BT Tower are highlighted
in bold

SNAP Sector NAEI Label Definition
01 energyprod Combustion in Energy and Transformation
02 domcom Combustion in Commercial, Institutional, Residential and Agriculture
03 indcom Combustion in Industry
04 indproc Production Processes
05 offshore Extraction and Distribution of Fossil Fuels
06 solvents Solvent Use
07 roadtrans Road Transport
08 othertrans Other Transport and Mobile Machinery
09 waste Waste
10 agric Agriculture, Forestry and Landuse Change
11 nature Nature

Figure 3.18 shows the sum of the four SNAP sectors that make up the majority of NOx

emission in the greater London area in the 2017 version of the NAEI (sectors 07, 02, 03, and
08 in decreasing order of contribution). This grid provides annual NOx emissions in tonnes
yr-1, so additional scaling is required to directly compare with measured NOx flux. The
scaling factors used are discussed in the following section (3.3.2).
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Figure 3.18: The sum of the NAEI layers corresponding to SNAP sectors 07, 02, 03, and 08 (table
3.4) to show the spatial distribution of the majority of NOx emission in central
London. The 30, 60 and 90 % contributions to the average flux footprint for EC
measurements made between March - July 2017 are shown in white (see figure 3.16
for averaged footprint data). The red point shows the location of the BT Tower

3.3.2 Scaling Factors

Scaling factors have been selected using the Temporal Emissions Profiles for SNAP Sectors
report 2014. This report provide recommended scaling profiles for anthropogenic pollutants
by hour of day, day of week and month of year. Figures 3.19 and 3.20 present the scaling
profiles for road transport, domestic combustion, industrial combustion and other transport
but those sectors that make up the other segment in figures presented in section 3.3.3 have
been scaled by their respective factors before combining. The recommend factors are a
combination of data from the van der Gon et al. 2011, Ricardo-AEA Technical Report and
Defra’s report on the Assessment of Benzo[a]pyrene Atmospheric concentrations in the UK
[122–124]. Notably other transport is only scaled for month of year as hourly and daily activity
data is highly spatially variable, for example non-road vehicles from construction.
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Figure 3.19: Hour of day scaling factors for the four SNAP sectors (07, 02, 03, and 08, see table
3.4) contributing to the majority of NOx emission around the BT Tower, coloured
by day of week. Points have been jittered in the x direction to show profiles that
are identical
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Figure 3.20: Month of year scaling factors for the four SNAP sectors (07, 02, 03, and 08, see table
3.4) contributing to the majority of NOx emission around the BT Tower, coloured
by day of week. Points have been jittered in the x direction to show profiles that
are identical

3.3.3 Comparing Eddy Covariance and Inventories

By combining the footprint analysis (section 3.2) with the spatially resolved, temporally scaled
NAEI (sections 3.3.1 and 3.3.2) a predicted emission per hourly flux measurement was
generated. This was achieved by projecting the flux footprint into the coordinate system of
the inventory, and extracting its value at the centre of each of the footprints grid boxes. Each
inventory value was scaled to its theoretical contribution to the measured flux by multiplying
these extracted data by the footprint weighting matrix, which was subsequently summed to
give a single value for the inventory estimate. This approach was applied to each of the source
sectors for the inventory. Point sources are not explicitly provided as an inventory layer, but
were generated as the difference between the total emission and the sum of the 11 SNAP
sectors (dubbed reactive in the NAEI data product), resulting in 12 categories. Each sector was
scaled by the product of its corresponding hour of day, day of week and month of year scaling
factor. Where one or all of these factors were unavailable, a value of 1 (no scaling) was used.
For those sectors that are the majority contributors to NOx near the BT Tower, no scaling
factors were missing, though the hour of day and day of week scaling factors for other
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transport are reported as 1. See section 3.3.2 for more details. In the discussion that follows,
these scaled inventory data from within the flux footprint are presented as the sum total of all
sectors or as the 4 primary SNAP sectors (road transport, domestic combustion, industrial
combustion and other transport) separate, with all other sectors combined as other.

Figure 3.21: Average diurnal profiles of NOx emissions measured (red) at the BT Tower March
- July 2017 and the NAEI’s estimated emission (orange) from within the flux foot-
print. Shaded region shows total (random + systematic) error in fluxmeasurement.

The overall average diurnal profile (figure 3.21) showed good agreement overnight between
0000 until 0600 from which measurements were higher throughout the day. When the
uncertainty surrounding the measured flux being biased high due to removal of data points
during QA/QC (section 3.1.5) is considered, it is possible that the inventory overestimated
emission during this time, though this would still fall within the total error in the flux
measurements. The inventory underestimates the measured flux the greatest at 1300, where
the inventory was 1.7× lower than the measured flux. Agreement in magnitudes improved
from 1800 onwards, where the measured flux decreases more rapidly to its nighttime value
than the inventory. The inventory also showed a double peak during the day time, driven
primarily by road transport and domestic combustion scaling factors. This structure was not
present in the measurements, instead remaining relatively stable throughout the day.

Through comparison of the diurnal profiles by wind sector (figure 3.22) variation in the
degree of underestimation is revealed. The maximum underestimation of 2.6× was observed
to the north during the peaks measured around 0700 and 1900. Only in this direction was a
double peak structure observed in the measurements, but there was also limited sampling
from this direction (figure 3.9-A), so these enhancements may simply be due to noise in the
average. The greatest sustained underestimation (1.7×± 0.3) was observed to the south
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between 0800 and 1900. To the east there was agreement to within the flux error during the
afternoon, but significant underestimation between 0800 and 1200. Figure 3.9-D highlighted
an enhancement to the north east, which is more significant in the morning. The lack of
this in the inventory suggests that this sources’ activity has not been described sufficiently.
There are two points sources attributed to University College London within the flux
footprint to the east of the BT Tower, which combined are estimated to emit ~2.05 mg m-2

h-1. They are contained within a 1 x 1 km grid cell which in total is estimated to emit ~13.7 mg
m-2 h-1. Point sources have not been scaled, as they would required their own specific activity
information and as such it is possible that these point sources contribute to the shape of the
eastward diurnal.

Figure 3.22: Average diurnal profiles of NOx emissions measured (red) at the BT Tower March
- July 2017 and the NAEI’s estimated emission (orange) from within the flux foot-
print, separated by wind sector. Shaded region shows total (random + systematic)
error in flux measurement. Horizontal lines show the daily mean emissions value
for both measurements and inventory estimates.

Figure 3.23: Average diurnal profiles of NOx emissions measured (red) at the BT Tower March
- July 2017 and the NAEI’s estimated emission (orange) from within the flux foot-
print, separated by day of week. Shaded region shows total (random + systematic)
error in flux measurement. Horizontal lines show the daily mean emissions value
for both measurements and inventory estimates.

In a comparison between measurement and inventory by weekday (figure 3.23) the greatest
underestimation (3.3×) is found at 2000 on Saturdays. During this time the measured flux
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was enhanced between 1700 and 2000 where on other days NOx emission decreased. Scaling
factors weighted Saturdays and Sundays lower (figures 3.19 and 3.20) but measurements suggest
that days of the week are instead better grouped as Tuesday - Saturday as higher than Monday
as higher than Sunday. The combined effect of these lead to significant difference between
inventory and measurement at this time. Sunday saw the best agreement out of all days of the
week, with both magnitude (to within flux error) and profile being well captured. Both
Friday and Tuesday exhibit the same morning enhancement seen from the east in figures
3.22, but this could be due to uneven sampling of wind directions on these days. A longer
time series would be required to explore this, as to break down these data into day of week
and wind direction simultaneously would lead to 3 data points per hour (assuming even
distribution across all groups). The increasing NOx emission measured between 0600 and
1800 on Saturdays was likely activity driven, as this was not seen in the wind sector break
down. To explore this further, figures 3.24 and 3.25 break down the inventory by sector.
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Figure 3.24: Average diurnal profiles of NOx emissions measured (red) at the BT Tower March - July 2017 and the NAEI’s estimated emission (bars) from within
the flux footprint, separated by day of week. NAEI emissions are coloured by source sector contribution. Median traffic volume from 24 automatic
traffic counters surrounding the site are shown in blue [125].
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From this breakdown, road transport was shown to be the primary contributor to magnitude
of the emissions estimate and the primary driver of the diurnal variability. This was followed
by domestic combustion industrial combustion and finally other transport. Road transport
and domestic combustion had a bimodal distribution peaking in the morning and evening
Monday - Friday, with this feature being less apparent Saturday - Sunday. Together these
drive the double peak seen in the overall inventory. This was however suppressed by industrial
combustion peaking at midday. As disagreement between measurement and inventory was
greatest during the day, the road transport sector or scaling factors likely encompasses much
of this error and indeed overnight, where there is little contribution from road transport, the
agreement was best. This nighttime agreement was best for Sunday - Thursday (or the early
hours of Monday - Friday).

This has been further demonstrated on figure 3.24, where median traffic volume has been
over-plotted. Traffic volume data was obtained from 24 automatic traffic counters (ATCs),
operated by Transport for London (TfL), for each hour of flux data. The ATCs were selected
as those which were weighed highest by the average footprint for whole measurement period
(figure 3.16). A mean day of week diurnal profile for each of these ATCs was calculated,
followed by the median day of week diurnal profile of all the sites.

The decrease in traffic volume was not as pronounced as the decrease in the road transport
sector between weekday and weekend. Additionally on Saturday - Sunday reached their first
peak later in the morning compared with Monday - Friday, increase between 0800 and 1800
and remain higher overnight which is consistent with the measured flux. The former of
these was reflected in the road transport scaling factors for the weekend, but they then go on
to decrease after the first peak (with a slight inflection around 1700) and return to the same
nighttime levels as the weekday factors.

From figure 3.25 it can be seen that although the under prediction was ever-present during the
day, on average it was not a constant spatially. To the north north east, in the direction of
the enhancements seen in figure 3.17, near Euston station, there was a 2.8× underestimation,
and to the south west an underestimation by 1.5×. To the east south east the NAEI showed
good agreement with measurement, split between slight underestimation during the day and
slight overestimation overnight. In the north west, towards The Regent’s Park, there was an
overestimation of ~2×. By applying the footprint mapping approach introduced in figure 3.17
to the scaled inventory data the differences can be shown in the context of the area
surrounding the tower. This was created from panels A and B of figure 3.26, with the
difference map being shown in panel C. Those areas that have been highlighted by the
measurements as significant sources, are not captured by the inventory in this treatment.
This is partly due to the resolution of the NAEI. The BT Tower is located on the border
between 4 grid cells (figure 3.18), with those to the north being distinctly lower than those to
the south, as is clear from figure 3.22. Euston station falls on the cusp of the change in grid
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Figure 3.25: NOx emissions (red) measured at the BT Tower March - July 2017 and the NAEI’s
estimated emission (bars) from within the flux footprint, averaged by 22.5 ° wind
sector bins. NAEI emissions are coloured by source sector contribution. The left
hand panel shows all data between 0800 - 1959 and the right hand panel shows all
data between 2000 - 0759.

cells, and may have lead to it not being completely resolved by this method. However, the
enhancement in the south west was more pronounced. This may point to the proxies that are
responsible for the south east’s improved agreement may also apply to the south west. Greater
exploration of the inventories construction would be required to test this, which is outside
the scope of this work.
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Figure 3.26: A - Measured NOx flux as a function of along-wind distance to the maximum flux
contribution on the radius, separated by wind direction (figure 3.17). B - NAEI
NOx emissions estimate as a function of along-wind distance to themaximumflux
contribution on the radius, separated by wind direction. C - B subtracted from A,
red showsmeasurement greater than inventory, blue shows inventory greater than
measurement
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3.4 Comparison with 2013 Measurements

The NO and NO2 data collected by Lee et al in 2013 has been reprocessed using the same
methods used throughout this chapter. Footprints were calculated and using the scaling
factors from section 3.3.2 were used to generate an equivalent inventory estimate using the
2012 version of the NAEI. Figure 3.27-A compares the average diurnal profile of the 2013 and
2017 measurements and their respective inventory estimates. A stronger morning emission
was observed in 2013 than in 2017, peaking at 30.8 mg m-2 h-1 at 1200. Based on the wind rose
for the 2013 measurements (figure 3.27-B), east was the predominant wind direction. This
peak may have been caused by the same source seen in the eastward 2017 measurements (figure
3.22) and due to the smaller data set for 2013 (315 records) was more prominent in the diurnal
average. It should be noted that compared to the data published by Lee et al, this feature is
more noticeable due to the lack of afternoon peak in the reprocessed data. Due to the small
data set, these slight changes in diurnal profile can be attributed to how the QA/QC criteria
differ between processing methods. Nevertheless, this morning peak is within the combined
error of the measurements and during the rest of the diurnal profile there is reasonably good
agreement, suggesting there was little reduction in NOx emission between these times.

Similar underestimations were found when comparing NAEI for 2012 to the 2013
measurements and the NAEI for 2017 to the 2017 measurements (table 3.5). The
underestimation of the daily mean emission by the inventories was 1.3× for the 2013
measurements and 1.4× for the 2017 measurements. The measured daily mean emission was
shown to have reduced by ~9 % between 2013 and 2017, but this value is likely smaller if the
higher value for the 2013 measurements is attributed to the morning peak from uneven
sampling of wind directions. In contrast, the NAEI (which was already underestimating in
2013), has reduced by ~12 % between 2012 and 2017.

Table 3.5: Daily mean values of measured and inventory NOx emission for the 2013 and 2017
measurement periods

Daily Mean NOx Emission mg m-2 h-1

Measured 2017 14.29
Measured 2013 15.65
NAEI 2012 11.74
NAEI 2017 10.00

87



Figure 3.27: A - Comparison of the average diurnal cycle of NOx flux measured in 2013 (blue)
and 2017 (red). Corresponding inventory emissions estimates are shown for the
2012 (green) and 2017 (orange) versions of the NAEI, using 2013 and 2017 footprint
models respectively. B - Wind rose for the BT Tower measurements made in 2013.
Radial distance shows counts of wind speed measured in a given direction. Paddles
are coloured by wind speed bins.
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3.5 Summary

During March - June 2017 NOx flux was measured at the BT Tower in central London via
eddy covariance. Maximum daily average emission was observed to the south of the tower,
and minimum to the north. The daily averages from the east and west were similar, but the
shape of the diurnal profile suggested that there was greater emission the morning than
afternoon in the east, whereas emission was more constant throughout the daytime to the
west. Using footprint modelling the source area for each hourly measured flux was calculated
and used to map emissions to the surface. Enhancements were observed over Euston station
to the north east and busy roads to the west and south. Lowest emissions were seen in the area
of The Regent’s Park to the north east of the site.

The footprint model was used to extract emissions from the National Atmospheric Emissions
Inventory. These annual estimates were converted to hourly estimates using a combination
of hour of day, day of week and month of year scaling factors for each sector of the inventory.
The inventory underestimated the measured NOx emissions by 1.4× on average and by a
maximum 3.3× on Saturday afternoons. The inventory showed good agreement with
measurements overnight. The traffic sector was found to drive the diurnal variation in the
inventory and was as such expected to the source of much of the daytime discrepancy.
Comparison with traffic volumes from automatic traffic counters near the BT Tower showed
that the decrease in traffic volume at the weekend was less than the decrease in contributions
from the traffic sector of the inventory. This suggested that the scaling factors applied may
not reflect the traffic activity in central London.

Finally, these data were compared with similar measurements of NOx emission made at the
BT Tower during 2013. Within error, the average measured daily emissions of NOx had not
decreased between the measurement periods, whereas the emissions inventory estimates had
decreased by ~12 %. With this underestimation having been shown to be greater in central
London (Vaughan et al.) it may be the case that emission from the Greater London area has
decreased, but locating these emissions in the region around the tower is not possible with
the spatial proxies used to produced the inventory or inventories at resolutions finer than 1
km2 would be needed to resolve these.
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Chapter 4

NOx Emission
Measurement in Delhi
There is continued concern surrounding the effects of air pollution on human health
globally. Recently air quality in Asia has been of significant focus, with World Health
Organisation reports consistently featuring poor air quality rankings from PM2.5 dominated
by cites from this region [126]. For the year 2012 India ranked 3rd globally for NOx and
non-methane volatile organic carbon (NMVOC) emissions and 2nd for black carbon (BC)
and CO emissions (figure 4.1) [127]. China has the highest emissions for all species in 2012, but
recent satellite observations have shown decreases in column NO2 concentrations [128, 129]
however, India’s emissions are not thought to have begun to decrease [130].

In India, large population growth has driven worsening air pollution, despite some
interventions, beginning with the Air (Prevention and Pollution Control) Act in 1981 which
provided powers for the Central Pollution Control Board to introduce measures to manage
air pollution. Since then India has adopted emissions control standards (Bharat stages) which
mirror Euro standards and apply to newly manufactured vehicles. Many vehicles including all
buses, taxis and auto-rickshaws have been converted to compressed natural gas fuel to help
meet these standards. However, vehicle density as a function of population doubling in cities
across India between 1999 and 2009 coupled with increasing populations means that
emissions controls have had limited impact [131]. Some focus has also been placed on
improving public transport through building a metro system in Delhi to ease the number of
road users, though construction is ongoing.

Premature mortality in Delhi due to poor air quality has been predicted to increase by more
than 30,000 deaths per year between 2010 - 2050 (from 19,700 to 52,000 deaths yr-1) if no
interventions are made, based on the health effects of O3 alone [10]. Figure 4.2 shows many
air quality monitoring sites in the city breached in the 40 µg m-3 annual air quality limit
across during 2018. To further the understanding of air quality in the region, the DelhiFlux
project was conducted in 2018, seeking to make direct emissions measurements of a wide
variety of air pollutants and use these to assess existing and produce improved inventories.
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This chapter details NOx emissions measurements from two sites and comparisons with the
System of Air Quality andWeather Forecasting and Research 2018 inventory.

Figure 4.1: Top left - bottom right right; Annual emissions of NOx, CO, clack carbon (BC) and
non-methane volatile organic compounds (NMVOC) by country from 1970 - 2012.
The 4 highest emitters of NOx in 2012 are highlighted on all panes. Data from the
Emissions Database for Global Atmospheric Research (EDGAR) [127]
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Figure 4.2: Air Quality sites in Delhi. Red border indicates breach of 40 µg m-3 annual air
quality limit in 2018. Fill indicates annual average concentration measured during
2018 [61].
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4.1 Measurements in Delhi

Figure 4.3: A - Location of the Indira Gandhi Delhi Technical University for Women and In-
dia Meteorological Department sites. B and C - The flux towers at their respective
sites.

4.1.1 Indira Gandhi Delhi Technical University for Women Site
Description

The first site was located at Indira Gandhi Delhi Technical University for Women
(IGDTUW), on the edge of Old Delhi (lat/lon: 28.664/77.231 °). The area was densely packed
with roads with buildings filling most available space, with the exception of the University
campus where there was slightly more green space. The roads were highly congested by
nature of being located near the Red Fort and Kashmiri Gate - a National Rail station.
Measurements of NO, NO2 , O3 , CO and SO2 (instruments detailed in table 4.1) were first
taken between 7th October - 1st November from an roof mounted inlet at ~7 m above the
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ground and were subsequently taken from a 33 m free standing tower during 9th - 23rd

November 2018, with the exception of NOy which was not measured after the move to the
tower. Air was pumped down the ~50 m sample line (PFA OD 1/2”) at 30-35 ℓmin-1 to the
instrument located in a 19” rack in a laboratory at the base of the tower.

Table 4.1: Instruments deployed to IndiraGandhiDelhiTechnicalUniversity forWomen, used
for concentration and flux measurement during the pre and post monsoon mea-
surement periods. Limit of detection quoted at the listed time resolution, except
Aerolaser 5002 where manufacturer quotes at 0.1 Hz. * - Calculated as the median of
the standard deviation in the hourly zeros of the instrument during campaign. ** -
Temperature calculated from speed of sound.

Quantity Instrument Time Resolution / Hz Limit of Detection Precision
NO / ppbv Air Quality Design 5 234* 3 %
NO2 / ppbv Air Quality Design 5 294* 4.7 %
O3 / ppbv Thermo 49i 0.1 1 ppbv -
CO / ppbv Aerolaser 5002 10, resampled to 5 0.8 ppbv -
SO2 / ppbv Thermo 43i 0.1 2 ppbv -
u, v, w / m s-1 Gill HS-50 20, resampled to 5 0.01 m s-1 -
Temperature** / K Gill HS-50 20, resampled to 5 0.01 m s-1 -

4.1.2 India Meteorological Department Site Description

The second site was located at the India Meteorological Department (IMD), on Lohdi Road
(lat/lon: 28.588/77.220 °). The surrounding area was much less densely packed; many of the
structures were civil buildings with large grounds, and the roads were comprised of multiple
lanes and as such much more rarely congested. At IMD data coverage is more limited than
IGDTUW, with NO and NO2 (instruments detailed in table 4.2) measured between 29th

October - 6th November from a pump up mast situated on the roof of a 6 storey building,
providing a similar sampling height of 33 m. Air was pumped down the ~25 m sample line
(PFA OD 1/2”) at 30-35 ℓmin-1 to the instrument located in a 19” rack in laboratory on the 5th

storey.

Table 4.2: Instruments deployed to India Meteorological Department, used for concentra-
tion and flux measurement during the pre and post monsoon measurement peri-
ods. Limit of detection quoted at the listed time resolution. * - Calculated as the
the median of the standard deviation in the hourly zeros of the instrument during
campaign. ** - Temperature calculated from speed of sound.

Quantity Instrument Time Resolution / Hz Limit of Detection Precision
NO / ppbv Air Quality Design 5 216* 3 %
NO2 / ppbv Air Quality Design 5 509* 4.7 %
u, v, w / m s-1 Gill R3-50 20, resampled to 5 0.01 m s-1 -
Temperature** / K Gill R3-50 20, resampled to 5 0.01 m s-1 -
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4.2 Air Quality Measurements at IGDTUW

Average NOx concentrations (figure 4.4) at IGDTUWwere lowest at 1400 h (29± 9) ppbv but
increased drastically overnight to (389± 220) ppbv by 2100 h, levels remained high
overnight, beginning to decrease again at 0600. This profile was driven by the NO
component of NOx. NO2 showed two peaks at 0900 and 1700 h of (63± 34) and (69± 19)
ppbv. CO had a similar profile to NO, with its lowest concentration at 1400 (569± 155) ppbv
and reaching its peak overnight at 2100 h (4382± 2306) ppbv. SO2 had a similar profile to
NO2 , with peak of (8± 5) ppbv at 0900 and a slightly later peak at 2100 h of (7± 9) ppbv. O3

peaked at 1300 h with an average concentration of (79± 21) ppbv. Overnight the
concentration was between 3 and 12 ppbv, however, due to the high concentration of NO at
night, this is unlikely to be realistic, and was likely due to interferences from other
compounds e.g. the extremely high concentrations and broad mix of VOCs measured at the
site [17]. Some peaks were seen in the SO2 time series at the same time as high concentrations
of nighttime O3 was observed. The UV absorption detection employed by the Thermo 49i
detector does have some reported interferences with SO2 [132]. Because of this O3 data on the
8th, 16th and 25th of October has been removed, pending further investigation, as high night
time O3 values coincided with high SO2 concentrations (figure 4.5).

A strong decrease in day time concentrations was observed in all of the measured species
except O3. This was due to extreme dilution from large boundary layer growth; from very low
overnight, (40± 14) m, to (1350± 355) m at its peak during the day. O3 was formed rapidly
enough throughout the day for this effect not to be seen in the diurnal profile. Conversely,
high nighttime concentrations are driven by the very low overnight boundary layer. For
context the modeled ERA5 nighttime boundary layer height for IGDTUW during the
campaign was 10× lower than at the BT Tower in 2017 (figure 3.8).
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Figure 4.4: Top left - middle right; Diurnal profiles of CO, O3, NO and NO2 concentrations
(ppbv) measured at the Indira Gandhi Delhi Technical University for Women be-
tween 2018-10-07 and 2018-11-01 inclusive. Bottom left - bottom right; modelled
temperature (K) and boundary layer height (m) from ERA5 [113]. Shaded regions
correspond to standard deviation in diurnal averaging
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Figure 4.5: Top - bottom; Time Series of CO,O3, NO andNO2 concentrations (ppbv)measured
at the Indira Gandhi Delhi Technical University for Women between 2018-10-07
and 2018-11-01 inclusive. Modelled temperature (K) and boundary layer height (m)
from ERA5 [113]. Shaded regions correspond to standard deviation in diurnal aver-
aging
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In figure 4.6 the concentrations of NOx and CO are compared with respect to wind speed and
direction. Panels A and B show that both NOx and CO were enhanced at lower wind speeds
and between 180 ° and 270 °. The NOx to CO ratio shown in panel C shows higher ratios to
the west than east. Both NOx and CO share combustion sources but as CO’s lifetime is much
longer in the atmosphere than NOx , a higher NOx / CO ratio is indicative of one of these
sources nearby. Enhancement in NOx / CO was observed in most directions at a range of
wind speeds suggesting a well distributed source. Traffic is the only source that was
homogeneous enough nearby for this. In addition, the site was located on the western edge
of IGDTUW, closer to congested roads, whereas to the east, although the major traffic source
was a highway, this was less congested and separated from the site by green space and
buildings within the campus, furthering traffic as the dominant local source of NOx. Panel D
shows the Pearson correlation between NOx and CO. Variation in the correlation would be
suggestive of separate sources dominating the NOx and CO concentrations respectively. For
the majority of wind speeds and directions this was not the case, with correlation being >
0.75. The exception to this being at higher wind speeds to the south-east. In the time series,
CO is enhanced but NOx is not, suggesting either a separate source for CO, or that this was
from a long-range source, far enough that NOx was mostly lost. These particular conditions
were only sampled during one short contiguous period on 10th October, requiring more data
before this can be understood.

In figure 4.7 SO2 and CO concentrations are compared, again with respect to wind speed and
direction. The profile of SO2 differs to that of CO, indicating non-traffic sources. Indeed,
SO2 is primarily emitted from the burning of coal based solid fuels, such as those used in
power generation or industrial processes. The main enhancements in SO2 were seen 1 - 2 m s-1

to the east and at wind speeds⩾ 4 m s -1 in the south-east, the latter aligning with the
decreased correlation of NOx / CO. The former was driven by one high SO2 event on 16th

October, where concentrations peaked at 2130 at 60 ppbv. Filtering this event removes the
enhancement from figure 4.7-A, suggesting that this was driven by a local, irregular event.
The enhancement to the south-east is highlighted by figure 4.7-C, suggestive of a longer
range combustion source. As noted in the NOx / CO comparison this air mass was sampled on
the 10th of October. These were the final few days of operation of the Badarpur Thermal
Power Station, which shutdown on the 15th of October, which is possibly the source of this
enhancement, being far enough away that the signature from NOx / CO was not present due
to NOx loss processes, but SO2 remained [133]. Panel D shows increased correlation between
SO2 and CO in small areas to both the east and west of the site at moderate wind speeds.
These may indicate domestic solid fuel burning, as their effects on overall concentrations are
limited, but do correlate with CO as burning sources.

99



Figure 4.6: Concentration surfaces measured at IGDTUWby wind speed and direction. A - NOx / ppbv, B - CO / ppbv, C - NOx / CO ratio, D - NOx - CO Pearson
correlation.
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Figure 4.7: Concentration surfaces measured at IGDTUW by wind speed and direction. A - SO2 / ppbv, B - CO / ppbv, C - SO2 / CO ratio, D - SO2 - CO Pearson
correlation.
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4.3 Eddy Covariance: The Two Towers

4.3.1 Instrument Calibration

Manual calibrations were run on the instruments at regular intervals throughout the
campaign, following the proceed described in section 2.1.2. Sensitives at IMD remained
relatively constant (CH1: ~1.4 CH2: ~2.4) where as at IGDTUW they declined steadily over the
measurement period. Beginning at CH1: ~4.2 , CH2: ~3.6, they ended the campaign as CH1:
~2.4, CH2: ~1.9 (counts pptv-1) so coefficients were linearly interpolated over the measurement
period. NO standards traceable to the NPL NO scale were flowed into the instruments at ~10
sccm to provide the span for calibration. Calibrations were repeated in field until coefficients
were stable and anomalous calibrations were ignored during data workup.

4.3.2 Eddy Covariance Methods

Data pre-processing and eddy covariance methods used for these data were selected (table 4.3)
as a part of a working group to unify the processing methods across the DelhiFlux project.
These were identical to those applied in section 3.1.3 with the exception of the aggregation
period. The lower sampling height allowed the use of a 30 minute aggregation period due to
the reduced low frequency eddy contributions.

Table 4.3: Eddy Covariance Settings for IGDTUW and IMD

Setting
Aggregation Period 30 minutes
Detrending Linear
Lag Time Windowed Range -20 - 0
Rotation Method Double

4.3.3 Results

At IGDTUW 665 thirty minute NO and NO2 fluxes were calculated between 9th - 23rd

November 2018. Of these 457 were considered to be of high quality by the eddy4R QA/QC
routines (section 2.3.1). At IMD 386 thirty minute NO and NO2 fluxes were calculated between
29th October - 6th November 2018 (figure 4.8) . Of these 181 were considered to be of high
quality. Both measurement locations suffered from periods of low turbulence, especially at
IMD, so data obtained when u* was less than 0.175 m s-1 was flagged in addition to the QA/QC
routines. Figure 4.8 shows data filtered based on the eddy4r QA/QC, and flagged by u*. The
combined QA/QC and u* filters are applied in future data processing.
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Under these low turbulence conditions there was increased probability of emission being
trapped below the sample inlet by residual layers and being released at a later time and as such
a storage flux correction term was applied. This correction factor was calculated as of
equation 4.1 and was added to the calculated flux [134, 135].

Fst =
Ct+i − Ct−i

2 · tagg
· h (4.1)

Where:

— Fst - Storage correction factor at time t

— Ct±i - Concentration one aggregation period before or after time t

— tagg - Duration over which the flux has been aggregated

— h - Tower height

In figure 4.9 the average diurnal profiles of NOx concentration (A) and flux (B) are compared
between sites. Both sites saw similar concentration profiles, with the lowest concentrations
during the day and highest overnight caused by dilution/concentration from the boundary
layer (section 4.2). Although, the NOx concentrations were similar at both sites, emission was
4 - 5× higher at IGDTUW. At both sites emission began to increase at 0600, at IMD it
reached (2.8± 5.0) mgm-2 h-1 at 1000 and peaked at (4.52± 1.3) mg m-2 h-1 by 1500, whereas at
IGDTUW it peaked at 1000 with a value of (19.4± 6.1) mg m-2 h-1 and remained above 10 mg
m-2 h-1 until 1800, at which point it decreases to its overnight value of ~ 3 mg m-2 h-1. At IMD
this decline was less pronounced, with emission remaining around ~ 3 mg m-2 h-1 until 0000
where it declined to (0.5± 0.42) mg m-2 h-1 by 0400. This sustained nighttime emission may
have contributed to the higher overnight concentrations observed at IMD.

This difference in emission may be due to the limited spatial area sampled by the emissions
measurements. Mixing of ambient concentrations will occur on larger spatial scales than the
areas from which emission was sampled. For example, although the emission measured at
IMD was lower, there may have been emission from outside the flux footprint that was
responsible for the increased concentration. By nature of the ECmethod, this increased
background does not influence the emission as it has no impact on the covariance between
the immediate fluctuations of the vertical wind and concentration.

The overall effect on the diurnal profile was minimal, with a small decrease of emission in
the morning and a slight increase in the afternoon, and the storage corrected data has been
used going forward, except in the sensor comparison in the following section.

Figure 4.9 shows the average diurnal profiles of NOx concentration and storage corrected flux
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at both sites. The measured emission was ~4 - 5× higher at IGDTUW than IMD across the
day. Based on the locations of the measurement towers, this is expected, significantly less busy
roads around IMD compared with the near constant congestion around IGDTUWwould
mean any similarity in magnitude of NOx flux between the sites would be surprising.
However, what is unexpected is the lack of difference between the concentration profiles.
With the exception of a slightly lower early morning concentration at IGDTUW, which may
simply be due to the greater amount of data available to average over, the profiles are
identical. It is noted that ambient concentrations would not be expected to be entirely
correlated with local emission, as they are determined by transport from surrounding areas as
well, the seeming complete lack of response is curious. The measurement platform location
could be the route cause; these concentrations are measured aloft, if roadside concentrations
were measured at both sites, it may be found that IGDTUW does indeed have higher
concentrations. Alternatively, emissions at the site may be comparable, but the footprint at
IMD does not substantially capture the local sources that drive the concentrations measured.
Neither of these points can be refuted satisfactorily from these measurements, but counter
arguments may go as follows: both sites concentrations were measured at similar heights,
and whilst IGDTUWmeasured closer to the roads, IMD would not be considered distant, and
as such any loss or dispersion masking the road side concentrations would be minimal. Based
upon the footprint analysis conducted in section 4.3.4, IMD does capture local roads, so will
see contribution from them.

If it can be accepted from this that the similarity of measured concentrations at the two sites,
when compared to their remarkably different local emissions is indeed unexpected, some
questions are raised about how policy interventions based upon concentration measurements
alone would fair. Based upon the similarity of the concentrations, it may be expected that
interventions may be equally effective at both locations, whereas when looking at the
emissions there is more potential for reduction at IGDTUW than IMD. It is of course
impractical to have emission measurements of large areas of a city, so instead linking them
with emissions inventories can be used to scale their findings to the wider area. To this end
section 4.4 will compare these measurements with a local inventory.
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Figure 4.8: Left - Right: Time series data measured during the flux period at IMD and
IGDTUW.Top -Bottom: Sensible heat flux (Wm-2), temperature (K),NOx flux (mg
m-2 h-1), NOx concentration (ppbv), friction velocity (m s-1) and modelled bound-
ary layer height (m). Broad data gaps at IMD are due to instrument failure caused
by a faulty O2 generator . NOx flux is only shown where it has passed the QA/QC
routines, and is coloured grey when friction velocity falls below 0.175 m s-1.
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Figure 4.9: Left - Hourly averaged, storage corrected NOx concentrations at IGDTUW (green)
and IMD (blue). Right - Hourly averaged NOx flux for both sites.

4.3.4 Footprint Modelling

Footprint models were run for both sites using the method described in section 3.2. Both sites
mean footprint maxima distance were ~225 m from the tower and had a mean 90 % fetch of
950 m. The campaign averaged footprint have been mapped in figure 4.10. From these maps
some of the differences between the emissions at each site can begin to be inferred. The
source area for IGDTUW includes the highway interchange to the north east, a significant
source of traffic emission on roads with much greater traffic flow than the roads surrounding
the IMD site. Indeed, using the same mapping method from section 3.2 the northerly
direction towards this interchange was highlighted as a source of NOx emission (figure
4.11-A). Moreover, a general east/west split was observed, with enhanced NOx emission in the
western portion. From the satellite images which these emissions maps are overlaid, the
increased road density is visible to the west of the measurement site, which explains why there
was increased emission in this direction; even thought the highway runs to the east, it is
surrounded by green space and bounded by the river, limiting addition emission. It should be
noted that there was somewhat less data to input for this analysis so the uncertainties
discussed alongside the London analysis are amplified, and it is not possible to be as specific
about sources.

There was not enough NOx data available at the IMD site to perform this analysis, however,
NO2 was measured via a quantum cascade laser (QCL) by the Centre for Ecology and
Hydrology (CEH) co-located with the AQD instrument. Figure 4.12 shows the time series
and diurnal cycle of the two sets of measurements. While there are co-temporal data from
both instruments, the NO2 fluxes show reasonable agreement (Pearson correlation 0.86), and
the additional data in the CEH time series does not largely change the average diurnal from
the shorter time series. As the shorter time series appears to be representative of the longer
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Figure 4.10: Flux footprint averaged over the sampling period. Colour represents normalised
contribution to the measured flux. Contours mark the regions of 30, 60 and 90%
contribution to flux. Red point shows the location of the flux towers as IGDTUW
and IMD.

NO2 measurements made at IMD and under the assumption that NOmeasurements are
similarly representative, the shorter time series but containing both NO and NO2

measurements has been used for the inventory analysis (section 4.4). However, for the surface
mapping exercise, the longer combined UOY and CEH NO2 time series has been used, where
CEH gap fills where UOY data was unavailable. This is because more individual footprints are
required to drive the analysis. Using NO2 adds uncertainty to the source of emission as it is
not a conserved quantity, but in an attempt to demonstrate this the IGDTUW analysis has
been performed for both NOx and NO2. Figure 4.11-B does not show a significantly different
pattern from figure 4.11-A, so using NO2 at IMD is not completely misleading. Figure 4.11-C
shows the mapped NO2 emission from the combined time series. The emissions are much
more uniform surrounding IMD, but there was slight enhancement to the north, towards
the main road outside of the compound, and reduced emission with the compound.
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Figure 4.11: Flux surface as a function of along-wind distance to the maximum flux contri-
bution on the radius and wind direction. A - NOx flux at IGDTUW, B - NO2 at
IGDTUW, C - NO2 flux at IMD.
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Figure 4.12: Comparison of raw NO2 fluxes measured using the University of York’s AQD in-
strument (UOY, blue) and the Centre for Ecology and Hydrology’s QCL (CEH,
red). Both the time series (left) and average diurnal profile (right) are shown.
Shaded region on the diurnal profile shows the standard deviation in diurnal av-
eraging
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4.4 Inventory Analysis

4.4.1 The SAFAR Inventory

The System of Air Quality andWeather Forecasting and Research (SAFAR) inventory is
developed by the Indian Institute of Tropical Meteorology, Pune, the IMD and the National
Centre for Medium Range Weather Forecasting. It is a programme designed to provide air
quality and weather forecasts in several cities across India, combining monitoring network
data and models to produce the air quality index and communicate this to the public. As a
part of the APHH - Delhi programme, an emissions inventory was provided by SAFAR. The
inventory gave 400× 400 m resolution across the Delhi, and was separated in 5 source
sectors; transport, residential, industry, thermal power and other. The residential sector
included emissions from cow dung, slum areas, diesel generators, street vendors, residential
cooking and crop residues and the other sector included emissions frommunicipal solid
waste burning, crematoriums, incense sticks and brick kilns. The transport, residential,
other and industry sectors are shown in figure 4.13, thermal power is not displayed as there are
few grid cells that this sectors affects, and they do not appear withing the flux footprints of
the measured emissions. Note that the values are shown on a log10 scale to preserve structure,
as the transport layer contributes the overwhelming majority of NOx emissions.

4.4.2 The Traffic Sector

As mentioned in section 4.4.1, the transport sector contributes large amounts to the NOx

emissions described by the inventory. Through other investigations within the project by the
Cambridge Environmental Research Consultants (CERC, [136],[137]), the road transport
section was shown to be overestimating NOx emission. Back calculated annual average daily
traffic (AADT) flow from the inventory showed unrealistic traffic flows (~3 million vehicles
per day) on some roads. An estimated emission was calculated based on vehicle age and type
in the Delhi fleet, and applied by road type to the inventory grid. When AADT flows were
recalculated, most road types fell within expected ranges. This version of the inventory is
referred to as CERC V1 herein. Additionally, for minor and unmetalled (gravel) roads,
AADT flows were still somewhat higher than expected, so emissions from these were reduced
to a quarter of the modal flow. This version of the inventory in referred to as CERC V2
herein. Finally, the traffic sector shows a regular pixelation, which appears to be an gridding
artefact. An additional processing step was applied, where grid cells that occur on this regular
pattern were replaced with the median of the surrounding tiles. This method does cause some
of the spatial information to be lost, as this correction has been applied geometrically rather
than reconstructing the inventory to whilst avoiding the artefacts. Because of this the
original inventory is also compared against the improved versions, resulting in six versions of
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Figure 4.13: The four layers of the SAFAR inventory for 2018 coloured by log10(NOx Flux / mg
m-2 s-1).

the transport layer.

In figure 4.14 the three versions of the transport layer of the inventory are shown with and
without the median removal post-processing of the pixelation. There was significant
reduction of NOx emission from transport between the base SAFAR inventory and the two
CERC inventories and high values due to pixelation are not present in the median version of
each. Due to a lack of scaling factors for this inventory, the factors used in 3.3.2 have been
applied to the data, and average diurnal profiles of estimated emission from the SAFAR
inventory for each of the transport layers. The clearest difference between the base SAFAR
inventory and those that used the CERC transport layers was seen at IGDTUW, with both
the CERC versions ~3- 4× lower. At IMD the major difference was between the CERC V1
and V2 inventories. This shows that emission at IGDTUWwas being influenced mainly by
larger roads and highways, such that first AADT flow correction influenced these the most,
whereas emission at IMD has more influence fromminor roads, so the reduction in emission
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from these has the greater effect. CERC V2 with median correction was selected for further
comparison as this had the best agreement with bothmeasurement sites (figure 4.14-bottom).

4.4.3 Comparing Eddy Covariance and Inventories

From figure 4.15 the inventory, after all the corrections, still overestimates the emissions at
both sites by ~2× at IGDTUW and ~4× at IMD, during the day. Both sites see improved
agreement overnight, but the inventory does not reach the nighttime values as rapidly as the
measurements. However, the diurnal profile of the inventory was imposed entirely by the
scaling factors, which may not accurately describe the activity in an India city, as they have
been derived for use in Europe [122–124]. As such, the measured diurnal cycle was used to
impose a second set of scaling factors. These were created from the measured and inventory
IGDTUW time series, as these are longer than IMD. The average diurnal profile of the
un-scaled inventory time series was first down-scaled by the by the ratio of the daily mean of
measured and un-scaled inventory diurnals, effectively normalising the un-scaled profile
about 1 . The ratio between the newly scaled inventory profile and the measured was
calculated, producing hourly scaling factors. These factors were then applied in place of the
European scaling factors to both the IMD and IGDTUW emissions estimates. There was only
slightly improved correlation between time series at IGDTUW (Pearson correlation
coefficient 0.55 -> 0.58) but much greater improvement at IMD (0.09 -> 0.31), however it
remained that neither site’s inventory time series showed excellent correlation with
measurements (figure 4.16).
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Figure 4.14: Inventory Transport Layers. Top - Bottom; the three source inventories - Original
SAFAR, CERC v1 (traffic flow recalculation), CERC v2 (minor road adjustments).
Left -Right; base inventory, pixelation pattern replaced bymedianof surrounding
cells.
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Figure 4.15: Comparison of the average diurnal profiles of measured flux and estimated emis-
sion from inventories. Left - right; IGDTUW - IMD. Top - Bottom; All inventory
types (see figure 4.14) on site specific y scales, measured and CERC v2 emissions on
shared y scale.
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Figure 4.16: Inventory vs measured NOx emission time series at IGDTUW (top) and IMD (bottom) using, from left to right, no scaling, European scaling, and
experimentally derived scaling factors on the inventory data. The red line shows an orthogonal regression, and the dashed line is x = y.
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The inventory does capture the relative difference between the sites reasonably well. The
measured daytime emission was ~3 - 4× lower at IMD than at IGDTUW and the emissions
estimate was ~2 - 3× lower. As discussed previously, one of the differences between the
measurements may be that local emissions were not fully captured at IMD due to the small
flux footprint and as such the emissions from IMDmight be expected to be higher if more of
the surrounding roads were captured. As the inventory is limited by its spatial resolution,
these road emissions span the whole grid cell, raising the emissions estimate leading to the
lower IGDTUW/IMD ratio when compared to the measurements. The limited spatial
resolution may also describe why low correlation between the measured and estimated
emission was observed. The effect of road traffic sources dominating entire grid boxes is
diminished when averaged over the measurement periods, meaning that the relative
difference between average diurnal profiles for the sites was well represented, but the low
correlation for each site with the inventory was due to the footprints sensitivity to these over
represented roads.

Figure 4.17: Average diurnal profiles of measured (left) and estimated (right) emissions. Al-
though the estimated emissions overestimate when compared to themeasured, the
ratio between the sites is similar in both cases.
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4.5 Summary

NOx emission was measured at two sites in Delhi during October and November 2018. These
sites had starkly different surroundings and measured emissions reflected that. At the India
Gandhi Delhi Technical University for Women site, a site surrounded by densely packed
roads and little green space, average daily emission of NOx was 4 - 5× higher than at the
India Meteorological Department. This site had contrasting less traffic and more green and
open space. Despite a significant difference in local emission, concentration measurements at
both sites were roughly similar on average. The agreement amongst the concentration
measurements was due to the more background measurement of concentration, allowing for
mixing from emission sources outside of the flux footprint. However, this does demonstrate
that a good understanding of the heterogeneity in emissions, not just concentration, in an
urban area is key for allowing interventions to be targeted in areas where they will have the
greatest effect.

As it is infeasible to take eddy covariance measurements over the whole of a city, these
measurements were compared to the several versions of the SAFAR emissions inventory. The
version with corrections to the traffic emissions layer and gridding artefacts had the best
agreement with measured emission, though still overestimated by 2 - 3×. Some of this was
due to the lack of local scaling factors to transform the inventory from an annual estimate to
a diurnal profile, but much was likely due to the remaining uncertainty in the traffic
emissions in Delhi. Although the inventory did not accurately capture the emissions in
absolute terms, the difference between the sites was reasonably well reflected. In the
inventory emissions surrounding similarly higher at IGDTUW than those at IMD,
suggesting that the underlying data which allows the emissions to be spatially resolved in the
SAFAR inventory are fairly good. The main discrepancy between measurement and
inventory was in the absolute magnitude, although experimentally derived emissions factors
gave limited improvements to correlation with measurement, suggesting that the large
traffic sources being spread across whole grid cells is not compatible with the footprint
modelling at a time series level.
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Chapter 5

Bulk London NOx
Emissions measured from
an Airborne Platform

Data collected on three flights by the UK’s Facility for Airborne Atmospheric Measurement
(FAAM), one in 2016 and two in 2017, were used to calculate the NOx emission from London,
UK. These aimed to provide an emissions estimate from Greater London and the
surrounding areas, in contrast to a small area of central London measured in chapter 3. To do
this a mass balance approach was employed, using data collected in westerly outflows into the
Thames Estuary to construct a vertical profile of the plume via kriging interpolation.
Combined with the vertical profile of horizontal wind speed an and an estimation of the
background concentration an emissions rate can be calculated.

To link these emissions to the surface and allow for comparisons to the NAEI, a footprint was
constructed using backwards particle dispersion models from the Hybrid Single Particle
Lagrangian Integrated Trajectory Model (HYSPLIT).

In this chapter the mass balance method, including the kriging interpolation and
background determination methods, are discussed, as are the methods used to generate the
footprints. As well as using the footprint to determine the emissions source area, it was also
used to help correct the inventory comparison for chemical loss of NOx between emission
and measurement, as this was on the order of several hours. Additionally, the inventory was
scaled using the factors detailed in section 3.3.2. As the sampling area was much larger, the
footprint was also used adjust the scaling factors to the estimated time a particular area of the
surface was sampled.

The results highlighted high sensitivity to both background determination method and
footprint area, though could be tailored to have reasonable agreement between measurement
and NAEI. Section 5.5 discusses improvements that could be made to the current methods and
how other methods of inventory assessment may be more suited to targets as large as Greater
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London.

5.1 Measurement Platform

The FAAM aircraft is a BAE-146 is an airborne measurement platform. The aircraft can
operate between ~30 - 9000 m and carries an instrument payload comprising a range of
meteorology and chemistry instrumentation. Although there is some variation of payload
with time, a core range of instruments are usually present, which are described in detail by
Harris et al [138]. For this work, the key data was obtained from a Air Quality Design NO and
NO2 analyser, similar to that described in section 2.1 and deployed in chapters 3 and 4,
however this version of the instrument operates at 1 Hz rather than 5 Hz.

5.2 Flight Summaries

All three of the flights used for this study consist of a lap around London and the South East
of England, with stacked North-South runs at the mouth of the Thames Estuary, forming a
curtain of measurements. The prevailing wind on each day was westerly, allowing the
London plume to be captured during the stacked runs. There were some differences in the
number and vertical spacing of transects in the curtain due to the conditions on the specific
day, but the aim was to have a representative spread of measurements from near the sea surface
to the top of the boundary layer. For this analysis the flights were split into their stacked
runs, referred to as the kriged plane, and an upwind leg used in background determination.
A brief summary of the flights is provided in table 5.1, the flight tracks are mapped in figure
5.1 and the data used to create the kriged planes are summarised in figures 5.2 - 5.4.

B948’s stack consisted of 9 level runs at 150, 200, 300, 350, 450, 575,800, 950 and 1550 m, and
one profile between 900 and 1550m. The 1550 m run contains limited NOx data but is above
the boundary layer (figure 5.2-C), so was included to aide with background determination.
Due to the number of runs available on this flight, some of those that deviated from the
plane were able to be removed, resulting in the 5 runs and 1 profile used overall. C016’s stack
consisted of 5 level runs at 100, 200, 350, 600 and 800 m (figure 5.3-C). C025’s stack consisted
of 6 runs, 5 level at 100, 150, 200, 300 and 550 m and one run beginning at 250 m and climbing
in 3 steps to 400 m (figure 5.4-C). Although some runs deviated from the plane in these latter
two flights, due to the more limited data available they were not removed.
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Table 5.1: Summary of flights. Flights were a part of the following campaigns; B948 – Green-
house gAs and Uk Global Emissions (GAUGE), C016 - School and Training on Air-
craft New Techniques for Atmospheric Composition Observation(STANCO), C025
- Effect of Megacities on the Transport and Transformation of Pollutants on the Re-
gional to Global Scales (EMeRGe)

Flight Date Range Summary Time Mean Std. Dev.
Start 08:55 - -
End 14:10 - -
Wind Speed - 7 2.54Full Flight

Wind Direction - 262 44.9
Start 09:16 - -
End 09:42 - -
Wind Speed - 9.51 3.06Upwind Leg

Wind Direction - 281 64.4
Start 10:58 - -
End 13:34 - -
Wind Speed - 6.78 2.46

B948 2016-03-04

Kriged Plane

Wind Direction - 254 57.6
Start 11:02 - -
End 14:15 - -
Wind Speed - 8.8 2.36Full Flight

Wind Direction - 259 33.8
Start 13:53 - -
End 14:03 - -
Wind Speed - 7.17 1.02Upwind Leg

Wind Direction - 265 35.9
Start 11:43 - -
End 13:16 - -
Wind Speed - 8.15 1.98

C016 2017-07-03

Kriged Plane

Wind Direction - 246 35.6
Start 12:29 - -
End 16:31 - -
Wind Speed - 11.9 2.4Full Flight

Wind Direction - 265 29
Start 12:36 - -
End 12:57 - -
Wind Speed - 10.6 1.89Upwind Leg

Wind Direction - 267 56.8
Start 13:32 - -
End 15:53 - -
Wind Speed - 12.5 2.57

C025 2017-07-20

Kriged Plane

Wind Direction - 269 32.9
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Figure 5.1: Flight tracks, left to right: B948, C016, C025

Figure 5.2: Summary of NOx data fromflight B948 used formass balance calculations. A - NOx
concentration measured down wind of London. Points show raw data coloured by
altitude and trace shows 31 s rolling median used to remove spikes. B - Rolling me-
dian NOx concentration by latitude, coloured by altitude, showing that the plumes
align in space. Vertical bars mark the ”in-plume” areas for background determina-
tion (see section 5.4.2). C - Altitude/latitude positional data coloured by NOx con-
centration. This is the plane used for kriging. D - Latitude/longitude positional
data coloured by NOx
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Figure 5.3: Summary of NOx data from flight C016 used formass balance calculations. A - NOx
concentration measured down wind of London. Points show raw data coloured by
altitude and trace shows 31 s rolling median used to remove spikes. B - Rolling me-
dian NOx concentration by latitude, coloured by altitude, showing that the plumes
align in space. Vertical bars mark the ”in-plume” areas for background determina-
tion (see section 5.4.2). C - Altitude/latitude positional data coloured by NOx con-
centration. This is the plane used for kriging. D - Latitude/longitude positional
data coloured by NOx
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Figure 5.4: Summary of NOx data fromflight C025 used formass balance calculations. A -NOx
concentration measured down wind of London. Points show raw data coloured by
altitude and trace shows 31 s rolling median used to remove spikes. B - Rolling me-
dian NOx concentration by latitude, coloured by altitude, showing that the plumes
align in space. C - Altitude/latitude positional data coloured by NOx concentra-
tion. Vertical bars mark the ”in-plume” areas for background determination (see
section 5.4.2). This is the plane used for kriging. D - Latitude/longitude positional
data coloured by NOx
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5.3 Mass Balance Method

The mass balance method applied in the chapter refers to those used by several previous
studies, and is described by equation 5.1 [139–143]. Here, Sij is a concentration plane
downwind of an emissions source and S0 represents the background concentration.
(Sij − S0) then refers to the enhancement between these planes. U⊥ij is plane of
perpendicular wind speed, allowing for the calculation of a flux across each grid cell. These
planes are formed from sparse measurement data via kriging interpolation discussed in
section 5.3.2. Vertical (0− z) and horizontal (A−B) integration of the resulting plane
provides a flux through the plane in mg s-1. S0 can be determined by measurements made
upwind of the emissions source, above the boundary layer or from the edges of Sij outside of
the plume. Depending on available measurements S0 either be a constant value or a plane of
equal size to Sij . When the emission source is distinct from it’s surroundings, this flux can be
attributed to it more readily (e.g. the use of forward trajectory models from oil rigs to
confirm intersection with flight paths [144]).However, in the case of more complex terrain
the area from which the measured emission originates must be defined. In this study
backwards dispersion modelling was used to define this region, and is discussed in detail in
section 5.4.2. An overview of the steps in this methods are shown in figure 5.5

Flux =

¨ zB

0A

(Sij − S0) · U⊥ij dx dz (5.1)
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Figure 5.5: Mass balance method workflow
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5.3.1 Data Pre-processing

To prepare the flight data for kriging the data underwent several pre-processing steps. Firstly
the region of interest was selected. The segments of the flight downwind of London were
selected, and the plume can be seen aligned by latitude in panel B of figures 5.2-5.4. Spikes
were removed from the data as these can cause problems during variogram fitting, as these
data vary a significantly different rate than the rest of the data, while the area they cover is
small enough to have minimal impact on the final emission estimate. A spline interpolation
was then run to produce a continuous data set per flight leg. The result of this process is
shown by the red trace in panel A of the flight summary figures. NOx mixing ratios were
converted to mass volumes using the measured temperature and pressure at each point so that
the final result of the mass balance calculation becomes mg s-1.

5.3.2 Kriging

A plane of pollutant concentration is required by equation 5.1 and it is not feasible to make
sufficient measurements that do not require gap filling in some capacity. Kriging
interpolation has been regularly applied to produce the planes required for mass balance, and
has also been used in this study. The kriging method is well suited for this application as it
describes variability at differing length scales and as such does not require the plume to be
”well mixed” up to the boundary layer. Kitanidis 1997 [145] provides a very detailed
explanation of the workings of the kriging method, but in summary the method consists of
the following steps:

— Re-scale distances - a assumption of kriging is that the data is stationary with respect
to distance, i.e that variability is similar over similar length scales in all directions. For
measurements of the atmosphere, there is generally greater variability in the vertical
direction than over the same distance in the horizontal. In the case of the flights in
this work, transects covered ~30 km in the latitudinal direction, but were spaced over
1-2 km vertically. To correct for this, latitudinal directions are first normalised to the
range of the altitude covered, and thenmanually perturbed to so a radial variogram did
not show significantly more variability in one direction or the other. The normalised
altitude:latitude ratio was adjusted to 2:1, 2:1 and 3:2 for B948, C016, C025 respectively.

— Fitting of theoretical variogram - The theoretical variogram is a function fit to the
differences of data points with respect to their separation. These data points are the γ
values, and are defined in equation 5.2. The value of γ for a point, y0, is defined as half
of the mean of the square of the difference from all surrounding points, yi+h, at given
separation distance, h. By fitting a function to values of γ calculated over a range of
separation distances and points at differing locations, a theoretical variogram is
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produced, γ(h).

γ(h)experimental =
1

2N

N∑
i

(y0 − yi+h)
2 (5.2)

— Predict value at unmeasured locations. The theoretical variogrammodels how much a
value varies with separation in a given data set. Assuming that the data set is a
representative sub sample of the system being measured, predictions can now be made
at locations with no measurement data. Let z0 be a location where no data has been
measured then ẑi+h is a collection of points at varying separations from z0. The
theoretical variogram function γ(h) can be used to produced a vector of weightings
with a sum total of 1, ŵ for each of ẑi+h. Calculating the weighted average of these
points (equation 5.3) provides the estimated value at z0.

z0 =
1

N

N∑
i

(ŵ · ẑi+h) (5.3)

Many previous studies have used the MATLAB software EasyKrig to apply the kriging
method to the data, however, in this work the calculations have been performed using the R
package gstat [146–148]. This was chosen so that the resulting interpolation could be
evaluated using automated cross-validation methods, working to minimise route mean
square error (RMSE), which would not have been possible using the manual EasyKrig
software. Necessarily, the quality criteria presented by Kitanidis (Q1 and Q2) are not used
here, in favour of the results from the cross-validation procedure.

The general procedure outlined above provides two parameters that can be optimised in the
cross-validation step: the variogram range (h from equation 5.2) and the total number of
points used when calculating the unknown point (N from equation 5.3). gstat returns the
theoretical variogram that has the best least squares fit to the experimental variogram, so this
was not directly controlled but was impacted indirectly whilst tuning the range.

Five fold cross-validation was used, where the data order was first randomised and divided
into 5 randomly sampled subsets, 4 of which considered training sets and the 5th the test set.
For each training set kriging was performed onto a grid of resolution 40 x 40 (arbitrary units
after distance rescaling distances). The RMSE was calculated from the test set, and the
combination of settings that provided the lowest RMSE were used for the final kriging. The
range of the variogram was adjusted between 100 and a third the horizontal distance for the
data (arb. unit), in 100 arb. unit increments. The number of points used when calculating the
kriged value ranged between 50 and 400 in 50 point increments. Table 5.2 lists the results of
this cross-validation.
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Table 5.2: Results of cross-validation of kriging settings for flights B948, C016 and C025

Flight Range / arb. units nmax RMSE / %
B948 300 50 0.9
C016 100 200 3.6
C025 200 350 4.8
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Figure 5.6: Kriged planes of NOx (top) and wind speed (bottom) for the three flights (left to right B948, C016, C025)
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5.3.3 Determining the Background

The background concentration S0, has been characterised by three methods:

— Average of concentrations measured upwind of plume. For small targets, flight plans
can be designed such that both upwind and downwind planes can be measured.
However, the time taken to fly around Greater London makes this infeasible within
the FAAM aircraft’s 4-5 hour range. In the case of these flights one single transect was
measured upwind, and the average concentration measured here can be used as a
background estimate. This estimate requires that these upwind measurements are
representative of the background downwind, though, with it taking longer than an
hour to fly between the upwind and downwind measurement areas changes in
boundary layer height can mean that this is not the case. In figure 3.8 it was shown that
the average boundary layer height in central London does not reach maximum until
the early afternoon, so although flights were planned to minimise the effects of a
changing boundary layer, these would not have been entirely mitigated.

— Average of the nearest measurements above the boundary layer. By definition the
boundary layer is the highest point at which the atmosphere is directly influenced by
the surface, often characterised by a temperature inversion ”capping” emission from
below. Mixing across this boundary is usually slow, so measurements from above could
be considered a good background measurement as they are disjunct from the surface.
This method may be more relevant than the upwind concentrations for distinct
sources but is challenging due to the need for above boundary layer measurements,
near the plume in flight. Identifying suitable data was possible for B948 and C025, but
was not possible for C016, due to vertical profiles that in fact pass through the
boundary layer being too temporally separated from the measurement of the plume,
leading to similar issues as those discussed for the upwind background method.
Furthermore, as movement in free tropospheric air is mainly driven by advection, so
could lead to a much more aged air mass being sampled, resulting in a wholly
unrepresentative value for the background. The data that was selected was above the
major enhancement in NOx, but did not necessarily coincide with changes in
potential temperature. Although not strictly following the ”above boundary layer”
name for this method, it may be more representative that actual free tropospheric air
due to the aforementioned ageing. Figure 5.7 shows NOx and potential temperature
profiles near the stacked runs for each flight along with horizontal lines for the
selected boundary layer height for each flight.
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Figure 5.7: Vertical profiles of NOx (left) and potential temperature (K) for the three flight (top
to bottom B948, C016, C025). Horizontal lines show heights used to determine
”above boundary layer” background for flights B948 and C025. Due to lack of NOx
measurements above 1000 m in C016, this method was not applied to this flight.
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— Interpolate values measured at the edges of the plume. Using the values from the edges
of the plume, outside the vertical bars marked on figures 5.2 - 5.4-B, focuses the
measurement on the target by incorporating edge sources into the background
measurement, and the measurements are made co-temporally with the in-plume
measurements. These values could simply be averaged to provide one single value, as
the other methods have done, but this neglects this methods increased measurement
density. By linearly interpolating between edge measurements on each transect, a
background data set can be generated and subsequently kriged using the same
methods as the plume itself, similar to the implementation by Turnbull et al. 2019 and
Ashworth et al. 2020 [142, 149]. This allows for the background to be spatially variant
as it is described across the same grid as Sij . The amount of interpolation in this
method does introduce some increased uncertainties, but has the benefit that the
values are much more spatially and temporally related to the in-plume measurements.
The background planes that result from this method are shown in figure 5.8.

Figure 5.8: Kriged background NOx concentrations, based upon linearly interpolated edge of
plume measurements for each flight (left to right B948, C016, C025)

133



5.4 Calculated NOx Emission from the Greater London
Area

Table 5.3 shows the emissions calculated using the previously described mass balance method
from each of the three flights. Each emission has had the background calculated in the three
ways outlined in section 5.3.3. These primarily demonstrate the variability in results that can
be obtained using this method. Firstly, as a flight only provides a small temporal ”snapshot”
of the emissions, real differences from changes in activity due to time of day, day of week or
month of year are present.

Secondly, the exact surface area sampled is currently undefined, hence these emissions are
presented in mg s-1. Section 5.4.2 describes the methods that have been used to estimate the
source area, allowing comparison per unit area. This source area was also used to use correct
for temporal variations somewhat during the comparison with the NAEI (section 5.4.4).
Thirdly, the measured air mass has aged several hours since emission, so corrections for NO2

loss to HNO3 are calculated in section 5.4.3.

Finally, the selection of background determination method was demonstrated to introduce
enormous variability into the final emissions values (the edge of plume versus upwind
methods in flight B948 reduced the emission by 6 fold). These background methods can be
sorted into an order of precedence for which intuitively should be closer to the ”true”
background based upon their descriptions in section 5.3.3, namely edge of plume > above
boundary layer » upwind. However, as the results presented in table 5.4 show, this is not
necessarily the case and it is not facile to choose which background method is the most
representative.

5.4.1 Uncertainty Estimation

The uncertainty in the mass balance emissions estimate is a combination of the uncertainty
in the NOx concentration and the uncertainty in the kriged planes. The uncertainty in NOx

concentration was calculated as described in section 2.1.3, and for the instrument used to
collect these data was 3 % in NO, and 4.3 % in NO2, providing a total uncertainty in NOx of
5.2 %.

For the kriged planes, while the RMSE calculated in table 5.2 was a metric of how well the
interpolation compared with a testing set, uncertainty increases with distance frommeasured
points. The gstat package provides a uncertainty for each grid cell of the kriged plane,
examples of these are shown in figure 5.9. The relative uncertainty in the NOx plane, wind
speed plane and background was calculated as equation 5.4, whereE is the calculated
emission rate and σ() represents the uncertainty in a given term.
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This was then combined in quadrature with the NOx measurement uncertainty, before being
multiplied by the calculated emission to provide a combined absolute uncertainty, σ(E)′

(equation 5.5).

σ(E)′ =

√(
σ(E)

E

)2

+

(
σ(NOx)

)2

× E (5.5)

The resultant uncertainty is quoted alongside the emissions estimate in table 5.3.

Figure 5.9: Uncertainty in kriged NOx concentrations for the three flights, left to right B948,
C016, C025. White trace shows location of measured data.

Table 5.3: NOx emissions measured during flights B948, C016 and C025. A value is given for
each of the methods of determining the background and the associated combined
uncertainty from interpolation, background determination and NOx measurement.
*Above Boundary Layer

NOx Emission / mg s-1
Flight Upwind σ(E) % ABL* σ(E) % Edge of Plume σ(E) %
B948 165000 ± 8680 5.26 86800 ± 4610 5.31 26300 ± 1760 6.68
C016 140000 ± 7320 5.22 - - - 115000 ± 6210 5.42
C025 32500 ± 2340 7.19 40800 ± 2790 6.84 26300 ± 2340 8.92

5.4.2 Estimating Source Area

The emission area associated with the mass balance calculation is crucial for the comparison
with emission inventories. A coarse concentration footprint was generated for this analysis
using Hybrid Single Particle Lagrangian Integrated Trajectory Model (HYSPLIT) backwards
dispersion models, facilitated by the SplitR R package [150]. These models consisted of zero
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hour releases of 400 particles spaced 60 seconds apart along the flight track, run backwards in
time for 12 hours, using GDAS 1° meteorology fields. The ensemble of these released was
filtered on several criteria to form the footprint, resulting in a product not dissimilar to the
footprints used in section 3.2, but on a much larger spatial scale and an additional temporal
component.

1. An ”in plume” region was defined along the flight tracks, shown by the vertical bars in
figures 5.2, 5.3 and 5.4. Releases that occurred outside of this area were removed as the
surface influence they represent did not correspond to the enhancement.

2. A height of 100 m was defined as a height of surface connectivity. This was chosen to
match the height Pitt et al. used as their definition for their time integrated dispersion
model method. In this study the location where a particle first dropped below this
height was recorded (in terms of the backwards model, in real time terms this is the
last location a particle moved above 100 m), and all remaining particles or the same
particles at different times, were removed.

3. This resulting particle distribution was summarised on a 1 km2 grid (matching the
resolution of the NAEI) calculating the sum total and average age of particles in a
given grid cell. The the total of all the cells was normalised to 1, weighting each grid
cell to its contribution to the measured emission. The age of each particle is release
specific so this takes into account the 1 - 2.5 hour flight time.

4. Finally, cells were summed in order of descending contribution, once 90 % of the total
contribution to emission was reached, the remaining cells were discarded. This
crucially provides a spatial limit to the area of influence rather than from the legs used
for background measurements upwind of the target.

At this point this method of footprint determination encountered an issue. Gridding the
data to as fine a resolution as 1 x 1 km left a very small number of particles in each cell
limiting the resolution of the grid cell contribution. Figure 5.10 demonstrates this moving
across the rows right to left, decreasing the resolution from 10 to 1 km2; the grid cell values
have increasing stratification with decreasing cell resolution. The consequence of this being
that the footprint is insensitive to filtering by percentage contribution. The number
displayed on each panel shows the number of grid cells in each regime, and moving through
the columns top to bottom shows a decreasing footprint contribution threshold, from 100 to
60 %. The amount of cells in the 1 km2 footprint does not change, as none reach even the 60
% contribution threshold, whereas at 5 km2 and above are sensitive from 100 to 90 %
onwards. This sensitivity is required so that the total emissions area responds to filtering of
the footprint and impacts both the inventory assessment and the denominator of the
measured emissions. Moving to more coarse gridding solves the stratification problem, but
the larger the grid cells, the less regularly sampled the inventory. Both issues were overcome
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simultaneously by first generating a 10 km2 resolution footprint, as described in steps 1 - 3
above, and then using kriging interpolation once again to increase the grid resolution to 1
km2. The same method was applied to the air mass age facet of the footprint, with the
exception of simple inverse distance weighted interpolation used in place of kriging
interpolation, as this was already highly ordered and decreased computation expense
significantly. The resulting footprints for each flight at 90 % contribution are shown in
figure 5.11.

Figure 5.10: Normalised contribution to a footprint grid cell plotted in an arbitrary order. Left
to right decreased grid cell size from 10000m2 to 1000m2. Top to bottomdecreases
percentage to total footprint contribution from 100% to 60%. Red number shows
the total number of grid cells in a given combination of resolution and threshold.
This figure illustrates the stratification of grid cell values at higher resolution, and
subsequent insensitivity to footprint threshold filtering.

5.4.3 NO2 Loss

Unlike the emissions measurements described in chapter 3 the air masses measured during
these flights are hours old rather than minutes. NO2 loss to HNO3 is significant on this
timescale and must somehow be accounted for. The footprint estimation provides average air
mass age by grid cell, however, this cannot be easily translated to the measured emission
estimate. This is because each concentration measurement is influenced by an aggregate of
several grid cells. Using the modelled footprint a weighted average could be calculated for the
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Figure 5.11: Footprints for each flight (top to bottom B948, C016, C025) at 90 % contribution
threshold. Colour shows spatial distribution of footprint contribution.

concentration measurements, and the emissions estimate recalculated. Though, as the flights
are not directly inter-comparable and must be linked via the inventory already, the more
straight forward approach is to apply this correction to the already gridded inventory
emission estimate. The resulting measured emission to inventory estimate is then
comparable across flights (when fully corrected and scaled).

For this purpose the NO2:NOx ratio was calculated along the flight tracks, and carried
backwards with the dispersion model and the average calculated per grid cell. Although the
emitted NOx will primarily be as NO, it will reach steady state with NO2 on shorter
timescales than the time taken for transport to the receptor. The loss factor calculated from
equation 3.1 (as defined in section 3.1.4) was only applied to a proportion of the inventory
emission relative to the average proportion of NO2 per grid cell.

[NO2]

[NO2]0
= e−k[OH] · ( T

300
)−4.5 · [M ] · [OH] · t (3.1)

The NOx loss term for this method will inherently underestimate the proportion of missing
NOx , as only lost to HNO3 is considered. Over a period of hours, conversion of NOx to PAN
(R 1.13) will be appreciable, as the equilibrium will favour its formation as air temperatures
decrease away from the urban area. Additionally, some heterogeneous loss routes for NO2

(e.g, R 5.24) may be important on these timescales, especially over the ocean where there is
likely larger amounts of water vapour present [151]. In future work it may be prudent to
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consider further NOx chemistry via an appropriate chemical model, however, whilst other
uncertainties are still large, the simple treatment via HNO3 loss is sufficient.

2 NO2(g) + H2O(ads) −−→ HONO(g) + HNO3(ads) (R 5.24)

5.4.4 Scaling of and Comparison with the NAEI

Corrections thus far have worked to remove variability in the measured emissions due to
source area and chemical loss. The measured emissions from the flights cannot be directly
compared with one another, but their relation to the NAEI’s emission estimates can. Using
the footprint model developed in section 5.4.2, NAEI 2017 values for all sectors were extracted
at the centre point of each footprint grid cell, and using the average air mass age within each
grid cell to the nearest hour scaled to the correct hour of day, relative to the average time
whilst measuring the kriging plane. For example B948’s kriged plane was measured between
10:58 and 13:34 - averaged to the nearest hour as 12:00, so grid cells have their scaling factor
determined as 12:00 minus average air mass age. From the date of the flight day of week and
month of year scaling factors were applied. All scaling factors are the same as those used in
section 3.3.2. This resulted in each grid cell of the NAEI being scaled for temporal activity by
sector, the relative NO2 proportion by NO2 loss due to air mass age and the total by footprint
contribution based on the dispersion modelling. The sum over all the resulting grid cells
provided the total estimated emission in tonnes km-2 yr-1. Table 5.4 shows these values
compared with the measured emissions in the same units.
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Table 5.4: NOx emissionsmeasured during flights B948, C016 andC025 for each background determinationmethod, compared with the estimated emission from
the NAEI, at 90 and 80 % footprint contribution thresholds. Measured/NAEI ratio is calculated from the edge of plume calculation.

NOx Emission / tonnes km-2 yr-1
Flight Threshold / % Source Area / km2 Upwind Above Boundary Layer Edge of Plume NAEI Measured/NAEI

90 5680 0.916 0.482 0.146 3.080 0.047
80 4070 1.28 0.673 0.204 2.910 0.070
70 3120 1.67 0.879 0.266 2.400 0.111
60 2540 2.05 1.080 0.326 1.820 0.179
50 2010 2.58 1.360 0.412 1.360 0.303
40 1580 3.28 1.730 0.523 0.870 0.601

B948

30 1140 4.56 2.400 0.726 0.575 1.260
90 4920 0.900 - 0.736 1.290 0.568
80 3540 1.250 - 1.020 1.230 0.831
70 2800 1.580 - 1.290 1.020 1.270
60 2180 2.030 - 1.660 0.813 2.040
50 1760 2.510 - 2.050 0.630 3.260
40 1390 3.180 - 2.600 0.483 5.380

C016

30 885 5.000 - 4.090 0.370 11.000
90 3500 0.293 0.367 0.237 2.680 0.088
80 2580 0.397 0.498 0.321 2.560 0.125
70 1850 0.555 0.695 0.448 2.280 0.197
60 1200 0.856 1.070 0.692 1.940 0.356
50 801 1.28 1.600 1.030 1.550 0.667
40 569 1.8 2.260 1.460 1.170 1.250

C025

30 394 2.61 3.270 2.110 0.816 2.580
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5.5 Discussion and Future Work

The results summarised in table 5.4 show that the methods developed throughout this
chapter are not yet enough to provide a conclusive bulk emissions estimate of NOx from
Greater London and surrounding areas. Estimation of the background concentrations has
shown to introduce wide uncertainty ranges into the final results, much more than was
anticipated at the outset of this analysis. Previous work that has focused on longer lived gases
noted the sensitivity to the background, but due its shorter atmospheric lifetime, the
calculated enhancement for NOx was expected to be less responsive to changes in the
background, as the in-plume concentration is several orders magnitude greater than the out
of plume measurements. However, as the results in table 5.3 show, different methods of
determining this background had large impacts on the calculated emission.

Different methods in some cases produced greater than 5 fold changes to the final emissions
estimate and counter-intuitively more developed background determination methods
increased the disparity between measured and inventory emissions estimates at higher
footprint thresholds, e.g flight B948’s emission estimate decreases by ~2 times moving from
upwind to above boundary layer backgrounds and ~6 from upwind to edge of plume. This was
less pronounced in the other two flights with the background methods causing a change on
the order of ~1.2 - 1.5 times. This may be due to B948’s earlier flight time, making the upwind
leg significantly more unrepresentative of the true background as the boundary layer was still
developing, though there was still a 3 fold decrease from the above boundary layer to edge of
plume cases.

From these results, no certainty can be drawn as to which of the background methods are
closest the the true background. Conceptually however, a strong argument can be made for
the edge of plume method as it is sampled both adjacent to and co-temporally with the
plume. Furthermore, its definition bounds the dispersion modelling, directly separating the
background concentrations from the enhancement caused by emissions in the footprint area.
As such to examine the effect that the footprint model has on the final results, this
background method was focused on.

The footprint model fills a precarious space in this analysis, as it intrinsic to both the
measured emissions and those generated from the inventory. This is different to the eddy
covariance (EC) measurements from the previous chapters, as EC provides emission in terms
of unit area so the footprint only directly governs the inventory emissions. Here the
measurement gains its per unit area from the footprint, so as this area increases, measured
emissions decrease. This also increased the NAEI emissions due to more inland area being
sampled, increasing the average per km-2 emission for the inventory. This would not be
expected in every scenario this footprint is applied to, as it is highly dependant on the surface
being sampled. To examine the impact of footprint size the percentage contribution
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threshold was varied between 90 and 30 %, as shown in the data in table 5.3 and the effect is
plotted in figure 5.12. Although the NAEI was found to underestimate the NOx in central
London by a factor of 1.4 in chapter 3, this was expected to be due to local effects and the
inventory for the Greater London and surrounding areas has been shown to agree more [90].
Considering this, table 5.5 shows the measured to NAEI ratios closest to 1 using the edge of
plume background method selected from the range of footprint thresholds. From this an
issue immediately arises; the best agreement for flights B948 and C025 require the footprint
to be reduced to 30 and 40 % of its total contribution, but figure 5.12 shows that Greater
London does not contribute to the NAEI emission at these thresholds. One reason for this
may be that the contribution to the footprint is too heavily weighted near the location of
dispersion release. In figure 5.11, the footprint maxima are found at the eastern edge, much of
which corresponds to particles touching down within the first hour time-step of the
dispersion model. While this may or may not be realistic, the reduction of footprint size by
threshold inevitably leaves this area present in the footprint, reducing the inventory’s
emission until it is in line with the inflating measured emission (due to the diminished
footprint area). A second reason follows from this, that the footprint is providing too large
an area, and as such the area over which the measurement is being divided results in the
emission being overly reduced at larger footprint sizes. Indeed, just averaging NAEI
emissions from the Greater London area gives an emission of 23.6 tonnes km-2 yr-1. Although
this value would be diminished by averaging in the lower emissions area surrounding
London, the measured emissions are vastly lower, the highest being 5.0 tonnes km-2 yr-1 from
C016 using upwind background at 30 % footprint threshold. Thirdly, the simplistic
treatment of NO2 loss in this analysis could lead to the NAEI emissions value being too low -
the correction was applied relative to the proportion of NO2 in NOx at the time of
measurement. Most NOx is emitted as NO and some time is taken to form NO2 and reach
equilibrium, though this would be expected to occur on time scales shorter than the
transport from the ground to receptor for much of the measured NOx. The cycling of NO
and NO2 in the steady state makes a greater portion of the NOx available to be lost to HNO3,
so increasing the proportion of the NAEI that is corrected for NOx loss should be considered.
From these measurements alone what this proportion should be is hard to determine, and
would require the use of chemical-transport models to determine more fully. These could
provide concentrations at both the surface and at the receptor site, improving the loss terms
used in weighting the inventory.

The footprint model could be improved wholesale using a dispersion model with a higher
timer resolution, which can be achieved with HYSPLIT or a different model such as the
Numerical Atmospheric dispersion Modelling Environment (NAME) use by Pitt et al. [141].
The HYSPLIT dispersion model data used here is limited, only outputting 1 hour time steps.
As the air masses travel between the Greater London area and the receptor on the order of
~4-6 hour,± 0.5 hour of uncertainty in particle location may translate to quite different
weightings of the inventory even after re-gridding and interpolation.
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Figure 5.12: B948 footprint at decreasing footprint contribution thresholds from 90 (top) to 30
% bottom. Colour shows spatial distribution of footprint contribution.
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Table 5.5: Combination of background determination methods and footprint thresholds that
provide a Measured/NAEI ratio closest to 1 for each flight using the edge of plume
background determination method.

NOx Emission / tonnes km-2 yr-1
Flight Threshold % Measured NAEI Measured/NAEI
B948 30 0.726 0.575 1.26
C016 70 1.29 1.02 1.27
C025 40 1.46 1.17 1.25

Following on from this, a flaw in the method is the large simplification of using the final
point a particle rose above 100 m as a description of the emissions it is representative of. The
particle (and the air mass it represents) will have travelled below this height for some time,
and while locations closer to the location where it no longer was influenced by the surface
will have a greater effect, it is in fact an aggregation over a much larger area than a 1 km2

inventory grid cell. Through use of a dispersion model with greater temporal resolution a
time integrated footprint contribution per particle could be calculated, which would provide
more information about surface emissions influencing the air mass than the single points
used in this model. This method could be implemented using similar techniques as found in
Pitt et al, 2019 where time integrated surface interaction of a dispersion model with the
NAEI was used to generate a concentration time series [141]. For this particle releases should
be spaced evenly across the kriged concentration space unlike what has been presented both
here and by Pitt el al., so the the kriged surface is equally represented by the dispersion model,
rather than being linked by the physical aircraft sampling locations. Some development of
this time integrated approach to footprint generation may also shift the footprint maxima to
the east, as those particles that are rapidly rising from the surface within the first time-step
would necessarily spend less time below the 100 m threshold and thus be down-weighted.

If experiments like this are repeated there are some ways that these result suggest flight design
could be improved. First and foremost conversion to a multi-aircraft study would allow for
co-temporal measurements of the upwind and downwind planes, improving the
representativeness of this background method. This of course substantially increases the cost
of these measurements and while desirable, may not be feasible, especially if it would reduce
the frequency these studies could be conducted. For a complex source like London, who’s
emissions vary temporally, multiple measurements at differing times of day would also
improve emissions estimates. In the absence of a second aircraft, using the edge of plume
background method would allow for more of the flight to be focused measuring the
downwind plume and if aircraft range allowed, multiple measurements of the same transects
could be captured. If this were the case some ~hourly temporal variability may be able to be
described using spatio-temporal kriging [152]. This could potentially be further extended into
a campaign of flights, where multiple days were targeted to also reduce the need to use day of
week scaling factors, possibly utilising the ECmeasurements from chapter 3 to group similar
days (i.e Tuesday-Saturday and Sunday-Monday). It should be noted that if logistical and
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financial restraints are being omitted, airborne EC can provide highly spatially resolved
measurements of emissions [90, 92] and could be extended with multiple flights to give some
insight into temporal variability.

As discussed previously the issues posed from a reactive species may benefit from the use of a
chemical-transport model. In addition to providing a better treatment of the chemistry,
these models are driven by emissions inventories and as such can be used to evaluate their
performance against measurement (assuming the chemistry is well described) [153]. This may
ultimately prove to be a better alternative to the mass balance method when measuring large
spatially complex targets. Pitt et al’s dispersion model inversion is somewhat approaching
this, as instead of transforming aircraft measurements into emissions estimates blending
measurement and model, as has been done here, the inventory emission is transformed into
concentrations directly comparable to measurement.

Overall this method is as yet unable to provide a definitive emissions estimate for NOx

emission from Greater London and surrounding areas, but has explored ongoing issues with
the mass balance method and proposed improvements may allow for larger targets and
reactive species to be more properly quantified.
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Chapter 6

Summary and Future Work
The work detailed in this thesis aimed to develop and apply methods to quantify NOx

emission in the urban environment, and link these with local inventories. These
measurements were mainly focused in London, UK (chapters 3 and 5) with chapter 4
extending this to include measurements in Dehli, India. Emissions were primarily measured
using eddy covariance, and linked to inventories via a footprint model. This proved successful
in both of the cities, providing a several month long data set in London, and two essentially
contemporaneous time series in Delhi. The airborne measurements in chapter 5 applied a
mass balance approach, and whilst it was unable to produce more quantitative results, it
developed methods for working with reactive gases and began linking to emissions
inventories through the use of particle dispersion modelling.

The use of these measurements to evaluate inventories is important as they inform policy, are
used for international reporting of emissions and are an input of chemical-transport models.
By necessity, these inventories cannot be constructed frommeasurements alone as entire
countries or regions cannot be encapsulated by them. Instead they are constructed from
emissions factors and activity data collected from a wide variety of sources and subsequently
emissions measurements can evaluate whether the emissions modelled via this process are
representative.

For the National Atmospheric Emissions Inventory in London, the measurements made in
chapter 3 found an average underestimation of NOx emission by the inventory of 1.4×, in
keeping with previous measurements [91, 108]. Furthermore, these underestimations were
found to be the greatest at the weekend, peaking at 3.3× on Saturday afternoons. The
comparison of the inventory by sector with the measured emission and traffic flow data
suggests that the scaling factors used place too much emphasis on a decreasing emission on
Saturdays compared with the rest of the week, which may well be due to differing activity in
central London compared with the country average. Some of the more general
underestimation was shown to also have a spatial component, with missing emission to the
north-east and west of the tower. These regions align busy roads surrounding the tower, but
the area to the north-east also indicates emissions from Euston station may not be fully
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represented. Measurements at the BT Tower resumed in 2020 with the aim of establishing the
NOx emissions measurements long-term. These data will be able to provide insight into the
seasonal variation in NOx emissions in the city and with more data surface mapping of
emissions could be performed with greater temporal resolution i.e daily or hourly maps,
averaged over several months, further improving understanding of the sources of discrepancy
in the inventory and its scaling factors.

In Delhi, an inventory for the city had been produced by the India Meteorology Department
and provided to the DelhiFlux project for evaluation and improvement. The measurements
made in chapter 4 gave diurnal profiles at two locations in the city: Indira Gandhi Delhi
Technical University for Women (IGDTUW) and the India Meteorology Department (IMD).
The former was on the edge of Old Delhi surrounded by very congested roads, and the latter
more central in city, but surrounded by larger compounds, wider (less congested) roads and
more green space. The NOx emissions followed what would be expected from these
descriptions with 4 - 5× lower emissions at IMD than IGDTUW. Despite this, similar
concentrations were measured at both locations, potentially suggesting that emissions
control policies implemented at IGDTUWwould have greater impact on the cities overall air
quality than at IMD. The inventory was found to greatly overestimate the emissions in its
original form, and after some work within the project to correct the transport layer, still
overestimated by 2 - 3×, however, the inventory did capture the relative differences between
the sites lending support to the spatial mapping of emissions, if not their magnitude. The
same scaling factors were applied to this inventory as were used in chapter 3, which may
account for some of the discrepancy, especially as seasonal factors derived for Europe are
unlikely to be representative of India. Local scaling factors would improve this comparison
greatly.

Both of these chapters used eddy covariance, performed using the eddy4R software, which
formed the basis of an in-house workflow for calculating the fluxes. A key improvement that
has been highlighted as a result of this work is the need to output co-spectral correction
information. Co-spectra provide flux as a function of eddy size, and can be used to quantify
high frequency losses, such as those that are likely present in the London data due to loss of
turbulence in the sample line. For these data the tower height works favourably, at nearly
200 m above the surface, high frequency contribution to the measured flux would be
expected to be low. In Delhi however, analysis of this loss will be more important due to the
lower sampling height. This should be implemented into the eddy4R workflows for future
(and potential re-) analysis.

Additionally, Webb, Pearman and Leuning (WPL) corrections for density fluctuations have
not been applied, as in the first instance the AQD NOx analyser is closed path, so fluctuations
in density due to sensible heat are already minimised. Those due to latent heat may also be
relevant, but are proportional to the concentration-flux ratio. For NOx this ratio is small and
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Squires et al showed the effect on NOx fluxes measured in a similar fashion in Beijing were less
than 1 % [68]. If the system were to be used to measure fluxes where the concentration-flux
ratio were larger, these should be considered, and one solution to this would be drying the
sample gas. Traditional methods such as using molecular sieve moisture traps may have to be
avoided to achieve this, as they would interrupt turbulence in the sample line. The
aforementioned acquisition of co-spectral data from the flux calculations would allow the
impact of drying methods to be assessed.

Chapter 5 aimed to complement the ground based emissions measurements of central
London with a measurement of the bulk emission from Greater London and surrounding
areas, using a mass balance approach. The work consisted of developing a routine for
extensible calculation of the interpolated scalar planes so that it could be easily applied to
multiple flights. This was through interpolation in the R programming language rather
than the more commonly used EasyKrig Matlab software, and cross-validation methods were
applied to validate the results. This was reasonably successful, allowing for reproducible
calculation of the emissions rates for the three flights. These emission rates were then linked
to the surface using a footprint model based on HYSPLIT backwards particle dispersion
modelling. This has not yet been developed enough to produce viable comparisons with the
inventory, with future work to be focused on improving how particle interaction with the
surface is defined. Ultimately with future developments building on the analysis presented
here, the method may yet be complimentary to the ground based emissions measurements.

In the longer term, applying the advantages seen in chapter 4, where multiple eddy
covariance towers were used to assess one inventory, to the more established NAEI would give
more detailed interrogation into its underestimations. This would require the London
measurements to become continuous which, as mentioned previously, began in 2020 and will
allow more site specific details to be interrogated. Additionally, a second (or more) site(s)
measuring NOx fluxes would allow spatial variation in the NAEI to be explored. Arguably the
most important decision here would be site selection - if a second site were available in
London, but not central London, it would compliment the airborne eddy covariance
measurements made by Vaughan et al. 2016 allowing for comparison with inner/outer
London [90]. However, the more interesting measurement may be if a site were possible in
another major UK city, such as Birmingham or Manchester, as the NAEI is UK wide. The
question could then be asked; is the underestimation of the NOx emission a London specific
phenomena, or does it extend to similar areas? Areas of these cities would be expected to be
comparable to central London in many regards, and if this is the case, the underestimation
of NOx emission in the UKmay be more widespread.
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Appendix A

Contribution to Publications
The work carried out as a part of this PhD has additionally contributed to the following
publications:

— F. A. Squires et al. “Measurements of traffic-dominated pollutant emissions in a
Chinese megacity”. Atmospheric Chemistry and Physics 20.14 (2020), 8737–8761

— J. D. Lee, W. S. Drysdale, D. P. Finch, S. E. Wilde, and P. I. Palmer. “UK surface NO2

levels dropped by 42% during the COVID-19 lockdown: impact on surface O3”.
Atmospheric Chemistry and Physics 20 (2020), 15743–15759

— W. J. F. Acton et al. “Surface–atmosphere fluxes of volatile organic compounds in
Beijing”. Atmospheric Chemistry and Physics Discussions 2020 (2020), 1–36

— G. Stewart et al. “Sources of non-methane hydrocarbons in surface air in Delhi, India”.
Faraday Discuss. (2021)

— E. Reyes-Villegas et al. “PM1 composition and source apportionment at two sites in
Delhi, India across multiple seasons”. Atmospheric Chemistry and Physics Discussions
(2020), 1–19

— J. M. Cash et al. “Seasonal analysis of submicron aerosol in Old Delhi using high
resolution aerosol mass spectrometry: Chemical characterisation, source
apportionment and new marker identification”. Atmospheric Chemistry and Physics
Discussions 2020 (2020), 1–42

— Y. Chen et al. “Avoiding high ozone pollution in Delhi, India”. Faraday Discuss.
(2021)
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Appendix B

FAAM Aircraft
Configuration for EMeRGe
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Figure B.1: FAAM instrument configuration for the EMeRGe campaign. 1 of 2
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Figure B.2: FAAM instrument configuration for the EMeRGe campaign. 2 of 2155
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