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Abstract

Seismic hazard, a natural hazard that is associated with potential
earthquakes in a particular area, can lead to human casualties, damage
to infrastructure and substantial economic losses. We can assess the
potential level of seismic hazard that a region is exposed to by studying

previous seismic events or measuring strain build-up on a fault.

As a space geodetic tool, Interferometric Synthetic Aperture Radar
(InSAR) offers great potential to measure surface deformation in nearly
all weather conditions day and night. As most earthquakes result from
the long-term accumulation of strain in the crust, there are two ways
to analyse seismic hazard using InSAR measurements: i) investigating
the seismic deformation during earthquakes; ii) studying the long time-

series of crustal displacement in between earthquakes.

However, variation in the phase delay, caused by the spatiotemporal
variability of tropospheric properties, is still a major limiting factor
in InSAR measurements, particularly when deriving long wavelength
deformation signals that are partially correlated with topography. To
improve the retrieval of deformation signals from InSAR measurements,
in this thesis, I present a spatially varying scaling method for reducing
tropospheric effects that combines the use of both external weather
model data and the interferometric phase. 1 assume that vertical
refractivity profiles calculated from a high-resolution weather model
data can generally describe the form of the relationship between
tropospheric delay and height but that the magnitude can be incorrect.
I estimate a magnitude correction by scaling the original delays to best
match the interferometric phase. I validate the new method using

simulated data and demonstrate that both coseismic and interseismic



signals can be separated from strong tropospheric delays. I also apply
the new algorithm to the central portion of the Altyn Tagh Fault
(ATF) in northern Tibet, where deformation correlates strongly with
topographic relief of 6,000 m. The derived velocity map from the
interferograms after correction using the scaled tropospheric delays is
more internally consistent and agrees better with independent Global
Positioning System (GPS) measurements. Furthermore, the results
for Taal Volcano in the Philippines demonstrate that the method can
be applied to volcanic activities, for which deformation signals are

sometimes correlated with topography.

Motivated by the aim of providing an overall picture of the seismic
risk along the 1600 km-long Altyn Tagh Fault in the Northern Tibetan
Plateau, in this thesis, I present an interseismic velocity field along the
fault between 80°E to 95°E, from Sentinel-1 interferograms spanning
the period between late 2014 and 2019, and show results of the inverted
slip rate and strain rate based on the velocity field. It is the first
time such a large-scale analysis has been carried out for this fault
with InSAR. T use the spatially varying scaling method to reduce
the tropospheric effects in the interferograms and derive a clearer
deformation signal over the ATF. I present a new scheme for stitching
InSAR LOS velocities estimated from multiple satellite tracks and
derive a consistent velocity field over an extensive spatial scale. Using
a modified elastic half-space model, I find a systemic decrease of the
slip rate along the ATF from 12 mm/yr to 8 mm/yr over the western
portion to the central portion, whereas it increases again to 10 mm /yr
over the eastern portion. I find strain accumulation occurs on the
southern strand of the ATF to the west of 83 °E, which is structurally
linked to the Longmu-Gozha Co strike-slip fault. This demonstrates
that the generation of the NS-trending normal faulting events in this
region, such as the 2008 M,, 7.2 Yutian earthquake, is ascribed to the
EW-trending extensional stress at a step-over between the two left-

lateral faults. The inverted width of shear zones along the fault reveals



two broad shear zones along the fault, where the strain is distributed
over multiple strands rather than concentrates on a single strand. The
broad shear zones also explain the seismic activities on the strands
away from the ATF in these areas. This work shows significant strain
accumulation along the 1500 km length of the ATF, and that it is
fast at about 10 mm/yr and quite localised along the fault. Since no
major earthquake (M, > 7.0) has occurred along the ATF since the
1924 events, a slip deficit of ~1 m has been accumulated over the last
century. Consequently, the ATF is capable of rupturing along its entire
length with the potential for some of the largest earthquakes on the
continents. Furthermore, I find a high strain rate greater than 0.4

1 along the south-western segment of the ATF, implying

pstrain yr—
that there might be a relatively greater earthquake potential in this

region compared to other portions.

To provide insights into analysing seismic deformation over large
length scales using InSAR measurements, in this thesis, I present a
finite fault solution to measure the coseismic surface deformation field
for the 2018 M,, 7.5 Palu earthquake, which ruptured approximately
200 km. This earthquake caused tsunami waves of surprisingly
large magnitudes for a strike-slip faulting earthquake. The coseismic
displacement field is crucial to explain the direct cause of the tsunami
and can shed light on the tsunami potential generated from strike-
slip earthquakes. To derive a high-resolution 3-D coseismic surface
deformation field, I use the coseismic GPS displacement fields and
multiple types of SAR-derived displacement fields to constrain a
coseismic model through a Bayesian inversion framework. The finite
fault solution reveals a dominance of shallow strike-slip for most of the
rupture, mostly limited to the upper 10 km. The results show that the
large slip (> 5 m) on the segments south of the bay continues up to the
surface, whereas the segments north of the bay feature no, or minor, slip
on the upper segments, implying that the rupture does not reach the

surface there. Besides the main rupture, I find two additional normal



faults that accommodate the notable dip-slip motions in the east of the
main fault in the Sulawesi Neck and Northwest of the main fault in the
Balaesang peninsula. As parts of the fault strand run below Palu bay,
there are no surface observations that precisely locate the course of the
rupture. To provide better constraints on surface displacement over
the Palu bay, I investigate four different scenarios that cover possible
fault geometries in the region, where the rupture has the key tsunami
potential. All four models reproduce displacements observed by the
surrounding GPS sites well, and reveal that dip-slip motions below the
Palu bay are required to characterise the displacements observed by
the GPS data around the bay. The models generally predict consistent
runup heights and arrival times of the leading waves compared to the
observed field surveys. While it is not possible to rule out contributions
from landslides, this study shows that displacements due to coseismic
slip are the leading cause of the major tsunami source in and around

Palu.
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Chapter 1

Introduction

1.1 Seismic hazard

Natural hazards have significant adverse effects on the environments in which
humans build communities. Seismic hazard, a natural hazard that is associated
with potential earthquakes in a particular area, can lead to human casualties,
damage to infrastructure and substantial economic losses (Sawires et al., 2015).
Whilst the fatality rate from other natural hazards, such as flooding and drought,
has declined significantly in the past century, the death rate from seismic hazard
has remained persistent (Elliott, 2020).

Since the early 20th century, we have gained more insights about seismogenesis:
recognising that earthquakes represent the sudden release of strain energy that
has continuously accumulated around tectonic faults (Lawson, 1908). Based on
our knowledge, we are aiming to forecast the possibility of when and where the
next earthquake might occur (Jena et al., 2020). However, due to the complexity
of continental tectonics and the indeterminacy of the location of active faults,
existing assessment methods often fail when estimating seismic hazard, particularly
in areas with low seismicity (Wright, 2016). We are often surprised by earthquakes
that occur in unexpected areas (e.g., Hamling et al., 2017), reminding us of the
importance of continuing to study on continental faults.

Studying previous seismic events is critical to understand the overall earthquake

process, including the size, exact locations and rupture processes (Elliott, 2020).



1.2 Crustal deformation associated with the seismic cycle

These past earthquakes represent areas where strain has accumulated in the lead up
to seismic rupture (Biggs and Wright, 2020). Since a region that had earthquakes
before is likely to host them in the future (Elliott, 2020), past earthquakes are
essential data for assessing seismic hazard (Lin et al., 2020).

However, the record of past earthquakes is incomplete. Measuring strain build-
up on a fault is an alternative way to provide the potential level of seismic
hazard, as we expect that long-term strain accumulation can eventually lead
to an earthquake. For instance, a Global Strain Rate Model based on crustal
measurements from over 22,000 locations (Kreemer et al., 2014) has been used to
forecast shallow seismicity globally (Bird and Kreemer, 2015). Therefore, mapping
strain accumulation, which can be related to seismicity rates (Ader et al., 2012;
Michel et al., 2018; Molnar, 1979; Rollins and Avouac, 2019), can shed light on
long-term forecasts of seismic hazard (Biggs and Wright, 2020).

1.2 Crustal deformation associated with the

seismic cycle

Although earthquakes happen within a short time period, stress accumulates on
a fault in long intervals of decades to millennia. When the accumulated strain
exceeds the frictional forces that are preventing slip, the elastic strain is released
in the brittle upper crust suddenly causing an earthquake. This process has
been considered as a quasi-cyclical reoccurrence (Thatcher et al., 1993), which
is usually termed as the "seismic cycle". According to Reid’s elastic rebound
model of earthquakes (Reid et al., 1910), elastic strain accumulates over a long
period between two earthquakes, known as the interseismic period, followed by a
sudden rupture when a breaking point is reached, known as the coseismic period
(Fig. 1.1). Both processes produce ground displacement at the surface that can
be observed by Interferometric Synthetic Aperture Radar (InSAR), which offers
great potential to measure surface deformation in nearly all weather conditions
and during day and night (Wright, 2016).

There are two ways to analyse crustal deformation associated with the seismic

cycle using InNSAR measurements. Firstly, we can use InSAR to investigate seismic
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deformation during earthquakes. Since the first map of ground deformation caused
by the 1992 Landers earthquake (Massonnet et al., 1993), InSAR has been used
to characterise hundreds of coseismic displacement fields caused by earthquakes
(e.g., Elliott et al., 2010; Wang et al., 2007). Accurate measurements of seismic
deformation from InSAR can help with the identification of earthquake location
(e.g., the 2004 Tabuk earthquake in Saudi Arabia, Xu et al. (2015)) and to
determine if earthquakes rupture the surface or not (e.g., the 2018 Palu earthquake
in Sulawesi, Socquet et al. (2019)). They can be used to solve for complex fault
geometry and segmentation (e.g., the 2016 Kaikoura earthquake in New Zealand,
Hamling et al. (2017)) and to invert for a reliable slip distribution on the fault plane
(e.g., the 2015 Nepal earthquake, Ingleby et al. (2020)). Secondly, multi-temporal
InSAR has been used to estimate interseismic strain accumulation along faults to
identify aseismic deformation transients between two earthquakes (e.g., Cavalié
et al., 2008; Hussain et al., 2018). Using this method, we can determine if the
fault is rapidly accumulating strain and so should be considered more hazardous
(Elliott, 2020).
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Figure 1.1: Ilustration of Reid’s elastic rebound model of the seismic cycle (adapted
from Wright (2002)). The profile A-A’ is straight when the cycle begins (a) and then is
gradually distorted as the interseismic strain is accumulated over 200 years (b). 40s after
the earthquake, the profile A-A’ is straight again immediately, but with an offset of 5 m
at the fault (c¢). The profile B-B’, which is straight before the earthquake occurs (b), is
distorted with an offset of 5 m at the fault in the near field, whereas the displacement
decays in the far field (c¢). This scheme assumes that the upper crust, on which most
earthquakes occur, behaves elastically and does not consider the heterogeneous properties

of rocks at the deeper fault zone.

1.2.1 Interseismic deformation

During the interseismic period, strain accumulates steadily on either side of the
fault (Thatcher and Rundle, 1979). At this stage, the upper crust is locked,
whereas the deformation continues in the lower crust (Fig. 1.2) and mantle, and
the shape of the deformation in the upper crust reflects the slip rate and the range
of earthquake focal depths, commonly known as the seismogenic thickness. Using
survey markers in a trilateral network, Savage et al. (1979b) first estimated the
interseismic deformation for the San Andreas Fault. Laser ranging (e.g., Wang
et al., 2003) and GNSS measurements (e.g., Bettinelli et al., 2006) have also been

applied to measure the deformation signals. As most earthquakes occur after long-
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term strain accumulation, characterising the interseismic deformation is significant

for assessing the earthquake potential.

(a)

(b)

Figure 1.2: Illustration of elastic strain build-up (a) and shallow creep (b) on a strike-slip
fault during the interseismic period (Funnel, 2006). At this stage, the brittle upper crust
(vellow blocks) is locked, whereas the motion in the ductile shear zone of the lower crust
(green blocks) continues. Fault creep occurs in the uppermost part of the brittle upper

crust, and the locking depth is always greater than the creep depth.

With the significant improvement of quality and rapid accumulation in data
volume over the last three decades, InSAR can now be used routinely to provide
precise interseismic measurements with uncertainties in the level of mm/yr (e.g.,

Walters et al., 2014). Since InSAR was first used to estimate the interseismic
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strain accumulation in high-spatial resolution across the North Anatolian Fault
in Turkey (Wright et al., 2001), the technique has been applied to measure the
interseismic deformation for over 25 fault zones worldwide (Wright et al., 2013).
The derived interseismic velocity fields were used to investigate variations in
deformation style between the segment that ruptured recently and seismic gaps
further along the fault (e.g., Cavalié et al., 2008) and assess seismogenic potential
over fault zones (e.g., Fialko, 2006; Hussain et al., 2016a; Karimzadeh et al., 2013).
Additionally, the measurements were used to investigate the variation of rheology
and frictional properties on faults (e.g., Kaneko et al., 2013; Lindsey et al., 2014).
The estimates were used to extract interseismic coupling signals in subduction
zones to understand the earthquake potential of the megathrust (e.g., Béjar-Pizarro
et al., 2013; Lin et al., 2015). The data can also be used to measure long-term
mountain growth shedding light on the evolution of orogeny (e.g., Grandin et al.,
2012). Moreover, the high-resolution interseismic velocity fields that were derived
recently have a much wider spatial coverage (e.g., Tong et al., 2013), even crossing
an entire plate boundary fault (e.g., Hussain et al., 2016a).

Despite some studies that favour the use of more complex models to characterise
the interseismic velocity field (e.g., Jiang et al., 2015), the elastic dislocation model
is commonly applied to estimate the fault slip rate and the locking depth at the
interseismic stage (Elliott et al., 2016). The dislocation model has the strong
assumption that the motion is steady in a homogeneous elastic half-space below
a locked lid of the fault (Savage and Burford, 1973), which is not necessarily
consistent with our understanding about the characteristics of the seismic cycle.
However, the recent studies on the development of seismic cycle models reveal
that the velocities are generally steady after the transient postseismic deformation
has decayed (Takeuchi and Fialko, 2012; Yamasaki et al., 2014). Moreover, the
continuing success of the dislocation model in hundreds of applications over the
last three decades has demonstrated its effectiveness (Wright et al., 2013). It
suggests that the uncertainties in the geodetic measurements may hamper better
performance with the more complex models (Elliott et al., 2016).

Besides the accumulated elastic shear strain, aseismic slip is another important
component of measuring fault strain accumulation (Jin and Funning, 2017). Fault

creep occurs in the uppermost part of the crust during the interseismic period
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(Fig. 1.2). Identifying characteristics of creeping areas on major faults can provide
constraints on whether these slowly slipping sections can act as barriers to seismic
ruptures (Jolivet et al., 2013). Fault creep has been observed along sections of the
San Andreas Fault (e.g., Johanson and Biirgmann, 2005), North Anatolian Fault
(e.g., Cakir et al., 2005), Chaman Fault (e.g., Barnhart, 2017), Haiyuan Fault
(e.g., Jolivet et al., 2013), the Leyte fault (e.g., Duquesnoy et al., 1994) and the
Longitudinal Valley Fault (e.g., Champenois et al., 2012). The occurrence of fault
creep indicates that the values of normal stress or the geometric irregularity is low
or absent on a fault so that the uppermost part is not able to be locked during
the interseismic stage. The creep rate at the surface depends on the rate of stress
accumulation in the lower crust, the creep depth and the fault’s resistance to the
shear stress (Savage and Lisowski, 1993). As aseismic slip, fault creep usually
deforms much more quickly at the beginning, and then the rate gradually decays.
Sometimes fault creep occurs as a series of discrete creeping events that may last
from several days to years (Wesson, 1988). Burford (1988) and Lienkaemper and
Galehouse (1997) showed that creep rate along a fault is sensitive to the tectonic
loading of its surrounding region, and changes in creep rates are often ascribed
to local earthquakes. Simpson et al. (2001) also revealed that variations of the
locking depth along the fault are associated with changes in the creep rate, which

means that locking depth is a key parameter when assessing seismic hazard.

1.2.2 Coseismic deformation

Since the first successful use of InNSAR to map the surface displacement caused
by the 1992 M,, 7.3 Landers earthquake (Massonnet et al., 1993), it has become
routine to apply this space geodetic technique to measure coseismic deformation
(more than 100 earthquake events are referenced in (Wright et al., 2013)). With
high-spatial resolution and wide spatial coverage, InNSAR can provide remote
measurements at large scale with exquisite detail for continental earthquakes with
moderate to large magnitude (M,, 5+) (Elliott et al., 2016).

Based on an interferogram covering the rupture, source geometry and fault slip
distributions at depth can be inverted using elastic dislocation theory to explain

the observed surface displacement fields (Segall, 2010). For instance, Okada
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(1992) used a rectangular dislocation to represent a fault in an elastic half-space.
Comparison of observed surface motion with that computed for a rectangular
dislocation, thereby constrains the slip distribution on that patch (e.g., Thatcher
et al.,; 1997). For larger events, multiple planes are incorporated to characterise the
segmentation of faulting (e.g., Bie et al., 2017; Sreejith et al., 2016). The detailed
slip distributions at depth inverted from InSAR measurements can allow us to
investigate which portions of the fault failed and which did not, providing insights
on the possible sections of future failure (e.g., Zhao et al., 2018). Furthermore,
the inverted slip distributions can be used to calculate the Coulomb stress to
identify the stress changes caused by the failure on surrounding faults. This enables
the prediction of the approximate location of strong aftershocks following a large
mainshock (e.g., King et al., 1994; Martinez-Diaz et al., 2012; McCloskey et al.,
2005), which is significant for the seismic hazard assessment (Zhao et al., 2018).

Using InSAR measurements, previous studies show that the derived fault
geometry, such as strike, dip and rake, and seismic moment values are generally
consistent with that of the seismological observations (e.g., Weston et al., 2010).
For shallow earthquakes, the estimated location from InSAR is very accurate
because of the high-spatial resolution, which shows good agreement with seismic
locations from regional catalogues (Weston et al., 2012). It can support field
geologists to locate the surface rupture after earthquakes occur (e.g., Hamling
et al., 2017).

By analysing the published InSAR. coseismic modelling results of 78 continental
earthquakes (M, 5.5+) globally, Wright et al. (2013) found that the average
thickness of the seismogenic layer is 14 4+ 5 km, which is consistent with 187
estimates of interseismic locking depth. However, the earthquake depth determined
by InSAR is slightly shallower compared with the estimates using seismic source
models (e.g., Lohman and Simons, 2005; Weston et al., 2011). This can be caused
by the poorer depth resolution of seismic techniques (Weston et al., 2012) or
the bias introduced by the homogeneous elastic half-space model used in InSAR
modelling, as Lohman et al. (2002) found that the depths estimated from the elastic
half-space model are systemically shallower than the seismic waveform modelling

results.
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InSAR can measure the deformation in the line-of-sight (LOS) direction with
high precision, but due to the polar-orbiting direction (Wright et al., 2004), it is
not sensitive to the motion in the azimuth direction and thus has limitations
when measuring the north-south movement caused by crustal motion (e.g.,
Himematsu and Furuya, 2016; Merryman Boncori and Pezzo, 2015). Alternatively,
at lower spatial resolution and measurement accuracy, pixel-offset tracking can
provide unambiguous estimates of deformation in both the range and azimuth
direction, even if the interferogram is decorrelated (Tobita et al., 2001). The
Multiple Aperture Interferometry (MAI) method is developed based on the split-
beam InSAR method using bandpass filters to create geometrically symmetric
forward- and backward-looking interferograms (Bechor and Zebker, 2006), which
has improved accuracy compared to the pixel-offset tracking (e.g., Jo et al., 2015;
Jung et al., 2009). The differences between the two interferograms characterise
the along-track displacements. As the troposphere in the forward- and backward-
looking interferograms are almost identical, the MAI technique is nearly insensitive
to tropospheric effects. Therefore, the pixel-offset tracking and the MAI can be
considered as complementary to InSAR measurements when deriving 3-D surface
displacement field, especially for the north-south striking strike-slip faults (e.g.,
Socquet et al.; 2019) and east-west striking dip-slip faults.

Besides InSAR, Global Navigation Satellite System (GNSS) provides highly
accurate measurements for crustal deformation and are often used to invert
for the fault slip distributions if the data is dense enough to characterise the
surface displacements (e.g., Dreger et al., 2015; Tung and Masterlark, 2016). The
constraints on the slip distributions at depth with multi-sources can provide a

more robust picture for the fault rupture (Delouis et al., 2002).

1.3 InSAR tropospheric corrections

The accuracy of measurements in InSAR is limited by coherence loss due to the
changes of scattering properties, errors in the determination of satellite orbit
and surface elevation, and variations in atmospheric properties. The former
three contaminations are less of problems in the recently launched Sentinel-1

constellation, which has improved the coherence of interferograms due to its high
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spatial resolution, short revisit times and good orbital control (Elliott et al., 2016).
However, variation in the phase delay, caused by the spatiotemporal variability of
atmospheric properties, is still a remaining limiting factor in Sentinel-1 InSAR
measurements (Parker et al., 2015).

Atmospheric delays are caused by dispersive effects of free electrons in the
ionosphere and by changes in refractive index in the troposphere. Ionospheric
delays in interferograms are usually observed as azimuth distortions or shifts
with length-scales generally larger than 100 km (Meyer et al., 2006). Moreover,
ionospheric effects in interferograms are more significant for larger wavelengths,
such as L-band and P-band (Gray et al., 2000; Mattar and Gray, 2002).
Tropospheric delays depend on temperature, pressure and relative humidity and
can cause variations of up to 15-20 cm in magnitude over a distance on the order of
100 km (Fig. 1.3), which would overwhelm most slowly accumulating deformation
or time-dependent signals (Bekaert et al., 2015b; Fournier et al., 2011; Heleno et al.,
2010; Hooper et al., 2012). This can limit our ability to measure low-amplitude
deformation fields such as interseismic strain accumulation (e.g., Daout et al., 2018;
Fialko, 2006; Hussain et al., 2016a; Jolivet et al., 2008; Walters et al., 2013; Wei
et al., 2010), small magnitude coseismic deformation (e.g., Yu et al., 2018a) and

urban subsidence (e.g., Chaussard et al., 2014; Perissin and Wang, 2011).
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Figure 1.3: Illustration of tropospheric delays (adapted from Yu et al. (2015)). The line
AT and BT represent the actual propagation path of electromagnetic signals through the
troposphere at two different epochs. The relative tropospheric delays between the two

epochs depend on the variability of tropospheric properties during the spanning time.

To reduce the tropospheric effects, various approaches have been tried, using
either external data or the interferometric phase itself. External datasets that
have been utilized include local meteorological data (e.g., Delacourt et al., 1998;
Pinel et al., 2011), continuous Global Positioning System (GPS) zenith delay
measurements (e.g., Li et al., 2006; Onn and Zebker, 2006; Yu et al., 2017),
spectrometer measurements (e.g., Li et al., 2009), numerical metrological products
such as the local weather research and forecasting (WRF) model (e.g., Puysségur,
Béatrice and Michel, Rémi and Avouac, Jean-Philippe, 2007; Yun et al., 2015)
and global atmospheric reanalysis products (e.g., Doin et al., 2009; Jolivet et al.,
2014; Walters et al., 2013). However, local meteorological data, spectrometer
and continuous GPS stations are rarely available for the time of each SAR
acquisition: continuous GPS stations are often absent and are generally distributed
with a coarse spatial density when considered globally; spectrometer observations
from the Medium Resolution Imaging Spectrometer (MERIS) or the Moderate
Resolution Imaging Spectroradiometer (MODIS) are not available at night, or over

areas with cloud cover, and in the case of MERIS, were only available between 2002
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and 2012. More importantly, spectrometer data can only be used to estimate the
wet delay. Studies that have used regional numerical weather prediction models
have found that although they have high temporal and spatial resolutions and
can account for both the hydrostatic and wet delay, it has not been possible to
obtain consistently robust results in a wide range of settings (Bekaert et al., 2015b;
Cimini et al., 2012; Foster et al., 2013). In contrast, global weather models have the
benefits of complete spatial coverage and data availability (Dee et al., 2011), and
can also account for both the hydrostatic and wet delay. The latest High Resolution
European Centre for Medium-Range Weather Forecasts (HRES-ECMWF') analysis
products (ECMWE, 2016) have a much higher spatial resolution when compared
with previous global weather models. However, they are models that are still
limited by the assimilation of observations to constrain their boundary conditions
(Dee et al., 2016). In regions with sparse input data such as Western China, Africa,
Western South America and the polar regions, it is unclear of the performance
of the models at their highest resolution. In addition, global weather models
including the HRES-ECWMF suffer from timing issues as they are not sampled
simultaneously with SAR acquisitions. This lack of synchronisation is likely a
contributing factor to the lack of consistently robust results from global weather
models (Gong et al., 2015) due to the relatively rapidly changing state of the

troposphere.
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Figure 1.4: Relative tropospheric delays estimated from the HRES-ECMWF products
for 53 small baseline interferograms over northern Tibet in Chapter 3. Each curve shows
the relative tropospheric delays for a point in (a) the Tarim Basin (85.6°E, 38.3°N) or
(b) the Tibetan Plateau (86.1°E, 36.8°N) from the surface (note difference in surface

elevation of 1.1 km vs 5.1 km).

There are numerous approaches to using the interferometric phase itself.
Linear approaches assume a single relationship between phase and topography
over the whole interferogram (e.g., Elliott et al., 2008; Lin et al., 2010; Wicks
et al., 2002). Liang et al. (2018) proposed a quad-tree aided joint model that
can estimate the deformation, tropospheric delays and delay-to-elevation ratio
simultaneously. The method characterises both the long wavelength delay and
the turbulent delay, whereas it assumes a simple linear relationship between
phase and topography. The second approach assumes a power law correction

relationship between phase and height (Bekaert et al., 2015a; Hanssen, 2001),
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which allows for a spatial variability in tropospheric properties and estimation
of long wavelength tropospheric signals as well as the topographically correlated
component. This is particularly important for larger interferograms, where the
assumption of consistent atmospheric properties across the whole image breaks
down. However, measurements derived from balloon-sounding data (Bekaert et al.,
2015a) and weather model data (Fig. 1.4) show that the actual observed and
predicted patterns of differential tropospheric delays with height are more variable
than a simple power law can sufficiently describe. A third set of approaches are
available for multi-interferogram stacking (e.g., Ferretti et al., 2011) and spatial-
temporal filtering of the time series (e.g., Ferretti et al., 2011, 2001; Hooper et al.,
2004) are applied to mitigate the tropospheric delays. However, those methods
ignore that tropospheric delays are not Gaussian distributed and can decrease the
temporal resolution of INSAR measurements and discard useful geophysical signals
(Yu et al., 2018b). Also, applying temporal filtering to a time series with uneven
acquisition program can introduce long temporal wavelength biases (Doin et al.,
2009).

Therefore, to address the limitations of using either approach individually, I
present a new approach for INSAR tropospheric corrections that combines the use
of both external high resolution weather model data and the interferometric phase
in Chapter 3 (Shen et al., 2019).

1.4 Characterising large-scale crustal deformation

Crustal deformation processes associated with seismic cycle often have large spatial
scales spanning several hundred thousand square kilometres, such as interseismic
fault processes on large-scale continental faults (e.g., Cavalié and Jonsson, 2014;
Hussain et al., 2018; Tong et al., 2013) and large earthquakes that cross plate
boundary zones (e.g., Wang et al., 2020). Limited by the operational nature
and radar characteristics of previous SAR sensors, the first studies on crustal
deformation using InSAR have relatively small areas. Thanks to recently launched
radar satellites, such as the Sentinel-1 constellation and the Advanced Land
Observing Satellite 2 (ALOS-2), we now have InSAR datasets with wide spatial

coverage that have accumulated six years of data, to constrain deformation for
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large regions. The sensors can achieve high spatial resolution and short revisit

times, which have improved the coherence of interferograms.

1.4.1 Case study: Altyn Tagh Fault, Northern Tibet

Large continental strike-slip faults have the potential of large earthquakes that
rupture long segments at very fast speeds (Robinson et al., 2010). By investigating
the long-term crustal deformation for large continental strike-slip faults, of which
the deformation acts as a reflection of the deep motion in the region (Bourne et al.,
1998), we can better understand how the continent deforms and the kinematics of
tectonic processes there.

However, the detection of slowly accumulated interseismic deformation over
large length scales remains challenging (Parker et al., 2015). Firstly, contamination
caused by the spatiotemporal variability of tropospheric properties can easily
mask low amplitude deformation signals (Walters et al., 2013). Furthermore,
variation in satellite geometry (e.g., azimuth direction and incidence angle) and
long wavelength errors between tracks lead to velocity inconsistencies in the
overlapping regions, which is non-negligible in studies of large E-W trending faults.

The 1600 km-long Altyn Tagh Fault (ATF) is a major intra-continental strike-
slip fault in Northern Tibet, the slip rate of which has significant implications
for our understanding of the tectonic processes of the Tibetan Plateau region.
The ATF trends approximately ENE-WSW between 80°E and 96°E (Searle et al.,
2011), and splits into three sub-parallel strands at around 85°E eastward. The
initial motion of the ATF is estimated to have occurred between the Eocene and
the Miocene epochs (Robinson et al., 2003). Three palaeo-trenches along the fault
have suggested three major earthquakes in the Holocene, between AD 60-980 and
AD 1456-1775 respectively, indicating that the earthquake repeat cycle of the
ATF is around 700-900 years. Historic earthquake records show several major
earthquakes (M,, > 6.9) have occurred on the fault zone since 1900, including a
pair of earthquakes along the western portion in 1924 with the magnitude of M, 7.0
and My, 7.2, respectively, the 1932 M,, 7.9 Gansu earthquake at the easternmost
end, and the 2014 M,, 6.9 Yutian earthquake at the southwestern segment.
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In contrast to the San Andreas Fault and the North Anatolian Fault, where the
seismic risks have been well described (e.g., Tong et al., 2013; Weiss et al., 2020),
previous studies of interseismic deformation over the ATF have only focused on
specific portions. Of particular note, the western portion of the fault is hardly
covered by previous measurements, although several studies have warned of an
earthquake potential over this region (Bie and Ryder, 2014; Li et al., 2020).
Consequently, to improve our understanding of the seismic hazard of this region,
it is necessary to produce an overall picture of strain localisation along the ATF
to investigate if the fault is capable of rupturing along its entire length.

In addition, as the ATF is located at the border between the low Tarim
Basin and the high Tibetan Plateau, the interseismic deformation signals correlate
strongly with the 6000 m topographic relief across it. Therefore, tropospheric

correction is crucial to the accuracy of interseismic measurements in this region.

1.4.2 Case study: the 2018 M, 7.5 Palu earthquake,

Sulawesi

The Sulawesi block is located at the triple junction, marking the convergence of
the India-Australia, Sunda and Pacific-Philippines plates. The Palu-Koro fault
is a major active tectonic feature in Central Sulawesi (Bellier et al., 2006). It is
straddled by Palu city, which has a population of 370,000. This left-lateral strike-
slip fault has a NNW-SSE trend and passes from the SW corner of the Celebes
Sea to the northern end of Bone Bay, a distance of 220 km onshore (Watkinson
and Hall, 2017). To the north, the fault continues offshore and terminates at
the western end of the North Sulawesi Trench (Hall and Wilson, 2000). To the
south, the fault connects to another left-lateral strike-slip fault, the Matano Fault
(Socquet et al., 2006). The Palu-Koro Fault Zone is interpreted as a cross-basin
fault system (Watkinson and Hall, 2017). The dynamics of the Palu-Koro Fault
are associated with the eastward migration of faulting activity from the western
oblique-normal sidewall fault to an intra-basin strike-slip fault in Palu Valley
(Patria and Putra, 2020).

Previous studies suggest that the fault can generate some of the largest

earthquakes in Eastern Indonesia (Cummins, 2017; Watkinson and Hall, 2017).
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Geological (Bellier et al., 2006), geomorphological (Bellier et al., 1998, 2001)
and geodetic observations (Socquet et al., 2006; Walpersdorf et al., 1998) clearly
indicate that the Palu-Koro fault is a very active fault system. Bellier et al. (2001)
estimated that the Holocene slip rate of the fault is 35 + 8 mm/year. Geodetic
observations indicate that the current slip rate along the fault is fast at around
40 mm/yr (Bellier et al., 2001; Walpersdorf et al., 1998). Significant earthquakes
(My, > 6.7) occurred along the Palu-Koro Fault in 1905, 1907, 1909, 1927, 1934
and 1968, respectively (Katili, 1970). More recently, damaging earthquakes were
recorded close to the fault in 2005 (M,, 6.3), 2012 (M, 6.3) and 2018 (M,, 7.5),
based on the United States Geological Survey (USGS) catalogue.

The 2018 M,, 7.5 Palu earthquake ruptured approximately 200 km on the
segment of the Palu-Koro fault (USGS, 2018). The earthquake shows the intra-
basin strike-slip faulting activity in Palu Valley (Patria and Putra, 2020). For
a strike-slip faulting earthquake, this earthquake caused tsunami waves with
surprisingly large amplitudes. Constraints on the fault slip from the surface
deformation can provide insights into the earthquake mechanics and shed light

on the tsunami potential generated from strike-slip earthquakes.

1.5 Aims and objectives

In this thesis, I aim to improve the retrieval of deformation signals from InSAR
in different aspects of seismic hazard. I also aim to shed light on determining
short-term seismic deformation and long-term crustal displacement leading up to
earthquakes over large length scales, to provide insights into analysing seismic
hazard using InSAR.

To achieve the aims, the following are specific objectives:

1. Develop a novel method for InSAR tropospheric corrections to address the
limitations of previous correction approaches. Apply this new method to

reduce InSAR tropospheric delays in different aspects of seismic hazard.

2. Derive long time-series InNSAR velocity fields along the Altyn Tagh Fault from
multiple satellite tracks, and develop a new scheme to stitch these velocity

fields and derive a consistent velocity field over an extensive length scale.
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3. Invert slip rate and strain rate along the Altyn Tagh Fault from the InSAR
velocity field obtained by the second objective, and provide an overall picture

of the seismic risk along the Altyn Tagh Fault.

4. Provide a finite fault solution to characterise the coseismic surface
deformation field for the 2018 M,, 7.5 Palu earthquake.

1.6 Thesis structure

In Chapter 2, I provide background information on InSAR, and present a work
flow of InSAR processing that I use to derive InNSAR time-series from Sentinel-1
SLC products. I explain the method for deriving tropospheric delays from the
latest high-resolution weather model. I describe core models for modelling the
interseismic deformation along the Altyn Tagh Fault and the coseismic deformation
of the 2018 M,, 7.5 Palu earthquake, respectively. I also explain a Bayesian Markov
chain Monte Carlo approach that is used in later modelling inversions.

In Chapter 3, I address the first objective of this thesis, by presenting a new
method for InSAR tropospheric corrections using high-resolution weather model
products.

In Chapter 4, I address the second and third objectives of this thesis, by
presenting the interseismic strain localisation along the Altyn Tagh Fault, over
a spatial scale of approximately 1500 km. In this chapter, I apply the novel
tropospheric correction method that I describe in Chapter 3 to improve the
retrieval of interseismic deformation signals.

In Chapter 5, I address the fourth objective of this thesis, by presenting a
finite fault solution to characterise the coseismic surface deformation field for the
2018 M,, 7.5 Palu earthquake that ruptured approximately 200 km.

In Chapter 6, I summarise the key findings of this thesis and provide

suggestions for future work.
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Chapter 2

Methods

In this chapter, T provide background information on InSAR techniques, and
present a work flow of InSAR processing that I use to derive InNSAR time-series
from Sentinel-1 SLC products. I explain the method for deriving tropospheric
delays from the latest high-resolution weather model. I describe core models
for modelling the interseismic deformation along the Altyn Tagh Fault and the
coseismic deformation of the 2018 M, 7.5 Palu earthquake, respectively. I also

explain a Bayesian Markov chain Monte Carlo approach for model inversion.

2.1 Interferometric Synthetic Aperture Radar
(InSAR)

In the last three decades, Interferometric Synthetic Aperture Radar (InSAR)
has emerged as a significant space geodetic tool to measure surface deformation
(Curlander and McDonough, 1991; Pepe and Calo, 2017; Simons and Rosen,
2007). In contrast to most remote sensing satellites that measure the sun’s
radiation reflected back from the ground, Synthetic Aperture Radar (SAR)
satellites transmit electromagnetic waves to illuminate an area of the Earth’s
surface and record the amplitude and phase of the waves that bounce back, which
enables measurements of the illuminated target in nearly all weather conditions

and during day and night.
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2.1 Interferometric Synthetic Aperture Radar (InSAR)

2.1.1 Basics of InSAR

The interferogram is generated by the complex conjugate multiplication of two
co-registered SAR acquisitions (Massonnet and Feigl, 1998), and the phase shift

in the interferogram, 0®;,54r, includes the following information:
5q)InSAR = 5(I)flat + 5(I)topo + 5(I)atm + 5(I)def + 6(I)noise (21)

where 0Py, is the flatten phase caused by the satellite geometry; 0Py, is the
topographic phase; 0P, is the phase shift caused by the different atmospheric
delay between passes; 0®4.f is the phase change from the ground deformation;
0P,0ise is the noise term corresponding to thermal noise and any other errors
unaccounted for. In a wrapped interferogram, the coloured contours indicate the
interference fringes between the two SAR images and the phase is measured as
an angle from 0 to 360 degrees (or 0 to 27 radians). After correcting for d® g4
and 0Py, phase unwrapping is applied to solve the ambiguity of phase by adding
integer multiples of 27 to the phase of each pixel thereby transforming the wrapped
phase to the cumulative phase change. Then the unwrapped phase, 0 ®,,,,,, is made

up by the following contributions as:

5(I)unw = 5q)def + 6q)atm + 5(I)DEM + 5(I)orbit + 5q)noise + gunw (22)

where 0®pgy and 09,4 are the remaining DEM and orbital errors due to
the inaccuracy in the determination of surface elevation and satellite orbit,
respectively, and &,,,, are the unwrapping errors. The §®,,, can be converted

to the ground displacement along the light-of-sight (LOS) direction, Dyog, as

A
DLOS = _Eé(bunw (23)

where A is the wavelength of the SAR signal.

Since changes of scattering properties can easily cause phase noise in
conventional InSAR (Hooper et al., 2012), to improve the accuracy of
measurements, multi-temporal InSAR techniques are applied to derive deformation
signals in time. Multi-temporal InSAR techniques can be divided into two broad
categories, the persistent scatterer (PS) technique (Ferretti et al., 2001; Hooper
et al., 2004; Kampes, 2005) and the small baseline subset (SBAS) approach
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2.1 Interferometric Synthetic Aperture Radar (InSAR)

(Berardino et al., 2002; Hooper, 2008). In the PS-InSAR scheme, PS pixels
with high signal-to-noise ratio, which remain coherent over long time periods, are
selected from multiple single master interferograms using the amplitude variations
of the interferograms (Ferretti et al., 2001) or the phase characteristics (Hooper
et al., 2004). The technique derives deformation signals based on the selected
stable PS pixels only to reduce the errors and has been successfully applied to
urban areas where man-made structures are dominant. The PS-InSAR technique
can achieve 1 mm/year accuracy if the region deforms linearly in time (Hooper
et al., 2012; Vallone et al., 2008).

On the other hand, the SBAS approach uses a network that consists of
multiple short temporal and perpendicular baseline interferograms to limit spatial
decorrelation effects. A singular value decomposition or least-squares algorithm
is applied in this technique to invert the phase for the distributed stable scatters,
or so-called Slowly-Decorrelating Filter Phase (SDFP) pixels, at each epoch. The
SBAS method can achieve similar accuracy as the PS-InSAR technique in urban
areas(Lanari et al., 2007), whereas it has greater capability in non-urban areas

which are dominated by distributed scatterers.

2.1.2 InSAR processing from SLC products to time-series

Figure 2.1 shows the main steps that I use to derive InSAR time-series from
Sentinel-1 Simple Look Complex (SLC) products.

21



GG

|
Sentinel-1
SLC l |
products ]
T TIIIITEIIR R —— —— . Short temporal : ] |
POD N wrapped
sateI.Iite interferograms Short temporal
orbits . . unwrapped
Coregistration P2k et . interferograms
Referenced X
SRTM DEM . SDFP selection Y REEEEEEE EECEEEEEEE = L
Multi-looking HRES-ECMWF
l - products

—

Tropospheric

3D unwrapping

.

(gvsul) repey aanjyiody J119JUAS D1IJOUWIOISJIDIU] T°T

P

|}
1
I
1
1
I
1
1
I
1
1
I
1
1
I
1
1
1
1
1
1
v !
1
1
1
1
]
1
1
1
1
1
I
U

Topographic correction A spatially varying
correction scaling method
LiCSAR , e
. - Downsampling A
processing system I ;
) hterferometry / INSAR time series
. / ! StaMPS
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2.2 Tropospheric delay modelling

I use the Sentinel-1 processing system Looking inside the Continents from Space
SAR (LiCSAR) software package to generate short temporal baseline wrapped
interferograms (Gonzalez et al., 2016; Lazecky et al., 2020). In the LiCSAR,
processing a spectral diversity method is applied to co-register the interferograms
(Scheiber and Moreira, 2000), and differences in satellite position are corrected by
the precise orbit determination (POD) precise satellite orbits. The topographic
contributions are corrected using the 3 arc sec Shuttle Radar Topography Mission
(SRTM) DEM (Farr et al., 2007). The wrapped interferograms are multilooked
4 and 20 times in the azimuth and range directions, respectively, to improve the
signal-to-noise ratio.

I then use the Stanford Method for Persistent Scatterers (StaMPS) software
(Hooper, 2008; Hooper et al., 2012) to select high coherent Slowly-Decorrelating
Filter Phase (SDFP) scatterers from the wrapped interferograms, downsample and
unwrap the interferometric phase of the stable scatterers using a 3-D unwrapping
approach (Hooper, 2010; Hooper and Zebker, 2007). T then perform a phase closure
check to the unwrapped scatterers (Hussain et al., 2016a) and correct unwrapping
errors in each interferogram manually.

Based on the short temporal baseline unwrapped interferograms, I use
a spatially varying scaling method that I present in Chapter 3 to mitigate

tropospheric effects before deriving InSAR time-series.

2.2 Tropospheric delay modelling

The phase delay through the troposphere depends on the refractivity, N, which
can be divided into hydrostatic and wet components. In flat regions, hydrostatic
delays are usually smooth in space as they are predominately pressure dependent.
However, in areas of significant relief, spatial variations in hydrostatic delays
are strong and can lead to a correlation between phase and topography (Elliott
et al., 2008). For instance, whilst it has been possible to measure relatively small
interseismic signals in flat regions of the Tibetan Plateau (Bell et al., 2011; Taylor
and Peltzer, 2006), it has previously been hard to measure such deformation with
high accuracy at the steep margins of the Plateau, where low-amplitude tectonic

signals are strongly masked by the tropospheric delays resulting from the 6000 m
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2.2 Tropospheric delay modelling

topographic relief across it. In contrast to hydrostatic signals, the magnitude of
wet delays, which are caused by the lateral variation in water vapour, is several
times smaller (Hanssen, 2001) whereas the spatial pattern is much more variable
(Zebker et al., 1997). The turbulent mixing process is strong in the near-ground
surface (up to about 2 km above ground) and can cause localized variation in
apparent phase of up to 10-15 cm (Ding et al., 2008) which often dominate the
troposphere in interferograms (Hanssen, 1998; Tarayre and Massonnet, 1996; Yu
et al., 2018b). Therefore, both the hydrostatic and wet delays should be accounted
for to fully describe the tropospheric delays (Doin et al., 2009; Elliott et al., 2008).

At a specific height, h, the tropospheric phase delay ®;,,,, corresponds to the
integration of the refractivity between h and the top of the troposphere hr in the
radar line-of-sight (LOS) direction (Berrada Baby et al., 1988; Hanssen, 2001) as

P e e
N = Nhydr + Nwet - (kjlf)hydr + (kQT + k3ﬁ)wet (24)
—47107¢ [T
Diropo = —— Ndh 2.5
frop A cosd J, (25)

Where P is total tropospheric pressure, T' the temperature, e the partial pressure
of water vapor, 6 the radar incidence angle, A the radar wavelength, ky, k, and ks
the constants which are empirically taken as 77.6 K hPa!, 23.3 K hPa~! and 3.75
- 10° K? hPa™! (Smith and Weintraub, 1953) respectively.

The latest High Resolution European Centre for Medium-Range Weather
Forecasts (HRES-ECMWTF') analysis products in pressure levels (ECMWE, 2016),
assimilated from surface and satellite observations, provide meteorological data
(such as temperature, relative humidity and geo-potential) along 25 pressure levels
from the surface (1000, 950, 925, 900, 850, 800, 700, 600, 500, 400, 300, 250, 200,
150, 100, 70, 50, 30, 20, 10, 7, 5, 3, 2, 1 hPa). Note that some pressure levels are
below the local surface height and the values there are given by extrapolations. The
analysis data has four base time per day (00, 06, 12 and 18) and a spatial resolution
of 0.125° by 0.125°, which is a much higher spatial resolution when compared with
previous global weather models (e.g., the spatial resolution of ERA-Interim re-

analysis products is 1.125°).

24



2.3 An elastic half-space model for interseismic deformation modelling

Thus given an HRES-ECMWF model, it is possible to derive a model LOS
tropospheric delay for a given time, and its high resolution could be beneficial for

describing smaller-scale variation in tropospheric delays.

2.3 An elastic half-space model for interseismic

deformation modelling

In the elastic half-space model (Savage and Burford, 1973), the upper crust is
locked during the interseismic period (Fig. 2.2), whereas the dislocation slip,
S, continues steadily on a narrow fault plane below the locking depth, d;. The
locked part respond elastically to the screw dislocation beneath and the strike-slip

displacement is reflected as the long wavelength signals at the surface as

l
vy = —arctan(l‘ i )+a (2.6)

™ d1

where v, is the fault parallel velocities, x is the perpendicular distance to the fault
trace, [ is the horizontal shift between the fault trace and buried dislocation and
a is a static offset.

To account for possible fault creep during the interseismic period (Fig. 2.2),
a short wavelength signal is incorporated into the Eq. 2.6 to represent the creep.
Using a back slip algorithm (e.g., Hussain et al., 2016b; Savage, 1983), the fault
creep that occurs at the uppermost part between the surface and the creep depth,
ds, can be modelled as the sum of creep at a rate, C, on the whole fault plane
plus a screw dislocation in the opposite sense to the fault motion below the creep
depth as

vy = §arctan(x + l)
n 1
1 x+1
—C’(;arctan( 3 )—H(z+1)+a (2.7)

1 ifx+1>0

here H(z+1) —
where  H(z +1) {0 if xt1<0

where H(x) is the Heaviside function.
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2.4 An elastic dislocation model for coseismic deformation modelling

(a) L (b) ’
x‘ = _/‘l/_

x=0

Fault location

Fault creep lCreep depth (C)

| —
Locked Locking depth
x=0
Dislocation Slip .
Fault location

Figure 2.2: (a) A schematic of the elastic dislocation model for the interseismic

deformation modelling. (b) Strike-slip displacement at the surface. (c) Strike-slip

displacement plus creeping displacement at the surface.

2.4 An elastic dislocation model for coseismic

deformation modelling

In coseismic deformation modelling, the dislocation, which is considered as a
2-D manifold with vector fields that represent motions on it (Van Zwieten
et al., 2013), is often used for quantitative analyses of the elastic response to
earthquakes (Steketee, 1958). Based on the dislocation theory, Okada (1992)
proposed analytical expressions to model the surface displacement by providing
solutions for surface displacements caused by rectangular dislocations in an elastic
half-space.

Following up Chinnery (1961), which used a vertical rectangular dislocation
to characterize a pure strike-slip earthquake, Okada (1992) presented a complete

set of solutions for finite rectangular sources at arbitrary depth and dip angle in
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2.4 An elastic dislocation model for coseismic deformation modelling

a homogeneous half-space, which is a good first-order approximation of reality.
[Nlustrating by figure 2.3, nine parameters are incorporated to characterize the
dislocation’s geometry, including two horizontal coordinates of the centre of
the upper edge, orientation angle, dip angle, length, width, depth and two
components of the slip vector (strike-slip and dip-slip). Due to the linearity of
the homogeneous half-space, multiple sources can be incorporated to characterize
the spatial variation of a rupture. The inverted distributed slip using the solution
is discontinuous, and the geometrical continuity of a curved dislocation is lost as
the actual geometry is approximately represented by planes in rectangular shapes.
As the equations of the solution are lengthy, I refer the reader to Okada (1985)
and Okada (1992) for more details, with codes written by Peter Cervelli (Cervelli,
2000).

v

é strike

(XC ! yC)

< o depth
5 dip-slip f
= strike-slip /Ydip angle

length

Figure 2.3: A schematic of the Okada model for the coseismic deformation modelling.
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2.5 A Bayseian Markov chain Monte Carlo approach

2.5 A Bayseian Markov chain Monte Carlo
approach

A Bayesian approach provides a posterior probability density function (PDF) of
each model parameter given observed data and prior information. The posterior
PDF forms the basis for statistical inference, such as point estimates (e.g., mean
and median). An optimal set of source parameters can also be extracted from the
posterior PDF by finding the maximum a posteriori (MAP) probability solution.

The Bayesian method can sample the PDF through a Markov chain Monte
Carlo (MCMC) scheme. In each iteration of the MCMC, the algorithm draws
a random walk step from a uniform prior PDF and then scales this step by an
optimized maximum step (different for each parameter), defined by an automatic
step size selection process (Bagnardi and Hooper, 2018), to ensure an appropriate
acceptance/rejection ratio for all parameters. The optimized maximum step is
estimated in the first phase of the inversion, and should balance the speed of
convergence and the possibility of escaping local maxima. The likelihood p(d|m)
of the model parameter vector m, given data vector d, at each iteration is:

—(d — G) 25 (d — G, 2

p(djm) = exp(
where X4 is the data covariance matrix, and Gy, is the model function. The
new likelihood is compared to the likelihood of the previous solution using
the Metropolis-Hastings algorithm (Hastings, 1970; Metropolis et al., 1953) to
determine whether the new trial should be accepted or rejected. While the model
parameter vector is updated during the MCMC iterations, the inversion scheme

populates the posterior PDF.
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Chapter 3

A spatially varying scaling method
for InNSAR tropospheric corrections
using a high resolution weather

model

This chapter addresses the first objective of the thesis, by presenting a new
empirical method for InNSAR tropospheric corrections using high-resolution weather
model products. I apply this novel method to reduce InSAR tropospheric delays in
different aspects of seismic hazard and use it to improve the retrieval of interseismic
deformation signals along the Altyn Tagh Fault in Chapter 4. The work in this
chapter has mostly been published (Shen et al., 2019), except for the application

to Taal Volcano, which is more recent work.

3.1 Introduction

Interferometric Synthetic Aperture Radar (InSAR) is used to measure ground
deformation such as interseismic slip (e.g., Fialko, 2006; Hussain et al., 2016a;
Jolivet et al., 2008; Walters et al., 2013; Wei et al., 2010), earthquake deformation
(e.g., Ainscoe et al., 2017; Delouis et al., 2010; Hamling et al., 2017; Lindsey

et al., 2015), volcanic dike intrusions (e.g., Sigmundsson et al., 2015), landslides
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3.2 Spatially varying scaling method

(e.g., Yin et al., 2010) and urban subsidence (e.g., Chaussard et al., 2014; Perissin
and Wang, 2011). The recently launched Sentinel-1 constellation can achieve
high spatial resolution and short revisit times with a wide spatial coverage, which
has improved the coherence of interferograms and so increased the potential of
precise and large-scale InSAR studies of tectonic processes (Elliott et al., 2016).
However, variation in the phase delay, caused by the spatiotemporal variability
of tropospheric properties, is still a major limiting factor in Sentinel-1 InSAR
measurements (Parker et al., 2015), particularly when deriving long wavelength

deformation signals that are partially correlated with topography.

As I summarise in Chapter 1, numerous approaches have been tried to mitigate
the tropospheric effects, whereas each of the approaches has limitations. In this
chapter, I describe a new approach for InNSAR tropospheric corrections to address
the limitations of using either approach individually. I validate the new method
using simulated data and demonstrate that both coseismic and interseismic signals
can be separated from strong tropospheric delays. I also apply the algorithm to
the central portion of the Altyn Tagh Fault in northern Tibet, where deformation
correlates strongly with topographic relief of 6000 m, and show that the derived
velocity field is more internally consistent and agrees better with independent GPS

measurements.

3.2 Spatially varying scaling method

As I describe in Chapter 2, it is possible to derive a model LOS tropospheric
delay for a given time, given an HRES-ECMWF model. I use the approach of
the triangle-based linear interpolation in space and linear interpolation in time
to interpolate the weather model to every pixel of the master image and every
acquisition time. I assume that vertical refractivity profiles calculated from a high-
resolution weather model data can generally describe the form of the relationship
between tropospheric delay and height, but that the magnitude can be incorrect.
With a much higher spatial resolution, interferograms are more sensitive to the

spatial variability in tropospheric properties. Therefore, I estimate a magnitude
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3.2 Spatially varying scaling method

correction by scaling the original tropospheric delays estimated from the weather

model to best match the interferometric phase.

3.2.1 Phase delay anomaly

As the interferometric phase represents the difference in signal delay, it is only
sensitive to the variability of the tropospheric delay with time, and not the overall
magnitude of the tropospheric delay. It is therefore the difference from the mean
tropospheric delay that I aim to scale, where the mean delay is the average
tropospheric delay in time for any given height (Fig. 3.1a). For all epochs, I derive
this difference from the mean phase delay, which I term the phase delay "anomaly",
using a minimum norm inversion, noting that there can be contributions other than

the tropospheric delay in the resulting single epoch phase:
0P rnsar = G (GGT) ' ®usan (3.1)

where ®,54r is the vector of interferometric phase delays for a single pixel,
0Pr.54r the vector of estimated phase delay anomalies for every epoch, and G is
the design matrix relating the relevant observation epochs for each interferogram.
Note that throughout this manuscript, I use the term "phase delay anomaly"
to refer to the portion of the interferometric phase allocated to a single epoch,
whereas "phase delay" alone indicates the phase delay between two epochs. 1
incorporate only small baseline interferograms so as to minimise any decorrelation
noise and contributions from deformation. The regularisation of the minimum
norm inversion of the interferograms will introduce smearing of the phase between
epochs, due to imperfect resolution. To give the same smearing, I derive the single
epoch anomalies from the weather model in the same way, by first calculating
estimates of the phase delay for each interferogram from the single epoch delays,

and then inverting these using the minimum norm approach as
5(i)tropo = GT(GGT)_lci)tropo (32)

where (iDtmpo is the vector of tropospheric phase delays for a single pixel in
each interferogram, derived from the weather model, and 5(i>tmp0 is the vector

of estimated phase delay anomalies for every epoch.
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3.2 Spatially varying scaling method

I assume that
5q>tropo($a Y, h) ~ K(l’, y)détropo(ma Y, h) (33)

where 6@y, 0p0(, y, h) is the actual tropospheric phase delay anomaly, and K (z,y)
is a spatially-varying scaling factor that is spatially smooth. I estimate values for
K(x,y) empirically using the single epoch phase delay anomalies derived from the
interferograms, on the assumption that other interferometric components such as
tectonic deformation, DEM errors and other sources of noise are not correlated

with the scaled weather model phase anomalies.

3.2.2 Estimation of scaling factors

For each epoch, I divide the image into smaller windows and estimate the scaling
factor, K, for each window. Because these single epoch phase maps (6®r,54r)
are relative to a local spatial reference, I cannot substitute them directly for
0Pyropo(,y, k) in Eq. 5, but must include the unknown phase of the reference
point. I estimate this reference independently for each patch, which has the
effect of ignoring correlations between the INSAR and weather model anomalies at
long spatial wavelengths. Whilst using the correlation at long wavelengths could
potentially improve the accuracy of the scaling, the long wavelength signals are
often contaminated by non-tropospheric errors from the ionosphere and orbital
inaccuracy, which can bias the estimation.
For each patch I have
0P" o up = K00 +C, (neN) (3.4)

tropo

where K, and C,, are the scaling factor and the constant shift for the patch n
that I estimate using least squares. To ensure a sufficient number of scatterers for
the inversion, I set the square window size as 50 km (Fig. 3.2a). However, as I
smooth the scaling factor spatially in the next step, the final result is not strongly
dependent on the choice of window size. Fig. 3.2c shows the estimated scaling

factors for a representative single epoch.
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Figure 3.1: (a) an interpretive cartoon showing how the scaling operates. The blue curve
represents the mean tropospheric delay for any given height. The magenta curve is the
estimated tropospheric delay for a single acquisition time, and the yellow curve shows the
same delay after scaling. Note that it is only the difference between the magenta and blue
curves that is scaled. (b) shows the comparison between the weather model phase delay
anomalies and the InSAR phase delay anomalies for the red patch in Fig. 3.2a before
and after scaling using the scaling factor estimated for the whole patch. (c) shows the
RMSE variation between the scaled weather model phase delay anomalies (cyan curve)
and the tropospheric phase delay anomalies estimated from two continuous GPS stations
in Fig. 3.3 when varying the standard deviation width of the Gaussian filter used for
the scaling factor smoothing. The blue star indicates the optimal value of the standard
deviation, which is 71 km and the corresponding RMSE is 1.45 cm. The magenta line
represents the RMSE between the non-scaled weather model phase delay anomalies and
the GPS anomalies, which is 1.53 cm. (d) shows the comparison between the weather
model phase delay anomalies and the InSAR phase delay anomalies for the red patch
in Fig. 3.2a before and after scaling using the smoothed scaling factor. (e) indicates
the comparison between the InNSAR phase delay anomalies and the weather model phase
delay anomalies over the whole image. (f) shows the weather model delays in the LOS

direction over the whole image before and after scaling.
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Figure 3.2: Example results of the scaling method applied to the testing area across
the Altyn Tagh Fault. (a) and (b) are, respectively, the InNSAR phase delay anomalies
and weather model tropospheric phase delay anomalies, estimated using the minimum
norm approach for a typical epoch, that of 17 May 2016. The black arrows indicate
the fault orientation. The overlapped grid in (a) is rotated to the heading direction of
the satellite, and each patch is completely within the SAR area so as to make sure the
number of points in each patch is similar. (c) shows the scaling factors of all patches.
(d) shows the spatial pattern of the spatially-varying smoothed scaling factors. (e) shows

the scaled tropospheric phase delay anomalies.

3.2.3 Scaling factor smoothing

The accuracy of the estimated scaling factor depends on the signal-to-noise ratio

of the weather model anomalies. Therefore, I define a variance ratio to weight each

patch as
w, =M (n € N) (3.5)
o ale(n) '
where atzmpo(n) is the variance of the weather model delay anomalies in the patch

2

2 <(n) is the variance of the differences between

n, representing the signal, and o
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3.2 Spatially varying scaling method

the weather model delay anomalies and the InSAR phase delay anomalies in the

2

2 <(n), T also tried using the variance of the

patch n, representing the noise. For o
difference after scaling of the weather model, but this led to an increase in the
mean velocity standard deviation from 2.6 mm/yr to 3.4 mm/yr.

As the scaling is expected to vary spatially, I also estimate a distance weight
for each pixel using a Gaussian filter as

1 _@=Xn)?+y=vn)?

Wiis(2,y) = 5—5 exp 274 (n € N) (3.6)
d

where (X,,,Y,) is the central coordinate of the window n and o4 is the standard
deviation width of the Gaussian filter. I then determine a scaling factor for each

pixel as
N

K(z,y) =Y (Ko Wi, Wi(z,9)} (neN) (3.7)

n=1

Since the spatial pattern of the smoothed scaling factors is strongly dependent
upon the Gaussian smoothing width o4, [ optimise it using the tropospheric
delays estimated from two continuous GPS stations (Fig. 3.3). The total zenith
tropospheric delay (ZTD) was processed with the GAMIT software (Liang et al.,
2013), which parametrises the ZTD for each station as a stochastic variation from
the Saastamoinen model, with a piecewise-linear function over the span of the
observations (Herring et al., 2015). Taking the 2-hourly estimates of the ZTD,
I estimate the delay at each SAR acquisition time using spline interpolation and
transform into LOS delay. I then difference the single epoch values to give the delay
for each interferogram time span, and invert using the minimum norm approach
to give anomaly values for each epoch (Table A.1). I scale the tropospheric delay
anomalies estimated from the HRES-ECMWF' data using different values for oy
and compare these to the delay anomalies derived from the GPS data. Note that
in the comparison, I select a continuous GPS station as the reference point and
so the comparison is based on the relative tropospheric delay. The optimal oy is
chosen as the value with a minimum Root Mean Square (RMS) difference (Fig.
3.1c). For regions without any continuous GPS stations, it will not be possible
to estimate the optimal Gaussian smoothing width. However, the RMSE between

the weather model and the GPS measurements varies little when the smoothing
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3.2 Spatially varying scaling method

width changes over a broad range between 50 km to 100 km, so using a default
value of 71 km is likely to be fine in most cases. Fig. 3.1b and Fig. 3.1d show
the scaled results for the red patch in Fig. 3.2a before and after smoothing of the
scaling factor. Although the scaling factors estimated for a single patch can have
large errors with absolute values much greater than one (Fig. 3.2c), these patches
are down-weighted in the smoothing process, leading to smoothed factors close to
one (Fig. 3.2d).

Using the smoothed spatially-varying scaling factors, I scale the tropospheric
phase delay anomalies estimated from the HRES-ECMWF for each epoch (Fig.
3.2e) and calculate the scaled interferometric tropospheric delays from these. The
scaled tropospheric phase delay anomalies are more consistent with the InSAR
phase delay anomalies (Fig. 3.le), as is to be expected. As the scaling is
implemented on the tropospheric phase delay anomalies, the absolute change to
the total weather model delay resulting from the scaling is small (Fig. 3.1f). In
the next section, I test how robust the approach is in the presence of tectonic

deformation.
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Figure 3.3: Map of the scaling method study region over the Altyn Tagh Fault zone,
Tibet. The blue rectangle represents the extent of SAR data coverage. Grey dots indicate
the HRES-ECMWF points used for tropospheric delay corrections of which the spatial
resolution is 16 km. Green stars show the location of the only two available continuous
GPS stations within the SAR image area (Liang et al., 2013). Yellow arrows indicate
velocities of available campaign GPS stations near the fault within the InNSAR area (He
et al., 2013a; Liang et al., 2013). All of the GPS velocities are within the Eurasia
reference frame, with uncertainties plotted at 95% confidence level. The red parallelogram
indicates the outline of deforming region that I mask out before estimating phase ramps.
The background shows the elevation of the study region derived from the Shuttle Radar
Topography Mission (SRTM) 3-arc seconds data (Farr et al., 2007), which is also applied

to the subsequent figures.
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3.3 Simulated test cases

To test the ability of the method to separate deformation from tropospheric signals,
I simulate a sub-vertical, strike-slip (M, 6.7) earthquake (details in Table 3.1)
on the northern strand of the Altyn Tagh Fault in Northern Tibet (Fig. 3.3),
a region that is strongly contaminated by the variation in tropospheric delay
across the step in relief. I choose a sub-vertical, strike-slip earthquake because
the Altyn Tagh fault is of this type. I determine the depth of rupture based on
the previous measurements for the locking depth of the fault (Elliott et al., 2008;
He et al., 2013a). I set the earthquake magnitude to be sufficiently large that the
spatial coverage of the simulated signal would be larger than the applied Gaussian
smoothing size. I add an example of real noise to the simulated deformation,

including tropospheric signal, as described in the following paragraph.

Table 3.1: Parameters of the simulated earthquake used.

Parameter Value
Fault centre 87.3°E, 38.3°N
Magnitude (My) 6.7
Strike 66°
Top depth 2 km
Dip 60°
Bottom depth 15 km
Rake 0°
Slip 1m
Length 25 km

LOS vector unit (E, N, U) [0.6557, -0.1147, 0.7447|

Based on the work flow of InSAR processing that I describe in Chapter 2, I
process 19 SAR images acquired by Sentinel-1 on descending track 19 between
October 2014 and September 2016, and generate 53 small baseline interferograms.
I then solve for INSAR phase delay anomalies for each epoch using the minimum
norm approach with the small baseline interferograms(Fig. A.2). I add the
simulated earthquake signal (Fig. 3.4a) to the InNSAR phase delay anomaly for
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the 14 September 2016 and then generate a 24 day interferogram with the InSAR
phase delay anomaly at the epoch 21 August 2016 (Fig. 3.4b). I select this
interferometric pair because it is strongly influenced by tropospheric delays and
the short interval of the interferometric plane limits contamination from any real

interseismic tectonic deformation.

Table 3.2: InSAR Processing Parameters.

InSAR Processing Small Baseline Analysis
Parameter Value Parameter Value
Wavelength 0.0555 m Number of patches 27
SRTM DEM 90 m Unwrap grid size 1200 m

Multilook factor 20 x 4 ~ Merge resample size 1000 m
Merge o 1 rad

I process the HRES-ECMWF pressure level data using the Toolbox for
Reducing Atmospheric InSAR Noise (TRAIN version 1) (Bekaert et al., 2015b).
HRES-ECMWF has a spatial resolution of 16 km, at 6h intervals and provides
parameters of temperature, pressure, relative humidity and geopotential on 25
pressure levels. Within the TRAIN software, the HRES-ECMWF integrated
refractivity is linearly interpolated to match the SAR acquisition time. Fig.
A.3 shows the estimated tropospheric phase delay anomalies for the two selected
epochs. I then use the INSAR phase delay anomalies associated with the simulated
interferogram to scale the weather model anomalies using a 50 km by 50 km grid.
The simulated earthquake signal above 2 mm covers 27 of 50 square patches in total
(Fig. 3.4a) and so the spatial coverage is much larger than the applied Gaussian
smoothing size, which is 71 km. Finally, as the real interferometric phase that I
added will also include long wavelength errors due to ionospheric signal and orbital
inaccuracy, I estimate a phase ramp from the non-deforming region shown in Fig.
3.3, and subtract it.

Fig. 3.4c shows the results after correction using the original HRES-ECMWEF.
Much of the noise has been reduced when compared to Fig. 3.4b. However, when

using the scaled tropospheric delays, shown in Fig. 3.4d, the noise is reduced still
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further, with the RMSE between the corrected signal and the deformation signal
alone dropping from 1.9 to 0.8 radians. Importantly, the scaling estimation process
does not result in an obvious reduction of the deformation signal.

As the magnitude and spatial extent of interseismic slip are very different to
coseismic motion, I also simulate 10 mm left-lateral strike-slip motion from 15
km downwards along the central branch of the Altyn Tagh Fault, and add it to
the same 24 day interferogram (Fig. 3.5). This simulation approximates a 1 year
interferogram with a slip rate of 10 mm/yr. Although the corrected results are
not as clean as in the seismic case, due to the lower magnitude of the signal, the
isolation of deformation shows a marked improvement over the unscaled case with
the RMSE between the corrected signal and the deformation signal alone dropping

from 1.8 to 0.6 radians.
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Figure 3.4: Tropospheric correction results for a 24 day interferogram to which
deformation from a simulated earthquake has been added: (a) the simulated earthquake
signal and the grid of windows used for calculating the scaling factor, K; (b) the
uncorrected interferogram; (c) the interferogram corrected using the original HRES-
ECMWEF and with an estimated phase ramp subtracted; (d) the interferogram corrected
with the scaled tropospheric delays from HRES-ECMWEF and with an estimated phase
ramp subtracted. For each panel, positive values indicate motion away from the satellite.
The red lines in the panels below indicate the interferometric phase along the black
dashed profile. The blue lines represent the simulated earthquake signals. The fault
centre (yellow star) is at the 0 km profile distance. The black star indicates the InSAR

reference point.
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Figure 3.5: Tropospheric correction results for a 24 day interferogram to which
deformation from a simulated interseismic signal has been added: (a) the simulated
interseismic deformation signal. (b) the uncorrected interferogram; (c) the interferogram
corrected with the original HRES-ECMWF and with an estimated phase ramp
subtracted; (d) the interferogram corrected with the scaled tropospheric delays and with
an estimated phase ramp subtracted. For each panel, positive values indicate motion
away from the satellite. The red lines in the panels below indicate the interferometric
phase along the black dashed profile. The blue line represents the simulated interseismic

signals. The fault dislocation is at 0 km distance. The black star indicates the InSAR

reference point.
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3.4 Case study: central portion of the Altyn Tagh
Fault, Tibet

To test the algorithm on real data, I apply the scaling method to interferograms
over the central portion of the Altyn Tagh Fault (Fig. 3.3). The Altyn Tagh
Fault is one of the major tectonic structures in northern Tibet, and accurate
determination of its slip rate has significant implications for the interpretation
of tectonic processes across the Tibetan Plateau region (Searle et al., 2011;
Tapponnier et al., 2001). However, as the fault is located at the border between
the low Tarim Basin and the high Tibetan Plateau, the interseismic deformation
signals are strongly masked by the tropospheric delays resulting from the 6000 m
topographic relief across it.

From the 19 SAR images that I processed (Fig. A.3), I select three epochs that
are strongly influenced by the tropospheric delays as examples to show (Fig. 3.6),
which are 31 October 2014, 23 May 2015 and 16 June 2015. The InSAR phase
delay anomalies are highly correlated with the topography (Fig. 3.7a, b and c,
Fig. A.4), which implies the existence of strong tropospheric delays. I estimate
the smoothed spatially-varying scaling factor for every epoch (Fig. 3.6g, h and i,
Fig. A.5) and then scaled the original weather model anomalies (Fig. 3.6j, k and 1,
Fig. A.6). After removing the scaled tropospheric delay anomalies from the InNSAR
phase delay anomalies in each epoch, the phase no longer has strong correlations
with the topography (Fig. A.7, Fig. 3.7d, e and f). Although I deliberately omit
the long wavelength component during the estimation of the scaling factors, this
does not prevent the application of the scaling from resulting in a gradient in
the tropospheric anomalies. Therefore, the long wavelength differences between
InSAR phase delay anomalies and the scaled tropospheric phase delay anomalies
suggests that non-tropospheric long wavelength signal exists in the InSAR data.

To investigate whether the scaled weather anomalies are simply mimicking
the InSAR phase delay anomalies, I calculate the correlation coefficient between
the InSAR phase delay anomaly and the scaled weather model anomaly for each
epoch and compare them to the correlation coefficient between the weather model
anomaly and scaled weather model anomaly. The results (Fig. A.8) show that the

scaled weather model data are more correlated with the original weather model
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products than the InNSAR phase delay anomalies, for 18 of the 19 epochs. Fig. 3.8
also indicates that the general characteristics of the weather model have been kept
after the scaling.

I then generate 18 single master interferograms and subtracted the estimated
tropospheric delays from each interferogram. For each tropospheric-corrected
interferogram, I also subtract a ramp<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>