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Abstract 

Traditionally, wireless architectures have relied on cells where a user is served only 

by one base station. This conventional approach suffers from severe inter-cell 

interference particularly at the cell-edge. Thus, it is essential to rethink the design of the 

wireless architecture and shift from a cell-centric design to a cell-less architecture. Cell-

less architectures where cell boundaries are eliminated and a user can be jointly served 

by multiple base stations have the potential to tackle inter-cell interference and provide 

satisfactory services to all users. The aim of this thesis is to investigate the performance 

of cell-less architectures in heterogeneous networks.   

The first part of this thesis focuses on user-centric JT-CoMP as it is one of the main 

elements that form cell-less architectures. A novel user-centric approach that can 

effectively identify CoMP users that can obtain signal-to-interference-plus-noise-ratio 

(SINR) gain without wasting bandwidth is proposed. Results have shown that the 

proposed approach is more effective in balancing SINR gain and loss of bandwidth 

compared with the traditional approaches. 

In the second part of this thesis, joint user-centric JT-CoMP clustering and multi-

cell resource allocation is studied. A resource matching approach is proposed to support 

multi-cell resource allocation. In addition, a hybrid approach where users at the edge 

can be jointly served by CoMP and no CoMP is proposed to efficiently utilise the 

bandwidth. According to the results, the hybrid approach achieves better user 

throughput and bottom 5% throughput compared with the traditional JT-CoMP scheme.  

Finally, the performance of a cell-less architecture that utilises JT-CoMP or zero 

forcing (ZF) as interference mitigation techniques is investigated.  To address inter-

cluster interference in cell-less architectures, macro base stations are connected to 

multiple central processing units (CPUs). Results have demonstrated the strength of 

cell-less architectures in improving SINR levels and throughput compared with cell-

centric approaches.    
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1.1 Motivation  

The rapid growth in the number of wireless devices and the emerging new 

applications are forcing a rethink in the design and architecture of cellular wireless 

networks. Future wireless networks are expected to require the design of novel 

architectures that are capable of meeting high-end requirements such as the high 

demand for mobile data. The massive mobile data demand creates a substantial burden 

on the capacity of current wireless networks that mainly rely on the conventional 

cellular base stations. Therefore, it is crucial to enhance the capacity by providing more 

radio resources per unit area. This capacity enhancement is a key element to the success 

of the enhanced mobile broadband 5th generation (5G) use case where 5G users can 

communicate in crowded places such as festivals, sports events, and airports. Enhanced 

mobile broadband in 5G promises to provide 1000x of capacity and throughput 

improvement over the 4th generation (4G) network [1].  

One of the main simplest and most effective approaches towards the success of 5G 

is the deployment of heterogeneous networks (HetNets) that consist of high 

transmission power base stations such as macro base stations and low transmission 

power base stations (pico and femto base stations). The main advantages of HetNet 

deployments are that they can increase the capacity of the network and provide users 

with a better link quality since users are closer to base stations. Several techniques such 
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as coordinated multipoint joint transmission (JT-CoMP), enhanced inter-cell 

interference coordination (eICIC), and zero forcing (ZF) have been proposed to aid the 

deployment of HetNets in order to enhance the spectrum efficiency and provide high 

capacity [2]. These technologies introduce new numerous challenges as their successful 

implementation relies on a high degree of cooperation and more information exchange. 

Thus, it is crucial to develop innovative mechanisms that address such challenges in 

order to support the deployment of effective HetNets.  

Historically, wireless system architectures have relied on cells where a UE that is 

located within a cell boundary is served by one base station only. This cell-centric 

design has always suffered from inter-cell interference that has been a major concern in 

the wireless field.  Due to recent trends in wireless communication over the past few 

years such as massive densification of HetNets and the JT-CoMP technique, the 

architecture of wireless systems is moving from a cell-centric to a cell-less design. A 

cell-less architecture can be defined as “elimination of cell boundaries and freedom for 

users to associate with multiple base stations simultaneously”. The first step of 

designing a cell-less architecture is to develop innovative solutions that can address the 

challenges in HetNets and JT-CoMP as they are two main elements of a cell-less 

architecture. Additional innovative strategies are needed to completely design a cell-less 

architecture that can reduce the cooperation complexity that exists in cell-centric 

architectures.  

1.2 Hypothesis 

The research presented in this thesis is guided by the following hypothesis.  

Exploiting a cell-less architecture that utilises promising technologies such as joint 

transmission coordinated multipoint and zero forcing can play an essential role towards 

meeting the 5G requirements in terms of improving the system capacity.   

Future wireless architectures are expected to be cell-less and the exploitation of an 

innovative cell-less architecture will have a significant impact on the overall system 

performance. The performance effectiveness of the cell-less architecture is evaluated 

based on improvements to outage probability and capacity achieved by the cell-less 

architecture. Another important assessment of the cell-less architecture is evaluating the 
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throughput performance of users with poor link quality when operating in a cell-centric 

architecture. This assessment is essential to prove that a cell-less architecture provides 

good services to all users. Simulation experiments and a comprehensive performance 

evaluation have been performed to prove the hypothesis.  

1.3 Objectives  

According to the hypothesis, the objectives of the thesis is listed as follows.  

 Development of a novel user-centric JT-CoMP clustering approach that can  

balance signal-to-interference-noise-ratio (SINR) gain and loss of 

bandwidth.  

 Development of efficient multi-cell radio resource allocation that can 

support 5G cell-less architectures.  

 Designing a 5G cell-less architecture that can exploit JT-CoMP and zero 

forcing techniques in order to improve the outage probability and the 

system capacity. 

1.4 Thesis Outline 

The organisation of the rest of thesis is as follows.  

 A literature review that presents the related work to this thesis is provided in 

Chapter 2. The chapter starts by introducing HetNets as a key enabler towards the 

success of 5G. It discusses its promises as well as challenges. It then focuses on 

interference mitigation techniques that promise to tackle inter-cell interference in 

HetNets. More specifically, it provides a comprehensive review on user-centric JT-

CoMP clustering which is a main element of realising a cell-less architecture. It also 

reviews the research work that has been carried out on zero forcing in HetNets. Finally, 

the chapter provides a review on different spatial modelling strategies for small cell 

base stations. 

Chapter 3 presents in detail the most common and recent user-centric JT-CoMP 

clustering algorithms. It also develops a new user-centric algorithm that attempts to 

balance between SINR gain and loss of bandwidth that might occur as a result of 

restricting all cooperating base stations from reusing radio resources allocated to their 
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CoMP users. Considering the existing and the developed user-centric clustering 

approaches, set theory is used to provide mathematical definitions of CoMP and non-

CoMP areas as well as to define the cooperative set of base stations that can serve a 

certain user. The effectiveness of the proposed user-centric clustering algorithm is 

evaluated and compared with the existing user-centric clustering approaches. The 

chapter also describes simulation experiments to find effective thresholds for the 

existing user-centric JT-CoMP clustering approaches. Finally, it investigates the impact 

of limiting the maximum user-centric cluster size, base station densification, and spatial 

modelling of small cell base stations.  

Chapter 4 develops multi-cell radio resource allocation in 5G JT-CoMP HetNets. 

The challenges in allocating resources from multiple base stations are presented. A 

novel resource matching approach is proposed to resolve the problem of resource 

mismatching in the number of radio resources provided by any two cooperating base 

stations. Moreover, a hybrid approach that allows a user to operate in both CoMP and 

no CoMP modes simultaneously is proposed. The proposed hybrid approach is 

compared with the traditional JT-CoMP scheme in order to evaluate its effectiveness.  

Chapter 5 develops a 5G cell-less architecture that exploits the proposed user-

centric clustering approach and the proposed hybrid approach. Chapter 5 also proposes 

to allow macro, pico, or femto base stations located at the edge of central processing 

units (CPUs) to be connected to multiple CPUs in order to reduce inter-cluster 

interference. The performance of zero forcing and the hybrid approach is compared 

when a cell-less architecture is considered. Also, Chapter 5 compares the performance 

of a cell-less design where each base station is connected to only one CPU with another 

case where cell-edge base stations are connected to multiple CPUs. Finally, the chapter 

investigates the impact of CPU densification on the system performance.   

Chapter 6 concludes this thesis. It also provides the novel contributions of the 

research. Finally, it provides a list of potential future research directions.  
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2.1 Introduction  

Designing a cell-less architecture requires deployment of heterogeneous networks 

to deliver more radio resource per unit area. In addition, a cell-less network implements 

CoMP as an interference mitigation technique where users are served by their 𝑥 

strongest base stations. The focus of this chapter is to present related background 

knowledge and to provide a review of established studies related to the scope of this 

thesis. 
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The organisation of this chapter is as follows. Section 2.2 presents 5G 

heterogeneous networks. Interference mitigation techniques in heterogeneous networks 

are discussed in Section 2.3. Section 2.4 and Section 2.5 provide an overview of radio 

propagation and Shannon’s channel capacity theorem, respectively. Section 2.6 

describes the traditional and recent promising radio access network architectures. Next, 

spatial modelling of macro and small cell base stations is discussed in Section 2.7. 

Finally, Section 2.8 concludes this chapter.  

2.2 5G Heterogeneous Networks  

Heterogeneous networks often consist of macro base stations and small cell base 

stations that have different transmission power, sizes, and coverage areas. A macro base 

station transmits with high power ranging from 5 W to 40 W [3] and it can provide 

coverage to a large area reaching up to 30 kilometres or more. Due to the high 

transmission power, air conditioners are typically needed to maintain suitable 

temperatures in the surrounding environments of macro base stations. The large size, 

high cost, and high power consumption of macro base stations restrict them from being 

densely deployed  and benefitting from frequency reuse. Nevertheless, the existence of 

macro base stations in future wireless networks is still essential. Unlike small cell base 

stations, macro base stations, due to their large cells, do not cause high handover 

frequency which is crucial to support users with high mobility. In addition, they can be 

deployed in rural regions as they can cover large areas. Small cell base stations such as 

pico and femto base stations have lower transmission power, smaller size, and provide 

coverage to smaller areas compared with macro base stations. The transmission power 

of pico base stations varies from 250 mW to 2 W in outdoor environments and 100 mW 

or less in indoor deployments [3]. Pico base stations can provide coverage to small areas 

having a radius of 200 metres or less. Another small cell base station type is femto 

where its serving area ranges from 10 to 50 metres and its transmission power is 100 

mW or less [3]. Based on their access mode, femto base stations can be categorised into 

three classes: open access, closed access, or hybrid. Open access gives permission to 

any user to be served by a femto base station whereas closed access prevents any user 

with no subscription from granting access. In hybrid access, all users are allowed to 

access femto base stations with a higher priority given to subscribers. The design and 

functionally of femto base stations is built in this way in order to reduce costs and 
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ensure privacy and security [4]. Table 2.1 compares the transmission power, coverage 

range, backhaul connections, and cost of macro, pico and femto base stations. The 

deployment of heterogeneous networks promises to significantly improve the capacity 

and coverage of future wireless networks particularly in high traffic demand areas such 

as airports, sport events, and city centres [5] [6]. The capacity is improved by densifying 

the number of base stations per unit area and reusing the spectrum while placing small 

cell base stations at dead zones can significantly provide better coverage. Although 

using heterogeneous networks is a straightforward and an effective approach to enhance 

the capacity and coverage of the network, its deployment creates many challenges that 

need to be addressed.  

Table 2.1: Specifications of different node types in heterogeneous networks 

Node 

Type 

Transmission power Coverage range Cost Backhaul 

Macro  5 W-40 W 30 kilometres or 

more 

High S1 interface 

Pico 250 mW- 2 W (outdoor) 

≤100 mW (indoor) 

≤200 metres Low X2 interface 

Femto ≤100 mW  ≤ 50 metres Low Internet IP 

 

2.3 Interference Management in 5G Heterogeneous Networks 

The deployment of heterogeneous networks in 5G has the potential to introduce 

severe inter-cell interference [7]. According to [8], four main reasons have a direct 

influence in increasing the level of interference. Firstly, the dense deployments of base 

stations in a small geographical area. Secondly, the access restriction modes in 

heterogeneous networks that can be public or private. Thirdly, base stations in each tier 

have different transmission powers which leads to different coverage areas. Finally, 

inappropriate resource allocation techniques. Several techniques such as ICIC and 

CoMP transmission have been proposed by 3GPP to address the foregoing four factors. 



21 

 

2.3.1 Inter-cell Interference Coordination  

3GPP introduced ICIC in Release 8 in order to mitigate inter-cell interference at the 

cell-edge area. In ICIC, base stations communicate via an x2 interference and exchange 

messages that help to optimise scheduling radio resources for cell-edge users. ICIC in 

Release 8 is not specifically designed to support heterogeneous networks; thus, eICIC is 

introduced in Release 10 to better aid the deployment of heterogeneous networks [9]. 

The major enhancement is time domain ICIC represented by almost blank sub-frames 

(ABSs).  ABSs do not include user data; however, it contains reference signals as well 

as control channels sent with reduced power. In eICIC, macro base stations transmit 

ABS that follows a specific pattern. Macro base stations communicate with small cells 

via an x2 interface informing them about the ABS pattern. During ABS periods, small 

cell base stations can transmit data to their users who can achieve better SINR and 

throughput since interference from muted macro base stations is reduced.  

eICIC has been extensively implemented in heterogeneous networks due to its 

effectiveness in reducing inter-cell interference [10-13]. It also has shown significant 

enhancement in terms of improving the SINR levels of cell-edge users in heterogeneous 

networks that apply the cell range expansion (CRE) technique [14-18] as it can help to 

reduce the interference caused by macro base stations at the CRE region.  

2.3.2 Coordinated Multipoint Transmission 

The concept of CoMP has been introduced by 3GPP in Release 11 in order to 

mitigate inter-cell interference. In the same release, a study on the physical layers 

aspects of CoMP has been conducted for LTE networks. The benefits of CoMP have 

been evaluated in homogeneous macro networks and heterogeneous networks. In both 

networks, static clustering has been implemented. The simulation results have shown 

that CoMP can provide significant enhancement in terms of spectral efficiency 

particularly for cell-edge users [19]. CoMP has been further enhanced (feCoMP) by 

3GPP in Release 15 where specification support for non-coherent JT-CoMP has been 

provided [20] [21]. As described in Release 16, CoMP can be utilised to enhance ultra-

reliable, low-latency communication as it can provide redundant links with spatial 

diversity.  
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 CoMP has the potential to reduce inter-cell interference, increase system 

throughput, and improve performance of cell edge users [22, 23]. The fundamental 

concept of CoMP is to convert the downlink interference signal into a useful signal 

through a joint transmission approach or to avoid inter-cell interference by coordinated 

beamforming. Based on the availability of user data among cooperating base stations 

and scheduling complexity, CoMP has been classified by 3GPP into the two following 

main categories [24].  

1) Joint Transmission 

In JT-CoMP, multiple base stations cooperate and transmit the same data to a user 

simultaneously. To perform this, user data must be available at all cooperating base 

stations. According to 3GPP, a user can be served by a number of a cooperating base 

stations non-coherently or coherently [19]. In non-coherent transmission, cooperating 

base stations jointly send the same data to a particular user without ensuring coherent 

combination at the user [25]. At the user side, the non-coherent signals are added resulting 

in received power gain. Coherent transmission is the case when the cooperating set of 

base stations of a user have detailed knowledge of channel state information (CSI) of the 

links between them and their served user [26]. Due to the knowledge of CSI, coherent 

combination at the user side can be achieved by precoding data that is transmitted 

simultaneously from a set of cooperating base stations to an intended user with prior 

phase alignment as well as tight synchronisation [27]. Figure 2.1 shows an example of JT-

CoMP. 
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Figure 2.1: JT-CoMP where a user can be served by multiple base stations jointly 

[19]. 

2) Coordinated Scheduling/Beamforming (CS/CB) 

In CS/CB, only the serving base station has the user data while CSI is shared among 

cooperating base stations. In other words, multiple base stations cooperate and share 

scheduling/beamforming information.  In the case of CS, cooperating base stations 

attempt to minimise interference by carefully scheduling radio resources for users. The 

idea of CS is similar to eICIC; however, they are different in terms of the sharing period 

[28] and the amount of shared user data [29]. Sharing periods in CS and eICIC are 

approximately  a millisecond  and a hundred millisecond [28], respectively. Due to the 

short sharing period of CS, better resource scheduling can be achieved even in the case 

when the channel condition of a user changes rapidly [30]. CB reduces interference by 

selecting beamforming weights that steer the signals of interfering base stations towards 

the null space of an intended user.  
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Figure 2.2: Coordinated beamforming in CoMP. 

Clustering in CoMP 

In a wireless CoMP network, it is impractical to let all base stations cooperate 

because that would lead to prohibitive complexity and overheads. In addition, according 

to [31], a CoMP network with many cooperating base stations has a negligible 

performance improvement compared to one that consists of just a few. To address the 

aforementioned problem, base stations are clustered and cooperation is performed within 

a cluster. A too small cluster size may not provide the expected CoMP improvements. On 

the contrary, increasing the cluster size improves CoMP gains but at the expense of 

excessive overhead and backhaul capacity requirements [31]. In addition, a big cluster 

size might be inefficient in terms of energy consumption [32]. Therefore, finding an 

effective cluster size is required in order to maximise the benefits of CoMP. Generally, 

clustering in CoMP can be grouped into static and user-centric clustering.  

1) Static Clustering  

Static clustering is a simple form of clustering where a number of neighbouring base 

stations form a fixed cluster that does not change over time. Several research works [31, 

33-39] have implemented static clustering in order to increase the SINR levels 
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particularly at the cell edge. Static clustering, which is based on fixed topologies, can be 

used when the network topology does not change. This static approach is less complex 

and it can be a suitable candidate for LTE-A networks [23]. One of the basic and practical 

options of implementing static clustering is to allow cooperation only within cells in a co-

located site which eliminates the need for data exchanges between sites [23]. 

Unfortunately, static clustering will not be able to provide expected gains for 5G networks 

because of the dynamic network topology, i.e., small cells will not be active all the time 

and users will randomly deploy small cells at unknown locations [23, 40]. As a result, 

dynamic user-centric clustering is required as it can adapt to changes in the network [23].  

2) User-centric Clustering  

In user-centric clustering, each user has his own set of cooperating base stations 

that cooperate to serve him. This approach divides users into two types: non-CoMP 

users and CoMP users. Non-CoMP users are served by one base station only while 

CoMP users can be served by two base stations or more. This division is essential since 

allowing all users to operate in CoMP can severely reduce the availability of radio 

resources. A major challenge in user-centric clustering is finding an effective user-

centric cluster size that can balance between the SINR enhancement and the wastage of 

radio resources.   

The work in [41] [42] has shown that the user-centric clustering approach 

outperforms static clustering in terms of average as well as cell-edge throughput. 

Significant research on user-centric JT-CoMP has been carried out focusing on finding 

an effective user-centric cluster size and allocating resources efficiently in CoMP 

networks. However, the majority of the research work has addressed these two issues 

separately [41-44]. 

In [41], a user-centric clustering algorithm is developed to enhance the throughput of 

cell-edge users. Optimal and low complex suboptimal algorithms are proposed and their 

average and cell-edge throughput performance is compared against the static clustering 

approach. The results showed that the proposed user-centric JT-CoMP clustering 

algorithms are more efficient than static clustering in terms of average and cell-edge 

throughput. The authors in [42] proposed a user-centric clustering approach in a single-

tier network in order to tackle inter-cell interference. The idea of the proposed clustering 
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scheme is to let each user measure the average path loss and decide its potential serving 

base stations. After this measurement, a user forms its own cluster according to a given 

objective function that maximises the normalised goodput. Results showed that the 

proposed user-centric approach performs better than the static clustering approach. In 

[43], the authors proposed a user-centric JT-CoMP clustering approach where a user 

operates in the CoMP mode only if its second strongest received power is comparable 

with the power it receives from the strongest base station. The work in [44] proposed a 

user-centric clustering approach with the objective of maximising energy efficiency in 

heterogeneous networks. In [45], JT-CoMP has been applied to improve the energy 

efficiency and overall throughput. A user forms its own CoMP cluster by selecting the 

two base stations that provide the maximum SINR. Results have demonstrated that 

cooperation can achieve up to 26% energy savings. 

The work in [46] applied non-coherent JT-CoMP to reduce inter-cell interference in 

ultra-dense heterogeneous  networks where macro base stations are distributed 

hexagonally and small cell base stations are distributed based on a Poisson point process 

(PPP). The authors analysed the coverage performance in the hexagonal-PPP network and 

it was showed that the JT-CoMP coverage probability decreases exponentially as the 

density of small cell base stations increases. Considering non-coherent transmission in 

PPP networks, the authors in [47] proposed a location-dependent cooperation approach 

where users located at the cell centre area, cell edge area, and cell corner area are served 

by the strongest one, two, and three base stations, respectively. The sizes of the three 

areas are controlled by a cooperation level parameter 𝑛 in the range of [0,1] where a value 

of 1 indicates full cooperation and a value of 0 indicates no cooperation. The results have 

shown that a moderate 𝑛 value can enhance the signal-to-interference ratio (SIR) 

performance.  

The state-of-the-art research on JT-CoMP has shown the ability of JT-CoMP to 

improve the coverage area significantly [48-51]; nevertheless, JT-CoMP reduces the 

availability of physical resource blocks (PRBs) since a CoMP user must be assigned 

identical PRB(s) from all of its cooperating base stations to transmit the same data, 

meaning that these PRB(s) cannot be reused by any of the cooperating base stations. 

Thus, it is essential to consider resource allocation when investigating the performance 

of JT-CoMP.  
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Though most of the research in the state-of-the-art has tackled user-centric clustering 

and radio resource allocation separately, some research has attempted to jointly address 

this clustering and resource allocation problem [40, 52-55] using the PLD approach. The 

authors in [52] proposed a two-step joint clustering/scheduling algorithm with the aim of 

balancing the load in heterogeneous networks. The first step of the proposed algorithm 

utilises game theory to design a load-aware clustering approach. According to the 

clustering results obtained from the first step, the second step implements graph colouring 

to optimise utilisation of radio resources.  

 Recently, the authors in [55] addressed joint user-centric clustering and resource 

assignment using graph colouring with the aim of maximising spectral efficiency. With 

the help of graph colouring, the user-centric clustering and resource allocation are solved 

independently. First, a user-centric clustering is constructed in three stages: anchoring, 

exploration, and confirmation. After the construction of the user-centric clusters, a two-

stage graph-based resource assignment approach is developed. The work in [50] utilised 

JT-CoMP user-centric clustering to address inter-cell interference in a high altitude 

platform (HAP) system. A novel user-centric clustering algorithm is developed where a 

user forms its own cooperating base stations based on the SINR levels.  The performance 

of JT-CoMP in HAP systems is compared against the traditional no CoMP approach and 

ICIC scheme.  According to the obtained results, JT-CoMP outperforms a no CoMP 

system and ICIC in terms of coverage probability as well as per user throughput with the 

highest gain achieved by cell-edge users. The reason that JT-CoMP performs better than 

ICIC is because ICIC only eliminates the most dominant interfering signal whereas JT-

CoMP removes and converts it into a useful signal as well, resulting in higher SINR 

levels and throughput gain.    

Decoupling the control plane from the data plane is an emerging wireless 

architecture that has been proposed to satisfy the 5G requirements. In this architecture, 

macro base stations are responsible for providing coverage and support control 

signalling, whereas small cell base stations that are located within the coverage area of 

macro base stations handle data traffic. Recently, the authors in [40] applied JT-CoMP 

in a decoupled control/data architecture with the objective of balancing the load and 

maximising the spectral efficiency. In the proposed approach, a user will form its own 

cluster of 𝑥 base stations that provide the best received power as long as that 𝑥 does not 
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go beyond a maximum cluster size. The results showed that the proposed algorithm is 

effective in balancing the load especially in dense environments. However, the authors 

did not investigate the impact of choosing power level difference (PLD) values on the 

performance of CoMP and non-CoMP users. Also, it focuses only on user-centric 

clustering without focusing on radio resource management. Following the work in [40], 

[56] developed a load balancing algorithm with the aim of reducing the number of users 

that obtain less than a certain data rate threshold.  

The following summarises the recent advances in JT-CoMP: 

1) The work in [41-44] investigated the performance of user-centric JT-CoMP 

clustering without taking radio resource management into account. 

2) The majority of the research on JT-CoMP identifies CoMP users based on 

PLD [40, 41, 43, 51, 54, 57, 58]. 

3) Recent research [40, 51, 54, 57, 58] has addressed joint user-centric 

clustering and resource allocation where identifying CoMP users is still 

based on PLD.  

2.4 Radio Propagation and Channel Modelling 

The propagation of wireless signals is influenced by the surrounding environments 

where traveling signals can experience reflection, diffraction and scattering by 

buildings, walls, trees, and a variety of objects. As a result, a wireless device may 

receive a signal that is formed constructively or destructively by a number of signals 

coming from different paths with different phases and time delays.  This phenomenon is 

known as multipath fading. Generally, fading can be categorised into large-scale fading 

or small-scale fading [59]. Large-scale fading can be presented by pathloss and 

shadowing whereas small-scale fading is characterised by multipath [60]. In this thesis, 

large-scale fading is only considered because clustering decisions are based on long term 

received power levels.  

The following presents large-scale fading which consists of pathloss and shadow 

fading.    
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Path loss 

Path loss is the reduction of a signal’s power as it travels through the environment 

[60].  Path loss in dB can be mathematically written as follows:  

𝑃𝐿 = 10𝑙𝑜𝑔10(
𝑃𝑇

𝑃𝑅
)                                                       (2.1) 

where 𝑃𝑇 is the transmitted power and 𝑃𝑅 is the received power.  

 A signal can propagate in free space where it does not experience attenuation or 

reflections. In this case, free-space path loss model can be used. Nevertheless, most of 

the wireless devices communicate in complex environments where the free-space path 

loss model becomes inaccurate [60]. Thus, extensive efforts, mainly based on 

measurement results, have been made to develop models that can provide accurate 

predication of path loss in such environments. 3GPP have developed a number of path 

loss models for heterogeneous networks that operate in frequencies ranging from 2 to 6 

GHz while considering different scenarios such as hotspot, indoor, urban micro, and 

urban macro environments [61]. 

Shadow Fading 

A traveling signal over a long distance is usually blocked by a number of objects 

which causes random variations of the original signal when received at a certain 

distance. Therefore, a model that can represent these random variations is needed. The 

most well-known shadow fading model is the log-normal shadowing. This model has 

been validated in indoor and outdoor environments and it has proved its effectiveness in 

providing accurate modelling of the attenuation in the received power [62, 63]. The log-

normal shadowing assumes random ratio between the transmit and received power 𝜗 =

𝑃𝑇

𝑃𝑅
 with a log-normal distribution that can be mathematically written as [60]:  

𝑝(𝜗)=
𝜂

√2𝜋 𝜎𝜗𝑑𝐵
 𝜗 

 exp [−
(10𝑙𝑜𝑔10𝜗−𝜇𝜗𝑑𝐵

)
2

2𝜎𝜗𝑑𝐵
2 ] , 𝜗 > 0                  (2.2) 

where 𝜂 = 10 ln 10⁄ , 𝜗𝑑𝐵 = 10𝑙𝑜𝑔10(𝜗), 𝜎𝜗𝑑𝐵
 and 𝜇𝜗𝑑𝐵

 are the standard deviation 

and mean of  𝜗𝑑𝐵 in dB, respectively.  
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2.5 Shannon's Channel Capacity Theorem 

Shannon's capacity theorem provides the capacity limits of wireless channels. In 

order to successfully receive bits with a probability of error → 0, Shannon has proved 

that the maximum transmission  rate is given as follows:  

                                          𝑅 = 𝐵𝑙𝑜𝑔2(1 + 𝑆𝑁𝑅)                                                (2.3) 

where 𝑆𝑁𝑅 is the signal to noise ratio. This theorem provides the theoretical limits 

that is difficult to reach in practise. Due to a number of factors such as channel 

attenuation, there exists a large gap between the real performance and this limit [64].  

2.6 Radio Access Network Architectures  

2.6.1 Cell-centric Architecture  

Traditionally, the wireless architecture has been based on cell-centric design where 

a number of cells exist and a user connects only to one of them. In addition, both 

baseband processing and radio functions are performed in each base station. One of the 

major limitations of the conventional cellular architecture is its poor performance in 

tackling inter-cell interference [65]. Another drawback of the traditional cell-centric 

networks is radio resource underutilisation. Figure 2.3 provides an example of the 

traditional cell-centric architecture. To overcome the drawbacks of the conventional 

wireless architecture, several architectures such as cloud radio access network (C-

RAN), cell-free, and cell-less have been recently proposed.  
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Figure 2.3: The traditional cell-centric architecture. 

2.6.2 C-RAN Architecture 

C-RAN is a centralised wireless architecture that attempts to reduce the burden on 

base stations by moving the baseband units (BBUs) located at a number of base stations 

into a centralised BBU pool. C-RAN was initially introduced in [66] while the work in 

[67] explained the architecture in detail. The main elements of this architecture are: 

remote radio heads (RRHs), BBU pool, and front-haul that connects RRHs to their 

associated BBU. Besides performing radio functionalities, RRHs are responsible to 

deliver signal coverage for users. A BBU pool consists of a number of BBUs that act as 

virtual base stations which facilitate the implementation of eICIC and CoMP resulting 

in increased spectral efficiency and throughput [7]. Figure 2.4 depicts the architecture of 

C-RAN.    

C-RAN has attracted the attention of the wireless industry such as Huawei, ZTE, 

and Orange [7] and academia [68-71] due to the advantages it can provide over the 

traditional cell-centric architecture. Besides cost and energy savings and increased 

throughput, C-RAN can efficiently support the implementation of CoMP which is 
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crucial particularly for heterogeneous networks [7, 72, 73]. Nevertheless, C-RAN can 

suffer from significant delay particularly when providing local services since processing 

is performed at remote locations [74].  

 

                             Figure 2.4: C-RAN architecture [75]. 

2.6.3 Cell-free Architecture   

A cell-free architecture, widely known as cell-free massive MIMO, is a recent 

wireless technology that was initially proposed in [76]. The term cell-free indicates that 

cell boundaries are removed and a user can be jointly served by all access points in the 

network [77]. A cell-less network is another architecture that eliminates cell boundaries; 

however, a user in this wireless architecture is served only by a subset of base stations 

selected in a user-centric manner.  As shown in Figure 2.5, a cell-free network consists 

of a number of access points connected by front haul connections to CPUs. The initial 

procedure for a UE to access a cell-free network might follow the same steps as in long-

term evolution (LTE) [26] or 5G new radio (5G-NR) [78] which are purely cellular. 

During the inactive mode, a UE performs cell search in order to find the best cell to be 

attached to. At this stage, the cell-free architecture follows the same steps of a cellular 

network. The network becomes completely cell-free during the data transmission phase, 

i.e., active mode.  
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                                     Figure 2.5: Cell-free architecture.  

In a cell-free architecture, 𝐿 access points jointly cooperate to serve a smaller 

number of users 𝐾 where 𝐿 ≫ 𝐾. The work in [76] compared the performance of a cell-

free architecture with a small-cell cellular network. According to the obtained results, a 

cell-free network can achieve ten-fold enhancement in terms of per-user downlink 

throughput. This significant throughout improvement is due to the macro-diversity and 

the favourable propagation. Despite the ten-fold improvement, the authors did not 

consider inter-cluster interference which is a major concern in cell-free networks. 

Taking inter-cluster interference into account would limit the performance of cell-free 

architectures since users at a cluster edge would receive severe interference from base 

stations located in neighbouring clusters. As described in [79], the authors in [76] 

assumed a COST-Hata propagation model [80] that is suitable for macro cell 
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environment where base stations are placed more than 30 m above the ground and users 

are at least 1 km away from base stations. In [80], the developers of this propagation 

model stated that this model must not be used for small cells.  In addition, no shadowing 

is assumed when a user is at distance less than 50 m from a base station. For the 

aforementioned reasons, the propagation model used in [76] is inaccurate in cell-free 

and small cell environments where base stations can be located less than 30 m above 

ground and users could experience shadowing if they were closer than 50 m from a base 

station. Some other work on cell-free design [81-84] has also followed the same 

propagation model presented in [76]. The work in [79] evaluated the performance of a 

cell-free architecture using a better propagation model that matches the 3GPP model 

[61] for urban environments. The results in [79] showed that cell-free architecture can 

still achieve significant spectral efficiency over the cellular scheme provided that a fully 

centralised network is implemented. Although a cell-free architecture has shown its 

superiority over the conventional cellular systems, it is impractical since it assumes that 

all base stations communicate and transmit data to all users. In practice, a user receives 

strong signal only from a sub-set of base stations in the network while the strength of 

the received signals from the rest of base stations is poor. This motives to design an 

architecture where only a carefully selected number of base stations that promise to 

provide significant benefits to a user should be involved to serve this user.  

2.6.4 Cell-less Architecture  

A cell-less architecture follows the same design as a cell-free network except that a 

user is served only by a sub-set of base stations in the network. The selection of base 

stations that serve a certain user is based on user-centric approach where each user has 

an individual set of cooperating base stations. Figure 2.6 provides an example of a cell-

less architecture.  
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                                   Figure 2.6: Cell-less architecture.  

  

2.7 Spatial Modelling of Base Stations 

The spatial distribution of base stations has a direct influence on the system 

performance of wireless networks since radio power is distance dependent. In other 

words, the accuracy of results is highly dependent on the spatial models. The topology 

of 5G networks is expected to be sophisticated due to the dense deployments of small 

cells. Thus, it is essential to consider more realistic spatial models that can represent the 

actual deployments of base stations. The most two common spatial models for wireless 

networks are presented in the following. 

2.7.1 Grid Models 

Base stations in grid spatial models are located in a 2D space. Homogenous 

networks have been modelled based on the grid model because cell planning is 
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performed in order to find optimal locations of macro base stations. The wireless 

research community in both academia and industry have been using grid models to 

distribute macro base stations when evaluating the performance of wireless systems 

[85]. The most common grid model that has been used in the wireless community to 

model macro base stations is the hexagonal lattice.  

Considering a 2D space, the hexagonal lattice 𝐸 ⊂ ℝ2 can be mathematically 

described as follows:  

                           𝐸 = {𝑣 (
1

2
𝑠 + 𝑜,

√3

2
𝑠 + √3𝑡) : 𝑠, 𝑜, 𝑡 ∈ ℤ}                                 (2.4) 

where 𝑣 is a the inter-site distance that determines the density of base stations. Figure 

2.7 shows an example of a hexagonal lattice where base stations are hexagonally 

distributed in the area with an inter-site distance of 500 m. This inter-site distance 

results in a base station density of 10/km2.  

 

                Figure 2.7: A realisation of a hexagonal model with  𝑣 = 5. 

2.7.2 Stochastic Models 

Cell planning to deploy small cell base stations is less likely to be performed due to 

the dense number of small cells and the permission to allow users to deploy some small 
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cells [86]. Thus, random deployment of small cell base stations causes spatial modelling 

of wireless networks to be more complicated and it restricts the usage of grid model. As 

grid models are not suitable to model random networks, a stochastic model is needed in 

order to better capture the randomness of small cell networks.  

Stochastic geometry, a new spatial modelling method, has been recently used to 

model the randomness of small cell networks.  Stochastic geometry is a mathematical 

tool that does not only capture the randomness of small cell locations but it can also 

provide tractable and precise performance bounds [87-89]. In stochastic geometry 

theoretical analysis, performance metrics are derived based on expectations of 

numerous realisations [88]. In simulation-based environments, stochastic spatial models 

can better represent the deployment of small cell base stations compared with grid 

models as they can capture the randomness.  

The geographical distribution of small cell base stations is generally represented by 

point processes. In wireless networks, a point process Φ = {𝑥𝑖, 𝑖 ∈ ℕ} can be defined as 

a random collection of base stations that reside in the Euclidean space ℝ2 [90]. A point 

process Φ is usually interpreted in terms of a random counting measure that counts the 

number of points that falls in any set B ⊂ ℝ2. It is defined mathematically as follows 

[90]: 

                                           𝜓(𝐵) = ∑ 𝟙𝑥𝑖∈Φ (𝑥𝑖 ∈ 𝐵)                                          (2.5) 

Several kinds of point processes can be formed by applying clustering, thinning, 

and superposition to the fundamental point process. This chapter presents only two of 

the most common point processes, i.e., PPP and Hard core PPP, which have been 

extensively used in the area of wireless communications as well as in this thesis for 

modelling the locations of base stations.  

Poisson Point Process 

A point process Φ is classified a Poisson point process Φ𝑝 if and only if: 

1) The number of points 𝜓(𝐵) that reside in any bounded set 𝐵 is a Poisson 

random variable.  
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2) The number of points 𝜓(𝐵1), 𝜓(𝐵2),…, 𝜓(𝐵𝑧), are independent for any 𝑧 

disjoint sets 𝐵1, 𝐵2,…, 𝐵𝑧 [91].  

Considering a PPP in an Euclidean space ℝ2 with an intensity of 𝜆𝑝 whose unit is 

points/area, the probability that there are 𝑘 points that falls in set 𝐵 is written as [90]:  

                                  𝐏(𝜓(𝐵) = 𝑘) = exp (−λπ𝑟2)
(λπ𝑟2)

𝑘

𝑘!
                                (2.6) 

PPP has been extensively utilised in the wireless field due to its tractability which 

helps to better understand the system performance; however, its weakness is that there 

is a probability that two points can be located close to each other or one on the top of 

the other which is unrealistic in modelling the locations of base stations. Figure 2.8 

provides an example of a PPP with an intensity 𝜆𝑝 = 0.01. As can be seen from Figure 

2.8, there are some points that are extremely close to each other.  

 

                          Figure 2.8: A realisation of PPP with 𝜆𝑝 = 0.01. 
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Hard Core Poisson Point Process  

A Hard-core Poisson point process is a repulsive point process where the distance 

between any point and its closest point must be larger than a predefined distance known 

as a hard-core distance 𝛿. This type of point process is usually initiated by a parent PPP 

then a thinning process is applied where unqualified points that violate the hard-core 

requirement are deleted [91]. One of the most popular hard-core point processes in the 

wireless community is the Matern Hard-core Point Process (MHPP) which is used in 

this thesis.  

MHPP has two main different types: type 1 and type 2. In both types, a dependent 

thinning process is applied after forming a parent PPP that has an intensity of 𝜆𝑝. The 

thinning process of type 1 MHPP removes any pair of points if the distance between 

them is smaller than a hard-core distance 𝛿. During the type 2 MHPP thinning process, 

each primary point is assigned an independent random mark that has a uniform 

distribution in the range (0,1). Considering a repulsion distance of 𝛿, a primary point is 

removed if there exist another primary point that has a smaller mark. 

The retaining probability of a primary point is defined as follows [91, 92]:  

                                         𝐏(𝑥𝑖 ∈ Φ𝑚 𝑥𝑥 𝑥𝑖 ∈ Φ𝑝) =
1−exp (−𝜆𝑝𝜋𝛿2)

𝜆𝑝𝜋𝛿2                           (2.7) 

The final result presented by equation (2.7)  are shown in [91, 92] while the work in 

[86] provides the derivation in detail. 

In this thesis, a type 2 MHPP is used to model the locations of small cell base stations 

due to its capability of capturing randomness, popularity, and it is repulsion feature that 

can better represent realistic deployment of small cell base stations. Figure 2.9 shows a 

realisation of type 2 MHPP with an intensity of 𝜆𝑚 = 0.01 and a repulsion distance 𝛿 = 

5.  As Figure 2.9 shows, no two points coexist with a distance less than 5 m. Figure 2.10 

shows another type 2 MHPP realisation with an intensity of 𝜆𝑚 = 0.006 and a repulsion 

distance 𝛿 = 7. 
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Figure 2.9: A realisation of type 2 MHPP with 𝜆𝑝 = 0.01 and 𝛿 = 5. 

              

 

Figure 2.10: A realisation of type 2 MHPP with 𝜆𝑝 = 0.006 and 𝛿 = 7. 
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2.8 Conclusion  

A review on background information and established research work related to this 

thesis has been presented in this chapter. The state-of-the-art has focused on 

heterogeneous networks as it is a straightforward and an effective approach to improve 

coverage and capacity of future wireless networks. The coverage can be enhanced by 

placing small cell base stations at dead zones while the capacity is improved by 

densifying small cell base stations that reuse the spectrum. The existence of macro cells 

particularly in rural areas is still curial in the next generations of wireless networks as 

they can cover large areas. Moreover, macro cells do not suffer from high handover 

frequency enabling them to support high mobility users. Although the deployment of 

heterogeneous networks is a promising approach towards the success of future wireless 

systems, its major drawback is inter-cell interference that needs to be tackled. 

Inter-cell interference mitigation techniques such as JT-CoMP, eICIC and have been 

investigated. The main focus has been on the user-centric JT-CoMP approach due to its 

superiority over static JT-CoMP clustering and eICIC. JT-CoMP faces two main 

constraints to maximising system capacity, which are operating with an effective user-

centric clustering algorithm that can balance between SINR gain and the wastage of 

radio resources and the lack of an efficient multi-cell resource allocation scheme. 

Therefore, it is essential to develop an efficient algorithm that can identify which UEs 

will benefit from operating in a JT-CoMP mode and how to efficiently allocate radio 

resources from multiple base stations. User-centric clustering is a main element of cell-

less architectures and it will be used in later work.  

Recent and popular radio access network architectures have been presented. The 

traditional cell-centric architecture relies on cells and each user is served by only one 

base station. The main limitation of this architecture is its poor performance in reducing 

inter-cell interference. C-RAN that consists of RRHs connected to a pool of BBUs has 

been proposed to improve spectral efficiency, throughput and resource utilisation. 

However, due to remote processing, significant delay can occur which is undesirable 

particularly when providing local services. Recently, the cell-free architecture has been 

introduced and it has shown great performance in terms of improving per user 

throughput. Nevertheless, it is based on the assumption that a UE is served by all access 

points in the network which is not practical and unnecessary. Cell-less design where a 
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user is served only by base stations that can provide sufficient power is not well studied 

yet.  

Spatial modelling of macro and small cell base stations have been presented. The 

hexagonal model as the most famous grid model has been introduced as it can arguably 

better represent the deployment of macro base stations. However, it is not suitable for 

small cell base stations since it cannot capture their randomness. The randomness in the 

deployment of small cell base stations has increased the need for stochastic models. 

HPPP has been extensively used due to its tractability; however, it is unrealistic in 

wireless systems as two points can be located extremely close to each other. By 

applying thinning, the fundamental PPP can be changed into another PPP form named 

MHPP which has a repulsion feature that separates any two points by a minimum 

distance. Stochastic geometry is utilised in later chapters to model the locations of small 

cell base stations. 
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3.1 Introduction  

User-centric JT-CoMP clustering is one of the main elements that drives the current 

wireless cell-centric architecture to move into a cell-less architecture. In user-centric JT-

CoMP clustering, BSs are allowed to serve users even if these users are located out of 

their cell coverage. Allowing all UEs to operate using the JT-CoMP mode can 

significantly improve the SINR levels. However, this approach reduces the availability 

of radio resources as all cooperating BSs must reserve identical PRBs for the user they 
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serve and they cannot reuse them. User-centric clustering is a promising approach that 

can address this problem where each UE selects its own set of cooperative BSs that 

promise to provide significant SINR gain. In this chapter, a cluster is defined as the set 

of cooperative BSs that jointly transmit the same data to an intended user. A cluster size 

of one indicates no cooperation (non-CoMP mode) where the user is served by the 

strongest BS. A cluster size of 𝑐, where 𝑐 is greater than one, indicates that there are 𝑐 

BSs that cooperate to serve a cell-edge user (JT-CoMP mode). The most common user-

centric clustering approach that has been used in the literature is the PLD approach 

where a BS is allowed to cooperate only if its average received power is comparable 

with the strongest received power. Another user-centric clustering approach is the RSS 

approach where a UE can add a BS to its cooperative set if the average power received 

from this BS is stronger than a certain threshold. SINR clustering is a recent user-centric 

clustering approach where a BS can join the cooperation set if the SINR of a UE is 

below a specific threshold. Since these three approaches are heuristic, it is important to 

find effective thresholds that can achieve the best performance. Although the existing 

UC approaches attempt to restrict any UE with marginal SINR gain to operate in CoMP 

mode, there is no proof that these approaches can provide an effective balance between 

the SINR gain and the loss of bandwidth. To provide this balance, a new UC clustering 

approach is proposed. In the proposed UC clustering approach, a UE is allowed to 

operate in the CoMP mode only if its rate with CoMP is higher than 𝑐 times its rate 

without CoMP, where 𝑐 is its cluster size.  

The organisation of this chapter is as follows. The system model is described in 

Section 3.2. Section 3.3 presents the algorithms of the existing UC clustering 

approaches and the proposed approach. In Section 3.4, set theory is utilised to provide 

mathematical definitions of the CoMP and non-CoMP regions for all UC clustering 

approaches. Section 3.5 compares the effectiveness of the proposed algorithm against 

the existing UC clustering approaches in terms of outage probability and the balance 

between the SINR gain and the loss of bandwidth. The impact of limiting the maximum 

cluster size and BS densification on the performance of JT-CoMP is investigated. In 

addition, Section 3.5 compares the performance of JT-CoMP when SC BSs are spatially 

distributed according to the pure PPP and repulsive PPP models. In pure PPP, the 

number of points that lie in any bounded set ℬ ⊂ ℝ2 is a Poisson random variable and 

the number of points residing in any other disjoint set is independent. In addition, pure 
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PPP does not restrict any two points that belong to the same set from being close to each 

other. A repulsive PPP is a hard core point process where any two points are separated 

by a minimum repulsion distance 𝛿. Finally, Section 3.6 concludes this chapter.  

3.2 System Model 

A three-tier downlink cellular network that consists of 𝑀 macro BSs, 𝑃 pico BSs,  

𝐹 femto BSs, and 𝐾 users is considered. Each BS and each user are considered to be 

equipped with a single antenna. Two different cases are studied: non-CoMP and JT-

CoMP. In the non-CoMP case, all users are served by one BS only. In the JT-CoMP 

case, user-centric clustering is employed where each UE decides whether it should 

operate in non-CoMP or CoMP mode. In the non-CoMP mode, a UE is served by the 

BS that provides the strongest received power. If a UE decides to operate in the CoMP 

mode, then it is served by the 𝑐𝑚𝑎𝑥 strongest BSs where 𝑐𝑚𝑎𝑥 is the maximum UC 

cluster size. A UE can be served by BSs that belong to different tiers. OFDMA as a 

multi access radio technology is considered. It is assumed that macro and SC BSs reuse 

the same radio resources, i.e., a reuse factor of one. Non-coherent joint transmission is 

considered in this chapter: cooperating BSs jointly send the same data to a particular 

user without ensuring coherent combination at the user [25]. At the user side, the non-

coherent signals are added resulting in received power gain. Non-coherent JT-CoMP is 

used because it eliminates the process of CSI exchange and its associated overheads. 

Implementing JT-CoMP without knowledge of CSI restricts multi-user MIMO 

communications as well as distributed precoding; however, JT-CoMP can benefit from 

diversity gain [65, 93, 94].  The system model is shown in Figure 3.1. 

3.2.1 System Layout 

The locations of macro BSs in some studies [95, 96] have been modelled as a PPP 

network; however,  in practice, operators deploy macro BSs after careful planning [97, 

98] with some restrictions due to geographical limitations [99]. In [97-99], it is argued 

that it is more practical to assume hexagonal deployment of macro BSs. This argument 

is also consistent with what 3GPP recommends [61]. Thus, macro BSs are spatially 

distributed based on a hexagonal deployment.  
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To better represent the randomness that exists in the actual deployment of SC BSs 

in real networks, pico and femto BSs are distributed according to a PPP. Two spatial 

PPP models are studied: pure PPP and repulsive PPP. Pure PPP is the case where BSs 

might be located close to each other or even one on the top of the other. In repulsive 

PPP, any two BSs are separated by a minimum separation distance 𝛿. In pure PPP, pico 

and femto BSs are distributed according to two independent pure PPPs Φ𝑝 and Φ𝑓 with 

densities of 𝜆𝑝 and 𝜆𝑓, respectively. In the case of the repulsive PPP, the parent PPPs 

Φ𝑝 and Φ𝑓 are modified by implementing the repulsive dependent thinning which 

results in  type II MHPP Φ𝑝𝑚 and Φ𝑓𝑚  with a repulsion distance 𝛿𝑝 and 𝛿𝑓, 

respectively [87] . Users are also spatially distributed according to another PPP Φ𝑘 with 

a density of 𝜆𝑘.  

   

                                     Figure 3.1: System model  
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3.2.2 Outage Probability Metric 

This chapter focuses on analysing the outage probability. The outage probability is 

defined as the probability that the SINR of a UE is below a specific threshold 𝜃. The 

SINR that is received by 𝑈𝐸𝑘 is calculated as follows [40]: 

                                  𝑆𝐼𝑁𝑅𝑘 =
𝑃𝑇𝑥 ∑ |𝑔𝑘𝑗|

2
𝑗∈𝒞𝑘

𝑃𝑇𝑥 ∑ |𝑔𝑘𝑖|2+𝜎2
𝑖∈ℐ/𝒞𝑘

                                                (3.1)    

where 𝑃𝑇𝑥 is the transmit power of a BS, 𝒞𝑘 is the set of cooperative BSs of UE 𝑘, 𝑔𝑘𝑖 

is the channel gain between BS 𝑖 and user 𝑘 which consists of path loss and shadowing 

and 𝜎2 is the noise power. Since clustering decisions are based on long term received 

power levels, fast fading averages out [40].  

The SINR of a UE in (3.1) clearly depends on its cluster size. If a UE decides to 

operate as a CoMP UE with a cluster size larger than 1, then the dominant interference 

signal(s) will be eliminated and converted into useful signal(s) resulting in a significant 

SINR gain. The outage probability can be mathematically expressed as follows:  

                                                𝑃(𝑆𝐼𝑁𝑅 < 𝜃)                                                        (3.2) 

3.3 User-centric Clustering Approaches 

In user-centric clustering, each user forms its own set of cooperative BSs 

independently based on a certain rule in order to eliminate the most harmful interfering 

signals and convert them into useful signals. Users in user-centric clustering can operate 

in a non-CoMP or a CoMP mode. In a non-CoMP mode, a user is associated with the 

strongest BS only, i.e., a cluster size of one. Generally, users closest to a base station 

operate in a non-CoMP mode due to the high power they receive from their strongest 

BS. A user is associated with multiple BSs in the case where it chooses to operate in JT-

CoMP mode. Users at the cell-edge would operate in JT-CoMP mode in order to reduce 

the high interference that comes from their neighbouring BSs. In the literature, several 

user-centric approaches have been used to identify the set of BSs that can cooperate to 

serve a typical user. For any user-centric clustering approach, each UE measures the 

average power it receives from neighbouring BSs as follows: 

                                          𝑃𝑘𝑖
𝑟𝑥 = 𝑃𝑘𝑖

𝑡𝑥|𝑔𝑘𝑖|
2, 𝑖 ∈ ℐ                                                (3.3)                   
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where  𝑃𝑘𝑖
𝑟𝑥 is the average power that is received by 𝑈𝐸𝑘 from 𝐵𝑆 𝑖, 𝑃𝑘𝑖

𝑡𝑥 is the power 

transmitted by 𝐵𝑆 𝑖 to 𝑈𝐸𝑘, 𝑔𝑘𝑖 is the channel gain between 𝑈𝐸𝑘 and 𝐵𝑆 𝑖 which 

consists of path loss and shadowing.  

After the measurement of the average received power, the set of average received 

powers of a UE are sorted in a descending order as follows: 

                                          𝑃𝑘1
𝑟𝑥 > 𝑃𝑘2

𝑟𝑥 > ⋯ 𝑃𝑘𝐼
𝑟𝑥                                                  (3.4) 

 where 𝑃𝑘1
𝑟𝑥 is the strongest power received by 𝑈𝐸𝑘 , 𝑃𝑘2

𝑟𝑥  is the second strongest power 

received by 𝑈𝐸𝑘 and so on.  

The calculations of (3.3) and (3.4) are the first two steps to identify the set of 

cooperative BSs of a UE. The following presents common and recent existing user-

centric clustering approaches in details. In addition, it proposes a new user-centric 

clustering algorithm.  

3.3.1 Power Level Difference 

PLD measures the strength of the average received power by a user 𝑘 from the 

strongest BS compared to the average received power by the same user from the 𝑖𝑡ℎ BS. 

For example, a PLD value of 10 dB between the strongest BS and the second strongest 

BS indicates that the average received power from the strongest BS is 10 times stronger 

than the average received power from the second strongest BS. The benefit of this 

measurement is that it can determine the BSs giving rise to the strongest interfering 

signals and convert them into useful signals. In the PLD user-centric clustering scheme, 

a UE forms its own cluster of BSs based on the comparison of the average powers it 

receives from neighbouring BSs. If the received power from the second strongest, third 

strongest,…𝑖𝑡ℎ strongest BSs are comparable with the strongest BS, then the user 

selects the 𝑖 strongest BSs as its own cluster. This comparison is referred as the PLD 

and it is mathematically written as follows:    

                                                
𝑃𝑘1

𝑟𝑥

𝑃𝑘𝑖
𝑟𝑥 < 𝛽 , 𝑖 ∈ ℐ                                                            (3.5) 

where 𝛽 is the power level difference threshold that identifies whether a UE should 

operate in CoMP or non-CoMP mode. The power level 𝛽 is a threshold choice between 
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CoMP and non-CoMP mode because it can determine the relative strength between the 

strongest and second strongest received power. Algorithm 3.1 shows the steps that each 

UE in the PLD approach needs to perform in order to find its cluster size.  An effective 

𝛽 prevents users with marginal SINR gain from operating in CoMP mode which saves 

the available bandwidth from being wasted. This restriction enables efficient use of the 

bandwidth and as a result improves the capacity of the system.  It is clear that a large 

PLD value attracts more UEs to operate in CoMP mode and vice versa. The selection of 

an effective PLD value is extremely important since a small PLD value restricts some 

cell-edge users to be served only by the strongest BS although they still receive high 

interference from the second strongest BS. On the contrary, a large PLD value admits 

UEs that may not significantly improve their SINR if they operated in CoMP mode 

since the power they receive from the second strongest BS is negligible compared with 

the strongest BS. Moreover, allowing users with marginal SINR improvement to 

operate in CoMP mode would waste the available resources and as a consequence non-

CoMP users would be left with fewer radio resources. This illustrates that it is crucial to 

choose an effective PLD value that can balance between SINR gain and loss of radio 

resources.  

Algorithm 3.1 PLD algorithm  

1: for all 𝑘 ∈ 𝒦 do  

2: Measure the average received powers from neighbouring BSs based on (3.3) 

3: Sort the average received powers based on (3.4) 

4:   for 𝑆 = 1 𝑡𝑜 𝐶𝑚𝑎𝑥  

5:      if 
𝑃𝑘1

𝑟𝑥

𝑃𝑘(𝑆+1)
𝑟𝑥 < 𝛽 is true then 

6:                   |𝐶𝑘| = 𝑆 + 1 

7:                  else 

8:                    if 𝑆 = 1 then 

9:                   |𝐶𝑘| = 1 

10:                   Break 

11:                       else 

12:                    |𝐶𝑘| = 𝑆 

13:                  end if 

14:    end if 

15:   end for 

16:end for 

 

3.3.2 RSS Threshold  

A user-centric JT-CoMP clustering approach that allows a number of BSs to jointly 

send multiple copies of the same data to a user is proposed in [100]. In the proposed 

approach, each user forms its own cooperative cluster based on long-term measurements 
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of RSS. The 𝑥 BSs other than the strongest BS that provide sufficiently strong RSS are 

involved to cooperate. In other words, BS 𝑖 (with the exception of the strongest BS) is 

admitted to cooperate only if it provides an average RSS above a certain threshold 𝛼. 

This requirement can be mathematically written as follows: 

                                                        𝑃𝑘𝑖/𝑖=1
𝑟𝑥 > 𝛼                                                   (3.6) 

Algorithm 3.2 provides the steps that show how a UE determines its cluster size 

when the maximum cluster size is 𝑐𝑚𝑎𝑥. 

Algorithm 3.2 RSS  algorithm  

1: for all  𝑘 ∈ 𝒦 do  

2: Measure the average received powers from neighbouring BSs based on (3.3) 

3: Sort the average received powers based on (3.4) 

5:   for 𝑆 = 1 𝑡𝑜 𝐶𝑚𝑎𝑥  

7:      if 𝑃𝑘(𝑆+1)
𝑟𝑥 > 𝛼 is true then 

8:                   |𝐶𝑘| = 𝑆 + 1 

9:                  else 

10:                    if 𝑆 = 1 then 

11:                   |𝐶𝑘| = 1 

12:                   Break 

13:                       else 

14:                    |𝐶𝑘| = 𝑆 

15:                  end if 

16:    end if 

17:   end for 

18:end for 

 

3.3.3 SINR Threshold  

Recently, a new user-centric clustering approach that is based on SINR threshold is 

proposed [50]. In this scheme, the SINR of a UE without CoMP is calculated first. If the 

resultant SINR is below a specific threshold, the second strongest BS is added to the 

UE’s cluster to cooperate, otherwise, it is served by the strongest BS only. If a UE 

decides to operate with CoMP, the SINR with a cluster size of 2 (𝑆𝐼𝑁𝑅2) is then 

checked if it is also below the same threshold. If it is still below the threshold, the third 

strongest BS is added to the UE’s cooperative cluster. The work in [50] limited the 

maximum cluster size to 3. To include a cluster size more than 3, the same procedure is 

followed. Mathematically, UE 𝑘 keeps increasing its cluster size until the following is 

met:  

                                             𝑆𝐼𝑁𝑅𝑘 > 𝛾                                                                            (3.7) 
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Based on the SINR threshold approach, the steps in Algorithm 3.3 show how a UE 

can decide the number of BSs that need to cooperate to achieve an SINR higher than 𝛾 

provided that the number of cooperative BSs does not exceed the maximum cluster size 

𝑐𝑚𝑎𝑥.  

Algorithm 3.3 SINR algorithm  

1: for all 𝑘 ∈ 𝒦 do  

2: Measure the average received powers from neighbouring BSs based on (3.3) 

3: Sort the average received powers based on (3.4) 

4: Calculate 𝑆𝐼𝑁𝑅𝑘
1 based on (3.1)  

5:      if  𝑆𝐼𝑁𝑅𝑘
1  > 𝛾 then 

6:                   |𝐶𝑘| = 1                     

7:                  else 

8:                         for 𝑆 = 2 𝑡𝑜 𝐶𝑚𝑎𝑥  

9:                         Calculate 𝑆𝐼𝑁𝑅𝑘
𝑆  based on (3.1)  

10:                           if  𝑆𝐼𝑁𝑅𝑘
𝑆  > 𝛾 then 

|𝐶𝑘| = 𝑆 
12:                                    Break 

13:                            end if 

14:                       end for 

15:    end if 

16:end for 

 

3.3.4 Proposed User-centric Algorithm 

A new user-centric clustering approach for JT-CoMP is proposed with the aim of 

balancing between SINR gain and loss of radio resources. In the proposed user-centric 

algorithm, a UE forms its own cluster by comparing its SINR with and without CoMP. 

To guarantee an effective balance between SINR gain and loss of radio resources, the 

reduction in radio resources caused by implementing JT-CoMP must be compensated 

for by the 𝑆𝐼𝑁𝑅 gain. To provide this balance, a new user-centric clustering algorithm 

that allows a UE to operate in CoMP mode only if its 𝑆𝐼𝑁𝑅 with CoMP can at least 

compensate the loss of radio resources is proposed. To guarantee an effective balance 

between SINR gain and loss of radio resources, the rate that a UE achieves when it 

operates in CoMP mode must be at least equal to 𝑐 times the rate it achieves with no 

CoMP. This can be mathematically written as follows: 

                                     log2(1 + 𝑆𝐼𝑁𝑅𝑘
𝑐) ≥ 𝑐log2(1 + 𝑆𝐼𝑁𝑅𝑘

1)                         (3.8) 

where 𝑐 is the rate gain that can be achieved when a UE operates in the CoMP 

mode. 𝑐 also represents the user-centric cluster size as a UE that is served by 𝑐 

cooperative BSs must at least achieve a rate gain of 𝑐 in order to balance the SINR gain 
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and loss of bandwidth. The system performance will degrade if a UE is served by 𝑐 BSs 

and the resultant rate gain is less than 𝑐. The measurement of the rate using the Shannon 

formula is based on the average rate. 

By using (3.8), the minimum 𝑆𝐼𝑁𝑅𝑘
𝑐  that can achieve 𝑐 rate gain can be found as 

follows:  

                                        2𝑙𝑜𝑔2(1+𝑆𝐼𝑁𝑅𝑘
𝑐) ≥ 2𝑐𝑙𝑜𝑔2(1+𝑆𝐼𝑁𝑅𝑘

1)                                  (3.9) 

                                         𝑆𝐼𝑁𝑅𝑘
𝑐 ≥ (1 + 𝑆𝐼𝑁𝑅𝑘

1)𝑐 − 1                                       (3.10)          

Figure 3.2 shows the minimum SINR with CoMP values that can satisfy the 

requirement in (3.10) in order to achieve different rate gains ranging from 2 to 8. 

Allowing a UE to be served by 8 BSs as in [25, 40, 42, 52] can result in significant 

SINR gain; however this SINR gain may still not compensate the loss of bandwidth 

since 8 BSs will have to reserve identical PRB(s) to serve this particular UE. As seen 

from Figure 3.2, if the SINR with no CoMP of a UE is 0 dB, its SINR with CoMP must 

be at least 4.8 dB, 11.8 dB, 18 dB, and 24 dB in order to achieve rate gains of  2, 4, 6, 

and 8 respectively. It is clear that allowing more than 2 BSs to cooperate requires 

extreme SINR gain in order to achieve a rate gain that can compensate for the loss of 

the bandwidth of the cooperative BSs. It is also observed that a UE must achieve more 

than 25 dB when it operates in CoMP mode in order to achieve 2, 4, 6, and 8 rate gains 

if its SINR with no CoMP is higher than 12 dB, 6 dB, 2 dB, and 0 dB respectively.   

The proposed user-centric algorithm, where each UE finds its cluster size, is 

presented in Algorithm 3.4. Based on the proposed user-centric clustering approach, a 

UE computes its SINR with and without CoMP. Then, a UE chooses to operate in 

CoMP mode only if its SINR with CoMP is high enough to compensate the loss of radio 

resources.  

The traditional and the proposed algorithms are user-centric algorithms where a 

user forms its set of BSs. Since a UE forms its own cluster by measuring the average 

received power, the cluster size changes according to the measurement of the average 

received power.  
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Figure 3.2: Minimum 𝑆𝐼𝑁𝑅 with CoMP to achieve rate gains ranging from 2 to 8. 

  

 

 

Algorithm 3.4 Proposed user-centric algorithm  

1: for all 𝑘 ∈ 𝒦 do  

2: Measure the average received powers from neighbouring BSs based on (3.3) 

3: Sort the average received powers based on (3.4) 

4: Calculate 𝑆𝐼𝑁𝑅𝑘
1 based on (3.1)  

5:   for 𝑆 = 1 𝑡𝑜 𝐶𝑚𝑎𝑥  

6:    Calculate 𝑆𝐼𝑁𝑅𝑘
𝑆+1 based on (3.1)  

7:      if (3.10)  is true then 

8:                   |𝐶𝑘| = 𝑆 + 1 

9:                  else 

10:                    if 𝑆 = 1 then 

11:                   |𝐶𝑘| = 1 

12:                   Break 

13:                       else 

14:                    |𝐶𝑘| = 𝑆 

15:                  end if 

16:    end if 

17:   end for 

18:end for 
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3.4 Definition of Regions and Cooperation Set 

In UC JT-CoMP systems, the regions that a UE can belong to can be divided into 

two categories: a non-CoMP region and a CoMP region. A non-CoMP region denoted 

as 𝐴1 is the area where there is no cooperation and a user is served by the strongest BS 

only (a cluster size of one). A CoMP region can be further divided into smaller regions 

which are identified based on the number of serving BSs. 𝐴2, 𝐴3,… 𝐴𝑐𝑚𝑎𝑥
 denote two 

way CoMP region, three way CoMP region until 𝑐𝑚𝑎𝑥 way CoMP region, respectively. 

Figure 3.3 shows an example illustrating non-CoMP regions (𝐴1), two way CoMP 

regions (𝐴2), and a three way CoMP region (𝐴3). It is crucial to mathematically define 

these regions as they represent the level of cooperation and the set of UEs located in 

these regions. Also, it is essential to define the set of BSs that cooperate to serve an 

intended user. To provide mathematical definitions of regions and the cooperation set of 

each user, set theory is used.  

    

Figure 3.3: An example of non-CoMP and CoMP regions. 𝐴1 denotes non-CoMP 

regions while 𝐴2 and 𝐴3 denote CoMP regions with cluster sizes of 2 and 3, 

respectively. 
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Since the size of each region depends on the UC clustering approach, the 

mathematical representations of regions for all UC clustering approaches presented in 

Section 3.3 are provided. PLD, RSS, SINR, and the proposed approach are numbered as 

approaches number 1, 2, 3, and 4, respectively. The non-CoMP region of Approach 𝑞 is 

denoted as 𝐴1𝑞 where the first subscript indicates the UC cluster size and the second 

subscript represents the UC clustering approach number. Similarly, CoMP regions with 

a UC cluster size of 2, 3, and 𝑐𝑚𝑎𝑥 for Approach 𝑞 are denoted as 𝐴2𝑞, 𝐴3𝑞, and 𝐴𝑐𝑚𝑎𝑥𝑞, 

respectively.  

The mathematical definitions of regions for the PLD approach can be defined as 

follows. First, a non-CoMP region for the PLD approach 𝐴11 is defined as follows: 

                                       𝐴11 = {𝑘 ∈ ℝ2⃒ 
𝑃𝑘2

𝑟𝑥

𝑃𝑘1
𝑟𝑥 < 𝛽}                                           (3.11) 

CoMP regions with 𝑐 cooperative BSs for the PLD approach can be written as 

follows: 

                              𝐴𝑐1 = {𝑘 ∈ ℝ2⃒ 
𝑃𝑘1

𝑟𝑥

𝑃𝑘𝑐
𝑟𝑥 < 𝛽 &

𝑃𝑘1
𝑟𝑥

𝑃𝑘(𝑐+1)
𝑟𝑥 > 𝛽}                              (3.12) 

Similarly, non-CoMP and CoMP regions for the RSS approach can be written as 

follows, respectively:  

                                         𝐴12 = {𝑘 ∈ ℝ2⃒ 𝑃𝑘2
𝑟𝑥 < 𝛼}                                        (3.13) 

                              𝐴𝑐2 = {𝑘 ∈ ℝ2⃒ 𝑃𝑘𝑐
𝑟𝑥 > 𝛼  & 𝑃𝑘(𝑐+1)

𝑟𝑥 < 𝛼}                           (3.14) 

For the SINR approach, non-CoMP and CoMP regions can be defined as follows:  

                                         𝐴13 = {𝑘 ∈ ℝ2⃒ 𝑆𝐼𝑁𝑅𝑘
1 > 𝛾}                                    (3.15) 

                               𝐴𝑐3 = {𝑘 ∈ ℝ2⃒ 𝑆𝐼𝑁𝑅𝑘
𝑐−1 < 𝛾 & 𝑆𝐼𝑁𝑅𝑘

𝑐 > 𝛾}                   (3.16) 

Non-CoMP and CoMP regions for the proposed approach are defined as follows: 
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                                 𝐴14 = {𝑘 ∈ ℝ2⃒ 𝑆𝐼𝑁𝑅𝑘
2 ≤ (1 + 𝑆𝐼𝑁𝑅𝑘

1)2 − 1}                (3.17) 

  𝐴𝑐4 = {𝑘 ∈ ℝ2⃒ 𝑆𝐼𝑁𝑅𝑘
𝑐

> (1 + 𝑆𝐼𝑁𝑅𝑘
1

)
𝑐

− 1 & 𝑆𝐼𝑁𝑅𝑘
𝑐+1

≤ (1 + 𝑆𝐼𝑁𝑅𝑘
1

)
(𝑐+1)

− 1} (3.18) 

where 𝑆𝐼𝑁𝑅𝑘
𝑐  is the SINR of user 𝑘 when it operates with a cluster size of 𝑐. The 

cooperation set for any user in the system for UC clustering Approach 𝑞 can be defined 

as follows:  

                                 𝐶𝑘𝑞 = {

{𝑥1}, 𝑘 ∈ 𝐴1𝑞

{𝑥1, 𝑥2}, 𝑘 ∈ 𝐴2𝑞

{𝑥1, 𝑥2, … , 𝑥𝑐𝑚𝑎𝑥
}, 𝑘 ∈ 𝐴𝑐𝑚𝑎𝑥𝑞

                              (3.19) 

The cooperation set of a UE is clearly dependent on the user-centric clustering 

Approach.  

3.5 Performance Evaluation 

 The performance of the PLD, RSS, SINR and the proposed user-centric JT-CoMP 

clustering approaches is evaluated based on snapshot simulation using MATLAB. 

Snapshot simulation is widely used by 3GPP [61] as well as academic researchers [101] 

to evaluate the performance of wireless networks. 

To compare the performance of JT-CoMP against no CoMP, all UEs first operate 

without CoMP and then CoMP is applied for the same user set. This clearly allows the 

effect of the implementation of CoMP on UEs to be demonstrated. To obtain accurate 

statistical data, 100 snapshots are carried out.  

Macro BSs are deployed hexagonally in an area 6 km x 6 km with an inter-site 

distance of 500 m. This inter-site distance is equivalent to a density of 8 macro 

BSs/km2. Pico and femto BSs are randomly distributed according to repulsive PPP 

spatial modelling over the same area. The minimum separation distances 𝛿𝑝 and 𝛿𝑓 

between any two pico BSs and any two femto BSs are set to 20 m and 10 m, 

respectively. The impact of different minimum separation distances 𝛿𝑝 and 𝛿𝑓 in 

repulsive PPP networks on the performance of JT-CoMP is studied.  A comparison 

when the 𝛿𝑝 = 10 m and 𝛿𝑓 = 5 m, 𝛿𝑝 = 20 m and 𝛿𝑓 = 10 m, 𝛿𝑝 = 30 m and 𝛿𝑓 =
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15 m and 𝛿𝑝 = 40 m and 𝛿𝑓 = 20 m is carried out. Also, the performance of UC JT-

CoMP clustering in a repulsive PPP network with the four aforementioned different 

settings of 𝛿𝑝 and 𝛿𝑓  is compared with pure PPP. The density of pico BSs 𝜆𝑝𝑚 and 

femto BSs 𝜆𝑓𝑚 is considered to be 16 BSs/km2, and 32 BSs/km2, respectively. To 

investigate the impact of BS densification in UC JT-CoMP, sparse (𝜆𝑝𝑚 =

16   BSs/km2 and 𝜆𝑓𝑚 = 32 BSs/km2), medium (𝜆𝑝𝑚 = 24   BSs/km2 and 𝜆𝑓𝑚 = 48 

BSs/km2), and dense (𝜆𝑝𝑚 = 32   BSs/km2 and 𝜆𝑓𝑚 = 64 BSs/km2) deployment of SCs 

are considered. UEs with a density of 𝜆𝑘 are randomly deployed according to an 

independent PPP over the same area. In all cases, the density of UEs 𝜆𝑓 is equal to 10 

times the density summation of macro, pico, and femto BSs. This is set is to ensure that 

each BS has at least one UE associated with it [102]. In the case of 8 macro BSs/km2, 

16 pico BSs/km2 and 32 BSs/km2, the density of UEs becomes 560 UE/km2. UEs are 

equipped with a single antenna. For JT-CoMP, non-coherent joint transmission is 

assumed. The maximum UC cluster size is limited to 8. The impact of limiting the 

maximum UC cluster size is investigated where the maximum UC cluster size is limited 

to 2, 4, 6, and 8.  

The simulation parameters are based on 3GPP recommendations to evaluate the 

performance of wireless networks [61]. The path loss models of the macro, pico and 

femto BSs are denoted by 𝑃𝐿𝑚, 𝑃𝐿𝑝,  and 𝑃𝐿𝑓 are presented in (3.20), (3.21), and (3.22), 

respectively [61]: 

                                 𝑃𝐿𝑚 = 128.1 + 37.6𝑙𝑜𝑔10(𝑅)                                          (3.20) 

                                 𝑃𝐿𝑝 = 140.7 + 36.7𝑙𝑜𝑔10(𝑅)                                           (3.21) 

                                        𝑃𝐿𝑓 = 127 + 30𝑙𝑜𝑔10(𝑅)                                                 (3.22)        

where 𝑅 is the distance in 𝑘𝑚 between a BS and a UE.  The shadowing standard 

deviations for the macro, pico, and femto BSs are 8 dB, 10 dB, and 10 dB, respectively. 

Each BS has a bandwidth of 20 MHz which consists of 100 PRBs. Assuming a noise 

figure of 5 dB, a 20 MHz bandwidth and a temperature of 300 K, the value of the noise 

floor 𝜎2 is -96 dBm.  
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To evaluate the overall performance under the worst-case interference scenario full 

buffer traffic is used, meaning that BSs are assumed to always have data to transmit. 

Since CoMP is an interference mitigation technique, it is essential to evaluate its 

performance under the worst-case interference scenario. Additionally, full buffer traffic 

is recommended by 3GPP [61] for interference analysis.  Round robin, as a common 

resource allocation algorithm that is widely used by the wireless research community  

[103-105] as well as by 3GPP in its standardizations [61], is considered. 

The PLD, RSS, SINR, and the proposed UC clustering approaches presented in Sections 

3.3.1, 3.3.2, 3.3.3, and 3.3.4, respectively are compared in terms of outage probability 

and balancing the SINR gain and loss of radio resources. The PLD, RSS  and SINR 

thresholds are varied from 1 dB to 20 dB, -50 dBm to -69 dBm, and 1 dB to 20 dB, 

respectively.  

Figure 3.4 shows the percentage of non-CoMP and CoMP UEs for the PLD, RSS, 

SINR, and the proposed approaches. Since the PLD and SINR approaches are measured 

in dB while the RSS is in dBm, a parameter 𝜌 ranging from 1 to 20 is used as a 

threshold representative for the three approaches. 𝜌 = 1 represents a PLD of 1 dB, an 

RSS of -50 dBm, and an SINR of 1 dB whereas 𝜌 = 2 represents a PLD of 2 dB, an 

RSS of -51 dBm, and an SINR of 2 dB, and so on. When the PLD, RSS, and SINR 

thresholds are 1 dB, -50 dBm, and 1 dB, the percentage of UEs that operate in CoMP 

mode are 9%, 22%, and 27%, respectively. Increasing the PLD value and the SINR 

threshold from 1 dB to 20 dB will decrease the number of non-CoMP users and the 

number of CoMP users will increase. For the RSS approach, the number of CoMP users 

increases while the number of non-CoMP users decreases when the RSS threshold 

decreases from -50 dBm to -69 dBm.  This is because more UEs can meet the 

requirement in (3.5) and (3.7) if the PLD and SINR value is high, respectively. In the 

case of implementing the RSS approach, more UEs can meet the requirement in (3.6) if 

the RSS threshold is low. 

Comparing the PLD, RSS, SINR and the proposed UC approaches, Figures 3.5 to 

3.7 show the percentage of UEs with cluster sizes of 1, 2, 4, 6, and 8. From Figure 3.5, 

it can be seen that as the PLD increases from 1 dB to 7 dB, the number of UEs that 

operates in two ways CoMP (a cluster size of 2) increases from 8% to 24% while the 

number of UEs that operate with no CoMP decreases from 91% to 51%. This illustrates 
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that the two ways CoMP region (𝐴2) expands as the PLD goes from 1 dB to 7 dB while 

the non-CoMP region (𝐴1) shrinks. However, when the PLD goes above 7 dB, the two 

ways CoMP region starts to shrink back. This happens because UEs located at the 

outermost of the two ways region become three ways CoMP or 𝑐 ways CoMP. In other 

words, three way CoMP regions and higher (𝐴1 to 𝐴𝑐𝑚𝑎𝑥
) expands at the expense of  the 

two way CoMP region as well as the non-CoMP region. Generally, every CoMP region 

expands at the expense of the non-CoMP region. Also, every CoMP region except the 

region with the highest order expands until it reaches a certain size  

   

Figure 3.4: Percentage of non-CoMP and CoMP UEs for the PLD, RSS and SINR 

approaches when 𝑐𝑚𝑎𝑥=8. 
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Figure 3.5: Percentage of UEs with cluster sizes of 1, 2, 4, 6, and 8 for the PLD 

approach 

then it shrinks back. This is because a CoMP region with higher order expands at the 

direction of the CoMP region with lower order which forces the latter to shrink. It is 

also observed from Figure 3.5 that when the PLD threshold is high, such as 20 dB, the 

number of UEs that operate with a cluster size of 8 is 38%.  This indicates that the PLD 

between the strongest BS and the 8th strongest BS for the remaining 62% of UEs is 

higher than 20 dB. In the case of a low RSS and high SINR thresholds such as -69 dBm  

       

Figure 3.6: Percentage of UEs with cluster sizes of 1, 2, 4, 6, and 8 for the RSS 

approach 
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Figure 3.7: Percentage of UEs with cluster sizes of 1, 2, 4, 6, and 8 for the SINR 

approach 

and 20 dB, the number of UEs that operate with a cluster size of 8 is 67% and 68%, 

respectively. It is clear that the number of UEs that operate with a cluster size of 8 in the 

RSS and SINR approaches are much higher compared with the PLD approach. This 

large number of UEs with a cluster size of 8 in the RSS approach, when the RSS 

threshold is - 69 dBm, is because 67% of UEs can receive an average power stronger 

than -69 dBm from all the 8 strongest BSs. In the SINR approach when the SINR 

threshold is 20 dB, 68% of UEs have a cluster size of 8 because they could not achieve 

an SINR of 20 dB when they had a cluster size of 7. Thus, these UEs decided based on 

(3.7) to operate with a cluster size of 8 in order to attempt to achieve an SINR of 20 dB.  

Figure 3.6 shows the percentage of UEs with cluster sizes of 1, 2, 4, 6, and 8 for the 

RSS approach. As seen in Figure 3.6, as the RSS decreases the number of UEs that 

operates in two ways CoMP increases while the number of non-CoMP UEs decreases. 

Similar to Figure 3.5, the two ways CoMP region expands at the expense of the no 

CoMP region. Also, the three ways CoMP expands at the expense of the two ways 

CoMP which increases the number of users with a cluster size of 3 and reduces the 

number of users with a cluster size of 2. In general, as the RSS threshold decreases, a 

region with a high order would expand forcing regions with lower order to shrink.   
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Figure 3.8 shows the percentage of UEs with cluster sizes of 1, 2, 4, 6, and 8 for the 

proposed approach. As Figure 3.8 shows, the number of non-CoMP UEs (a cluster size 

of 1) is 71%. This is the percentage of UEs who cannot achieve a rate gain higher than 𝑐 

when they operate with a cluster size of 𝑐. The total number of CoMP UEs that includes 

UEs with cluster sizes of 2 up to 8 is 29%. The percentage of CoMP UEs with cluster 

sizes of 2, 4, 6, and 8 is 7.2%, 4.3%, 2.4%, and 4.2% respectively. It is clear that the 

percentage of UEs with a cluster size of 2, 4, and 6 decreases as the cluster size goes 

from 2 to 6. This is because meeting the requirement in (3.10) becomes hard as the 

cluster size increases. Another reason is that a few UEs can satisfy the requirement in 

(3.10) when they operate with a small cluster size such as 2 and they also can satisfy the 

requirement when they operate with a higher cluster size such as 4. This will decrease 

the percentage of UEs with a cluster size of 2 and increase the percentage of UEs with a 

cluster size of 4. This shifting from a lower cluster size to a higher cluster size is due to 

the ability to satisfy the requirement in (3.10) which also explains why the percentage of 

UEs with a cluster size of 8 is higher than the percentage of UEs with a cluster size of 6.  

     

Figure 3.8: Percentage of UEs with cluster sizes of 1, 2, 4, 6, and 8 for the proposed 

approach 

Figure 3.9 shows the percentage of users that would gain or lose throughput when 

the PLD, RSS, SINR, and the proposed UC JT-CoMP approaches are implemented. If a 

user can achieve at least 𝑐 times the rate it achieves with no CoMP where 𝑐 is the cluster 

size of this user, then this user benefits, else it loses. This is helpful to evaluate the 
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effectiveness of a given user-centric clustering algorithm. A good user-centric clustering 

algorithm should allow users to operate in CoMP mode only if a user can guarantee 

significant improvement in their rate, as failing to satisfy this requirement increases the 

number of CoMP users in the system and reduces the resource availability. The 

performance of the network as a whole depends on the amount of bandwidth allocated 

for CoMP and non-CoMP users. The definition of winners and losers in this chapter is 

based on the 
1

𝑐
 bandwidth assignment where each CoMP user is allocated  

1

𝑐
  of the 

amount of radio resources it would get when it operates in non-CoMP mode. 

Implementing the proposed user-centric approach and this 
1

𝑐
  CoMP bandwidth 

assignment scheme ensure that both users and the network benefit. However, it is also 

possible to assign CoMP users different portions of bandwidth. For instance, the full 

bandwidth assignment scheme allocates the same amount of bandwidth for CoMP users 

that they would obtain when they operate in non-CoMP mode. In full bandwidth 

assignment, users benefit even if they achieve less than 𝑐 rate gain; however, the 

network loses if the user does not achieves at least 𝑐 times rate. Another bandwidth 

allocation scheme is to assign CoMP users more than 
1

𝑐
  radio resources compared to 

what they obtain when operating in non-CoMP mode. A good example of this 

bandwidth allocation is a user that is served by three base stations and assigned half 

bandwidth. In this case, the user benefits if it achieves at least twice the rate; however, 

the network loses even if the user can achieve higher than twice the rate but less than c 

times. This bandwidth allocation for CoMP users will be explained in more detail in the 

next chapter. These statements about the performance of the network are true assuming 

perfect radio resource matching for overlapping regions and perfect load among base 

stations. Nonetheless, as the next chapter explains, JT-CoMP in HetNets faces a radio 

resource mismatching problem and load unevenness among base stations.  As seen from 

Figure 3.9, the PLD, RSS, and SINR approaches exhibit similar behaviour where the 

number of winners increases until it reaches a stable point and then after a certain 

threshold, the number of winners starts to decrease. This is because when the PLD 

threshold is less than 6 dB, the cluster size of a certain CoMP user would be small 

(mostly 2 as seen from Figure 3.5). In addition, the average received power from each 

BS other than the strongest BS that belong to the user’s cluster is strong due to the low 

value of the PLD (less than 6 dB). This helps to achieve a rate gain higher than the 

cluster size. However, when the PLD goes beyond 6 dB, for the same user, its cluster 
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size increases and the average received power of some of its cooperative BSs are weak. 

Due to the weakness of the average received powers from some BSs in the cooperative 

set and the high cluster size, it is difficult for this user to achieve a rate gain higher than 

its cluster size. This clearly illustrates that increasing the cluster size might degrade the 

system’s performance. For the PLD approach, the number of winners starts to increase 

when the PLD increases from 1 dB until it reaches 6 dB. PLD thresholds of 5 dB to 8 

dB include 25%, 25.69%, 25.62%, and 25% of winners, respectively. However, 5 dB to 

8 dB PLD thresholds will also include 13%, 18%, 23%, and 29% of losers, respectively. 

Allowing these users to operate as CoMP users will degrade the system performance 

since the SINR gain of these users does not compensate the loss of resources. When the 

PLD and SINR thresholds go beyond 6 dB and 3 dB and the RSS threshold goes below 

-57 dBm, the number of winners declines and the number of losers sharply increases. 

For the PLD, RSS, SINR approaches, the highest number of winners is 25.69%, 23.5%, 

and 23.75% achieved at thresholds of 6 dB, -57 dBm, and 3 dB, respectively. Although 

the PLD, RSS, and SINR approaches at these thresholds attempt to include all UEs that 

would benefit from CoMP, they also include 18%, 50%, and 31% of losers. For the 

proposed approach, the number of winners and losers are 29% and 0%, respectively.  

      

Figure 3.9: Percentage of winners and losers for the PLD, RSS and SINR 

approaches when 𝑐𝑚𝑎𝑥=8. 

Figure 3.10 shows the outage probability with no CoMP and with the PLD, RSS, 

SINR, and the proposed user-centric JT-CoMP clustering approaches. As shown in 
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Figure 3.10, the highest number of winners for the PLD, RSS, and SINR is achieved 

when the PLD, RSS, SINR thresholds are 6 dB, -57 dBm, and 3 dB, respectively. Using 

other values such as a PLD threshold of 20 dB, RSS threshold of -69 dBm, and an SINR 

of 20 dB may result in decreasing the outage probability as many UEs would operate in 

CoMP mode with a high cluster size; however, such values will include many UEs that 

are losers as can be seen in Figure 3.9. Thus, to have a fair comparison, the PLD, RSS, 

and SINR thresholds that achieve the highest number of winners (a PLD of 6 dB, an 

RSS of -57 dBm, and an SINR of 3 dB) while the number of losers are not high are 

considered. Figure 3.10 shows that 73% of UEs achieve an SINR greater than 0 dB with 

no CoMP. By implementing JT-CoMP, a significant SINR gain is expected as JT-

CoMP converts the harmful signal(s) into useful signal(s). As Figure 3.10 illustrates, 

100%, 93%, 100% and 91% of users can achieve an SINR higher than 0 dB when the 

PLD, RSS, SINR, and the proposed approach are implemented. It is clear that 

implementing JT-CoMP significantly improves the SINR.  Figure 3.10 shows that the 

RSS approach performs better than the other user-centric approaches in terms of 

increasing the number of UEs that achieve an SINR higher than 4.5 dB. This is because 

the RSS approach with a threshold of -57 dBm admits many UEs (74% of UEs as 

shown in Figure 3.4) to operate in CoMP even if some UEs achieve marginal SINR 

gain. From Figure 3.10, it is shown that the SINR approach achieves the best 

performance in terms of reducing the percentage of UEs that achieve less than 4.5 dB 

followed by the PLD, RSS, and the proposed approach. This is because the SINR 

approach focuses only on improving the SINR of UEs that achieve an SINR less than 3 

dB. It is also shown that the performance of the RSS and the proposed approach in 

increasing the number of UEs that achieve an SINR higher than 4.5 dB is better than the 

PLD and SINR approaches. This is because the percentage of UEs that operate with 

cluster sizes higher than 2 in the RSS and the proposed approach is higher compared 

with the PLD and SINR approaches. Although the percentage of UEs that operate with 

cluster sizes higher than 2 in the proposed approach is not as high as in the RSS 

approach, the performance of the proposed approach is comparable to the RSS approach 

since it only allows UEs that achieve significant SINR gain to operate in CoMP mode. 

Generally, the SINR levels increase as the number of CoMP UEs increases. Comparing 

a PLD of 6 dB, RSS of -57 dBm, and an SINR of 3 dB, Figure 3.4 shows that the 

highest number of CoMP UEs is achieved by the RSS approach which explains the 

superiority of the RSS approach in terms of outage probability. The proposed approach 
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does not achieve the best outage probability as it only allows 29% of users to operate in 

JT-CoMP while the RSS allows about 68% as shown in Figures 3.8 and 3.4, 

respectively. This strict restriction by the proposed approach is essential in order to 

allow UEs with significant SINR gain only to operate in CoMP mode which in turns 

helps to provide an effective balance between the SINR gain and loss of radio resources. 

An interesting observation from Figure 3.10 is that all UEs in the SINR approach 

achieve SINR levels higher than 3 dB. This illustrates the strength of the SINR 

approach to provide a system where no UE achieves an SINR less than 3 dB. As Figure 

3.10 has shown, the SINR gain clearly depends on the user-centric clustering algorithm.  

     

Figure 3.10: Outage probability with no CoMP and with the PLD ( 6 dB), RSS (-57 

dBm), SINR (3 dB), and the proposed UC JT-CoMP approaches. 

3.5.1 Impact of Limiting the Maximum UC Cluster Size 

In JT-CoMP, limiting the maximum cluster size to 𝑐𝑚𝑎𝑥 restricts a UE from being 

served by more than 𝑐𝑚𝑎𝑥 cooperative BSs even if the requirements in (3.5), (3.6), (3.7) 

or 3.10 are satisfied. This limitation is necessary in order to reduce additional overhead 

and scheduling complexity. According to [106, 107], the complexity increases as the 

cluster size increases. Many research studies  [25 ,40 ,42 ,108] have limited the maximum 

UC cluster size to be in the range of 2 to 8.  

It is important to study the impact of limiting the maximum cluster size not only on 

the outage probability but also on the number of winners and losers. The impact of 
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limiting the maximum cluster size on the outage probability has been analysed on the 

literature [42] where it has been shown that the outage probability decreases as the 

maximum cluster size increases.  

The impact of limiting the maximum UC cluster size to 2, 4, 6, and 8 on the 

number of winners and losers for the PLD, RSS, SINR, and proposed approach is 

illustrated in Figures 3.11, 3.12, 3.13, and 3.14, respectively. When the maximum UC 

cluster size is limited to 2, increasing the PLD and SINR thresholds and decreasing the 

RSS threshold increases the number of winners and the number of losers as well. From 

Figures 3.11, 3.12, and 3.13, it is observed that the number of winners increases at a fast 

rate when the PLD, RSS, and SINR thresholds change from 1 dB to 6 dB, -50 dBm to -

57 dBm, and 1 dB to 3 dB, respectively. However, after a certain threshold, i.e. a PLD 

threshold of 6 dB, an RSS threshold of -57, and a SINR threshold of 3 dB, the number 

of winners slightly increases while the number of losers keeps increasing at almost the 

same rate. Low PLD and SINR thresholds and a high RSS thresholds have a few 

winners because some UEs are restricted from being served by the second strongest BS 

even if the average received power from this BS is strong enough to help achieve a rate 

gain higher than 2 if it were to cooperate as the second serving BS. As the PLD and 

SINR increases and the RSS decreases until it reaches values of 6 dB, 3 dB, and -57 

dBm, respectively, this restriction loosens and more UEs benefit since almost all second 

strongest BSs that can help to achieve a rate gain higher than 2 are allowed to cooperate.  

As seen from Figures 3.11 to 3.13, the performance in terms of the number of 

winners and losers for the PLD, RSS, and SINR approaches for any threshold below 8 

dB, -57 dBm, and 3 dB, respectively are identical irrespective of the maximum cluster 

size. This is because when the PLD and SINR thresholds are high and the RSS 

threshold is low, most of the users would still operate with a cluster size of 2 due to the 

difficulty of satisfying the requirements in (3.5), (3.6), or (3.7) even if the maximum 

cluster size that a UE can have is 8.  When the PLD and SINR thresholds go beyond 8 

dB and 3dB and the RSS threshold goes below -57 dBm, the number of winners 

decreases while the number of losers increases as the maximum cluster size goes from 2 

to 8. When 𝑐𝑚𝑎𝑥 is low, it restricts some BSs that provide insufficient average received 

power to cooperate even if they can satisfy the requirements in (3.5), (3.6), or (3.7). 

However, when 𝑐𝑚𝑎𝑥 is high such as 8, these BSs would be allowed to cooperate 
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providing marginal SINR gain that does not help to satisfy the winner condition. For 

example, when 𝑐𝑚𝑎𝑥 = 2, a CoMP UE would be served by the strongest two BSs 

resulting in a rate gain higher than 2. However, when 𝑐𝑚𝑎𝑥 = 8, the same UE might be 

associated with the 8 strongest BSs even though some of them do not provide sufficient 

average received power due to the high PLD and SINR thresholds and the low RSS 

threshold. This can result in achieving a rate gain lower than 8.  

     

Figure 3.11: Number of winners and losers in the PLD approach when the 

maximum cluster size is limited to 2, 4, 6, and 8. 
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Figure 3.12: Number of winners and losers in the RSS approach when the 

maximum cluster size is limited to 2, 4, 6, and 8. 

    

Figure 3.13: Number of winners and losers in the SINR approach when the 

maximum cluster size is limited to 2, 4, 6, and 8. 

Figure 3.14 shows the number of winners for the proposed approach when 𝑐𝑚𝑎𝑥 

changes from 2 to 8. Figures 3.14 shows that the number of winners increases from 

25.6% to 29% when 𝑐𝑚𝑎𝑥 increases from 2 to 8. This shows that there are 3.4% of UEs 

who cannot achieve a rate gain higher than 2 when 𝑐𝑚𝑎𝑥 = 2; however, allowing these 

UEs to be served by 8 BSs enables them to achieve a rate gain higher than 8.  
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Figure 3.14: Percentage of winners in the proposed approach when the maximum 

cluster size 𝑐𝑚𝑎𝑥 is limited to 2, 4, 6, and 8. 

3.5.2 Impact of BS Densification  

It is important to study the impact of increasing the number of BSs when CoMP is 

implemented. The aim is to understand whether CoMP is more beneficial or less 

beneficial in dense networks, or whether increasing the number of BSs has no impact on 

the performance of JT-CoMP. The performance of user-centric JT-CoMP under 

different BS densities is evaluated in this section.  

Comparing the PLD, RSS, SINR, and the proposed user-centric approaches, 

Figures 3.15 to 3.18 show the impact of BS densification on the number of winners and 

losers when the density of pico  and femto BSs are 𝜆𝑝𝑚 = 16   BSs/km2 and 𝜆𝑓𝑚 = 32 

BSs/km2, 𝜆𝑝𝑚 = 24   BSs/km2 and 𝜆𝑓𝑚 = 48 BSs/km2, 𝜆𝑝𝑚 = 32   BSs/km2 and 𝜆𝑓𝑚 =

64 BSs/km2. Including 8 macro BSs/km2, this is equivalent to a total BS density (macro, 

pico, and femto) of 56 BSs/km2 (sparse), 80 BSs/km2 (medium), 104 BSs/km2 (dense).  

From Figures 3.15 to 3.17, it can be seen that the number of CoMP UEs (number of 

winners and losers) increases as the number of BSs increases. For example, when the 

PLD threshold is 10 dB, Figure 3.15 shows that the percentage of CoMP UEs increases 

from 61.63% to 63.7% when the BS density increases from 56 BSs/km2 to 104 

BSs/km2. This is because increasing the number of BSs forces some non-CoMP UEs to 

operate in two ways CoMP mode as the average received powers by these UEs from 
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their second strongest BSs become stronger due to the shorter distance between the non-

CoMP UE and its second strongest BS. This also applies to some CoMP UEs that would 

operate with higher cluster sizes since their average received powers by the their third, 

fourth, ... 𝑐𝑚𝑎𝑥 BSs become stronger as well. In other words, this increase in the number 

of two ways CoMP UEs and the increase in the cluster size happen because the 

requirements in (3.5), (3.6), and (3.7) become easier to satisfy as the number of BSs 

increases. All UEs that are forced to operate in CoMP mode due to BS densification and 

all UEs that would operate with higher cluster size due to the same reason must satisfy 

the winner condition where their rate gain must be higher than their cluster size. It is 

clear from Figures 3.15 to 3.17 that as the number of BSs increases most of these UEs 

fail to satisfy the winner condition which will increase the number of losers and 

decrease the number of winners. To illustrate this with an example, if a UE operates in 

two ways CoMP when the BS density is sparse, increasing the BS density can force this 

UE to operate in three ways CoMP as the average received power from the third 

strongest BS is strong enough to allow this BS cooperate. Although this UE met the 

winner condition when it operated with two ways CoMP, it might not be able to meet 

the winner condition when it operates in three ways CoMP. 

         

Figure 3.15: Percentage of winners and losers in the PLD approach for sparse (56 

BSs/km2), medium (80 BSs/km2), and dense (104 BSs/km2) deployment. 
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Figure 3.16: Percentage of winners and losers in the RSS approach for sparse (56 

BSs/km2), medium (80 BSs/km2), and dense (104 BSs/km2) deployment. 

      

Figure 3.17: Percentage of winners and losers in the SINR approach for sparse (56 

BSs/km2), medium (80 BSs/km2), and dense (104 BSs/km2) deployment. 

Figure 3.18 shows the percentage of winners when the proposed approach is 

implemented for sparse, medium and dense deployments. As Figure 3.18 shows, the 

performance of JT-CoMP in terms of the percentage of winners is not affected by the 

density of BSs. Figures 3.15 to 3.17 have shown the opposite because the PLD, RSS, 

and SINR approaches decide the mode of operation (CoMP or no CoMP) based on 

thresholds that would allow different percentage of  UEs (based on the density of BSs) 
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to operate in CoMP mode even if these UEs do not balance between SINR gain and loss 

of bandwidth.  

    

Figure 3.18: Percentage of winners in the proposed approach for sparse (56 

BSs/km2), medium (80 BSs/km2), and dense (104 BSs/km2) deployment. 

3.5.3 Impact of Spatial Modelling of SC BSs 

Although pure PPP networks might have some BSs that are close to each other due 

to the absence of a minimum separation distance between any two BSs, it is interesting 

to study this type of distribution in JT-CoMP networks as it can represent the highest 

level of overlapping regions. It is also interesting to compare the performance of JT-

CoMP in pure PPP networks and in repulsive PPP networks where a minimum 

separation distance 𝛿 is applied. In addition, it is important to study the impact of 

different minimum separation distances.  

Figure 3.19 shows the performance of the PLD in terms of the number of winners 

and losers when SC BSs are spatially distributed according to pure PPP and repulsive 

PPP. In repulsive PPP, the minimum separation distances for pico and femto BSs is set 

to 𝛿𝑝 = 10 m and 𝛿𝑓 = 5 m, 𝛿𝑝 = 20 m and 𝛿𝑓 = 10 m,  𝛿𝑝 = 30 m and 𝛿𝑓 = 15 m, 

and 𝛿𝑝 = 40 m and 𝛿𝑓 = 20 m.  As Figure 3.19 shows, the performance of JT-CoMP in 

terms of the number of winners and losers in pure PPP and repulsive PPP is exactly the 

same. This is also true for the RSS, SINR, and the proposed approach. Figures that 

compare the performance of the RSS, SINR, and the proposed approach are not shown 



74 

 

since the performance of these approaches in pure PPP and repulsive PPP is exactly the 

same.  

   

Figure 3.19: The performance of JT-CoMP in pure PPP networks compared 

repulsive PPP networks with when the PLD approach is implemented. 

3.6 Conclusion  

User-centric JT-CoMP clustering where a UE can be served by multiple BSs 

simultaneously is one of the main technologies that shifts the current wireless 

architecture from cell-centric to cell-less. In user-centric JT-CoMP clustering, a user can 

be associated with BSs even if this user is not geographically located within their cell 

coverage. User-centric clustering is a promising approach to identify UEs that could 

benefit from JT-CoMP and restrict UEs that achieve marginal SINR gain from 

operating in CoMP mode. This identification is important in order to efficiently utilise 

the system’s bandwidth as allowing UEs with marginal SINR gain would waste radio 

resources. A new user-centric clustering approach that balances between the SINR gain 

and loss of radio resources is proposed. In the proposed approach, a UE operates in a 

CoMP mode only if its rate gain is sufficient enough to compensate for the loss of 

bandwidth. To validate the effectiveness of the proposed user-centric clustering 

approach, it has been compared with three common and existing user-centric clustering 

approaches namely, PLD, RSS, and SINR. Results have shown the effectiveness of the 

proposed UC approach in restricting any UE from operating in CoMP mode if it would 

waste the bandwidth. When the maximum cluster size is limited to 8, the best 
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performance in terms of including the users that obtain a rate gain higher than their 

cluster is achieved when the PLD, RSS, and SINR thresholds are 6 dB, -57 dBm, and 3 

dB, respectively. At these thresholds, the percentage of winners are 25.69%, 23.5%, and 

23.75% when the PLD, RSS, and SINR approaches are implemented, respectively. 

However, these thresholds include 18%, 50%, and 31% of losers. The number of 

winners and losers in the proposed approach are 29% and 0%. The results also show 

that all the UC clustering approaches outperform no CoMP in terms of outage 

probability.  The percentage of UEs that achieves SINR higher than 0 dB has increased 

from 73% with no CoMP to 100%, 93%, 100% and 91% when the PLD, RSS, SINR, 

and proposed approach are implemented.  

The impact of limiting the maximum cluster size has been investigated. The results 

have shown that increasing the maximum cluster size from 2 to 8 degrades the system 

performance when the PLD and SINR thresholds goes above 8 dB and 3 dB while the 

RSS goes below -57 dBm. On the contrary, the proposed approach has shown that 

increasing the maximum cluster size from 2 to 8 slightly increases the number of UEs 

that could benefit from JT-CoMP.  The impact of BS densification on the performance 

of JT-CoMP has been studied. According to the results, it has been observed that JT-

CoMP performs slightly worse in dense networks when the PLD, RSS, and SINR 

approaches are applied. The proposed approach has shown that the density of BSs has 

no impact on the performance of JT-CoMP. Simulation results have shown that the 

performance of JT-CoMP is identical regardless of the spatial distribution of SC BSs. 

Overall, the proposed approach has shown that it can perform better than the traditional 

UC clustering approaches. In addition, the proposed approach is not negatively 

influenced by the maximum cluster size or the density of BSs, unlike the traditional 

schemes. The strength and effectiveness shown by user-centric JT-CoMP clustering in 

the simulation results, particularly the proposed user-centric clustering approach, can 

play a significant role in mitigating inter-cell interference in a 5G cell-less architecture. 

Although user-centric JT-CoMP clustering has shown its effectiveness in enhancing 

the outage probability, it is essential to take radio resource management into account. In 

this chapter, this has been partially performed by evaluating the number of winners and 

losers when JT-CoMP is implemented. Nevertheless, the number of winners and losers 

does not provide a complete insight into the performance of JT-CoMP since it does not 
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take the load of each BS into account. As a result, joint user-centric clustering and radio 

resource allocation that takes the load of each BS into account is considered in the next 

chapter in order to robustly evaluate the performance of JT-CoMP in 5G HetNets.  
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Joint Multi-Cell Resource Allocation and User-

centric Clustering in JT-CoMP 
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4.1 Introduction  

Most of the research in the state-of-the-art has tackled user-centric clustering and 

radio resource allocation separately. Nonetheless, it is crucial to jointly consider multi-

cell resource allocation and user-centric clustering in order to comprehensively evaluate 

the performance of JT-CoMP. In addition, this joint consideration of user-centric 

clustering and multi-cell resource assignment is an essential path towards the 

development and realisation of a 5G cell-less architecture. In this chapter, joint user-

centric JT-CoMP clustering and multi-cell resource allocation are developed in two 

steps where user-centric clusters are constructed as a first step and according to the 

clustering results obtained, resources are assigned. The first step involves the formation 
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of clusters for all users based on the user-centric clustering algorithms presented in 

Chapter 3. The second step requires development of an effective multi-cell radio 

resource allocation scheme that can address the challenges and restrictions of allocating 

resources from multiple base stations. One of the main challenges in multi-cell resource 

allocation in JT-CoMP is the radio resource mismatching problem between cooperating 

base stations that happens due to load imbalance. Another challenge is the bandwidth 

underutilisation problem that occurs when all the users associated with a small cell base 

station operate in a JT-CoMP mode.  

The main contributions of this chapter can be summarised as follows:  

1) A novel radio resource management scheme that can support multi-cell 

scheduling in JT-CoMP. The proposed resource allocation scheme solves 

the JT-CoMP mismatching resources problem where one base station has a 

higher number of PRBs for the CoMP region than a cooperating base station 

by letting the two cooperating base stations negotiate and agree on the 

number of PRBs that they can provide for their CoMP region. It also 

mathematically develops a new scheme that divides the total available 

bandwidth among CoMP and non-CoMP regions. 

2) A novel hybrid approach that allows cell-edge users to operate in JT-CoMP 

and no CoMP simultaneously. A hybrid user can operate in a no CoMP 

mode on certain PRBs while at the same time it operates in a JT-CoMP 

mode on other PRBs. The purpose of the development of this approach is to 

solve the bandwidth underutilisation problem; thus, improving the overall 

user throughput as well as the cell-edge throughput.  

3) Evaluation of the effect of assigning different portions of bandwidth to 

CoMP users on the performance in terms of the overall throughput and cell-

edge throughput.  

The organisation of this chapter is as follows. In Section 4.2, the system model is 

presented. Section 4.3 provides mathematical definitions of the set of CoMP and non- 

CoMP users per base station based on set theory. Section 4.4 presents multi-cell radio 

resource management in JT-CoMP. Firstly, it starts by presenting the challenges of 

resource allocation in user-centric JT-CoMP. Then, it explains the concept of the 

proposed resource matching approach. Based on this approach, a multi-cell bandwidth 
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allocation scheme is developed. Section 4.4 also describes the bandwidth 

underutilisation problem in JT-CoMP 5G HetNets and proposes a hybrid approach that 

can address this problem. Section 4.5 compares the performance of the traditional JT-

CoMP and the hybrid approach. Finally, conclusions are drawn in Section 4.6.  

4.2 System Model  

The system model in this chapter follows the system model presented in Chapter 3 

with one exception. The exception is that the maximum user-centric cluster size in this 

chapter is limited to 2.  This limitation is because allowing more than two base stations 

to cooperate would require a very large SINR gain to achieve a rate gain that can 

compensate for the loss of bandwidth, as shown in Figure 3.2. Moreover, as this chapter 

will show, the load unevenness problem imposes further restrictions on benefiting from 

3 ways CoMP or higher.  

The performance metric in this chapter is the achievable throughput. The 

achievable throughput is calculated based on Shannon’s equation as follows:  

                                           𝑇 = 𝐵log2(1 + 𝑆𝐼𝑁𝑅)                                              (4.1) 

where 𝐵 is the total bandwidth.  

4.3 Set Definitions of CoMP and non-CoMP Users Per Base Station 

In JT-CoMP, each base station can have non-CoMP and CoMP users associated 

with it. Non-CoMP users are the users associated with the base station that provides the 

strongest received power and their cluster size is one. CoMP users of base station 𝑖 are 

the users belonging to base station 𝑖 which can provide the strongest received power or 

the second strongest received power. To develop a multi-cell radio resource allocation 

scheme, it is important to define the set of CoMP and non-CoMP users of each base 

station. Moreover, it is crucial to define the overlapping regions that each base station 

has to support. Set theory is utilised to mathematically define the set of non-CoMP 

users, CoMP users, as well as the overlapping regions of each base station.  

The set of non-CoMP users of base station 𝑖 can be defined as follows: 
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                                     𝒩𝑖 = {𝑘 ∈ ℝ2⃒ 𝑥1 = 𝐵𝑆 𝑖 & |𝐶𝑘| = 1}                           (4.2) 

where |𝐶𝑘| is the user-centric cluster size of user 𝑘 . 

The set of CoMP users receiving strongest and second strongest power from base 

stations  𝑖  and 𝑗 in CoMP region  𝑝, respectively is defined as follows:  

                                      𝒱𝑖𝑗𝑝 = {𝑘 ∈ ℝ2⃒ 𝑥1 = 𝐵𝑆 𝑖 &  𝑥2 = 𝐵𝑆 𝑗 }                    (4.3) 

The following defines the set of CoMP users receiving strongest and second 

strongest power from base stations 𝑗 and 𝑖 in CoMP region  𝑝, respectively:  

                                      𝒲𝑖𝑗𝑝 = {𝑘 ∈ ℝ2⃒ 𝑥2 = 𝐵𝑆 𝑖 &  𝑥1 = 𝐵𝑆 𝑗 }                         (4.4) 

Using (4.3) and (4.4), the set of all CoMP UEs associated with base station 𝑖 in its 

CoMP region  𝑝 is:  

                                       𝒟𝑖𝑝 = 𝒱𝑖𝑗𝑝 ∪  𝒲𝑖𝑗𝑝                                                        (4.5) 

The set of base stations that cooperate with base station 𝑖 is defined as follows: 

                                      𝒫𝑖 = {𝐵𝑆 𝑗 ∈ ℐ ⃒ |𝒟𝑖𝑝| > 0, 𝑗 ≠ 𝑖}                                (4.6) 

Using (4.5) and (4.6), the set of all CoMP UEs associated with base station 𝑖 can be 

written as follows: 

                                      𝒬𝑖 = ⋃ 𝒟𝑖𝑝𝑝∈𝒫𝑖
                                                               (4.7) 

Finally, the set of non-CoMP and CoMP UEs associated with base station 𝑖 can be 

written as follows: 

                                     𝒜𝑖 = 𝒩𝑖 ∪ 𝒬𝑖                                                                  (4.8) 

Figure 4.1 provides an example that shows the CoMP and non-CoMP users of a 

certain base station. As shown in the example, BS 1 has two non-CoMP users and three 

CoMP users. In Figure 4.1, stars represent the set of users 𝑣12  who receive the strongest 

and second strongest received power from BSs 1 and 2, respectively while triangles 
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represent the set of users 𝑤12 who receive the strongest and second strongest received 

power from BSs 2 and 1, respectively. Both 𝑣12 and 𝑤12 belong to BS 1 as its CoMP 

users. 

 

Figure 4.1: An example illustrating the set of CoMP and non-CoMP UEs of a base 

station.      

4.4 Multi-cell Radio Resource Management  

In a JT-CoMP system, it is important to exploit a radio resource management 

scheme that can satisfy not only CoMP users but also non-CoMP users.  Effective 

schemes are not available up to now. The whole bandwidth of each base station is 

assigned to its CoMP and non-CoMP users and the amount of bandwidth each user 

obtains is dependent on the number of users associated with each base station. 

Assigning a high proportion of radio resources for CoMP users will boost their 

throughput; however, this will decrease the number of the available radio resources for 

non-CoMP users causing their throughput to significantly drop. Also, assigning a high 

proportion of resources for non-CoMP users will enhance their throughput but clearly 

the throughput of CoMP users will decrease.  Thus, developing a radio resource 

assignment technique for JT-CoMP is required to balance resource assignment between 

CoMP and non-CoMP users. One approach that attempts to provide this balance is to 

assign CoMP users half of the radio resources that a non-CoMP user would be assigned. 

This approach is referred as half bandwidth assignment. Figure 4.2 provides an example 

that explains half bandwidth assignment. In this example, for BS 1 the total bandwidth 
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is divided between UE 1, UE 3, and UE 4. Assuming that BS 1 has 100 PRBs, this 

amount of PRBs is first divided between all CoMP users (UE 3 and UE 4) and all non-

CoMP users (UE 1). Since UE 3 and UE 4 are CoMP users, the amount of bandwidth 

they obtain should be equal to the amount of bandwidth allocated to each non-CoMP 

user. This allows treatment of both UE 3 and UE 4 as only one user. As a consequence, 

the 100 PRBs is divided by two (UE 1 as one entity while UE 3 and UE 4 as another 

entity). Based on this assignment, UE 1 is allocated 50 PRBs and both UE 3 and UE 4 

are allocated 50 PRBs. The 50 PRBs for UE 3 and UE 4 is further divided between 

them equally where each user obtains 25 PRBs. The final assignment of radio resources 

becomes 50 PRBs for UE 1, 25 PRBs for UE 3, and 25 PRBs for UE 4. This shows that 

each CoMP user (UE 3 or UE 4) is assigned half of the radio resources that non-CoMP 

users (UE 1) obtain. When more than one user is present in the non-CoMP region, the 

same assignment is performed providing non-CoMP users with full bandwidth and 

CoMP users with half bandwidth and allocating resources accordingly. Similar 

bandwidth allocation is performed for BS 2. This half bandwidth assignment is 

considered quite fair for two reasons. The first is that it is anticipated that the SINR of 

CoMP users will significantly increase while the second is that a PRB that is allocated 

to a CoMP user by one of its cooperating base stations (strongest base station) cannot be 

reused by any other base station in its cluster (the second strongest base station). 

Although half bandwidth assignment appears to be reasonably fair, there is currently no 

proof that it is an optimal assignment. Therefore, it is important to investigate assigning 

different portions of bandwidth for CoMP users. For example, a CoMP user can be 

assigned the same (full bandwidth) or twice (double bandwidth) the amount of PRBs 

that a non-CoMP user would obtain. 
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Figure 4.2: An example of half bandwidth assignment. 

 

4.4.1 Challenges of Resource Allocation in User-Centric JT-CoMP 

Radio resource management for JT-CoMP is a challenging task since it involves 

assigning radio resources from multiple base stations. This multi-cell assignment 

induces four resource allocation restrictions in user-centric JT-CoMP: 

1) A PRB that is reserved for a UE by one base station of its cluster cannot be 

reused by any other base station in the same cluster. This restricts the usage of 

the same resource block from the cooperating base station to serve another user. 

2) All base stations that form a UE’s cluster must reserve an identical number of 

PRBs for this UE, in order for JT-CoMP to operate. This reduces the frequency 

reuse to a factor of 𝑐 where 𝑐 is the cluster size. For example, if all users are 

allowed to operate with JT-CoMP and the maximum cluster size is set to 5, then 

the frequency reuse reduces to 5. This problem can be reduced by allowing only 

a certain percentage of users to operate in CoMP mode; those that are likely to 

benefit most. 

3) Due to load unevenness and the different numbers of CoMP regions a base 

station may have, one base station may have fewer radio resources to support a 

specific CoMP region while the other cooperating base stations supporting the 

same CoMP region have more radio resources. This resource mismatch clearly 
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restricts the radio resources that can be used to support CoMP users. This 

problem must be addressed to enable all users that are located in the CoMP 

region to be supported.  

4) The load imbalance among different tiers causes some small cell base stations 

to be associated with CoMP UEs only. In this case, such base stations might not 

fully utilise their bandwidth as their bandwidth utilisation depends on their 

cooperating base stations. To address this issue, a hybrid approach is proposed 

where a user that decides to operate in a CoMP mode based on the user-centric 

clustering algorithms presented in Chapter 3 can operate in CoMP and non-

CoMP modes simultaneously.  

4.4.2 Resource Matching Approach 

 This part focuses on addressing the resource mismatching problem that occurs 

when allocating resources from multiple base stations. An example that illustrates how 

the different loads of each base station and different CoMP regions of each base station 

cause a mismatch in the number of PRBs that two cooperating base stations can provide 

for their CoMP region is shown in Figure 4.3. Figure 4.3 shows that BS 1 and BS 2 

have different loads (numbers of users) and different CoMP regions, thus the bandwidth 

that BS 1 can provide for its overlapping region with BS 2 is different from the 

bandwidth that BS 2 can provide for the same region. For CoMP region 1, the example 

shows that BS 1 is able to provide 40 PRBs while BS 2 can only provide 25 PRBs. This 

resource mismatching problem in the number of PRBs that can be provided by two 

cooperating base stations for their CoMP region must be considered when implementing 

JT-CoMP.  
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Figure 4.3: An example of resource mismatching for CoMP regions.                                

To solve this mismatching problem, a resource matching approach is proposed 

where both base stations need to negotiate and agree on the amount of bandwidth that 

each base station should provide. Since one base station may have a smaller number of 

available PRBs than its cooperating base station, both base stations should agree to 

provide a bandwidth that is equal to the minimum affordable bandwidth of both base 

stations. This is mathematically explained in Algorithm 4.1 that is presented later in 

Section 4.4.3 from step 8 to step 15. This strategy will ensure that the two cooperating 

base stations have perfect matching in terms of the offered bandwidth allowing them to 

reserve identical PRBs to support their CoMP region. Due to this proposed allocation, 

the base station that offers a larger bandwidth will be left with a portion of bandwidth 

that is not used to support the CoMP region. To efficiently utilise this unused portion of 

bandwidth, this bandwidth is allocated to non-CoMP users that belong to the base 

station with higher available bandwidth. To further illustrate this concept, an example is 

provided in Figure 4.4. In Figure 4.4, BS 1 and BS 2 are two cooperating base stations 

that jointly transmit data to some particular users located in their overlapping region. BS 

1 communicates with BS 2 informing it that it has 40 available PRBs. Also, BS 2 sends 

a message to BS 1 informing that it has 25 PRBs. Each base station then agrees to 

provide the minimum offered bandwidth of BS 1 and BS 2. In this particular example, 

BS 1 and BS 2 agree to provide 25 PRBs each. Since BS 1 will be left with 15 unused 

PRBs (40 PRBs - 25 PRB), it allocates those PRBs for its non-CoMP users.  
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Figure 4.4: An example solved by the proposed resource matching approach 

4.4.3 Bandwidth Allocation 

This part develops mathematical expressions that divide the total bandwidth into 

CoMP and non-CoMP bandwidths in order to support both CoMP and non-CoMP UEs. 

When CoMP is implemented, each base station can have non-CoMP and CoMP users. 

Non-CoMP UEs are typically UEs that are located in the cell-centre area whereas 

CoMP users are the UEs that are inside the overlapping areas. The overlapping area can 

be identified by using the user-centric clustering algorithms presented in Chapter 3.  

The following explains how each base station can identify its CoMP and non-

CoMP UEs. Each base station considers all UEs in its overlapping regions as its CoMP 

users without taking into account if this base station is the strongest or second strongest 

base station. Also, each base station considers the remaining UEs that are located 

outside the overlapping regions as its non-CoMP UEs.  

The total bandwidth of base station  𝑖 is divided into non-CoMP bandwidth 

𝐵𝑖
𝑛𝑜𝑛−𝐶𝑜𝑀𝑃 and CoMP bandwidth 𝐵𝑖

𝐶𝑜𝑀𝑃 as follows:  

                                          𝐵𝑖
𝑛𝑜𝑛−𝐶𝑜𝑀𝑃 =

𝐵𝑖

(|𝒩𝑖|+(𝑏|𝒬𝑖|))
                                          (4.9)                                                     

                                         𝐵𝑖
𝐶𝑜𝑀𝑃 = 𝐵𝑆𝑖 − 𝐵𝑆𝑖

𝑛𝑜𝑛−𝐶𝑜𝑀𝑃                                     (4.10) 



87 

 

where 𝐵𝑖 is the total available bandwidth and 𝑏 is the proportion of resources a CoMP 

UE would be assigned when it operates in CoMP mode compared to those it obtains 

with no CoMP. For instance, with 𝑏 = 0.5 (half bandwidth assignment), if a UE that 

operates with no CoMP is allocated 8 PRBs, it would be assigned 4 PRBs if it chooses 

to operate in CoMP mode. 𝐵𝑖
𝐶𝑜𝑀𝑃 is the CoMP bandwidth of base station 𝑖 that should 

support all the CoMP regions that base station 𝑖 is involved in. Thus, 𝐵𝑖
𝐶𝑜𝑀𝑃 is further 

split into |𝒫𝑖|  portions where |𝒫𝑖| is the number of CoMP regions of base station 𝑖. The 

following expresses how the CoMP bandwidth of base station  𝑖 is divided among its 

CoMP regions: 

                                         𝐵𝑖𝑝
𝐶𝑜𝑀𝑃 = 𝐵𝑆𝑖

𝐶𝑜𝑀𝑃 |𝒟𝑖𝑝|

|𝒬𝑖|
                                                (4.11) 

Algorithm 4.1 illustrates the proposed multi-cell bandwidth allocation that can 

support JT-CoMP networks. 

Algorithm 4.1 Multi-cell bandwidth allocation  

1: for all 𝑚 ∈ ℳ do  

2: Calculate the non-CoMP bandwidth based on (4.9) 

3: Calculate the CoMP bandwidth based on (4.10) 

4:       for all 𝑙 ∈ ℒ𝑚 

5: Calculate 𝐵𝑚𝑙
𝐶𝑜𝑀𝑃  based on (4.11) 

6:       end for 

7:end for 

8: for all 𝑚 ∈ ℳ do 

9:      for all 𝑙 ∈ ℒ𝑚 

10:         𝐵𝑚𝑙
𝐶𝑜𝑀𝑃 = min (𝐵𝑚𝑙

𝐶𝑜𝑀𝑃 , 𝐵𝑉𝑙
𝑚𝑙

𝐶𝑜𝑀𝑃) 

11:        if 𝐵𝑚𝑙
𝐶𝑜𝑀𝑃 > 𝐵𝑉𝑙

𝑚𝑙
𝐶𝑜𝑀𝑃  then 

12:          𝐵𝑚
𝑛𝑜𝑛−𝐶𝑜𝑀𝑃 = 𝐵𝑚

𝑛𝑜𝑛−𝐶𝑜𝑀𝑃 + (𝐵𝑚𝑙
𝐶𝑜𝑀𝑃 − 𝐵𝑉𝑙

𝑚𝑙
𝐶𝑜𝑀𝑃) 

13:        end if 

14:   end for 

15: end for  

 

4.4.4 Bandwidth Underutilisation Problem 

One of the problems that is faced when JT-CoMP is implemented in 5G HetNets is 

when a base station, particularly a small cell base station, has only CoMP UEs 

associated with it. In a HetNets non-CoMP system, small cells are lightly loaded due to 

their low transmission power [109]. When JT-CoMP is applied, the users associated 

with a small cell base station are split into non-CoMP and CoMP users. In some cases 

such as when all users of a small cell base station are located at the cell-edge or when 
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the requirement to operate in a CoMP mode can be easily satisfied due to high PLD and 

SINR thresholds or low RSS threshold, all users that are associated with a small cell 

base station  become CoMP UEs. A base station with only CoMP UEs might not be able 

to fully utilise its available bandwidth as its bandwidth utilisation is dependent on the 

CoMP bandwidth of its set of cooperating base stations. In other words, a base station 

with only CoMP UEs might be restricted from fully utilising its bandwidth since it 

cannot provide a bandwidth higher than the bandwidth of any of its cooperating base 

stations. This is because there must be a bandwidth matching even though this base 

station has an excess of bandwidth due to the absence of non-CoMP UEs and the fewer 

number of CoMP UEs compared with its overlapping base stations. This bandwidth 

underutilisation problem becomes severe if the base station with CoMP UEs only is 

cooperating with a base station that is highly loaded. That is because a heavily loaded 

base station would have a low amount of bandwidth to support a CoMP overlapping 

region while the cooperating small cell base station has a high amount of bandwidth. A 

good example of this is an overlapping region between a small cell base station and a 

heavily loaded macro base station. To further illustrate the bandwidth underutilisation 

problem, Figure 4.5 shows an example when all the users of a small cell base station are 

served by JT-CoMP. Figures 4.4 (a) shows an overlapping region between a small cell 

base station that has CoMP UEs only and a heavily loaded macro base station.  Due to 

the heavy load of the macro base station (45 non-CoMP UEs and 5 CoMP UEs), 

assuming full bandwidth assignment, the macro base station would be able to provide 

only 10 PRBs to support the overlapping region. As the small cell base station has only 

one CoMP UE and it does not have any non-CoMP UEs, it is able to support the 

overlapping region with its full bandwidth, i.e., 100 PRBs. This resource mismatching 

leaves the small cell base station with 90 PRBs that cannot be utilised. These 90 PRBs 

could have been utilised and assigned to non-CoMP UEs as proposed in Algorithm 4.1; 

however, this is not valid in this case due to the absence of non-CoMP UEs. Figure 4.5 

(b) shows a CoMP overlapping region between a small cell base station and another 

small cell base station. The light load of small cell BS 1 and small cell BS 2 allows 

them to provide the overlapping region with 100 PRBs and 50 PRBs, respectively. This 

shows that the overlapping region is better supported in this case compared with the 

case in Figure 4.5(a). Nevertheless, there would still be 50 PRBs that are not utilised. 
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Figure 4.5: The bandwidth underutilisation problem. An overlapping region with a 

heavily loaded macro base station and a small cell base station is shown in (a) while (b) 

shows an overlapping region with two small cell base stations where the bandwidth 

underutilisation problem is less severe.  

To address this bandwidth underutilisation problem, a new multi-cell hybrid 

resource allocation scheme is proposed where a UE that decides based on (3.5), (3.6), 

(3.7), or (3.10) to operate in CoMP mode can be served by JT-CoMP and no CoMP 

simultaneously. This hybrid UE can be served by the two strongest base stations on 

certain PRBs while at the same time the strongest base station can serve this UE on 

different PRBs. Unlike the proposed multi-cell resource allocation scheme in Algorithm 

4.1 where the bandwidth of a base station  that cannot support an overlapping region 

due to resource matching is assigned to its non-CoMP users, this hybrid approach 

allocates this bandwidth to the set of CoMP UEs of this base station  that are located in 

this overlapping region. Based on this hybrid approach, in an overlapping region, a base 

                       (b) 

      (a) 
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station might be left with some unutilised bandwidth if it has no CoMP UEs who 

receive the strongest power from this base station but it has some CoMP UEs who 

receive the second strongest power from this base station. To address this issue, the 

unutilised bandwidth is assigned to its non-CoMP UEs. Implementing this hybrid 

scheme can help to address the bandwidth underutilisation problem since small cell base 

stations can utilise any underspent bandwidth to serve hybrid UEs in no CoMP mode. 

 Figure 4.6 shows an example that illustrates the concept of the proposed hybrid 

approach. In Figure 4.6, a hybrid user (UE 1) can be served simultaneously by BSs 1 

and 2 (multipoint transmission) on 10 identical PRBs and by BS 1 on another 30 PRBs 

in no CoMP mode. 

 

Figure 4.6: The proposed hybrid approach where a hybrid user (UE 1) can be 

served by no CoMP and JT-CoMP simultaneously.  

The pseudo-code for the proposed multi-cell hybrid resource allocation approach is 

presented in Algorithm 4.2. The hybrid approach follows the traditional JT-CoMP 

scheme in terms of calculating the non-CoMP bandwidth per base station, CoMP 

bandwidth per base station, and CoMP bandwidth per overlapping area according to 

(4.9), (4.10), and (4.11), respectively. Moreover, the hybrid approach implements the 

proposed resource matching approach. As a consequence, steps 1 to 10 in both 

Algorithm 4.1 and Algorithm 4.2 are identical.  
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Algorithm 4.2 Hybrid Multi-cell bandwidth allocation  

1: Perform steps 1 to 10 in Algorithm 4.1 

2:     if 𝐵𝑚𝑙
𝐶𝑜𝑀𝑃 > 𝐵𝑉𝑙

𝑚𝑙
𝐶𝑜𝑀𝑃  then 

3:         if |𝑉𝑚𝑙| = 0 

4:            𝐵𝑚
𝑛𝑜𝑛−𝐶𝑜𝑀𝑃 = 𝐵𝑚

𝑛𝑜𝑛−𝐶𝑜𝑀𝑃 + (𝐵𝑚𝑙
𝐶𝑜𝑀𝑃 − 𝐵𝑉𝑙

𝑚𝑙
𝐶𝑜𝑀𝑃) 

5:          else 

6:             𝐵𝑚𝑙
𝑛𝑜𝑛−𝐶𝑜𝑀𝑃 = 𝐵𝑚𝑙

𝐶𝑜𝑀𝑃 − 𝐵𝑉𝑙
𝑚𝑙

𝐶𝑜𝑀𝑃  

7:     end if 

8:         end if 

9:    end for 

10: end for 

4.4.5 Impact of JT-CoMP on Base Station Loading 

The load per base station increases when JT-CoMP is implemented since each base 

station will serve not only the UEs it provides with the strongest received power as it 

does with no CoMP but it will also serve the UEs it provides with the second strongest 

received power. Figure 4.7 provides an example where it is shown how JT-CoMP 

increases the load per base station. To illustrate the influence of JT-CoMP on the base 

station loading, some potential load distributions are presented in Figure 4.7. In Figure 

4.7(a), BS 1 and BS 2 have 6 and 4 UEs with no CoMP, respectively. When CoMP is 

applied, the load of BS 1 becomes 7 UEs since the UE that is served by BS 2 with no 

CoMP operates now in CoMP mode and it needs to be served jointly by BS 1 and BS 2. 

Similarly, the load of BS 2 will increase from 4 UEs with no CoMP to 7 UEs with 

CoMP. It is clear that JT-CoMP has a direct impact on the base station loading. 

Considering a full bandwidth assignment where a CoMP UE obtains the same amount 

of bandwidth as a non-CoMP UE and also considering the proposed resource matching 

approach described in Section 4.4.2, the non-CoMP UEs of BS 1 will obtain slightly 

fewer PRBs since there is only one extra UE that needs to be served by BS 1. Although 

BS 2 needs help from BS 1 to jointly serve one of its UEs, BS 1 will require BS  2 to 

jointly serve 3 of its UEs. As a result, the non-CoMP UEs of BS 2 will be left with 

fewer radio resources. This scenario shows that both non-CoMP UEs of BS 1 and BS 2 

need to sacrifice a certain amount of bandwidth in order to improve the throughput 

performance of the CoMP UEs. Figure 4.7(b) shows the same scenario of load 

distribution as in Figure 4.7(a) except that BS 1 has only one non-CoMP user. Since BS 

1 can support a higher bandwidth for the CoMP region as it has fewer non-CoMP UEs 

compared with BS 2, it will have to match the bandwidth provided by BS 2 to support 

the CoMP region. After resource matching, the CoMP bandwidth that BS 1 did not 

utilise will be reallocated to the non-CoMP UE of BS 1 in the case that Algorithm 4.1 is 
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implemented. The non-CoMP user of BS 1 will achieve significantly higher throughput 

compared with that with no CoMP. In Figure 4.7(c), BS 2 can provide higher bandwidth 

for the CoMP region 

                           

 

        Figure 4.7: Some potential load distributions in JT-CoMP. 

 as it has fewer non-CoMP UEs compared with BS 1. Although BS 2 will reallocate the 

unused amount of CoMP bandwidth to its non-CoMP UE, this UE still achieves higher 

throughput with no CoMP as the unused CoMP bandwidth allocated for this UE is not 

large. In other words, the amount of bandwidth this UE is assigned when CoMP is 
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implemented is less than the bandwidth it obtains with no CoMP, even if it still obtains 

a bandwidth bonus via the resource matching approach.  

4.5 Performance Comparison  

The simulation parameters used in this chapter are the same parameters used in 

Chapter 3. This includes the pathloss model, shadowing, simulation area, transmission 

power of macro, pico, and femto base stations, and noise floor. When the traditional JT-

CoMP and the hybrid approach are implemented, the maximum user-centric cluster size 

is set to 2. There are two main reasons to limit the number of cooperating base stations 

to 2. First, as shown in Figure 3.2, allowing more than two base stations to cooperate 

requires an extremely high SINR gain in order to compensate for the bandwidth loss. 

From Figure 3.2, if a user achieves a 5 dB SINR with no CoMP, it must achieve at least 

18.5 dB when it operates with three ways CoMP in order to compensate for the 

bandwidth loss. This SINR gain is clearly hard to achieve. Another reason for not 

allowing three or more base stations to cooperate is because of the load unevenness that 

happens due to load imbalance among base stations. This load unevenness problem 

reduces the available bandwidth for CoMP users as all cooperating base stations except 

the base station with the minimum CoMP bandwidth cannot use their full CoMP 

bandwidth to support their overlapping CoMP region. The base station with the 

minimum CoMP bandwidth clearly restricts the benefit available from JT-CoMP. In the 

case of a maximum user-centric cluster size of 2 and a significant load imbalance 

among cooperating base stations, a CoMP user might perform better if it were to operate 

in non-CoMP mode. Obviously, allowing more than two base stations to cooperate 

increases the load unevenness level which further restricts cooperating base stations 

from supporting their CoMP regions. Macro base stations are distributed according to a 

hexagonal deployment with inter-site distance of 500 m while pico and femto base 

stations are modelled by repulsive PPP with a repulsion distance of 𝛿𝑝 = 20 m and 

𝛿𝑓 = 10 m, respectively. The density of pico base stations 𝜆𝑝𝑚 and femto base stations 

𝜆𝑓𝑚 is 16 base stations/km2, and 32 base stations/km2, respectively. Users are 

distributed based on an independent PPP with a density of 560 UE/km2. The 

performance of the four user-centric clustering approaches presented in Chapter 3 are 

compared. In Chapter 3, a 6 dB PLD, an RSS of -57 dBm, and an SINR of 3 dB have 

shown better performance compared with other thresholds. Thus, this chapter sets the 
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thresholds of PLD, RSS, and SINR to 6 dB, -57 dBm, and 3 dB, respectively. The 

performance of no CoMP, traditional JT-CoMP and the hybrid approach are compared 

in terms of overall user throughput, cell-edge throughput and macro-cell-edge 

throughput. Cell-edge users are defined as the 5th percentile of the distribution of user 

SINR with no CoMP and their throughput is defined as the cell-edge throughput. This 

definition may include a few users with extremely poor SINR due to heavy shadowing 

although they are not physically located in the cell-edge area. The macro-cell-edge 

throughput is defined as the 5th percentile no CoMP user throughput. It is expected that 

most of the macro-cell-edge users belong to macro base stations due to the heavy load. 

However, there might be a few macro-cell-edge users who are associated with small cell 

base stations.  

Figure 4.8 shows the outage probability with and without JT-CoMP when the 

maximum user-centric cluster size 𝑐𝑚𝑎𝑥 is limited to 2. In this figure, 𝑐𝑚𝑎𝑥 is limited to 

2, unlike Figure 3.10 where 𝑐𝑚𝑎𝑥 is limited to 8. Comparing Figures 3.10 and 4.7, it is 

obvious that better outage probability is achieved when 𝑐𝑚𝑎𝑥 is 8. This is because 

increasing 𝑐𝑚𝑎𝑥 from 2 to 8 would allow some UEs to be served by more than 2 base 

stations, thus converting the third, fourth, and 𝑐𝑚𝑎𝑥  most dominant interfering signals 

into useful signals. As Figures 3.10 and 4.7 show, the percentage of UEs that achieve 

higher than 0 dB is reduced from 100%, 93%, 100% and 91% to 94%, 91%, 94%, and 

88% for the PLD, RSS, SINR, and proposed UCCA approach, respectively when 𝑐𝑚𝑎𝑥  

changes from 8 to 2. 
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Figure 4.8: Outage probability with no CoMP and with the PLD (6 dB), RSS (-57 

dBm), SINR (3 dB), and the proposed UCCA approaches when 𝑐𝑚𝑎𝑥 = 2. 

To evaluate the performance of JT-CoMP in HetNets, Figure 4.9 shows the CDF of 

the overall user throughput when 𝑏 = 1, i.e., full bandwidth assignment. From the 

figure, no CoMP clearly outperforms all the user-centric JT-CoMP approaches. The 

worst performance is achieved by the RSS approach followed by the SINR, PLD, and 

proposed UCCA approach. In a no CoMP system, the percentage of users that achieve 

higher than 1 Mbps is 39%. When JT-CoMP is applied, this percentage reduces to 30%, 

28%, 28%, and 35% when the PLD, RSS, SINR, and proposed UCCA JT-CoMP 

approaches are implemented, respectively. The poor performance achieved by JT-

CoMP is because of the bandwidth underutilisation problem explained in Section 4.4.4. 

When 𝑏 = 0.5 (half bandwidth assignment) and 𝑏 = 2 (double bandwidth assignment), 

no CoMP also outperforms JT-CoMP. The results are not shown for the two cases of 

𝑏 = 0.5 and 𝑏 = 1 to avoid repeating showing results that draw the same conclusion. 

Moreover, the impact of assigning different portions of bandwidth for CoMP users is 

going to be investigated.  
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Figure 4.9: User throughput with and without JT-CoMP. In JT-CoMP, full 

bandwidth assignment is considered.  

Figure 4.10 compares the CDF of the throughput of cell-edge users when 𝑏 = 1 with no 

CoMP and with JT-CoMP. As Figure 4.10 shows, all user-centric JT-CoMP clustering 

approaches except the RSS approach can provide significant throughput gain for cell-

edge users compared with no CoMP. The best performance is achieved by the proposed 

UCCA followed by the PLD and SINR approaches. The poor performance of RSS is 

because most of the cell-edge users are not served by JT-CoMP when the RSS 

clustering approach is implemented. Since the RSS approach relies on the average 

received power and due to the high and low transmission powers of macro base stations 

and small cell base stations, respectively, most of the users that operate in JT-CoMP are 

associated with macro base stations even if they are not physically located in the cell-

edge area. Also, most of the cell-edge users of small cell base stations operate in a no 

CoMP mode as it is hard for them to satisfy the RSS threshold requirement in (3.6). As 

a result, macro users with high SINR benefit from the SINR gain as well as the full 

bandwidth assignment at the expense of the small cell users that are located at the cell-

edge region and operating in no CoMP mode. In other words, assigning full bandwidth 

to macro users with high SINR reduces the bandwidth of small cell cell-edge users who 

operate in no CoMP mode. This clearly shows that the RSS approach is not effective in 

HetNets although it has shown the best performance in terms of outage probability as 

illustrated in Figures 3.10 and 4.7. Comparing no CoMP and JT-CoMP, Figure 4.10 

illustrates that 77%, 74%, and 84% of the cell-edge users obtain better throughput when 
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the PLD, SINR, and proposed UCCA are implemented, respectively. This significant 

cell-edge throughput improvement is achieved because the cell-edge users are assigned 

full bandwidth. Since a CoMP UE is assigned a bandwidth that it would obtain if it 

operated with no CoMP, the cell-edge throughput improvement comes from the SINR 

gain. Assuming perfect resource matching and load balance, this full bandwidth 

assignment should improve the throughput of all cell-edge users. However, due to the 

resource mismatching problem, a cell-edge CoMP UE with slight SINR gain may 

perform better with no CoMP as shown in Figure 4.10. From Figures 4.9 and 4.10, the 

benefits of the proposed UCCA approach is that it can significantly improve the cell-

edge throughput without affecting the overall throughput, unlike the compared exiting 

user-centric schemes. The limitation of this approach is that it does not provide the best 

performance in terms of outage probability as shown in Figure 4.8. The proposed 

approach can be applied in systems where fairness among users is crucial 

To evaluate the performance and effectiveness of the proposed hybrid approach, it 

is compared with no CoMP and with the traditional JT-CoMP scheme in terms of 

overall user throughput and cell-edge throughput. In this comparison, users in both the 

traditional JT-CoMP and the proposed hybrid approach first form their own clusters 

based on the best two user-centric clustering algorithms which are the PLD and 

proposed UCCA approach. As illustrated in Figures 4.8 and 4.9, the proposed UCCA 

and the PLD perform better than the RSS and SINR approaches. Based on the clustering 

results, radio resources are assigned based on Algorithm 4.1 for the traditional JT-

CoMP scheme while in the hybrid approach, radio resources are allocated according to 

Algorithm 4.2. Considering the PLD and the proposed UCCA approach, Figures 4.10 

compares the performance of no CoMP, the traditional JT-CoMP scheme and the hybrid 
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Figure 4.10: Cell-edge throughput with and without JT-CoMP. In JT-CoMP, full 

bandwidth assignment is considered 

scheme in terms of the overall user throughput when 𝑏 = 1. Figure 4.11 shows that the 

hybrid approach outperforms the traditional JT-CoMP approach in terms of the overall 

user throughput. Also, the performance of the hybrid approach, particularly when the 

proposed UCCA is implemented, is comparable to no CoMP. From Figure 4.11, the 

percentage of users that achieve higher than 1 Mbps is 38%, 30%, 35%, 35%, and 38% 

when no CoMP, JT-CoMP with PLD, hybrid approach with PLD, JT-CoMP with the 

proposed UCCA algorithm, hybrid approach with the proposed UCCA algorithm are 

implemented, respectively. The poor performance achieved by the traditional JT-CoMP 

is due to the bandwidth underutilisation problem where some small cell base stations 

cannot fully utilise their bandwidth. The hybrid approach achieves good performance 

because it efficiently utilises the bandwidth and it also benefits from the SINR gain.   

Considering a full bandwidth assignment (𝑏 = 1) and the PLD and the proposed UCCA 

as user-centric clustering approaches, Figure 4.12 shows the CDF of cell-edge 

throughput when no CoMP, the traditional JT-CoMP, and the hybrid approach are 

implemented. As Figure 4.12 illustrates, both the traditional JT-CoMP and the hybrid 

approach provide significant throughput improvement for cell-edge users. The figure 

also shows that users at the edge achieve better throughput when the hybrid approach is 

applied compared with the traditional JT-CoMP. From Figure 4.12, the percentage of 

cell-edge users that achieves higher than 0.2 Mbps with no CoMP is 26%. The 



99 

 

traditional JT-CoMP approach increases this percentage to 29% and 47% when the PLD 

and proposed UCCA approaches are implemented, respectively. The hybrid approach 

increases this percentage further to 47% and 55% when the PLD and the proposed 

UCCA clustering approaches are used to form the cluster of each cell-edge user, 

respectively. The reason that the hybrid approach outperforms the traditional JT-CoMP 

approach is because, in the hybrid approach, the unutilised bandwidth due to resource 

matching can be used to serve cell-edge users in a non-CoMP mode. This is not valid in 

the traditional JT-CoMP approach as cell-edge users in an overlapping area are not 

capable of operating in a non-CoMP mode to use the unutilised bandwidth. 

 

 

Figure 4.11: A comparison between no CoMP, the traditional JT-CoMP and the 

hybrid approach in terms of overall user throughput. In the traditional JT-CoMP and the 

hybrid approach, full bandwidth assignment is considered.  
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Figure 4.12: A comparison between no CoMP, the traditional JT-CoMP and the 

hybrid approach in terms of cell-edge throughput. In the traditional JT-CoMP and the 

hybrid approach, full bandwidth assignment is considered. 

It is crucial to investigate the performance of the overall user throughput and cell-

edge throughput when different portions of bandwidth is assigned for users that operate 

in a CoMP mode. The impact of assigning half bandwidth, full bandwidth, and double 

bandwidth is evaluated when the hybrid approach is implemented and users form their 

own clusters of base stations based on the proposed UCCA. The proposed UCCA 

scheme is used as user-centric clustering approach as it has shown its effectiveness in 

Figures 4.10 and 4.11 in improving both the overall throughput and cell-edge 

throughput. Figure 4.13 shows the CDF of the overall user throughput with no CoMP, 

half bandwidth, full bandwidth, and double bandwidth assignments. It can be seen that 

half bandwidth assignment performs better than no CoMP. Also, the performance of full 

bandwidth assignment is comparable to no CoMP. The worst performance is achieved 

when double bandwidth is considered. The poor performance of double bandwidth is 

because allocating a high proportion of bandwidth to hybrid users reduces the amount of 

bandwidth for non-CoMP users. Due to double bandwidth assignment, some non-CoMP 

users with high SINR obtain less radio resources resulting in a low throughput. In the 

case of half bandwidth assignment, the amount of bandwidth a non-CoMP user obtains 

is almost the same amount of bandwidth it obtains when it operates with no CoMP; 

thus, no significant throughput reduction occurs. In addition, CoMP users can achieve 

some throughput gain which helps to improve the overall user throughput. When full 
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bandwidth assignment is considered, the throughput of cell-edge users is improved due 

to the SINR gain; however, the throughput of non-CoMP is slightly decreased since 

they are assigned slightly less bandwidth compared with no CoMP.  This behaviour is 

shown in Figure 4.13 where full bandwidth assignment outperforms no CoMP region in 

the low throughput region (0.1 to 0.9 Mbps) while no CoMP performs slightly better 

than full bandwidth assignment in terms of the percentage of users who achieve higher 

than 0.9 Mbps. According to Figure 4.13, 38%, 41%, 38%, and 35% of users achieve a 

throughput higher than 1 Mbps when no CoMP, half bandwidth, full bandwidth, and 

double bandwidth are considered, respectively.  

Figure 4.14 shows the cell-edge throughput for no CoMP, half bandwidth, full 

bandwidth, and double bandwidth. As shown in Figure 4.14, increasing the CoMP 

bandwidth from half bandwidth to double bandwidth assignment can significantly 

improve the cell-edge throughput. The percentage of users that obtain higher than 0.2 

Mbps increases from 23% with no CoMP to 24%, 54%, and 71% when half, full, double 

 

Figure 4.13: A comparison of assigning half bandwidth, full bandwidth, and double 

bandwidth for CoMP users in terms of user throughput when the hybrid approach is 

implemented.  
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Figure 4.14: A comparison of assigning half bandwidth, full bandwidth, and double 

bandwidth for CoMP users in terms of cell-edge throughput when the hybrid approach 

is implemented. 

bandwidth assignments are considered. It is also obvious that half bandwidth 

assignment is not an effective allocation scheme in improving the cell-edge throughput 

as its performance is almost as poor as no CoMP. The only good aspect of half 

bandwidth assignment is that it does not degrade the overall throughput as can be seen 

from Figure 4.13. Full bandwidth assignment shows significant cell-edge throughput 

without severely affecting the overall throughput. Although double bandwidth 

assignment performs better than half and full bandwidth assignment in terms of cell-

edge throughput, this improvement comes at the expense of the overall user throughput 

as shown in Figure 4.13. Comparing no CoMP and double bandwidth assignment, it is 

shown that there are some users that perform better when they operate with no CoMP 

compared with double bandwidth assignment scheme. These are non-CoMP users with 

poor SINR who could not meet the requirement in (3.10) in order to become hybrid 

users. Since these non-CoMP users have the same SINR level in both no CoMP and a 

CoMP system, their throughput degradation is due to obtaining less amount of radio 

resources.   

It is interesting to investigate the impact of implementing CoMP on the users that 

achieve the lowest throughput. In a single-tier network, these users are the cell-edge 

users. However, in HetNets, these users are not necessarily the users located at the cell-

edge area. Users in HetNets can achieve low throughput due to two reasons: low SINR 
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and low amount of assigned bandwidth due to a heavy load on its associated base 

station. Due to the heavy load on macro base stations, it is expected that cell-edge users 

of macro base stations are the users that achieve the lowest throughput. Considering full 

bandwidth assignment, Figure 4.15 shows the CDF of the 5% percentile of users with 

the lowest throughput when they operate with no CoMP. As Figure 4.15 shows, both 

traditional JT-CoMP and the hybrid approach can significantly enhance the macro-cell-

edge throughput. In the no CoMP system, no macro-cell-edge user can achieve higher 

than 0.2 Mbps. This is because the macro-cell-edge users suffer from high levels of 

interference. In addition, they are allocated a low amount of PRBs due to the heavy load 

on macro base stations. The percentage of macro-cell-edge users that achieve a 

throughput higher than 0.2 Mbps increases from 0% with no CoMP to 35% and 42% 

when the traditional PLD JT-CoMP and the traditional JT-CoMP with the proposed 

UCCA are implemented, respectively. This significant improvement is due to the high 

SINR gain and the full bandwidth assignment. From Figure 4.15, it is clear that the 

performance of the hybrid approach is slightly better than the traditional JT-CoMP 

approach. The hybrid approach provides slight improvement because its main aim is to 

solve the bandwidth underutilisation problem of small cell base stations and help the 

users associated with small cell base stations to significantly improve their throughput 

as shown in Figures 4.10 and 4.11. The throughput improvement of the macro-cell-

edge-users comes from the SINR gain and not from the hybrid approach. This slight 

improvement confirms that most of the users with the lowest throughput are macro 

users located at the cell-edge. Another observation from Figure 4.15 is that the PLD 

approach performs better than the proposed UCCA approach for the poorest users, when 

the CDF is below about 50%. This is because some macro-cell-edge users operate in JT-

CoMP when the PLD approach is implemented while the same set of users operates in 

no CoMP mode when the proposed UCCA approach is applied as they cannot meet the 

requirement in (3.10). Due to this reason, these users achieve better throughput in the 

case of the PLD approach as they can benefit from the SINR gain and the full 

bandwidth assignment. However, this throughput improvement comes at the expense of 

the overall throughput as can be seen from Figure 4.11.  
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Figure 4.15: Macro-cell-edge throughput with and without CoMP. Full bandwidth 

assignment is considered when the JT-CoMP and the hybrid approach are implemented.  

4.6 Conclusion  

It is essential to jointly consider user-centric clustering and multi-cell radio 

resource allocation in order to provide a complete and comprehensive evaluation on the 

performance of JT-CoMP. Joint user-centric clustering and resource allocation are 

performed in two phases. In the first phase, the cluster of each user is identified by the 

user-centric algorithms presented in Chapter 3. Based on the obtained clustering results, 

resources from multiple base stations are assigned. Multi-cell radio resource allocation 

in JT-CoMP HetNets faces two main challenges. The first challenge is the resource 

mismatching that occurs due to the load unevenness among cooperating base stations. 

This resource mismatching problem has been addressed by letting two cooperating base 

stations agree on the number of PRBs that each base station can provide. Another 

challenge is the bandwidth underutilisation problem where some small cell base stations 

might have unutilised bandwidth due to the absence of non-CoMP users and the 

inability to support its CoMP regions as it has to follow the resource matching 

approach. This problem happens because of the load imbalance between different base 

stations. To address this problem, a hybrid approach has been proposed where a cell-

edge user can operate in both CoMP and non-CoMP modes simultaneously.  

The traditional JT-CoMP approach has shown poor performance in terms of the 

overall user throughput due to the bandwidth underutilisation problem. The bandwidth 
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underutilisation problem has been mitigated by implementing the proposed hybrid 

approach. According to the results, the hybrid approach has shown its effectiveness in 

improving the cell-edge throughput without reducing the overall throughput, unlike the 

traditional JT-CoMP scheme. The proposed hybrid scheme is a promising solution to 

reduce inter-cluster interference in HetNets; however, users are required to operate in 

non-CoMP mode and CoMP simultaneously which increases the complexity level 

particularly in terms of multi-cell resource allocation.  The increased multi-cell resource 

allocation complexity can be reduced by designing a cell-less architecture that can 

manage radio resources centrally. The impact of allocating different amounts of 

bandwidth to CoMP UEs has been investigated. The results have demonstrated that half 

bandwidth assignment can improve the overall user throughput; nevertheless, its cell-

edge throughput is almost as poor as no CoMP. The double bandwidth assignment has 

shown significant cell-edge throughput but at the expense of the overall users. As 

results have shown, the implementation of double bandwidth assignment is not a 

suitable allocation scheme as it significantly degrades the overall system performance. 

The results have shown that it is better to implement full bandwidth assignment as it can 

significantly enhance the cell-edge throughput while the overall throughput is not 

degraded. Considering full bandwidth assignment and the proposed UCCA approach, 

the percentage of bottom 5% users that achieve higher than 0.2 Mbps is increased from 

26% with no CoMP to 47% and 55% when the traditional JT-CoMP and the proposed 

hybrid approach are implemented respectively. Another observation of implementing 

both the traditional JT-CoMP and the hybrid approach is that both schemes can 

significantly help to improve the throughput of users that obtain low throughput due to 

the heavy load on macro base stations when they operate with no CoMP. The 

percentage of low throughput users that achieve higher than 0.2 Mbps increases from 0 

% with no CoMP to 44% and 42%, when the hybrid and conventional JT-CoMP 

approaches are applied, respectively.  

Although user-centric clustering has shown promising performance particularly in 

improving cell-edge throughput, this type of clustering increases the complexity and 

overheads as UEs can select their own set of base stations with no limit. To reduce this 

complexity and overheads, base stations are first grouped into base station clusters and 

then each UE forms its own set of cooperative base stations that belong to the same 

cluster. Deploying this approach does not only help to reduce the complexity and 
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overheads caused by user-centric clustering but it also leads to a cell-less architecture 

that promises to provide better coverage and higher throughput particularly for cell-edge 

users. The next chapter utilises the developed resource matching approach as well as the 

hybrid approach to form a cell-less architecture where users can be served by multiple 

base stations that belong to the same base station cluster.  
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5.1 Introduction  

The implementation of user-centric JT-CoMP clustering in a cell-centric 

architecture as in Chapter 3 and 4 has shown significant improvements in terms of 

outage probability, overall user throughput and bottom 5% throughput. Nonetheless, a 

cell-centric implementation increases the level of complexity and overheads as there is 

no limit on the set of cooperating base stations that a user can choose. This cell-centric 

problem motivates design of a cell-less architecture where complexity and overheads 

can be reduced. In addition, designing a cell-less architecture can aid in reducing inter-

cell interference that has always been a major concern in cell-centric wireless 

architectures.  In a cell-less architecture, a number of macro and small cell base stations 

are geographically distributed over an area where each base station is associated with its 

nearest CPU and each user can be jointly served by multiple base stations that are 

connected to the same CPU.  

The main contributions of this chapter are as follows: 

1) Development of a novel cell-less architecture that allows macro base stations 

located at the edge of a cluster to be connected to multiple CPUs. 
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2) A comparison between the zero forcing technique and the developed hybrid 

approach that utilises the proposed resource matching scheme in a cell-less 

architecture.  

3) Evaluating the performance of a cell-less architecture under different CPU 

densities and different cluster-edge distances. 

The organisation of the rest of this chapter is as follows. Section 5.2 presents the 

system model. Section 5.3 compares the performance of cell-centric and cell-less 

architectures. It also investigates the performance of a cell-less architecture when 

different CPU densities and cluster-edge distances are considered. Section 5.4 concludes 

the work presented in this chapter.  

5.2 System Model  

Similar to Chapters 3 and 4, a three tier downlink heterogeneous network that 

consists of 𝑀 macro base stations, 𝑃 pico base stations and 𝐹 femto base stations is 

considered in this chapter. The area is divided into several regions where each region 

has one CPU. A CPU can be collocated with one of the macro base stations. Each base 

station is connected to its nearest CPU via front-haul connections. The technology that 

provides front-haul connections between base stations and CPUs and any limitations 

this technology might have is out of scope. As in [74], it is assumed that front-haul 

connections have unlimited bandwidth. Let 𝒜 denote the set of all base stations in the 

area, 𝒮 denotes the set of CPUs, 𝒟 and 𝒵 denote the set of base stations and users that 

belong to cluster 𝑠, respectively and 𝒰 represents the set of users associated with base 

station 𝑚. The system model is shown in Figure 5.1. Two main cases are investigated: 

cell-centric and a cell-less architecture. In the cell-less design, two different models are 

considered: the hybrid approach developed in Chapter 4 (CLH) and zero forcing 

(CLZF). 

In CLH, user-centric JT-CoMP clustering is implemented where a user can be 

served by the two strongest base stations irrespective of their tier as long as these two 

base stations are connected to the same CPU. Similar to the work in [40], each user 

measures the average received power from its neighbouring base stations and reports the 

power levels to its serving base station, i.e., its strongest base station. Then, the serving 

base stations sends the signal levels to its associated CPU. The CPU uses this power 
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level information to assign users their own cluster of base stations for cooperation. In 

this approach, the SINR of user 𝑘 is calculated as follows:   

                                      𝑆𝐼𝑁𝑅𝑘 =
∑ 𝑃𝑖

𝑇𝑥|𝑔𝑘𝑗|
2

𝑗∈𝒞𝑘

∑ 𝑃𝑖
𝑇𝑥|𝑔𝑘𝑖|2+𝜎2

𝑖∈𝒜/𝒞𝑘 
                                          (5.1) 

The equation in (5.1) is similar to (3.1) except that the set of cooperating base 

stations in (5.1) is limited to base stations that belong to the same CPU.   

 

Figure 5.1: System model 

In the case of CLZF, perfect CSI knowledge is assumed. The implementation of ZF 

precoding can completely eliminate intra-cluster interference [40, 110].  The received 

signal at user 𝑘 can be calculated as follows:  

                                               𝒚 = 𝑯𝑾𝒙 + 𝒏                                                       (5.2) 

where 𝒙 is the transmitted signal and 𝒏 is the noise power.  

Channel vectors for user 𝑘 are expressed as follows:  

                                          𝒉𝑘 = [ℎ𝑘1 ℎ𝑘2 … ℎ𝑘𝑐𝑚𝑎𝑥
]                                            (5.3) 
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where 𝑯 = [𝒉1 𝒉2 … 𝒉𝐾]𝑻 

The expression of beaming vectors for user 𝑘 is as follows:  

                                       𝒘𝑘 = [𝑤1𝑘  𝑤2𝑘 … 𝑤𝑐𝑚𝑎𝑥𝑘 ]
𝑇                                         (5.4) 

where 𝑾 = [𝒘1 𝒘2 … 𝒘𝐾] 

The received signal at a user 𝑘 can be expressed as:  

        𝑦𝑘 = 𝒉𝑘
𝒞𝑘𝒘𝑘

𝒞𝑘𝑥𝑘 + ∑ 𝒉𝑘
𝒞𝑘𝒘𝑖

𝒞𝑘𝑥𝑖𝑖∈𝒵/𝑘 + ∑ 𝒉𝑘
𝒜/𝒞𝑘𝒘𝑗

𝒜/𝒞𝑘𝑥𝑗 + 𝑛𝑘𝑗∈𝒦/𝒵          (5.5) 

The first term in (5.5) represents the desired signal received by user 𝑘, intra-cluster 

and inter-cluster interference are represented by the second and third terms of (5.5), 

respectively, and 𝑛𝑘 represents the noise power.  

The SINR received by user 𝑘 can be written as follows [40]:  

                  𝑆𝐼𝑁𝑅𝑘 =
|𝒉𝑘

𝒞𝑘𝒘𝑘

𝒞𝑘𝑥𝑘|
2

|∑ 𝒉𝑘

𝒞𝑘𝒘
𝑖

𝒞𝑘𝑥𝑖𝑖∈𝒵/𝑘 |
2

+|∑ 𝒉𝑘

𝒜/𝒞𝑘𝒘
𝑗

𝒜/𝒞𝑘𝑥𝑗𝑗∈𝒦/𝒵 |
2

+𝜎𝑘
2
                          (5.6) 

Assuming perfect channel knowledge and implementing zero forcing precoding, 

intra-cluster interference cancels out. As a result, (5.6) becomes in the following form 

[40]:  

                                      𝑆𝐼𝑁𝑅𝑘 =
∑ 𝑃𝑖

𝑇𝑥|ℎ𝑘𝑖|2
𝑖∈𝒞𝑘

∑ 𝑃𝑗
𝑇𝑥|ℎ𝑘𝑗|

2
+𝜎𝑘

2
𝑗∈𝒜/𝒞𝑘

                                          (5.7) 

Traditionally, each base station is allowed to be connected to one CPU only as in 

cell-free architectures. The drawback of this traditional approach is the cluster edge 

effect that gives rise to inter-cluster interference. A user that is associated with a cluster-

edge base station can suffer from high interference that comes from base stations that 

belong to neighbouring clusters. In the case of JT-CoMP in a cell-centric architecture, 

this user can be served jointly by the cluster-edge base station and another base station 

that belongs to a neighbouring cluster. However, in a cell-less architecture, this is 

prohibitive since the set of cooperating base stations of a user must belong to the same 

cluster.  This limitation in a cell-less architecture is to reduce the complexity and 
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overheads; however, it clearly creates inter-cluster interference that needs to be 

addressed.  

To reduce inter-cell interference in a cell-less architecture, a new cell-less approach 

is proposed where a macro base station that is located at the cluster-edge of a CPU can 

be connected to its 𝑥 nearest CPUs. These base stations are referred as cluster-edge base 

stations and they are identified based on their distances from their nearest CPUs. A 

cluster-edge base station 𝐵𝑆𝑖
𝑒𝑑𝑔𝑒

 can be mathematically defined as follows: 

                           𝐵𝑆𝑖
𝑒𝑑𝑔𝑒

= {
1, 𝑖𝑓 𝑑(𝒃𝑖 , 𝒄1) − 𝑑(𝒃𝑖 , 𝒄2) < 𝑒

0, 𝑖𝑓 𝑖𝑓 𝑑(𝒃𝑖 , 𝒄1) − 𝑑(𝒃𝑖 , 𝒄2) > 𝑒
                         (5.8) 

where 𝑑(𝒃𝑖 , 𝒄1) and 𝑑(𝒃𝑖 , 𝒄2) are the distances between base station 𝑖 and its closest 

and second closest CPUs respectively, and 𝑒 is the cluster edge distance that can 

determine the size of the overlapping cluster edge area. A high 𝑒 value allows more 

base stations to be associated with multiple clusters compared with a low 𝑒.  

Allowing base stations at the edge to connect to multiple CPUs has been proposed 

in cell-free networks in [74]. However, the work in [74] did not investigate the 

performance of cell-free networks in terms of outage probability, user throughput, and 

bottom 5% throughput. Moreover, it did not consider radio resource management.  

5.2.1 Performance Metrics 

The performance metrics considered in this chapter are the outage probability and 

the achievable throughput as defined in (3.2) and (4.1), respectively.   

5.3 Performance Evaluation  

The simulation parameters in this chapter are the same parameters used in Chapter 

3. Macro base stations are distributed in an area of 6 km x 6 km hexagonally with an 

inter-site distance of 500 m. This macro inter-site distance is equivalent to 10 macro 

base stations/km2. CPUs are distributed in the same area with a density of one 

CPU/km2. According to this macro and CPU densities, one CPU can accommodate 10 

macro base stations.  To investigate the impact of CPU densification on the 

performance of a cell-less architecture, sparse (one CPU/km2), medium (two 

CPUs/km2), and dense (three CPUs/km2) deployment of CPUs are considered. Similar 
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to Chapter 3 and 4, the spatial modelling of pico and femto base stations are based on 

repulsive PPP with densities of 16 and 32 base stations/km2 and repulsion distances of 

20 m and 10 m, respectively. Also, users are randomly distributed based on another 

independent PPP over the same area with a density of 560 UE/km2. Similar to Chapter 

4, when the CLH is implemented, the maximum cluster size 𝑐𝑚𝑎𝑥 is limited to 2.  

The performance of cell-centric and cell-less architectures is compared in terms of 

outage probability, overall user throughput, and bottom 5% throughput. Figure 5.2 

shows the outage probability of both cell-centric and cell-less architectures. In the cell-

less architecture, two cases are considered: single CPU association and double CPU 

association. In single CPU association a base station is connected to only one CPU 

whereas base stations in double CPU association can be connected to their two nearest 

CPUs if they satisfy the requirement in (5.8). CLH and CLZF are denoted as CLH1 and 

CLZF1 in the case of a single CPU association and CLH2 and CLZF2 when double 

CPU association is considered. From Figure 5.2, it is clear that a cell-less architecture 

with a single CPU association represented by CLH1 and CLZF1 outperforms the cell-

centric design in terms of outage probability. The percentage of users that achieve 

higher than 0 dB increases from 74% when the cell-centric approach is implemented to 

83% and 93% when a cell-less architecture is formed by CLH1 and CLZF1, 

respectively. Comparing a hybrid cell-centric approach and a hybrid cell-less approach 

(CLH1), the hybrid cell-centric approach in Chapter 4 performs slightly better than 

CLH1 as shown in Figures 4.7 and 5.2 due to restricting cooperation to be within a 

cluster in the case of CLH1. From Figures 4.7 and 5.2, the percentage of users that 

achieve higher than 0 dB is 88% and 83% when the cell-centric hybrid approach and 

CLH1 are implemented, respectively. In Figure 4.7 where the hybrid approach in a cell-

centric design is implemented, a user associates with the two strongest base stations 

with no limit on choosing the cooperative base stations. In CLH1, users at the edge of a 

cluster associate with the strongest base stations; however, these users might not be 

associated with the second strongest base stations as their second strongest base stations 

may belong to another cluster. In this case, the second strongest base stations act as a 

strong source of interference that results in decreased SINR levels. As illustrated in 

Figure 5.2, the implementation of CLZF1 has shown superior performance compared 

with the cell-centric approach and the CLH1 due to its strength in cancelling all intra-
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cluster interference and not only the strongest intra-cluster source of interference as in 

CLH1. Nonetheless, CLZF1 still suffers from inter-cluster interference.  

To reduce inter-cluster interference due to the edge effect in a cell-less architecture, the 

double CPU association approach is implemented where cluster-edge macro base 

stations are connected to their nearest two CPUs. Figure 5.2 also compares the 

performance of a cell-less architecture with a single CPU association with a cell-less 

architecture that implements double CPU association. As Figure 5.2 demonstrates, the 

outage probability performance of CLH2 is almost the same as CLH1. This is because 

users still receive interference from base stations at the edge even if they are associated 

with multiple CPUs. The only difference between the single and double CPU 

association in the CLH scheme is that a few users that are served by the third, fourth or 

𝑥𝑡ℎ strongest base station in the case of a single CPU scheme can be served by their 

second strongest base station if this base station is connected to its second nearest CPU. 

The power level difference between the second strongest base station and the third, 

fourth, or 𝑥𝑡ℎ strongest base station can be low which results in marginal difference in 

the performance. In the case where CLZF2 is implemented, a significant SINR gain is 

obtained. From Figure 5.2, the percentage of users that achieve higher than 0 dB is 97% 

in the case of CLZF2. This significant improvement is because allowing cluster-edge 

macro base stations to be connected to two CPUs eliminates the inter-cluster 

interference caused by them. This in turns enhance the SINR levels of users located at 

the edge of clusters. It is clear that macro base stations at the edge have a significant 

impact on the performance of cell-less architectures mainly due to their high 

transmission power.  
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Figure 5.2: Outage probability with the cell-centric approach, the hybrid cell-less 

scheme (CLH1 and CLH2), and the cell-less zero forcing scheme (CLZF1 and CLZF2). 

Figure 5.3 compares the performance of cell-less and cell-centric architectures in 

terms of overall user throughput. The implementation of CLH in a cell-less architecture 

slightly decreases the user throughput compared to its implementation in a cell-centric 

architecture as in Figure 4.8. The slight user throughput degradation in CLH is due to 

restricting cluster-edge users from associating to their second strongest base stations 

that are located in neighbouring clusters. The results also show that implementing 

double CPU association in CLH does not improve the system performance because, as 

explained in the previous paragraph, the power level difference between the second 

strongest base station and the third, fourth, or 𝑥𝑡ℎ strongest base station is not high. 

Figure 5.3 shows that CLZF has superior performance in terms of user throughput 

compared with the cell-centric and CLH schemes. From Figure 5.3, the percentage of 

users that obtain a throughput more than 1 Mbps increases from 39% and 39% when 

cell-centric and CLH1 are implemented to 64% when CLZF1 is applied. It is also clear 

that the implementation of CLZF2 that allows cluster-edge macro base stations to be 

connected to 2 CPUs can further improve the overall user throughput. The percentage of 

users achieving throughout higher than 1 Mbps increases from 64% to 76% when 
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CLZF1 and CLZF2 are implemented, respectively. The significant throughput 

improvement achieved by CLZF1 is due to the strength of zero forcing in eliminating 

intra-cluster interference which helps to improve the SINR levels and increase the 

throughput. As expected, CLZF2 outperforms CLZF1 since CLZF2 allows macro base 

stations to connect to two CPUs which leads to significant reduction in terms of inter-

cluster interference whereas inter-cluster interference is not mitigated in CLZF1.  

Figure 5.4 shows the throughput of the bottom 5% users when cell-less and centric 

approaches are implemented. It is obvious from Figure 5.4 that a cell-less design can 

enhance the throughput of the bottom 5% of users compared with cell-centric 

implementation. Although CLH performs better than cell-centric, it is bottom 5% 

throughput gain is marginal compared with CLZF. The superiority of the CLZF 

approach is due to the elimination of intra-cluster interference and tackling inter-cluster 

interference where the bottom 5% users do not suffer from the cell-edge effect as in the 

cell-centric architecture.  

 

Figure 5.3: User throughput with the cell-centric approach, the hybrid cell-less 

scheme (CLH1 and CLH2), and the cell-less zero forcing scheme (CLZF1 and CLZF2). 
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Figure 5.4: Bottom 5% throughput with the cell-centric approach, the hybrid cell-

less scheme (CLH1 and CLH2), and the cell-less zero forcing scheme (CLZF1 and 

CLZF2). 

The percentage of users achieving higher than 0.2 Mbps is increased from 26% with 

cell-centric implementation to 44%, 44%, 71% and 86% when CLH1, CLH2, CLZF1 

and CLZF2 are applied, respectively. 

5.3.1 Impact of CPU Densification  

Dense deployment of CPUs in a small area may limit the benefits of a cell-less 

architecture as it can increase inter-cluster interference due to the increased level of the 

edge effect. On the other hand, the existence of a few CPUs in a large area may lead to 

increased delay as in C-RAN networks. Therefore, it is essential to investigate the 

impact of decreasing or increasing the number of CPUs per unit area on the 

performance of the cell-less architecture. Figure 5.5 provides an example of CPU 

densification.  
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                                                 (a) One CPU/km2 

 

                                                      (b) Two CPUs/km2 
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                                                      (c) Three CPUs/ km2 

 

Figure 5.5: An example of CPU densification in cell-less architectures.  

Figure 5.6 compares the performance of a double CPU cell-less architecture in terms of 

outage probability when the CPU densities are set to one CPU/km2, two CPUs/km2, and 

three CPUs/km2. The main benefit of CPU densification is to reduce the processing on a 

single CPU in a given area since each CPU would have a lower number of users 

associated with it compared with sparse CPU implementation. This can significantly 

help to avoid delays.  From Figure 5.6, it is clear that decreasing CPU density improves 

the outage probability performance. When the CPU density decreases from three  

CPUs/km2 to one CPU/km2, the percentage of users that obtain an SINR higher than 0 

dB increases from 81% to 84% and from 91% to 97% when CLH2 and CLZF2 are 

implemented, respectively. Figure 5.6 shows that the performance of CLH2 is slightly 

affected by CPU densification. In the case of CLZF2, significant improvement is 

achieved when the CPU density decreases from three CPUs/km2 to one CPU/km2 as a 

sparse deployment of CPUs would allow a higher number of base stations to be 

connected to one CPU which helps to eliminate higher amount of inter-cluster 

interference. In other words, the edge effect in sparse CPU deployment is not as strong 

as dense CPU deployment.  
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Figure 5.6: The impact of CPU densification on the outage probability 

performance.  

5.3.2 Impact of Different Cluster-edge Distances 

Cluster-edge base stations have been identified based on their distance from their 

nearest CPUs. A high cluster-edge distance would permit many base stations to be 

connected to multiple CPUs even though these base stations may provide negligible 

improvement. On the contrary, a low cluster-edge distance may prevent some base 

stations that act as strong source of inter-cluster interference from connecting to 

multiple CPUs. Thus, it is crucial to investigate the performance of a cell-less 

architecture under different cluster-edge distances.  

Figure 5.7 illustrates the outage probability performance of a cell-less architecture 

when the cluster-edge distance is varied from 0 m to 1000 m. A cluster-edge distance of 

0 m represents a cell-less architecture with a single CPU association. When the cluster-

edge distance is 50 m only base stations at the edge of the cluster are connected to 2 

CPUs. A cluster edge-distance of 350 m would also allow base stations that are far 
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away from the cluster edge to be associated with multiple CPUs. A cluster-edge 

distance of 1000 m would permit all base stations to be connected to 2 CPUs. 

According to the results shown in Figure 5.7, increasing the cluster-edge distance can 

significantly improve the SINR levels of users. Implementing CLZF, the percentage of 

users that obtain an SINR higher than 0 dB increases from 93% when the cluster-edge 

distance is 0 m (single CPU association) to 97%, 97%, and 99% when the cluster-edge 

distance is set to 50 m, 350 m, and 1000 m, respectively. This shows that cluster-edge 

base stations cause harmful interference to users at the cluster edge and eliminating this 

interference can significantly improve the link quality of edge users. The results in 

Figure 5.7 with a cluster-edge distance of 1000 m shows that macro base stations 

located closer to CPUs can still cause severe inference to users located at neighbouring 

clusters. However, allowing all macro base stations to be connected to two CPUs 

increases the complexity level.  

 

Figure 5.7: The impact of different cluster-edge distances on the performance of the 

outage probability.  

The results in Figures 5.2 to 5.7 did not consider allowing small cell base stations to 

be associated multiple CPUs. Nonetheless, it is crucial to study the impact of connecting 

small cells to 2 CPUs on the performance of a cell-less architecture. Figure 5.8(a) 
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provides an example where only macro base stations are connected with two CPUs 

while Figure 5.8(b) shows the cases when both macro and small cell base stations at the 

edge are associated with two CPUs.   

 

(a) An example where only macro base stations located at the edge are allowed to be 

connected to their two nearest CPUs.  
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(b) An example where both macro and small cell base stations located at the edge are 

associated with two CPUs.  

                 Figure 5.8: Two different cases of double CPU association.  

Figure 5.9 compares the outage probability when only small cells are allowed to 

connect to two CPUs with the case of single CPU association. This comparison can 

show the impact of allowing small cell base stations to associate with multiple CPUs on 

the performance of a cell-less architecture. Figure 5.9 also compares the performance 

when only small cell base stations are connected with two CPUs with another scheme 

that allows only macro base stations to associate with two CPUs.  From Figure 5.9, it is 

clear that allowing small cells to connect to their second nearest CPU achieves marginal 

SINR gain. This marginal SINR improvement is due to the low transmission power of 

small cells where the interference they create to their neighbouring clusters is not 

strong. Thus, eliminating weak interfering signals coming from small cells at the edge 

does not significantly help to reduce inter-cluster interference.  
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Figure 5.9: The impact of allowing small cell base stations to connect to two CPUs. 

5.3.3 Complexity of Zero Forcing 

Zero forcing is a promising approach that can tackle intra-cluster interference; 

however, implementing this scheme may require high computational complexity [111]. 

The zero forcing equation in (5.5) which includes the desired signal, intra-cluster and 

inter-cluster interference requires matrix inversions as well as matrix-matrix 

multiplications. Although efficient implementation of these two operations can be 

achieved in hardware, performing such operations for high- dimensional matrices in a 

very short period can be challenging [112]. The computational complexity of the zero 

forcing scheme is derived in [112] where multiplications and divisions are considered 

while additions and subtractions are ignored due to their easy implementation in 

hardware.  

Considering two matrices 𝐄 ∈ ℂB1×B2 and 𝐘 ∈ ℂB2×B3  and utilising Hermitian 

symmetry, the number of required multiplications to perform 𝐄𝐄𝐇 is 
𝐵1

2𝐵2

2
+

𝐵1𝐵2

2
 [112]. 

Due to its efficient  hardware implementation, the 𝐋𝐃𝐋H decomposition approach can be 

implemented to compute the inverse of one matrix when it is multiplied by another 
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matrix, i.e., 𝐄−𝟏𝐘 [113] where 𝐋 is a lower triangular matrix and 𝐃 is a diagonal matrix. 

To compute the 𝐋𝐃𝐋H decomposition of matrix 𝐄, 
𝐵1

3−𝐵1

3
 multiplications are required. 

From equation (5.5) which requires matrix inversions and matrix-matrix multiplications, 

the computational complexity of zero forcing becomes 
3𝑍2𝐷

2
+

𝑍𝐷

2
+

𝑍3−𝑍

3
  [112] where 𝑍 

is the number of users and 𝐷 is the number of base stations.  

 

Figure 5.10 shows the complexity of zero forcing when the number of users 𝑍 

varies from 1 to 30. It compares four different cases based on the number of base 

stations: 𝐷 = 40, 𝐷 = 60, 𝐷 = 80,and 𝐷 = 100. As Figure 5.10 illustrates, the 

complexity increases as the number of users increase. Considering  𝐷 = 40, the number 

of complex multiplications increases from 6.53 × 103 to 6.35 × 104 when the number 

of users are 10 and 30, respectively. For the same number of users, Figure 5.10 shows 

that the higher the number of base stations, the higher the complexity. For instance,  

  

Figure 5.10: Complexity of the zero forcing scheme when different number of users 

and different number of base stations are considered.  
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when the number of users are 30, the number of required complex multiplications 

increases from 6.35 × 104  to 1.45 × 105 when the number of base stations increases 

from 40 to 100. The zero forcing scheme has shown significant improvements in terms 

of user throughput and bottom 5% throughput as shown in Figures 5.3 and 5.4; 

however, these improvements comes at the expense of high complexity particularly 

with the use of a large number of base stations as seen in Figure 5.10. Developing a new 

variant of zero forcing with reduced complexity and faster processing are two possible 

ways to address the complexity issue of zero forcing in the future.  

5.4 Conclusion  

This chapter has focused on developing and evaluating the performance of a cell-

less architecture that aims to provide equal services to all users. The traditional cell-less 

architecture suffers from inter-cluster interference which has been addressed by 

allowing macro base stations located at a cluster edge to be connected to multiple CPUs. 

The performance of a cell-less architecture has been compared with the conventional 

cell-centric approach in terms of outage probability, overall throughput, and bottom 5% 

throughput. Two different cases are investigated in a cell-less design: zero forcing 

technique and the hybrid approach. The results have shown that the best performance in 

terms of outage probability, overall throughput, and bottom 5% throughput is achieved 

by a cell-less architecture with zero forcing, followed by the cell-less hybrid approach 

and the cell-centric approach. Although a cell-less architecture with a single CPU 

association has shown superior performance, it still suffers from inter-cluster 

interference. As the results have shown, inter-cluster interference is mainly caused by 

macro base stations due to their high transmission power. This inter-cluster interference 

has been mitigated by allowing macro base stations located at the edge of a cluster to be 

associated with their nearest two CPUs. This double CPU association approach has 

shown significant enhancement in terms of improving the SINR levels compared with a 

single CPU association when zero forcing is applied. However, the results have 

demonstrated that double CPU association is not an effective approach when 

implementing CLH because allowing macro base stations to be connected to multiple 

CPUs does not eliminate the intra-cluster interference. Implementing double CPU 

association in CLH only allows a few users to be connected to their second strongest 

base station instead of their third, fourth, or 𝑥𝑡ℎ strongest base station where the power 
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level difference between them might be low resulting in a marginal impact on the 

overall performance. The percentage of users that achieve higher than 0 dB is 74%, 

83%, and 84%, 93%, and 97% when the cell-centric, CLH1, CLH2, CLZF1, and 

CLZF2 schemes are implemented. 

The performance of a cell-less architecture under different CPU densities and 

cluster-edge distances has been investigated. The results have shown that it is better to 

have a low CPU density such as one CPU/km2 in order to help mitigate inter-cluster 

interference. Also, the results have demonstrated that increasing the cluster-edge 

distance allows more base stations to be connected to multiple CPUs which results in 

better outage performance. Nonetheless, this improvement comes at the expense of 

complexity.  

This chapter has also studied the impact of allowing small cell base stations to be 

associated with multiple CPUs. Due to the low transmission power of small cell base 

stations, this approach is not effective in tackling inter-cluster interference in cell-less 

architectures. Implementing this approach would just increase the level of complexity 

without providing noticeable improvements.  

Overall, cell-less architecture with zero forcing is a promising approach that has 

shown great performance in terms of outage probability, user throughput, and bottom 

5% throughput. However, its implementation increases the complexity. As a result, it is 

essential to study the trade-off between the system performance and the implementation 

complexity. The cell-less hybrid approach has also shown significant improvements 

especially for the bottom 5% users without the knowledge of perfect CSI as in the zero 

forcing scheme.  
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6.1 Conclusions 

This thesis has illustrated that future wireless networks could implement cell-less 

architectures as a way to overcome the limitations of cell-centric approaches. The focus 

of this thesis has been on investigating how such cell-less architectures can better 

mitigate the conventional inter-cell interference in cell-centric approaches and as a 

result provide improved and uniform services to all users. Cell-less architectures have 

been shown to provide significant performance improvements in terms of outage 

probability, overall throughput, and bottom 5% throughput compared with the 
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conventional cell-centric approach. This major enhancement is achieved due to the 

ability of cell-less architectures to utilise interference mitigation techniques such as JT-

CoMP and zero forcing in order to tackle inter-cell interference which is a major 

concern in cell-centric designs.    

As described in Chapter 1, the research presented in this thesis has been guided by 

the following hypothesis:  

Exploiting a cell-less architecture that utilises promising technologies such as joint 

transmission coordinated multipoint and zero forcing can play an essential role towards 

meeting the 5G requirements in terms of improving the system capacity.   

Background knowledge and literature related to the scope of this thesis has been 

presented in Chapter 2. This has mainly focused on interference management in 5G 

heterogeneous networks particularly on user-centric JT-CoMP. It also presented the 

architectures of four different types of radio access networks: cell-centric, C-RAN, cell-

free, and cell-less. Finally, spatial modelling of macro and small cell base stations was 

discussed.   

Chapter 3 investigated the performance of user-centric JT-CoMP clustering as it is 

one of the main elements of a cell-less design.  A novel user-centric clustering 

algorithm is proposed and its effectiveness is compared against existing algorithms 

under different scenarios such as different maximum cluster size and different density of 

base station assumptions. The proposed algorithm has shown that it can better balance 

between SINR gain and wastage of radio resources. In addition, it is has shown that its 

performance is not affected by the maximum cluster size and the number of base 

stations per unit area, unlike the conventional user-centric algorithms. Overall, 

according to the results of Chapter 3, JT-CoMP user-centric clustering is a promising 

approach to mitigate inter-cell interference and increase the SINR levels. However, to 

completely evaluate the performance of JT-CoMP, it is important to take radio resource 

management into account.  

In Chapter 4, joint user-centric JT-CoMP clustering and radio resource 

management is considered. JT-CoMP multi-cell resource allocation faces two main 

challenges: resource mismatching and bandwidth underutilisation. Resource 

mismatching happens due to the different loads of each base station, and it is addressed 
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by a proposed resource matching approach where cooperating base stations negotiate on 

the amount of bandwidth they can offer for their overlapping regions. The second 

challenge is the bandwidth underutilisation problem that occurs when some small cell 

base stations have only CoMP users resulting in some underspent bandwidth that cannot 

be utilised as these base stations need to follow the resource matching approach. To 

tackle this problem, a hybrid approach that allows users at the edge to operate in no 

CoMP and CoMP modes simultaneously is proposed. Results have demonstrated that 

the traditional JT-CoMP approach in heterogeneous networks exhibits poor 

performance because of the bandwidth underutilisation problem. The hybrid approach 

has shown significant improvement particularly in terms of cell-edge throughput as it 

can benefit from the SINR gain provided by CoMP and it can deal with the bandwidth 

underutilisation problem. This chapter also investigated the performance of JT-CoMP 

when allocating different portions of bandwidth to CoMP users. In JT-CoMP networks, 

it is essential to efficiently allocate radio resources in a way that satisfies both CoMP 

and non-CoMP users. Allocating a high portion of bandwidth to CoMP users would 

enhance their throughput; however, this improvement might come at the expense of 

non-CoMP users’ throughput. Half, full, and double bandwidth assignment schemes 

where CoMP users are allocated half, the same, and twice the bandwidth a non-CoMP 

user would obtain have been studied. The results have shown that half bandwidth 

allocation is only good in improving the overall user throughput; however, it is unable 

to improve the cell-edge throughput. Although double bandwidth assignment has 

demonstrated significant enhancement in terms of cell-edge throughput, it is also not a 

suitable scheme as the overall user throughput is significantly decreased. The best 

allocation scheme is found to be full bandwidth assignment as it can provide significant 

cell-edge throughput improvement without reducing the overall user throughput. The 

user-centric approach used in this chapter can increase complexity and overheads since 

any base station in the network is allowed to be involved in the cooperation set of a 

served user.   

Chapter 5 focuses on developing and investigating the performance of a cell-less 

architecture that implements zero forcing and the hybrid approach while allowing edge 

base stations to be associated with multiple CPUs. The design of a cell-less architecture 

is developed where macro base stations located at the edge of a cluster are allowed to be 

associated with multiple CPUs and users form their own set of cooperating base stations 
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in a user-centric fashion. The performance of a cell-less architecture is evaluated under 

two different cases: zero forcing implementation and the hybrid approach developed in 

Chapter 4. In addition, the performance of a cell-less architecture is compared with the 

traditional cell-centric approach. Results have shown that the cell-less architecture in the 

two considered scenarios outperform the cell-centric approach in terms of outage 

probability and the achievable throughput. Comparing the ZF approach and the hybrid 

approach, ZF achieves better SINR and throughput as it can cancel the intra-cluster 

interference and not only the most dominant intra-cluster interfering signal as in the 

hybrid approach. Although a cell-less architecture has shown significant improvement 

in terms of outage probability and throughput gain, it still suffers from inter-cluster 

interference. To tackle inter-cell interference, macro base stations located at the edge of 

a base station cluster are connected to the two nearest CPUs. This double CPU 

association has demonstrated its effectiveness in mitigating inter-cluster interference. 

The performance of a cell-less architecture has been investigated when different CPU 

densities and different cluster-edge distances are considered. The obtained results have 

demonstrated that increasing the number of CPUs per unit area degrades the system 

performance due to the increased edge effect. Therefore, it is important not to densify 

CPUs in order to efficiently tackle inter-cluster interference. A low CPU density of one 

CPU/km2 significantly improves performance in tackling inter-cluster interference. 

Moreover, the results have shown that allowing all base stations to connect to multiple 

CPUs can significantly improve the SINR levels, however, this approach can lead to 

increased complexity. To reduce this complexity, base stations at the edge are only 

allowed to associate with their two nearest CPUs which can also provide significant 

SINR gain that is slightly lower than the gain achieved when all base stations are 

connected to two CPUs. Finally, Chapter 5 investigated the case when small cell base 

stations are allowed to associate with multiple CPUs. According to the results, this 

approach does not help to address inter-cluster interference due to the low transmission 

power of small cell base stations. Overall, a cell-less architecture with zero forcing 

implementation can provide significant gain in terms of outage probability, user 

throughput, and bottom 5% throughput which helps to provide good services to all 

users. Nevertheless, the implementation of this approach increases the complexity level. 

The implementation of the hybrid approach in a cell-less architecture has also shown 

promising performance particularly for the bottom 5% users without requiring perfect 

CSI as in zero forcing.    
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6.2 Novel Contributions  

This research has proposed novel contributions that aim to develop a cell-less 

architecture that can be implemented in future wireless networks.  The following 

presents the original contributions of this thesis in detail.  

6.2.1 User-centric JT-CoMP Clustering Approach 

A novel user-centric JT-CoMP clustering approach that can balance between the 

SINR gain and the loss of radio resources has been proposed in Chapter 3. The 

proposed algorithm allows a user to operate in JT-CoMP mode only if the JT-CoMP 

rate of this user is above a certain threshold. To validate the effectiveness of the 

proposed algorithm, its performance is compared with three well-known user-centric 

algorithms, namely, PLD, RSS, and SINR. The results in Chapter 3 have shown that the 

proposed approach outperforms all compared algorithms in terms of providing an 

effective balance between the SINR improvement and wastage of bandwidth. The 

superiority of the proposed user-centric clustering approach over the conventional 

approaches is that it can identify the users who can benefit from JT-CoMP without 

wasting bandwidth whereas the traditional user-centric algorithms may allow some 

users to operate in JT-CoMP even if their SINR gain does not compensate for the 

bandwidth loss.  In addition, unlike the traditional user-centric algorithms, its 

performance is not influenced by the density of base stations and the maximum user-

centric cluster size. Part of this work has directly contributed to the 5Gaura project. The 

complete scheme of this contribution has been submitted to the Wireless Personal 

Communications journal to be considered for publication (under review).  

6.2.2 Resource Matching Approach 

The conventional JT-CoMP approach faces a resource mismatching problem where 

cooperating base stations may have different amount of bandwidth to support their 

overlapping region. This problem occurs due to load imbalance. The state-of-the-art has 

assumed that cooperating base stations can perfectly provide the same amount of 

bandwidth for their CoMP region which is not practical due to different loads at each 

base station. A resource mismatching approach is proposed to solve the aforementioned 

problem.  In the proposed scheme, cooperating base stations negotiate and agree on the 
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amount of radio resources that they can offer for their overlapping region. As some base 

stations may have lower amount of bandwidth, cooperating base stations should allocate 

the minimum affordable bandwidth for the CoMP region. This leaves base stations with 

higher bandwidth with a portion of underspent bandwidth that cannot be used to support 

CoMP users. To fully utilise the available bandwidth, the unused CoMP bandwidth of a 

base station is allocated to its non-CoMP users. This contribution has been submitted to 

the Wireless Personal Communications journal to be considered for publication (under 

review).  

6.2.3 Multi-cell Radio Resource Management  

A joint multi-cell radio resource allocation and user-centric clustering scheme that 

can support efficient implementation of JT-CoMP is proposed. This joint scheme is 

performed in two steps. The first step constructs the user-centric clusters and based on 

the clustering results, radio resources are allocated. The proposed multi-cell approach 

provides mathematical expressions that allows flexible assignment of bandwidth for 

CoMP and non-CoMP users which can help to improve the overall and cell-edge 

throughput. The performance of the proposed multi-cell scheme is evaluated in Chapter 

4 with different amounts of bandwidths given to CoMP users such as full and half 

bandwidth assignment. The literature has mainly focused on user-centric clustering and 

multi-cell allocation separately. The work in [50] has provided two different bandwidth 

allocation schemes, i.e., half and full bandwidth assignments, for HAP systems. These 

schemes are different from the work presented in this thesis as they are developed based 

on the maximum affordable bandwidth for CoMP regions and not on the minimum. Part 

of this contribution has been published in [58] in EURASIP Journal on Wireless 

Communications and Networking. Also, the multi-cell approach has been published in 

[57] in IEEE 29th Annual International Symposium on Personal, Indoor and Mobile 

Radio Communications (PIMRC), and in [54] in 2018 15th International Symposium on 

Wireless Communication Systems (ISWCS). 
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6.2.4 JT-CoMP-No CoMP Hybrid Approach  

A hybrid approach where a cell-edge user in heterogeneous networks can be jointly 

served by no CoMP and JT-CoMP is proposed. A user located at the edge can be served 

by multiple base stations in JT-CoMP mode on certain radio resources while at the same 

time it can be served by its strongest base station on different radio resources. In the 

traditional JT-CoMP scheme, a user at the edge is only allowed to operate in CoMP 

mode which leaves some bandwidth underutilised. The development of this hybrid 

approach is needed to overcome the problem of bandwidth underutilisation that happens 

because of the light load of small cell base stations. The performance of the hybrid 

approach was compared with the traditional JT-CoMP scheme in Chapter 4 and the 

results have shown the superiority of the hybrid approach in terms of the overall user 

throughput as well as the bottom 5% throughput. This contribution is to be submitted to 

Transactions on Emerging Telecommunications Technologies journal to be considered 

for publication. 

6.2.5 Development of a Novel Cell-less Architecture 

A cell-less architecture that allows macro base stations located at the edge of a base 

station cluster to be associated with multiple CPUs is proposed. This allows to reduce 

inter-cluster interference which is a major concern in cell-less architectures. In addition, 

users are served only by a subset of base stations that promise to provide significant 

received power. Traditionally, base stations are associated with only a single CPU and a 

user is served by all base stations. The work in [74] has also proposed to allow base 

stations at the edge to connect to multiple CPUs in cell-free networks; however, it did 

not investigate the system performance in terms of outage probability and throughput. 

Moreover, it did not consider radio resource management. The authors also considered a 

single tier network and not heterogeneous networks as in this thesis. The performance 

of a cell-less architecture has been evaluated in two different scenarios: zero forcing 

implementation and the hybrid approach. In addition, the performance of a cell-less 

architecture under different cluster-edge distances and different CPU densities is 

studied. This contribution is to be submitted to IEEE Transactions on Mobile 

Computing journal to be considered for publication. 
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6.3 Future Work  

This section provides some recommendations for future work to further improve 

the performance of cell-less architectures. The following presents some potential 

research directions to extend the ideas presented in this thesis.  

6.3.1 Load Balancing in Cell-less Architectures 

In cell-less architecture user association approaches, most users are associated with 

macro base stations due to their high transmission power even if they have a shorter 

distance to small cells, e.g. pico or femto base stations. This traditional association 

approach causes a load imbalance with the macro base stations being overloaded while 

small cell base stations are lightly loaded. Biased user association proposed by 3GPP 

can be implemented in cell-less architectures to offload users from macro base stations 

to small cell base stations. It would be interesting to apply different biasing approaches 

such as the 3GPP per base station biasing or per-tier biasing. In per base station biasing 

each base station is assigned a unique biasing value while in per-tier biasing all small 

cell base stations in each tier are assigned a common bias value. The implementation of 

biasing can cause some users located at the edge of a CPU to shift from their original 

cluster to a neighbouring cluster which results in a different performance.  Evolutionary 

algorithms such as particle swarm optimisation or genetic algorithm can be used to 

generate per base station biasing.  

6.3.2 Energy Efficient Cell-less Architectures 

Energy efficiency in cell-less architectures has not been well investigated yet in the 

literature. It is important to know how good energy efficiency in cell-less architectures 

is. Moreover, it is critical to develop precoding techniques that can improve the 

performance of energy efficiency.  

6.3.3 Cell-less Millimetre Wave Systems 

This thesis has focused on the performance of sub-6 GHz in a cell-less architecture. 

It would be interesting to evaluate the performance of cell-less when millimetre waves 

(mmwaves) are exploited on the access network. Channel estimation and precoding are 
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some potential directions that need to be studied. Also, it be interesting to evaluate the 

cell-less mmwaves systems with fronthaul constraints.  

6.3.4 Multi-objective Cell-less Architecture  

An interesting future direction that can better represent practical deployment of 

cell-less networks is to consider multi-objective optimisation that takes into account a 

number of metrics such as energy efficiency and spectral efficiency and also considers 

some limitations such as load conditions and fronthaul constraints. Multi-objective 

methods such as the weight sum approach can be utilised to formulate multiple 

objective functions into a single objective function. It is worth investigating the trade-

off that exist between different objectives and find an optimal balance between the 

considered metrics.  

6.3.5 Cell-less Architecture: a Stochastic Geometry Approach  

Stochastic geometry as a powerful mathematical tool has shown its effectiveness in 

providing tractable and accurate models to analyse the performance of cell-centric 

networks. Stochastic geometry can be utilised in a cell-less architecture and analyse its 

performance in terms of different metrics such as outage probability and energy 

efficiency.  

 

 

 

 

 

 

 

 

 



136 

 

Glossary 

4G 4th Generation 

5G 5th Generation 

5G-NR 5G New Radio 

ABS Almost Blank Sub-frame 

BBU Baseband Unit 

CB Coordinated Beamforming 

CPU Central Processing Unit 

C-RAN Cloud Radio Access Network 

CRE Cell Range Expansion 

CS Coordinated Scheduling 

CSI Channel State Information 

eICIC Enhanced Inter-cell Interference Coordination 

HAP High Altitude Platform 

HetNet Heterogeneous Network 

JT-CoMP Coordinated Multipoint Joint Transmission 

LTE Long-term Evolution 

MHPP Matern Hard-core Point Process 

Mmwave Millimetre Wave 

PLD Power Level Difference 

PPP Poisson Point Process 
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PRB Physical Resource Block 

RRH Remote Radio Head 

SINR Signal-to-Interference-Noise-Ratio 

SIR Signal-to-Interference Ratio 

ZF Zero Forcing 
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