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Summary

Self-pierce riveting (SPR) is a complex joining process where multiple layers of material are

joined by creating a mechanical interlock via the simultaneous deformation of the inserted

rivet and surrounding material. Inertia-based servo SPR systems such as that illustrated

in Figure 1(a) are commonly used in producing joints for automotive applications. Figure

1(b) shows a SPR system in action during the riveting of an example workpiece. The cross

section of a typical joint is shown in Figure 1(c).

Due to the large number of variables which in�uence the resulting joint, �nding the

optimum process parameters has traditionally posed a challenge in the design of the process.

Furthermore, there is a gap in knowledge regarding how changes made to the system may

a�ect the produced joint.

In this thesis, a new system-level model of an inertia-based SPR system has been pro-

posed, consisting of a physics-based model of the riveting machine and an empirically-derived

model of the joint. Model predictions have been validated against extensive experimental

data for multiple sets of input conditions, de�ned by the setting velocity, motor current

limit and support frame type. High levels of accuracy have been achieved in the predicted

response of the system as well as the head height of the joints.

A model-based case study has been conducted to identify changes to the system which

enable either the cycle time or energy usage to be reduced. It is shown that the system

con�guration and parameter settings can be optimised to achieve signi�cant savings in cost

or energy consumption, without compromising the overall quality of the produced joint.

In addition, global sensitivity analysis methods have been used to identify the factors

with the most in�uence on the joint via two distinct examples. In the �rst example, the

Elementary E�ects method is used to explore the plausible design space of the SPR system.

In the second example, a variance-based method is used to understand how the variation in

the outputs of a speci�c SPR process is a�ected by uncertainty in its inputs. The relative

importance of three factors is highlighted: the friction in the planetary roller screw mechan-

ism, the maximum available spring compression in the clamping mechanism, and the length

of the rivet.
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Figure 1: (a) Illustration of a servo SPR system. (Source: Atlas Copco, 2018. Image
reproduced with permission). (b) Example workpiece undergoing riveting. (Source: Atlas
Copco, 2017. Image reproduced with permission). (c) Cross section of a SPR joint.

The current work is the �rst to develop a mechatronics system-level model of the SPR

process. The extensive and systematic validation of the model gives con�dence to the model-

base analyses performed. The examination of the e�ects of system-wide process factors

on the produced joint via a global sensitivity analysis forms an important contribution to

knowledge. The usefulness of the model is demonstrated in identifying areas of improvement

for the SPR process, such as signi�cant reductions in the cycle time or the energy usage. The

predictive capabilities of the model may be further leveraged to reduce the costs involved in

the design and validation of SPR systems and processes. Additionally, it may serve as a tool

for exploring further avenues of research, such as co-simulation with a �nite element model

of the joint in order to achieve high-�delity representation of the full riveting process.
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Chapter 1

Introduction

1.1 Project background

In modern times the reduction of the weight of a vehicle, or lightweighting, is a dominant

trend in the automotive industry [1]. In addition to the reduction of emissions, lightweighting

is also bene�cial for the performance of the vehicle [2]. The body of the vehicle can weigh up

to 25% of the total weight, hence is one of the primary targets for lightweighting [3]. This has

led to the introduction of new materials in replacement of the mild steel traditionally used in

the body structure. Materials such as high strength steels, aluminium and composites have

enabled the reduction of weight without compromising the structural strength of the vehicle,

but at the same time they have pushed the boundaries of existing joining technologies.

The development of novel techniques that are better able to join said materials is therefore

paramount to the production of next-generation vehicles. Self-pierce riveting (SPR) is one

such technique.

SPR is a mechanical joining method used commonly in the assembly of panels, hoods,

and structural frames. In the automotive industry, the increased substitution of steel with

aluminium in vehicle bodies allowed SPR to rise to prominence as a competing technology to

the more established techniques such as resistance spot welding. The Audi A8, launched in

1993, marked the �rst use of an aluminium space frame in a vehicle, as well the �rst deploy-

ment of automated SPR tools in the production process. SPR joints made up approximately

70% of the single point joints on the vehicle [4]. The Jaguar XJ (X350) in 2003, became the

�rst high volume production car with a fully aluminium monocoque chassis, and was made

with 3195 SPR joints alongside other joining methods [5]. The novel design of the body

structure meant that the body in white weighed 200 kg less than its predecessor with no

detrimental e�ects on structural strength. A more recent example is in 2015 with the launch

of the �rst generation of the Ford F-150 pickup truck to feature an aluminium body, which

1
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contributed to a weight saving of over 300 kg in comparison with its predecessor [6]. SPR

featured prominently in the production process.

1.2 Description of the SPR process

SPR is a cold process in which a semi-tubular rivet is inserted into multiple layers of material

to create a permanent joint. The deformation of the stack of material and the rivet is such

that a mechanical interlock is formed during the insertion process. The rivet does not

penetrate through the bottom-most layer of material. The four main steps of the rivet

insertion process are illustrated in Figure 1.1.

1

2

3

4

5

(a) Clamping (b) Piercing (c) Flaring (d) Release

Figure 1.1: A cross-section view of the stages of the SPR process: (a) clamping of the
material stack, (b) piercing of the top sheet of material, (c) �aring of the rivet shank to form
the interlock, (d) release of the joint. Components are numbered as follows: (1) rivet, (2)
blank holder, or clamp tube, (3) stack of material, (4) die, (5) punch.

Various approaches can be used for forcing the punch against the die. One approach is

via a `squeeze' type actuation, such as in a hydraulic SPR process where the components are

pressed together at relatively low speed. Another approach is an inertia-based one, where

the punch is attached to a �ywheel mechanism to avoid the need for high actuation forces.

The current work focuses on the inertia-based servo SPR system, an example of which is

illustrated in Figure 1.2, consisting of a permanent magnet synchronous motor, belt drive,

planetary roller screw mechanism (PRSM), clamping mechanism, and C-frame. The core

actuated mechanical subassembly is commonly referred to as the `rivet setter', and consists

of the PRSM as well as the clamping mechanism. The motor is controlled by a drive unit

with an integrated programmable logic controller (PLC), not shown in the �gure.

The PRSM is actuated by the motor via the belt drive, and transforms rotary motion

into linear displacement of the punch, which is shielded inside the clamping mechanism. In
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Figure 1.2: Schematic of a servo SPR system: (a) Full system. (b) Close-up of the riveting
interface. Dimensions are shown for illustrative purposes only, indicating the approximate
range for the height and depth of the opening between the upper and lower arms of existing
C-frames. The opening a�ects the ability of the system to access joining locations on a
structure or subassembly.
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a typical riveting operation, the punch and clamping mechanism are advanced towards the

die and accelerated up to a prede�ned velocity, which determines the kinetic energy available

for the riveting operation. The clamp tube makes �rst contact with the material stack and

holds it in place against the die. The rivet is driven into the material as the punch advances

through the inside of the clamp tube. During this phase, the motor also applies a forward-

driving torque to aid rivet insertion, which is determined by a prede�ned level for the motor

current limit. When the kinetic energy of the system is reduced to zero and the punch comes

to rest against the joint, the motor is reversed and the punch is retracted back to its start

position. The punch and the die are in line and act on either side of the joint during rivet

insertion. The C-frame provides the reaction force necessary for the forming of the joint.

The geometry of the C-frame a�ects both access to joining locations and its ability to make

certain joints.

1.3 Challenges

One of the challenges in the design of SPR processes is identifying the optimum process

parameters for joining a given stack of material. For example, a key process parameter for

inertia-based systems is the setting velocity, or the initial velocity with which the rivet is

driven into the material. In determining the feasibility of inserting the rivet to the target

depth, a trial-and-error approach is often taken, and consequently many test samples may

be used and discarded before a suitable velocity is found. Further complicating the matter is

that the SPR system used on the production line is unlikely to be the same as the designated

test system. Di�erences in the type of support frame (`C-frame') or construction of the

riveting system often mean that a di�erent setting velocity is required to achieve the same

joint quality. Additional testing would therefore need to be carried out on the actual system,

potentially at the test facilities of the production plant. When the number of material

combinations or system variants is large, all this can culminate in an enormous amount of

testing, consumables and time.

The need for a model-based approach is evident. A robust model of the process which

is able to predict the e�ects of changing the process inputs on the resulting joint would

substantially reduce the experimental e�ort required, and would therefore be an important

contribution to the industry.

This project is part of the Industrial CASE scheme and has been undertaken in collabor-

ation with Atlas Copco IAS UK Limited. In reference to the EPSRC portfolio, the project

ties strongly into Control Engineering and Manufacturing Technologies, both of which are

areas of continuing investment and national interest. Funding of research in the areas of
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manufacturing continues to grow in re�ection of the UK's bid to become a leader in high-

value manufacturing [7]. With a view of the wider manufacturing industry, the prominence

of Industry 4.0, digital twins and other related concepts is symbolic of the increasing push

towards the improvement of existing processes via model-based methods.

1.4 Research objectives

Given the direct relevance of the research topic to the needs of the joining industry as well as

to the interests of the funding body, the principal aims of the research were initially de�ned

as follows:

� To characterise the behaviour and performance of the SPR system using a model-based

approach.

� Use the model to investigate the e�ects of process parameters on the rivet insertion

process.

� Use the resulting model to identify ways to enhance the productivity of the system.

Over the course of the project, the above-mentioned items were expanded into more speci�c

aims:

� Review internal literature from the industry partner to get up to speed with historical

and recent developments in the riveting technology.

� Understand the roles of the main elements of the SPR system and how they contribute

to the riveting process.

� Understand the control algorithm used in the operation of the system.

� Derive equations describing the dynamic behaviour of the overall SPR system.

� Identify suitable methods to model the forming of the SPR joint.

� Assess the impact of changing key process parameters on the resulting joint.

� Identify ways to improve the energy e�ciency of the process.

� Establish an experimental setup to obtain comprehensive data from during the riveting

process.

� Use the acquired data to validate the model of the SPR system.
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� Develop control algorithms to reduce the process variability that is attributed to �uc-

tuations in the environmental conditions.

Considering the progress made in the current research, most of the listed objectives were

achieved. However, the �nal aim listed was not realised in the time frame of the PhD.

During the research it became clear that certain topics required more time than previously

anticipated, such as the characterisation of the existing system. Nonetheless, substantial

headway has been made in expanding the knowledge base on the SPR system and process.

1.5 Thesis outline

The layout of the thesis is as follows: Chapter 2 provides an overview of the published liter-

ature relating to the modelling of the SPR process and other related systems. The literature

concerning the modelling and analysis techniques used in this work are reviewed in the later

chapters that also address the application of these techniques. The experimental setup and

measurement uncertainties are explained in Chapter 3. Chapter 4 describes the modelling of

the SPR system, followed by the modelling of the joint in Chapter 5. Subsequently, model

veri�cation and validation are addressed in Chapter 6. A model-based case study is used

to investigate the reduction of cycle time and also the energy consumption of the SPR pro-

cess in Chapter 7. Chapter 8 delves into the sensitivity analysis of the simulated system.

Chapter 9 is a discussion of the implications of the work, ideas for further work, and �nally

the conclusions.



Chapter 2

Literature Review

This chapter looks at the state of the art in the research on SPR, with a focus on the

approaches taken in modelling as well as the insights gained from experimental methods.

The gaps in the existing body of knowledge on SPR are highlighted. Furthermore, some

approaches to the modelling of alternative systems from the wider literature are discussed

with regards to their relevance to the current research.

2.1 Existing research on the SPR process

2.1.1 Joint quality and strength

One of the principal goals of simulations of the SPR process has been to predict the quality

of the resulting joint for a given set of inputs. In a recent review of the literature on SPR

[8], the need for accurate simulations was noted as one of the overarching challenges.

Joint quality is generally assessed by visual examination of the appearance of the joint,

both externally and internally [9]. The key measurements taken from the produced joint are

the head height, the interlock and the minimum remaining thickness of the bottom sheet of

material, also known as t-min. These are illustrated in Figure 2.1.

The importance of the aforementioned measurements was established within industry

[10]. They are typically mentioned in studies that refer to the cross-section of a SPR joint

[11, 12, 13, 9], which suggests that such measurements have long been accepted by the

research community.

The head height of the joint is used commonly as an indicator of joint quality. It is de�ned

as the distance between the top surface of the rivet head and the plane of the undeformed

7
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Head height

Interlock

T-min

Rivet

Stack of material

Figure 2.1: Cross section view of a joint and the measurements typically used to assess the
quality of the joint: head height, interlock and minimum remaining thickness of the bottom
sheet of material, also referred to as t-min.

surface of the top layer of material. A head height of zero is generally desirable in terms of the

aesthetics of the joint, in particular for applications that demand a �at surface. Depending

on the particular joint design, the head height may be indicative of the state of internal

features of the joint such as the interlock. Inferences are typically qualitative and based on

past experience.

The interlock represents the amount of material that is directly held in place by the

deformed rivet shank. The larger the deformation, the larger the curvature of the shank,

and also the larger the interlock. As seen from Figure 2.1, the volume of material that would

have to be sheared for the rivet to be pulled out from the substrate is closely related to

the magnitude of the interlock. In other words, the interlock has a large in�uence on the

performance of the joint under loading.

The t-min represents the amount of the material remaining in the bottom sheet before

the rivet penetrates through it. A non-zero t-min is an indicator of the integrity of the

bottom sheet of material and therefore the water-tightness of the joint.

The cross-section image of a joint, obtainable only upon the destruction of the joint, is

currently the only way to obtain measurements of the interlock and t-min.

Industry demands the accurate prediction of the static and dynamic behaviour of SPR

joints. Approaching this with model-based tools is far from simple since the behaviour in

question is in�uenced not only by the geometries of the features of the joint, but also by the

residual stresses, the characteristics of material deformation under loading, the loading mode

and pro�le, etc. Fayolle et al. [14] noted that in order to accurately predict the strength

of a joint under loading, the mechanical history of the joint must be accounted for, i.e. the

results from the rivet insertion process must be included in the inputs to the joint testing

process. In addition, emphasis was placed on having a robust damage model to predict the

failure mode of the joint.



2.1. EXISTING RESEARCH ON THE SPR PROCESS 9

The relation between key measurements on the joint and the strength of the joint has been

approached mainly using empirical methods. Studies have shown that there is correlation

between key measurements from the cross-section and the static strength of the joint; positive

correlation between the interlock and the lap shear strength of the joint was presented in

[15] and [16]. The results from the empirical studies suggest that the measurements of key

dimensions on the joint may be considered as indicators of the performance of the joint.

Therefore, the prediction of those key measurements would be a useful output from a model

of the SPR process.

2.1.2 Numerical modelling

Throughout the published literature, the modelling of the SPR process has largely been

undertaken using �nite element (FE) methods. The scope of the simulation is typically

focused on the deformation of the rivet and material during the rivet insertion process. The

punch, blank holder and die are usually assumed to be rigid parts, while the other components

in the riveting system are excluded from the analysis. This exclusion is perhaps motivated

by the fact that the rivet and material undergo much larger deformations in comparison to

the rest of the system.

A particular challenge is the simulation of the large plastic deformation in the material,

which can lead to severe distortion of the element mesh, which in turn can lead to inaccuracies

in the analysis. In order to prevent excessive mesh distortion, adaptive remeshing, damage

models, and kill-element techniques have been used. Some earlier developments are detailed

in [17, 13, 18].

FE simulation proved to be an e�ective tool in the optimisation of the SPR process in the

work by Mori et al. [19], where numerical simulations were used to guide modi�cations to

the shape of the die in order to improve the quality of joints made with ultra high strength

steel and aluminium alloy sheets. For illustrative purposes, the key features of an example

die are shown in Figure 2.2. In [19] the diameter and depth of the die cavity were increased

to enable sheets of di�erent thicknesses to be joined without quality issues. In experimental

validation, defects such as excessive deformation or fracture in the shank of rivet, as well

as fracture in the material sheets were prevented. Although the optimisation was achieved

through trial and error, the cost of additional simulation runs was undoubtedly much lower

than an equivalent empirical approach. In that sense, the study clearly demonstrated the

bene�ts of model-based analysis of the process.

Beyond rivet insertion, Bouchard et al. [13] used the results of a riveting simulation as
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Central pip height

Die diameter

Die depth

Figure 2.2: Cross section view of a pro�led die with labelled key features.

inputs to a structural analysis of the simulated joint. This transfer of data encapsulating

the mechanical state of the joint was noted to enable more accurate prediction of the shear

strength of the joint. In [20], Atzeni et al. also performed a structural analysis on the model

of a joint having �rst simulated the rivet insertion process in a separate model. The model

used in the structural analysis was generated using the same assumptions as those made in

creating the rivet insertion model. Both the predicted failure mode and shear strength were

found to be in good agreement with experimental data.

More recently, Fayolle et al. [14] used simulations of the rivet insertion process followed

by structural analysis of the joint to optimise the strength of the joint, via modi�cations to

the pro�le of the die. In theory, the simulation could also be used to assess the e�ects of

rivet geometry, clamping load, or other factors on the strength of the joint.

The continuity of data �ow from one process to the next appears to be an important

factor in the performance of the models for each process. Could simulation cover the life

of a joint from the initial forging of the rivet through to the destruction of the joint in the

crash test of a vehicle, i.e. from cradle to the grave? Such an endeavour may o�er insights

into how each process in�uences the next, which would certainly be of value.

Optimisation of the SPR process to achieve the desired mechanical properties in the res-

ulting structure that contains multiple joints is an ongoing area of research. This was the

motivation behind the work by Grujicic et al. [21]. In the study three separate numerical

analyses were developed, consisting of: the rivet insertion process, joint testing, and the

identi�cation of constitutive equations for SPR connectors. The intention was to link to-

gether the di�erent analyses to develop a constitutive relationship for the behaviour of the

riveted joint. With complex vehicle crash simulations in mind, it was argued that including

detailed models of every SPR joint in a model of a vehicle would be impractical, but replacing

the individual joints with constitutive models would drastically reduce the computational

expense of the problem.

The authors used simpli�ed connector elements as a proxy for the SPR joints, using

detailed simulations of joint testing to inform the properties of the connector elements. This

resulted in connectors which were de�ned in su�cient detail to allow the computation of the
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elastic and plastic response under loading, but at a signi�cantly reduced computational cost.

The referenced study demonstrated that a complex system can be suitably represented

using a constitutive model, where the degree of simpli�cation or abstraction depends on the

intended analysis. Applying the same line of thought to the modelling of the SPR system,

it should be possible to create proxy models of selected components to aid the simulation of

the full riveting process. For example, a constitutive model of the rivet-material interaction

may be appropriate for the purposes of evaluating the dynamics of the overall system and

its e�ects on the joint.

In [21] the authors also alluded to the possibility of conducting an optimisation analysis

regarding the performance of SPR joints using the proposed approach. This would rely on

how well the model is able to capture the e�ects of process parameters on the produced joint.

Although some progress has been made in this regard in the existing literature, the current

understanding of how all the inputs to the SPR process in�uence the resulting joint remains

limited.

2.1.3 Process sensitivity

The e�ect of the process parameters on the produced joint is a topic of continuing interest.

The number of process inputs that are known to in�uence the quality of the resulting joint

is extensive, as illustrated in Figure 2.3. This is a major source of complexity for both the

design and the modelling of the process.

Although the in�uence of process inputs on the SPR joint is not a new topic, existing

work has tended to focus on either a single factor such as the riveting velocity [10, 22, 23, 15],

or a group of factors relating to the properties of the rivet, material and die [24, 25, 26].

2.1.3.1 E�ect of rivet, material and die

Part of a study by Abe et al. [27] experimentally investigated the e�ects of geometric ratios

on the quality of the joints. Rl was de�ned as the ratio of the thickness of the lower sheet of

material to the total thickness of the material stack, and Rrl was de�ned as ratio of the rivet

length to the total thickness of the material stack. It was found that small values of Rl or Rrl

led to insu�cient �aring of the rivet. Rupture in the bottom sheet of material occurred in

cases where the value of Rrl was too large. Via experimentation at di�erent ratios, a process

window was identi�ed for which the resulting joint was of an acceptable quality.

The identi�cation of process windows provides an intuitive way to visualise the e�ects

of changing two process parameters on the resulting joint. In the broader parameter space

of the full SPR system, the number of process parameters would not be limited to two, and
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Figure 2.3: Factors that a�ect the SPR process, based on [9]

thus a model-based method would be required to determine the process window.

Detailed process windows were presented in the paper by Ma et al. [16], where experi-

mental riveting results across seven di�erent rivet and die combinations were analysed with

consideration of the die-to-rivet volume ratio, rivet hardness, rivet length, die diameter and

central pip height. The authors argued that a die-to-rivet volume ratio of larger than 1 was

necessary to avoid the occurrence of cracking in the bottom sheet of material. Furthermore,

it was noted that longer rivets and smaller dies improved the joint strength at the expense

of the rivetability range, while softer rivets and larger dies improved the rivetability range

with compromise on the joint strength.

Despite the extensiveness of the study, the process inputs considered were still a subset

of all the factors of in�uence. This links back to the point about the complexity of the SPR

process; with so many input factors, it would be impractical to investigate all of them in a

single study, yet that is what the gap in knowledge demands in order to identify the factors

with the most in�uence as well as any potential interaction e�ects between process variables.

A model-based approach would be crucial in bridging that gap.

Papers that have studied the sensitivity of the process via a model-based approach are

few in number. In [26] a numerical sensitivity study was used to investigate the e�ect of

the die pro�le on the interlock in the joint. The depth of the die was found to have the

largest in�uence on the interlock, followed by the diameter of the die to a smaller extent.
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Based on this, a movable die concept was proposed, with hints at adaptive control to achieve

consistent joint quality by optimising the die depth.

Similarly in [28], FE simulation was used to examine the e�ects of the die geometry

on the features of the cross-section of the resulting joint. It was noted that reducing the

depth of the die and reducing the height of the central cone, or pip, resulted in an increase

in the interlock as well as the bottom layer thickness measurements. The author stated

that appropriate selection of the die could help to lower the process forces and minimise

the diameter of the �ash on the bottom of the joint, both of which would be desirable

developments for SPR applications.

What is interesting is that with the exception of [26], the idea of controlling the system

to improve the quality of the produced joint is seldom mentioned in the broader literature

on SPR. This would be a worthwhile avenue to pursue, especially considering the scope of

all the factors that a�ect the joint.

The aforementioned papers highlight the importance of the die design in the SPR process.

The geometry of the die is a common design parameter for model-based optimisation. This

may be attributed to the sensitivity of the SPR process to the die pro�le, as well as the

relative ease with which di�erent dies can be changed on real operating systems. These

factors make the die a prime candidate for modi�cation. However, aside from the die,

detailed investigations are also needed to examine the impact of the other key components

of the system.

In the full scope of the SPR system, one must account for the characteristics of the motor

or actuator, the inertias of the system, the properties of the mechanical transmission, the

compliances within the system, friction, damping, etc. While past studies have shown that

that the properties of the rivet and die play a signi�cant role in the forming of the joint, these

are only one part of the bigger picture. Little has been published in the way of a formal study

on how the SPR system a�ects the produced joint, either experimental or model-based. The

behaviour of the riveting machine and its in�uence on the joint is not well understood, and

this is a persisting gap in the SPR knowledge base.

2.1.3.2 E�ect of setting velocity

Multiple papers have investigated the e�ects of setting velocity on the appearance and mech-

anical properties of the joint.

A study into the impact of setting velocity on the mechanical strength of the joint was

carried out by Han et al. [10]. By incrementing the setting velocity, notable changes to the

appearance of the cross section of the joint were observed. Three key geometric measurements

from the joint: head height, interlock and remaining material thickness, were considered with
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regards to the mechanical performance of the joint. Experimental results indicated a positive

correlation between setting velocity and interlock, which was said to govern the strength of

the joint in both shear and peel loading.

A more comprehensive investigation by Li et al. [15] also found that the head height and

the interlock of the SPR joint were signi�cantly a�ected by the setting velocity. Correlation

was noted between the extent of the formed interlock and the lap shear strength of the joint,

as well as between the head height and the T-peel strength.

Wang et al. [23] investigated an alternative SPR technique where gunpowder was used

to actuate the punch, achieving setting velocities of over 5 m/s. Di�erences between the

cross-sections of joints made via this technique and a hydraulic SPR system were noted.

The former was said to exhibit less variability and better lap-shear strength in contrast to

the latter. A study by Hahn et al. [22] compared an even wider range of setting velocities

of 0.01, 10 and 100 m/s, in which a reduction in cycle time and tool wear were observed for

SPR joints made at higher velocities.

Work by Jäckel et al. [29] addressed riveting with self-piercing solid-rivets. It was sug-

gested that at elevated tool velocities of 5 to 10 m/s, higher strain rates would lead to larger

�ow stresses. Strain rate-dependent hardening and temperature-dependent softening were

considered as interacting phenomena in the process.

Although the published literature on SPR suggests that the setting velocity can have

signi�cant e�ects on the form of the produced joint and its performance under load, one

must keep in mind that the setting velocity of an inertia-based system largely determines

the energy input into the joining process. Without controlling for the total energy input

or the extent of rivet insertion, a meaningful study of the e�ects of strain rate on the SPR

process cannot be realised. For a typical servo SPR system the lowest and highest achievable

strain rates are unlikely to be as wide-ranging as those used in [23] or [22], hence it remains

to be seen if the typical range of strain rates seen on servo SPR systems have a signi�cant

impact on the quality of the produced joint.

A broader narrative of the e�ects of tool velocity on cutting and forming processes is

provided in [30]. In shearing processes, the strain rate in the cutting zone has a direct

impact on the behaviour of the material, in terms of the stresses as well as the cutting force.

The former can determine the quality of the cut, while the latter directly in�uences the life

of the tooling. Cutting forces may also have implications for the quality of the process if the

dynamic response of the tooling is signi�cantly a�ected by the process forces.

In forming processes, strain rate a�ects stresses in the workpiece and forming forces.

Furthermore, tool velocity is noted to a�ect tribological interactions between tooling and the

workpiece. Although the authors in [30] were referring to the dynamic viscosity of lubricants
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between the tooling and the workpiece, velocity also comes into play regarding the dynamic

properties of the lubricants used in the mechanical transmission of the machine.

SPR can be considered as a combination of shearing and forming processes. The shank of

the rivet shears through all but the bottom-most layer of material while the material slug is

left in the cavity of the semi-tubular rivet. The forming aspect of the process consists of the

deformation of the rivet and material such that an interlock is created to hold the separate

layers of material together. Unlike conventional cutting and forming processes, the rivet acts

as a deformable extension to the tooling which is left behind in the workpiece as part of the

SPR process. Being a combination of the said processes, SPR is subject to all the associated

physical phenomena: strain-rate dependency of the material, thermal expansion of the tool,

temperature-dependent behaviour of the material, heat transfer between the joint and the

tooling, etc. The simultaneous occurrence of shearing and forming undoubtedly leads to

interactions between the aforementioned phenomena. In view of the importance of strain

rate, it is logical that the rivet setting velocity would play an major role in the outcome of

the process. From a modelling point of view, the in�uence of setting velocity on both the

joint as well as the riveting system must be characterised.

2.1.4 Analytical and empirical approaches

In order to fully understand the riveting process, the �nal state of the joint must be related

to the physics of what happens during rivet insertion. One approach has been to make a

series of joints under progressively higher setting velocities or pressures such that the head

height for each joint is lower than the previous. The collection of cross sections provide

insight into the stages in the forming of the joint, which are discussed in detail in [31] and

[32].

Haque et al. [31] studied the force-displacement curve of the process in parallel with

the cross-sections of partially inserted joints. The correlation between the features on the

curve and the cross-section images suggested that for a hydraulically-actuated SPR process

and a speci�c joint con�guration, there exists a master force-displacement curve which is

characteristic of the process.

That particular work was signi�cant in that it laid out a procedure for identifying a

characteristic of the SPR process. In simulation, the characteristic force-displacement curve

serves as a checkpoint en route to the �nal goal, which is to accurately predict the pro�le

of the resulting joint. The modelling e�ort can be facilitated by the availability of more

checkpoints or data against which the model can be validated.

The force-displacement curve, such as that shown in Figure 2.4, is a common reference
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Figure 2.4: Example force-displacement data for a SPR operation with labelled stages. The
curve corresponds to the loading phase of rivet insertion.

point for studies on both FE and analytical modelling of the SPR process. In his thesis,

King [11] recognised the force-displacement curve as an indicator of repeatability and joint

quality. A detailed interpretation of the curve was provided by Haque in [33], alongside

a preliminary assessment of the e�ects of certain parameters on the shape of the curve,

such as rivet hardness, material hardness and material thickness. It was demonstrated that

the deformation characteristics of a joint could be ascertained via examination of the force-

displacement curve.

In [34], the force-displacement data from a riveting operation was used to estimate the

quality of the resulting joint. Cross sections of joints were interrupted at various stages

during the joining process, and used to generate an empirical equation for the �aring of the

rivet during insertion. This allowed the �aring to be predicted given the corresponding force-

displacement curve, material thickness, and geometrical values for the die and undeformed

rivet. The work was taken a step further when Haque et al. [35] integrated the equation with

the analytical joint strength estimator derived by Sun et al. [12]. Whereas certain inputs to

the strength estimator equation were previously only obtainable by cross sectioning the joint,

the integrated solution was able to approximate these inputs to give an adapted strength

estimator, which predicted the joint strength without the need to destroy the joint. For the

con�gurations used in the study, the results showed promise with predictions lying within

10% of the measured joint strengths.
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2.1.5 Discussion

The referenced articles in Section 2.1.4 represent a small subgroup in the published literature,

which attempts to characterise speci�c stages of the rivet insertion using analytical and

empirical approaches. The force-displacement curve plays a critical part, meaning that a

certain reliance on experimental data is inevitable.

There appear to have been no previous attempts to combine a system model of the riveting

machine with a model of the joint. Far from being irrelevant, such a model of the SPR process

would o�er a more complete picture of how the dynamics of the riveting system in�uence

the quality of the joint. However, while it would be possible to run a full FE model of the

joint in parallel with a model of the SPR system via co-simulation, the computational e�ort

would be higher still than that of the simulation of the joint alone, which would certainly

hinder the realisation of model-based analyses such as sensitivity studies. It may be more

practical to represent the joint using a proxy model, such as a reduced-order representation

of the full FE model or an empirical model identi�ed from the real riveting process.

It remains to be seen if anything short of a full FE model would be appropriate for

capturing the dynamics of the rivet insertion. From a system modelling perspective, a

simpli�ed model for the rivet-material-die interaction may serve as a valid alternative to

complex FE models. Empirical models in particular, may be run at negligible computational

cost. The suitability of such a model would depend on whether the inputs and outputs of

the model allow su�cient interaction with the simulated riveting system to be of value.

Interactions may be in the form of a force, a displacement, or some other variable. The

desired level of detail would be such that some indication about the �nal state of the joint is

obtained from the simulation, such as the head height, since this would enable a model-based

study of how the process parameters of the full riveting system can a�ect the quality of the

joint.

2.2 Modelling of alternative systems

In the existing body of work on SPR the e�ects of changes made to the riveting system

(i.e. changes to the hardware, software, or process parameters) and the resulting joint is an

understudied area. Looking further a�eld, the e�ects of the system on the workpiece is a

more established topic in the simulation of forming, forging and press systems. This section

examines some of the modelling approaches taken to simulate said systems, and discusses

the relevance of the techniques to the modelling of the SPR process.
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2.2.1 Simulation approaches

In their review of the topic of process-machine interaction, Brecher et al. [36] distinguished

between two main approaches to the modelling of such interactions: model integration and

co-simulation.

Model integration is where both the model of the machine and that of the process are

modelled in the same simulation environment. An example of this is [37] in which Behrens

et al. introduced an algorithm to compute the tool wear and subsequently update the tool

geometry in the simulation of a forging process. The process was simulated using a nonlinear

implicit FE-solver in Simufact.

Another example is the work by Swidergal et al. [38], in which a combined rigid multibody

and FE simulation approach was taken to study the vibrations in a forming tool, more spe-

ci�cally the blankholder. The authors noted that FE modelling would be a computationally

ine�cient way of modelling press systems in their entirety, but that this could be supple-

mented by the use of rigid multibody simulation. Coupling between the two methods was

realised by including the rigid multibody equations in the FE code to be solved by the FE

solver. The multibody model consisted of the press, tool and blankholder, i.e. three subsys-

tems. A FE model of the blankholder was imported into the model to provide higher-�delity

representation of the component of interest. Analytical equations were used to de�ne the

dynamics of the components in the system, and were parameterised based on experimental

data. e.g. dampers and gas springs were characterised using force-displacement data. The

forces of the forming process were generated from a separate numerical simulation, and were

applied in the multibody model as a force vector between the relevant bodies. This appeared

to be a black-box representation of the forces from a given process, de�ned as a function of

the forming slide position. Through a dynamic analysis, the model of the system was found

to perform to a good level of accuracy. The coupling of multibody and FE models a�orded

the advantage of better stress estimations in the blankholder.

It is noted that valuable insights can be gained into a process without the need for high-

�delity models of each constituent part. By selectively de�ning the complexity of individual

subsystems or components in the system according to the areas of interest, the computational

expense may be reduced without detriment to the predictive accuracy of the model.

In contrast to model integration, co-simulation refers to the computation of separate

models in their respective simulation environments with synchronised data exchange between

them. This would be useful in the case of a large complex model, where the individual

sub-models may be coded using di�erent programming tools. Via co-simulation, di�erent

simulation tools are linked via a common platform and therefore the strengths of each tool

can be leveraged.
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In their study of a rolling process, Franzke et al. [39] performed the simulation of the

tooling and the process separately in a co-simulation setup, with bi-directional data exchange

between the two FE simulations. The coupling of the models was realised using a mapping

table or interaction model, which updated the geometry in both models based on the contact

forces and stresses. In contrast to the simulation of the full system and process using a single

FE model, the approach taken was said to be able to better handle contact conditions and

allowed a smaller sti�ness matrix to be de�ned.

Brecher et al. [40] used co-simulation to consider the interactions between a multi-stage

forging process and the forging press. In the data exchange between the FE simulations of the

process and the machine, process loads on the die, the forging load, and tool displacements

were transferred. The FE mesh on the tool was updated at every simulation step in order to

adequately account for the interactions between the press and the workpiece. It was noted

that more realistic results could be obtained via the coupled simulations in comparison to a

conventional approach that assumed an ideal, rigid machine.

2.2.2 Compliances in systems

A common motivation behind the co-simulation setup in [39] and [40] was to account for

the elastic deformation in the machine during the process. In the simulation of forming

processes, the need to accurately model the dynamics of the equipment is noted as one of

the requirements for achieving better predictions of the process outputs [41, 36, 42].

In [42], the sti�nesses of a cold forging press and its tooling were included in the FE

process simulation as linear spring elements. Groche et al. [43] used a compliance matrix in

the modelling of a multipoint servo press, to describe the position-dependent compliances of

the system. Schenke et al. [44] studied the dynamics of a servo-screw press used in metal

forming. The system was considered as a series of interconnected sti�nesses to account for

the compliance in the power train, the frame, the press table, etc. Analysis using the model

included the e�ect of direct and indirect position measurement and the e�ects of di�erent

powertrain con�gurations.

Each of the aforementioned works acknowledged the need to account for the compliances

in the machine in order to obtain accurate simulation results. The same point equally applies

to the SPR system, where the accuracy of the simulated outputs would also depend on the

characterisation and inclusion of the compliances in the full system, alongside other factors

of in�uence.
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2.2.3 Discussion

2.2.3.1 System considerations

The structure and level of detail of a model should re�ect the intended analysis. One of the

application areas for a model of the SPR process would be to evaluate the optimisation of

the input parameters to the process to reach a desired outcome. Several objectives would be

of interest, such as achieving a consistent joint quality for any system variant, minimisation

of cycle time, minimisation of the energy usage of the system, etc. From these objectives,

it is clear that the model of the system must adequately capture the dynamic behaviour of

the machine itself, its interactions with the joint during the riveting process, as well as the

control structure and motion logic which drive the actuation of the system.

The compliances and damping in the system should be identi�ed and included in the

model, since this will allow better characterisation of the dynamic response of the system,

which in turn will enhance the accuracy of the simulated process.

2.2.3.2 Process model

Having seen the capabilities of FE modelling in capturing complex process dynamics, it

may seem logical to choose a numerical approach to model the workpiece. However, there

already exists a collection of work regarding the numerical modelling of the SPR process,

hence an alternative technique would o�er a novel viewpoint from which the problem can be

addressed.

It is possible to reduce a complex process down to a simpli�ed representation that is

adequate for a speci�c goal or analysis. The complexity of the rivet-material interaction

may be simpli�ed via a proxy model which is governed by well-de�ned relationships between

a set of speci�c inputs and outputs. Such a model may be in the form of a non-parametric

or black-box model, which may not necessarily have a physical-basis, but the predictive

accuracy may be su�cient for the intended analysis.

Among the gaps in knowledge regarding SPR, the sensitivity of the process to its input

parameters has been noted to be one of the principal areas of interest. In order to address this

gap via a sensitivity analysis, a fundamental requirement would be the accurate prediction

of a meaningful output from the SPR process. This output should be related to the quality

of the joint since that is the core product of the process. An option could be the head height

of the joint, as this is easily measurable without the need to destroy the joint.
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Taking an alternative approach instead of FE modelling of the joining process would

put co-simulation outside the immediate scope of the project. The option of model integ-

ration where a proxy model of the process is directly implemented in the same simulation

environment as the model of the system would be much more practical and computationally

e�cient.

On the other hand, combining a high-�delity numerical model of the joint with a systems

model may be considered a potential future development, and measures can be taken to

facilitate the future adaptation of the model for the purposes of co-simulation. The usage of

a versatile simulation environment such as MATLAB/Simulink facilitates the transition to a

co-simulation setup. The modularisation of the model into physically meaningful subsystems

makes it easier to change any component of the system and keep track of such changes.

Moreover, a model with a strong physical basis can be shared and intuitively recon�gured

by users with di�ering backgrounds. All of these points would contribute to the ease with

which the developed model can be improved for further analyses going forward.

2.3 Summary

On the whole, publications in the existing literature have dealt with the modelling of the

riveting process on a component level, focusing on the rivet-material-die interactions, without

addressing the dynamics of the riveting machine and its e�ects on the joint. Consideration of

the full system dynamics is a necessary step towards improving the accuracy of the simulation

and expanding the overall understanding of the SPR technique. Characterisation of the full

system would also facilitate the optimisation of its design via e�ective model-based analyses

and therefore better serve the needs of the industry.

The general trend in the automotive industry is pointed towards the use of novel materials

which are of low ductility and high strength, as well as multi-material stacks featuring

combinations of di�erent lightweight materials. This places increasing pressure on the SPR

system to be able to reliably deliver the higher riveting forces required without compromising

the consistency of the joints. Such demands motivate the further development of the SPR

technique via model-based methods.

The present work adopts a systems approach to the modelling of the SPR process in

order to reduce the computational cost (compared to FE methods), and to account for the

mechanical, electrical, and digital domains of the system. The premise of this work is that

the developed model would enable the exploration of new ideas and ways to improve the

SPR technique, which would lead to better process repeatability as well as the capability to

join more advanced and novel materials. Given the extensive usage of SPR in automotive as-
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sembly, the advancement of the joining technique will have a direct impact on the production

and performance of the next generation of vehicles.

In the next chapter, details on the test system used for model identi�cation as well as

data acquisition from the riveting process are presented.



Chapter 3

Experimental Method

3.1 Introduction

The purpose of the experimental work is twofold: one, to gain a deeper understanding of the

behaviour of the SPR system, and two, to acquire data for model identi�cation.

The core SPR system is composed of the following components: the motor, the rivet

setter, the C-frame, as well as the control panel. SPR joints are made by driving a rivet

into a stack of material using a punch and a die, as illustrated in Figure 1.1. The punch is

actuated by the motor whose rotary output is converted into linear motion via a roller screw

mechanism in the rivet setter. The C-frame provides the reaction force necessary in forming

the joint. The control panel powers the motor such that the desired motion pro�le of the

rivet setter is achieved. The role of each component in the riveting process is explained in

depth in Section 3.3.

The experimental work carried out in the project was based on a core SPR system, with

adaptations and additional instrumentation such as load cells and a high speed camera, in

order to obtain the data required to characterise the dynamic behaviour of the system as

well as the joint during the rivet insertion process. Figure 3.1 provides an illustration of the

experimental setup used. Details of the experimental setup are elaborated in Section 3.4.

Two key challenges of the experimental study are: (a) the inherent variability associated

with SPR testing, and (b) the extensive range of parameters that could be modi�ed (i.e.

controlled) during experiments.

To address these challenges, the chapter begins by reviewing the generic literature con-

cerning design of experiments, in order to ensure that the planned tests give rise to valid and

useful experimental data. Then, for completeness, the operational capabilities of a standard

industrial SPR machine are described. This paves the way for a description of the experi-

mental SPR system that formed the basis of the present research. This experimental facility

23
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Figure 3.1: Front (a), side (b) and top down (c) views of the full experimental setup. Among
the key data acquired during the testing were the total process force, the clamp force, and
the relative displacement between the punch and the die.
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was pre-existing but was extensively modi�ed to meet the requirements of the project. Typ-

ical experimental data from the modi�ed test facility is presented. Finally, the uncertainty

budgets associated with the key measurements of the experiments are provided.

3.2 Theoretical basis: design of experiments

3.2.1 Overview

Design of experiments (DOE) is a methodology for structuring an experiment such that the

data obtained gives the most amount of insight into the system or process of interest, for a

given number of experimental runs.

Key de�nitions used in DOE are as follows:

� Unit - the target system or process under investigation. (If the unit is a human being,

the alternative term used is `subject')

� Factors - variables in an experiment

� Level - speci�c value of a factor

� Treatment - speci�c conditions applied to the unit, i.e. a combination of levels for the

factors

Table 3.1 shows an example experiment design consisting of two factors, two levels per

variable (i.e. high and low), and four treatments.

Table 3.1: Example experiment design to illustrate DOE de�nitions.

Treatment Factor 1 Factor 2
1 High level High level
2 Low level High level
3 High level Low level
4 Low level Low level

The aim of an experiment is often to identify the in�uence of each variable on the result

(i.e. main e�ects), as well as any interacting in�uences between the variables (i.e. joint

e�ects). In order to realise this, the conditions of the experiment must be changed systemat-

ically. Changing the value of each variable one at a time can lead to many experimental runs

and can be expensive or impractical. Furthermore, joint e�ects cannot be revealed this way.

Another risk is that over the course of the experiment, unmeasured or uncontrolled changes
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to the conditions of the experiment may a�ect the outcomes. DOE provides a framework

for maximising the useful information obtained for a given amount of e�ort, and for mitig-

ating the e�ects of unknown variations. In that sense, it is an e�cient approach to carrying

out experimental work. With regards to industrial processes, DOE can be used to improve

the understanding of how process inputs a�ect outputs, increase productivity, and reduce

operational costs [45].

In the published literature DOE methods have been applied to a wide-range of areas.

Here, selected examples relating to joining and forming processes are mentioned to illustrate

the relevance of DOE to the study of industrial systems.

In [46] Elangovan et al. examined the in�uence of welding parameters in an ultrasonic

metal welding process via DOE methods. The chosen experiment design was essentially

a full factorial design with three factors each at three levels, which enabled the study of

main as well as interaction e�ects. Via analysis of variance, the percentage contributions

of parameters and interactions were obtained, and the combination of parameter levels for

maximising the weld strength was determined.

DOE techniques have also been used to study the resistance spot welding process. One

such work is that of Pashazadeh et al. [47], in which a full factorial design was used to

investigate the e�ects of the welding time, current and pressure on the geometry of the

resulting weld nugget. The choice of input parameters was based on their known importance

to the resulting weld. While the authors did not discuss the decision behind the use of the

full factorial design, the small number of design variables would have undoubtedly been a

contributing factor.

Jäckel et al. [26] used DOE to design a series of numerical simulation cases in a study of

how the die geometry in�uenced the SPR joint. The importance of �ve features of the die

geometry was determined with respect to their in�uence on the interlock of the produced

joint, the t-min measurement, the joining force, etc. The results were used to construct

a response surface or metamodel relating the interlock of the joint and the die depth and

diameter. Similarly the in�uence of the properties of the material on the joint was also

studied. The authors used an advanced latin hypercube sampling design, the reason behind

which was not explained, but in other literature it has been shown to be a more e�cient

design than simple random sampling [48].

The work by Moroni et al. [49] compared the mechanical performances of simple and

hybrid joints using DOE. Hybrid joints consisted of joints made with adhesive in combination

with welding, clinching or riveting, while simple joints referred to joints involving a single

joining technique only. The strength, sti�ness and energy absorption were chosen as output

variables of the process. Six process factors were considered in the analysis. A fractional
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factorial experiment design was used to keep the number of test runs to a practical number.

The results of the DOE provided insights into the e�ects of each process factor, which

meant that tailored joint designs could be proposed to suit an application. The example

given showed how selection of the pitch and material thickness levels would make a notable

di�erence to the sti�ness, strength and energy absorption of a joint in contrast to a nominal

traditional design.

Faria Neto et al. [50] examined the e�ects of two process parameters on the outcomes of

a heat staking process, where a heated metal insert is pushed into a thermoplastic part. In

the �rst stage of the work, the authors used a two level factorial design augmented with �ve

replicates at the centre point to study the two main input factors: the heating temperature

and the insertion time. In the second stage, a three level factorial design with �ve replicates

for each treatment was carried out. The transition to three levels was motivated by the

need to identify quadratic relationships which were inadequately represented via the linear

model resulting from the two level factorial design. From the generated response surface,

the operating point of process could be adjusted to optimise for either the productivity or

the energy consumption of the process.

In the �eld of metal forming, Allam et al. [51] conducted a model-based study on the

e�ects of process parameter variations on the output part of a hot forging process. The runs

were set up using DOE with three parameters and three levels. Simulated results indicated

that temperature was a key contributor to the geometric variations of the product, hence it

could be concluded that monitoring of billet temperature was crucial to ensuring that the

thickness of the produced part did not deviate beyond the acceptable bounds.

Kim et al. [52] studied the e�ects of the forming velocity on a precision forging process,

using a combination of FE modelling and DOE. The design variables were chosen to be the

stroke of the �rst stage (i.e. the upsetting stage) and also the forming speed of the upper and

lower sleeves in the second stage of the process. By examining the forming load variation

the authors found that it was possible to optimise the motion pro�le of the press system to

minimise the forming load and achieve the desired quality of process outputs.

As part of the study in [53], Gao et al. used DOE to carry out a model-based evaluation

of the sensitivities of a deep drawing process. More speci�cally, the e�ects of the �ve main

process parameters on the energy consumption were examined. The contribution of each

parameter was quanti�ed through the analysis of variance. It was concluded that the process

energy could be more e�ectively reduced via material selection and optimising the die pro�le,

rather than changing the operating parameters of the system such as drawing velocity and

blankholder force.

The work by Muñoz-Escalona and Maropoulos [54] used an orthogonal array design to
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determine the impact of input parameters on a milling process, with three parameters at three

levels. Orthogonal arrays have the property of being balanced in the sense that all parameter

levels are weighted equally. The chosen design belonged to the family of Taguchi designs,

which are particularly e�ective in identifying main e�ects in a relatively small number of

experiment runs. In the study the authors identi�ed the optimal parameter values which

would produce the longest tool life. In addition, an alternative set of parameter values were

determined which would give the lowest surface roughness on the machined surface.

In the work by Oudjene and Ben-Ayed [55], a numerical study of the in�uence of tool

geometry on a clinching process was carried out. Via the Taguchi method, the e�ects of eight

geometrical parameters were explored using results from eighteen simulation runs. Response

variables of interest were the clinch lock, nick thickness and the maximum separation force

of the joint. The study o�ered a broad overview of the main e�ects of the parameters, thus

it can be said that the chosen design served well for the purposes of screening.

Another numerical study of the clinching process was presented in the paper by Wang

et al. [56], in which several analyses were realised in sequence. First, the authors conducted

a parameter study to screen out the insigni�cant variables based on their main e�ects with

respect to the process output. Of the initial thirteen variables evaluated, nine were found

to be important and were subsequently included in a Box-Behnken design, which is one

of the classical quadratic designs used in response surface modelling [57]. Then, a multi-

objective optimisation was conducted to maximise the neck, interlock and tensile strength of

the clinched joint while satisfying constraints on the neck and thinning rates of the material

sheets.

Cipriano et al. [58] employed a central composite experiment design, which is also a

response surface design, in their study of a friction-riveting process. The experiment design

consisted of a fractional factorial design with a set of central and axial points. Five factors

and two levels were chosen. The construction of response surface models enabled further

understanding of the individual impact of process parameters as well as their interactions

with respect to the physical features of the produced joints. Moreover, in part two of the

work [59], a relationship was obtained which determined the parameter levels that would

maximise the mechanical strength of the joint while minimising the energy input into the

process.

In summary, the various examples from the published literature demonstrate that valu-

able insights into complex processes can be obtained using DOE methods. The scope of

the DOE is de�ned with consideration of the cost and time required for experimentation

or simulation, and factors are generally chosen based on some prior knowledge of their ef-

fects on the outputs of the process. With respect to the choice of experiment design, full
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factorial designs are preferable if the experimental cost is manageable, since these provide the

most information about the e�ects of factors. Fractional factorial, or alternatively Taguchi

designs allow signi�cant reductions in the size and cost of the experiment, but o�er limited

information about interactions, as noted in [60] and [57].

In the present work, the aim is not to obtain empirical relationships between input factors

and response variables, but rather to use DOE as a robust framework in which adequate

data can be obtained for the validation of the model of the SPR system. By comparing the

simulated results with those from the real process, the performance of the model may be

quantitatively assessed and the modelling assumptions may be veri�ed. The use of DOE

is motivated by the presence of in�uences on the response of the real system which are of

a stochastic nature. Due to material variations, �uctuations in environmental conditions,

changes in system behaviour with age, etc., there are numerous uncontrolled contributors to

the variability in the SPR process. This variability should be minimised to mitigate potential

interference with the e�ects of interest (i.e. those relating to the controlled changes made

to the system). DOE is highly appropriate for addressing this as it provides a systematic

way to reduce the impact of uncontrolled factors. The three principles of DOE that help to

achieve this are described in the next subsection.

3.2.2 Principles

Three principles of DOE can be implemented to reduce experiment bias and increase the

e�ciency of an experiment: replication, randomisation and blocking.

3.2.2.1 Replication

Replication is the repeating of experimental runs with speci�c conditions. Results from

repeat runs can provide an estimate of the experimental error, as well as more accurate

estimates of the main and joint e�ects associated with each parameter. Repetition and

replication are two distinct concepts. In DOE terminology, repetition refers to performing

a treatment multiple times before moving onto another treatment. Replication on the other

hand signi�es repeating a treatment multiple times where the runs are interspersed with runs

of other treatments in a random sequence. The advantages of replication over repetition are

explained by the principle of randomisation.
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3.2.2.2 Randomisation

Any experiment is subject to the in�uence of factors which are either di�cult or impossible

to control, such as human error, �uctuation of environmental conditions, etc. These factors

can have unexpected in�uences on the outcome of the trials. Randomisation can help to

reduce the experimental bias by averaging out the e�ects of said factors. By randomising

the experimental runs, the probability of each run being a�ected by these factors is equal

across all the runs, whereas without randomisation certain runs may be more severely a�ected

than others, which may give rise to misleading results.

3.2.2.3 Blocking

Running a completely randomised experiment may be costly or impractical. Limitations in

terms of availability of units, di�culties in con�guring the levels speci�ed by a treatment, or

other challenges mean that it might make more sense to collect similar units together into a

group or block. This is referred to as blocking or block design. Blocks are typically de�ned

to contain runs with a common experimental condition, such as a speci�c unit, material

batch, day, or other conditions which may be di�cult to control.

Although blocking disrupts the complete randomisation of an experiment, randomisation

can still be realised within each block. The results can be interpreted to give separate

conclusions for each block.

3.2.3 Work�ow and experiment designs

The work�ow of carrying out a DOE for an industrial process starts with the planning stage,

which can be summarised into the following steps:

1. Formulate the problem

2. Choose a response variable, or a measure of process quality

3. Select the process variables

4. Classify process variables into two groups: controllable, or uncontrollable. The former

is for variables that are controllable by the operator of the system, the latter is for

variables which are di�cult to control, such as ambient temperature variations.

5. De�ne levels for each process variable

6. List interactions and decide which ones are of interest, i.e. which to include in the

study
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Next is the designing stage, where the decisions made in the planning stage are used to

guide the design of the experiment. Common experiment designs can be categorised into

three groups: screening designs, full factorial designs and fractional factorial designs.

� Screening - the aim of screening is to reduce the number of factors to only those that

have a signi�cant e�ect on the process. Hence, the screening design is oriented towards

examining as many factors as possible with as few runs as necessary. The Plackett-

Burman design [61] is an e�cient screening design for cases where only the main e�ects

are of interest. The number of runs is a multiple of four, and the maximum number of

factors (k) that can be studied is:

k =
N − 1

L− 1
(3.1)

Where N is the number of runs, and L is the number of levels. Alternatively, for a

given number of factors, the minimum number of runs required is:

N = k(L− 1) + 1 (3.2)

� Full factorial - full factorial designs allow the study of main and interaction e�ects

between all factors, as they contain all possible combinations of levels for the factors.

The notation used to describe a full factorial design is Lk, e.g. a 23 full factorial design

is one with three factors, each with two levels. The number of runs required is equal

to Lk. Table 3.1 showed a 22 full factorial design, with four runs in total.

� Fractional factorial - a fractional factorial design is a fraction or subset of a full factorial

design. This is useful in cases where higher order interactions between the factors of

a given process are not of interest, and a tailored design that allows the computation

of the main e�ects and selected interaction e�ects would be more e�cient than a full

factorial design. Further details on fractional factorial designs can be found in [57].

The output of the design stage is a design matrix that describes all the factors and levels

included in the experiment, as well as the sequence of runs. The experiment can then be

carried out according to the design matrix.

The implementation of DOE in the current study will be described in Section 3.6. Along-

side the aforementioned principles of DOE, e�ective experiment design also requires a good

understanding of the capabilities of the SPR system, particularly regarding the selection of

factors and levels. In relation to this, the details of a standard servo SPR system are presen-

ted in the next section to explain its capabilities and the functions of its main components.
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3.3 Production system

3.3.1 Overview

As explained in Section 1.2, the system of interest in the current study is the inertia-based

servo SPR system. The con�guration of a production system previously illustrated in Figure

1.2(a) serves as a starting point for an in-depth look at the interactions in the system as well

as the functions of each main component.

A simpli�ed schematic of the lumped-parameter representation of the system is shown

in Figure 3.2. The arrows within the control structure (i.e. the left side of the diagram)

denote the signal �ow. The riveting machine is represented as a six degree of freedom

system composed of inertias, masses, sti�nesses, dashpots and other elements. The joint

is represented using two nonlinear elements (i.e. boxes with crossed lines), which will be

explained in Chapter 5. The illustrated state of the system in Figure 3.2 corresponds to an

instant during rivet insertion, with the clamping tube and the punch both in contact with

the joint.

The following subsections delve into the key components of the system.

3.3.2 Drive control

3.3.2.1 Software interface

IndraWorks is the main software tool used to communicate with the drive via a user PC.

The software provides a graphical user interface through which the drive can be con�gured,

for example: the adjustment of the control gains of the system, the assignment of signals on

the input and output ports on the drive, as well as limited parameterisation of the motion

pro�le. As such, IndraWorks plays an important role in the commissioning and diagnosis of

the production system.

The software IndraLogic is used to load and modify the code in the PLC, which de-

termines the control signals that would actuate the SPR system. The code is developed

in the CODESYS programming environment, in which a combination of �ve programming

languages is used: sequential �ow chart, ladder diagram, function block diagram, structured

text, and instruction list. All said languages are de�ned in the international standard IEC

61131-3 [62].
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Figure 3.2: Lumped-parameter representation of the system. The control structure is shown
on the left side of the diagram, where arrows indicate direction of signal �ow. The mechanical
system is shown on the right side.

3.3.2.2 Motion sequence

The motion logic determines the sequence of action of the riveting process and is implemented

via the PLC code. In a typical riveting process, the cycle begins with forward motoring as

the punch is accelerated towards the material to be joined, up to a prede�ned setting velocity.

During the rivet insertion phase a speci�ed limit is imposed on the amount of current that

can be drawn by the motor (i.e. motor current limit) in order to achieve a consistent torque

output from the motor, as well to prevent it from overheating. Throughout rivet insertion,

the C-frame undergoes de�ection under the insertion force. After rivet insertion, the C-frame

springs back into its unloaded position while simultaneously pushing the punch backwards.

The motor is then driven in reverse to bring the punch back to rest at the initial home

position.
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3.3.2.3 Power electronics

The physical hardware which provides electrical power to the system is housed within the

control panel. More speci�cally, the control and power sections of the drive unit. The power

section is made up of three main components: a converter which recti�es the AC line voltage

into a DC voltage, a DC bus which stores the power recti�ed by the converter via capacitors

and also acts as a DC voltage source, and lastly a voltage source inverter which produces

the desired AC voltage from the DC bus.

The primary purpose of the voltage source inverter is to try to supply the desired voltage

control signals to the motor, which are three-phase with variable-amplitude and variable-

frequency. This is achieved by switching on and o� six power switches at speci�c durations

and frequencies. The timing of the action of each switch is determined via pulse width

modulation, which generates pulses from comparing the reference three-phase voltage signal

with a triangular wave.

The layout of a three-phase voltage source inverter is shown in Figure 3.3. It consists

of three legs each with two Insulated-Gate Bipolar Transistor switches and diode pairs: Sa

and Sa, Sb and Sb, Sc and Sc. The motor terminals are connected to the mid-point of the

legs in between each pair. Only one switch out of each pair is permitted to switch on at

any instant to avoid a short circuit. In total there are 8 possible switching states, which

are used to output a pulse waveform for each of the three-phases. The widths of the pulses

in the waveforms are determined by the timing of the switches and contain a sinusoidal

fundamental component that matches closely the reference three-phase voltage signal.

Sa

Sa

Sb

Sb

Sc

Sc

va
vb
vc

vDC
2

CDC

vDC
2

Figure 3.3: Diagram of a three-phase voltage source inverter.

3.3.3 Motor

The motor is a three-phase permanent magnet synchronous motor, consisting of armature

windings on the stator and permanent magnets on the rotor. Electromagnetic torque is gen-
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erated by the interaction between the three winding currents in the stator and the magnetic

�eld of the rotor. The motor is controlled via a technique known as �eld oriented control,

which will be explained in Section 4.2.1.

Relative position and velocity are measured by an incremental optical encoder coupled to

the back of the motor. The nature of the incremental encoder means that a datum position

must be established before operation.

3.3.4 Belt drive

Power is transmitted from the motor to the roller screw mechanism via a pulley and belt

drive. The pulleys are equal in pitch diameter to provide a drive ratio of one. The belt itself

consists of Neoprene backing and teeth, Nylon facing and helically wound �breglass tensile

members.

3.3.5 Planetary roller screw mechanism

The PRSM converts rotary motion into linear movement of the punch. In a standard PRSM

the screw shaft is surrounded by equally spaced rollers which are contained inside a threaded

nut. The rollers transfer the rotation of the nut to the screw shaft. One revolution of the

screw results in an axial displacement equivalent to its lead. The helix angle of the rollers

is the same as that of the internal threads on the nut. If the nut is restricted from rotating,

the subsequent rotation of the screw will result in the axial displacement of the nut by one

lead of the screw per full turn. If instead, the screw is restricted from rotating, the PRSM is

said to be inverted, and the rotation of the nut would then result in the axial displacement

of the screw by one lead relative to the nut per full turn. Both the standard and inverted

types are used in the production systems in the �eld.

3.3.6 Clamping mechanism

The clamping mechanism is a mechanical subassembly in which a substantial clamping force

is generated and exerted onto an area of the material immediately surrounding the location

of rivet insertion.

The magnitude of the force generated is dependent on the position of the punch relative

to the end of the clamp tube. In a typical cycle, initial compression of a coil spring causes a

force of approximately 300 N to be applied by the clamp tube on the material stack, which

serves to hold it in place in preparation for rivet insertion. When the punch is almost �ush

with the end of the clamp tube, a stack of disc springs is engaged, causing a force in the
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region of 8 kN to be applied on the material by the clamp tube. This serves to �atten and

reduce distortion in the surrounding material. Further details regarding the generation of

the clamp force are provided in Sections 4.2.4 and 4.2.5.

3.3.7 C-frame

The reaction force generated between the upper and lower arms of the C-frame is the force

transmitted through the joint. During the riveting process the upper and lower arms undergo

de�ection, the extent of which depends on the transmitted load as well as the sti�ness of the

C-frame. Hence the mechanical properties of the structure play a critical role in the forming

of the joint.

C-frames are also designed with accessibility in mind. The throat opening of the C-shape

allows material or parts to be supplied from the front and sides of the C-frame for joining.

Alternatively, robot-mounted C-frames may be manoeuvred into place for making joints on

larger structures, such as the body-in-white of a vehicle.

In automated robotic applications, the payload capacity of the robot is a limiting factor.

Special C-frames were developed to minimise the weight of the riveting equipment for cases

where long throat reach and weight were desired [24]. Via the use of Aligned C-frame tech-

nology, licensed to the partner company by C-Power technologies AB, the design introduced

hollowed out sections into the body of the C-frame to allowed a weight reduction of up to

40% in comparison to conventional C-frames. A further distinction is that the Aligned C-

frame does not exhibit angular de�ection like the conventional C-frame, hence better axial

alignment between the punch and the die is achieved during the riveting process.

3.4 Experimental system

3.4.1 Test system

In the facilities at Atlas Copco IAS UK Limited, existing test systems consisted of a rivet

setter and C-frame mounted on a stand, powered via a control panel, as shown in Figure

3.4. Typical data acquired included the total process force, the angular displacement and

velocity of the motor, as well as the motor current.

For the current project, the model of the joint was a key component of the overall model

of the SPR process. Identi�cation of a model for the joint required the relevant measurements

to be obtained from the riveting event, such as the extent and rate of rivet insertion, the

forces transmitted through the clamping mechanism as well as that transmitted through the
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Figure 3.4: Picture of the original SPR test system.

punch. The existing test setup was not able to provide all the required data, hence changes

had to be made to the test rig design.

The clamping of the material stack and punching of the rivet represented two distinct

forces acting on di�erent parts of a joint: the clamp force and the punch force. Two load

cells were used to obtain the individual components of the total process force. The total

force was measured using the primary load cell located under the die. The clamp force was

measured using a secondary load cell which was part of an adapted clamping mechanism.

The punch force was estimated by subtracting the clamp force from the total force.

The load cells used were Kistler piezoelectric sensors, each containing a quartz element

which produced an electric charge according to the compressive load applied across the

sensor. A charge ampli�er was necessary to convert the generated charge to a voltage that

could be practicably measured. Each load cell had a speci�c sensitivity value which described

the amount of charge produced per unit force, as noted in Table 3.2. The sensitivities values

were manually entered and downloaded to the charge ampli�er via the Manuware software.

The con�guration screens in Manuware are shown in Appendix A.
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Table 3.2: Speci�cations of the load cells used in testing.

Load cell Type Measuring range (kN) Sensitivity (pC/N)
Primary 9363A 0 ... 120 3.882
Secondary 9343A 0 ... 70 4.029

In order to gain a closer observation of the rivet insertion, a high-speed camera was used

to record the process. The rivet was not directly visible since it was shielded inside the

clamping mechanism, hence the clamp tube was redesigned with a slot to allow visibility

of the punch, and the displacement of the rivet was inferred from the motion of the punch

instead. This was done by making a mark on the punch such that between the start of rivet

insertion (Figure 3.5(a)) and when the rivet is fully inserted (Figure 3.5(b)), the mark would

remain visible via the open slot on the clamp tube. Thus, the displacement of the punch

relative to the die was used to estimate the extent of rivet insertion into the material. Figures

3.5(c) and (d) show the cutaway views corresponding to Figures 3.5(a) and (b) respectively.

Figures 3.5(e) and (f) are photographs of the actual setup corresponding to Figures 3.5(a)

and (b) respectively.

The necessary data was acquired using the test rig illustrated in Figure 3.1. Details of

the data acquisition setup are given in Section 3.4.2.

3.4.2 Data acquisition setup

A detailed view of the wired connections and relevant signals in the test setup is provided

in Figure 3.6. Data acquisition (DAQ) was performed on the following data loggers at a

sampling rate of 4 kHz. The full data acquisition system involved three main components:

� National Instruments (NI) chassis and DAQ modules

� Bosch drive, housed inside the control panel

� Photron FASTCAM Mini UX100 high-speed camera

Additionally, the setup required two computers. PC 1 was a computer connected directly to

the Bosch drive via an Ethernet cable, through which the drive was con�gured. PC 1 was

also connected to the NI DAQ system via a USB cable for transfer of the total force, clamp

force, motor temperature and encoder position data. PC 2 was a dedicated computer for

operating the high-speed camera and saving the video data via an Ethernet connection.
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Figure 3.5: Illustration of the relative motion between the punch and the die during rivet
insertion. (a) External view of the clamp tube with no direct visibility of the rivet, just
before rivet insertion. (b) External view of the clamp tube once rivet is fully inserted. (c)
Cutaway view of the clamp tube, just before rivet insertion. (d) Cutaway view of the clamp
tube, once the rivet is fully inserted. (e) Photograph of the setup, just before rivet insertion.
(f) Photograph of the setup, once the rivet is fully inserted.
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Figure 3.6: Wired connections between data loggers in the test system.
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3.4.2.1 National Instruments chassis and modules

The data recorded using the three separate data loggers needed to be synchronised. To

realise this, the NI DAQ system was designated as the master system. The NI DAQ system

was responsible for recording the force signal from the load cell, as well as generating the

synchronisation and the trigger signal for the camera. The constituent parts of the system

are described as follows:

� NI cDAQ-9178: Chassis. This provided power and signal routing for the installed

modules. Ports PFI0 and PFI1 were used to output digital signals to the camera;

PFI0 and PFI1 were connected to the SYNC IN and TRIG TTL IN ports on the

camera respectively, using BNC cables.

� NI 9215: Analog Input module. This read the signal output from the charge ampli�er

to obtain the force measurement, as well as the position analog signal from the Bosch

drive.

� NI 9472: Digital Output module. This produced a trigger signal used to start the

measurement on the charge ampli�er. The same start trigger signal was exported to

PFI1 port on the chassis (via internal wiring in the chassis) to start the recording on

the camera. The module also generated a digital pulse train which was exported to

the PFI0 port on the chassis to be used as the synchronisation signal for the camera.

� NI 9421: Digital Input module. This detected a position-based trigger signal from the

Bosch drive, such that the NI DAQ system would start the chain of data acquisition

tasks only when the punch had reached a speci�ed position before rivet insertion.

� 5073A2: Kistler charge ampli�er. This conditioned the signal from the load cell to

provide a voltage proportional to the force acting on the load cell. The output signal

was routed to the NI Analog Input module.

A tailored LabVIEW programme was written to deal with the following tasks:

� Detection of the position-based trigger signal from the Bosch drive

� Generation of the synchronisation signal for the camera

� Generation of the `start record' signal for the camera and charge ampli�er

� Acquisition of the total force, clamp force, motor temperature and encoder position

data via the analog input module
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The synchronisation signal for the camera was a pulse train generated at a speci�ed frequency,

such that the camera would acquire frames at that frequency once triggered.

The `start record' signal sent from the NI DAQ system to the camera was a rising edge,

generated at the same instant as the start trigger of the Analog Input task, meaning that

the image acquisition on the camera and data acquisition on the analog input would start

simultaneously.

The synchronisation between the NI DAQ system and the Bosch drive was done in post-

processing, where a common signal shared between the two data loggers was used to perform

the synchronisation. On the Bosch drive, the position signal was processed from the motor

encoder measurements and recorded to �le. This signal was also exported from the drive

via the analog output port and routed to the analog input module of the NI DAQ system.

MATLAB code was developed to postprocess and synchronise the data from the drive to

that acquired on the NI DAQ system based on this common position signal.

3.4.2.2 Bosch drive

The con�guration of the Bosch drive was carried out using the IndraWorks software interface.

In reference to Figure 3.6, the motor temperature and encoder position signals were exported

as analog signals via ports 1 and 2 of the X32 interface, and routed to the Analog Input

module in the NI DAQ chassis. A trigger signal based on the encoder position was exported

via port 9 to the Digital Input module on the NI DAQ chassis, which served as a �ag for the

NI DAQ system to initiate the chain of acquisition tasks.

3.4.2.3 High-speed camera

Positioning and alignment As indicated in Figure 3.1(a), the camera was mounted on

a tripod and positioned to the side of the C-frame. The rotational alignment of the camera

was adjusted using the bubble spirit levels on the tripod and the three-way head as follows:

� The forward/backward tilt angle (pitch) was set to 0 degrees.

� The left/right swivel angle (yaw) was set such that the camera lens pointed in the

direction normal to the side plane of the C-frame, alignment by eye was considered

adequate for the requirements of the tests.

� The side to side pivot angle (roll) was set to 0 degrees.

Regarding the translational degrees of freedom of the camera, the following steps were per-

formed:
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� To con�gure the elevation of the camera, the tripod legs were opened up to put the

camera at the appropriate elevation. The legs were kept at their minimum extensions

to help minimise compliance in the tripod. The height of the central rod supporting

the camera was adjusted until the lens of the camera was approximately level with the

die on the riveting system.

� The position along the left/right direction was set such that the camera pointed directly

at the load cell.

� The position in the forward/backward direction was set such that the camera was

approximately 0.3 m away from the C-frame.

Wired connections made to the camera were: Ethernet cable, SYNC IN, and TRIG TTL

IN. The Ethernet cable served as the communication and data transfer channel between the

PC and the camera. The SYNC IN and the TRIG TTL IN ports were input channels for

an external synchronisation signal and trigger signal respectively. These were connected to

ports PFI0 and PFI1 respectively on the NI chassis.

Once powered up, the Photron FASTCAM Viewer software was used to examine the live

images from the camera, based on which the position, alignment and focus of the camera

were �ne-tuned. This was necessary as the C-frame was not perfectly vertical in its mounting

on its stand. Fine-tuning was carried out by adjusting the side to side pivot angle of the

camera until the clamping tube of the setter could be seen to be aligned with the reference

vertical lines of the on-screen grid. The aforementioned measures also facilitated motion

tracking during the post-processing stages.

Calibration The relation between the pixels in the camera image and physical lengths

needed to be established in order to extract any meaningful measurements from the high-

speed video data. Calibration of the camera was done via the following steps:

1. A die was installed in the primary load cell, which is labelled in Figure 3.1(a).

2. The rivet setter was operated so that the clamping tube and the die were both visible

in the live image of the camera, as shown in Figure 3.7.

3. The position of a distinctive feature on the clamping tube was noted in terms of pixels

from the top edge of the live image, as measured using Photron FASTCAM Viewer.

4. A Vernier caliper was used to manually measure the distance between the bottom of

the clamping tube and the �at surface of the die.
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Figure 3.7: View of the camera image at the start of the calibration process.

5. The setter was operated to move the clamping tube by approximately 5 mm towards

the die.

6. Steps 3 to 5 were repeated until the clamping tube was too close to the die to allow

caliper measurements.

Figure 3.8 illustrates the measurements taken during the calibration process. Each time

the setter was operated, the change in the position of the clamping tube relative to a �xed

object (i.e. d1 − d2) was obtained. This displacement was divided by the number of pixels

traversed by the tracked feature on the clamping tube (i.e. dpix), to give a scaling factor in

units of mm/pixel. Multiple repeats allowed an average scaling factor to be determined. The

average value was used in the post-processing of camera data to convert pixel measurements

into meaningful displacement values.

The data from the calibration process is shown in Figure 3.9, where the scaling factor

was estimated as 0.0476 mm/pixel. Dotted lines correspond to a 95% con�dence interval.

Calculation of the measurement uncertainties and their potential impact on the model are

explored in Section 3.8.
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(b)(a)

d1
d2

Clamp tube

Die

Tracking feature

on clamp tube
dpix

Figure 3.8: Illustration of the measurements taken in calibrating the camera. (a) First
measurement. (b) Second measurement, after the clamp tube is advanced towards the die.
The change in the distance between the clamp tube and the die (d2 − d1) is physically
measured and related to the corresponding number of pixels from the camera image (dpix).

3.5 Experiments for parameter identi�cation

It will be seen later (Section 4.2.7) that the mechanical properties of the C-frame are im-

portant characteristics of the SPR system that need to be experimentally identi�ed. This

was done using the following approach.

The e�ective mass, sti�ness and damping of the C-frame were estimated from data ob-

tained using the same test setup as that shown in Figure 3.1, with the exception that a blank

die (i.e. a die with a �at surface) was �tted to the primary load cell on the lower arm of the

C-frame.

3.5.1 E�ective sti�ness

The e�ective sti�ness was identi�ed by loading the C-frame with a known force and measuring

the relative displacement or de�ection between the upper and lower arms of the C-frame.

The measurement was taken by using the high-speed camera. Only the de�ection in the

axial direction of the rivet setter was of interest.

The loading was provided by the rivet setter, which was operated to drive against the

blank die. Three runs were performed on C-frame 1 with impact velocities of 280 mm/s. The

de�ection of the C-frame was measured using the high-speed camera, i.e. it was determined

from the relative displacement between the upper and lower arms of the C-frame along the

axis of the punch travel. The e�ective sti�ness was estimated from the average gradient of

the force vs. de�ection pro�les shown in Figure 3.10.

The results in Figure 3.10 suggest that the response of the C-frame was predominantly
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Figure 3.9: Measured displacement between the clamp tube and the die vs. number of pixels
from the camera image (dpix).

elastic, with relatively little damping; the area contained within the hysteresis is small. The

sti�ness of C-frame 1 was estimated to be in the region of 14 kN/mm, which was within

2.5% of the result of the FE analysis performed by the industry partner. This validated the

e�ective sti�ness estimations obtained via FE analysis.

The e�ective sti�ness of C-frame 2 was obtained from FE analysis.

3.5.2 E�ective mass and damping

Hammer impact tests were performed to obtain the dynamic properties of the C-frame. An

impact was delivered to the lower arm of the C-frame and the response of the upper and lower

arms of the C-frame was recorded using the high-speed camera. The period of oscillation as

well as the decrement in the amplitude of the oscillations were used to estimate the e�ective

mass and damping of the C-frame.

Figure 3.11(a) shows the relative displacement between the upper and lower arms of C-

frame 1, which is clearly characteristic of an underdamped system. The �rst four peaks of

the oscillations and the reduction in amplitude over time can be observed. An exponentially

decreasing sine function could be �tted to the data, from which the parameters of the C-

frame were estimated using the logarithmic decrement method. Likewise, Figure 3.11(b)

shows the response for C-frame 2. Due to the larger e�ective sti�ness of this C-frame, the

period of oscillation was comparably shorter.

The logarithmic decrement δ is de�ned as:

δ =
1

n
ln(

P1

Pn+1

) (3.3)
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Figure 3.10: Force vs. de�ection between the upper and lower arms of C-frame 1. Results
are for three repeat tests.
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Figure 3.11: Relative displacement between the upper and lower arms of the C-frame fol-
lowing hammer impact. (a) Data for C-frame 1. (b) Data for C-frame 2.
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Where P1 is the amplitude of the �rst peak of the sine wave, Pn+1 is the amplitude of

the (n+ 1)th peak, and n is the number of cycles between the �rst and the (n+ 1)th peak.

The damping ratio ζ is then calculated as:

ζ =
δ√

4π2 + δ2
(3.4)

Using ζ the e�ective mass of the C-frame mc is calculated via:

mc = Kc
1− ζ2

4π2fd
(3.5)

Where Kc is the e�ective sti�ness of the C-frame, and fd is the frequency (Hz) of the sine

wave. Subsequently the e�ective damping constant Cc of the C-frame can be determined

using:

Cc = 2ζ
√
mcKc (3.6)

Table 3.3 shows a summary of the parameters of C-frames 1 and 2.

Table 3.3: Estimated C-frame parameters.

C-frame type mc (kg) Kc (kN/mm) Cc (N/(m/s))
1 8.6 14.0 1500
2 3.3 28.7 2700

While approximate values for the e�ective mechanical properties of the C-frame could

be obtained, the acquired data were susceptible to noise due to the small amplitudes of

the oscillations, which could have led to potential errors in the estimated parameters. The

accuracy of the displacement measurement was dependent on the resolution of the camera

data, which was limited by the number of pixels in the recorded images as well as the level of

zoom or magni�cation. Furthermore, the features used in motion tracking must all be visible

within the image frame, which restricted the location and zoom setting of the camera.

More precise estimates may be obtainable using accelerometers. Accelerometers have the

advantage of being attachable to a wide range of locations regardless of visibility. In addition,

a triaxial accelerometer would be able to obtain data in three-dimensions in contrast to the

two-dimensional data contained in a camera image. This would enable the construction and

validation of a higher-�delity model of the C-frame.
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3.6 Design of experiments for joint identi�cation

In consideration of the aims of the experiment and Section 3.2, DOE was considered a

necessary approach for obtaining data that could be used to construct and validate the

model of the joint.

Since the number of variables in the SPR process was extensive, a realistic plan was to

select the factors which were known to have an in�uence over the riveting process and which

were typically modi�ed in the design and commissioning of real production systems. The

chosen process variables were the setting velocity, the motor current limit and the C-frame

type.

In the real process, the setting velocity was the most commonly adjusted parameter on

a given system. The motor current limit was also an easily modi�ed parameter used in the

control of the process. The C-frame type was a third variable, in the sense that multiple

types could be installed on a single production line. Furthermore, the C-frame was known to

in�uence the setting velocity required to form an adequate joint. These variables could be

thought of as being the main factors of interest with regards to their e�ects on the resulting

joint. Thus, a DOE incorporating these factors would provide industry-relevant cases for the

validation of the model, as well as o�er insights into the variability of the process.

Needless to say, the joint con�guration would have signi�cant in�uence over the output

of the process. However, this was not considered a variable since the material to be joined

was typically prede�ned and outside the control of the designers of SPR systems, and the

rivet and die pro�les were beyond the scope of the current project.

3.6.1 De�nition of joint con�gurations

Two joint con�gurations were included in the experiment to assess the suitability of the

modelling approach to di�erent types of joints. The selection was limited to two joint

con�gurations to keep the experimental runs to a reasonable number. For convenience, the

joint con�gurations are referred to as joint A and joint B from here onwards. The rivet,

material and die which constitute each con�guration are shown in Figure 3.12. Detailed

information of the joint con�gurations are con�dential and therefore not included here.

These particular joint con�gurations were chosen based on the fact that they were two

of the most commonly made joints in production applications, hence the resulting model

would o�er direct insights into existing SPR processes. All material stacks were prepared

with square coupons of the indicated material measuring 40 × 40 mm in length and width.

Two coupons were used per riveting cycle.
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(a) (b)

Rivet:
5 mm shank diameter
5.5 mm length

Rivet:
5 mm shank diameter
7 mm length

Material:
1.5 mm thick RC5754
1.5 mm thick RC5754

Die:
DP type

Material:
3 mm thick AC600
3 mm thick AC600

Die:
DG type

Figure 3.12: Details of the joint con�gurations used in testing. (a) Joint A. (b) Joint B.
Joint con�guration is de�ned by the unique combination of rivet type, material stack, and
die type.

3.6.2 Experiment design

A randomised two-level full factorial experiment design was carried out to investigate the

e�ects of three factors on the joint: C-frame type, setting velocity and motor current limit.

Two levels were de�ned per factor, resulting in eight unique combinations of factor settings

(i.e. `treatments'). To get an idea of the variability in the process, �ve replicate runs were

designated for each treatment, therefore the eight treatments equated to 40 runs. Table 3.4

shows the details of each treatment. All eight treatments were carried out for each joint

con�guration, resulting in a total of 80 runs. To minimise the manual e�ort required to

switch between C-frames, the runs were organised into two blocks of 40 corresponding to

the two C-frames, such that the switch only had to be performed once. C-frame type 1 and

2 refer to the two types of C-frames used in the current study, the key dimensions of which

are noted in the table. The C-frames were also di�erent in that C-frame 1 was an Aligned

C-frame type (as described in Section 3.3.7) and C-frame 2 was a conventional type.
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Table 3.4: Treatments used in testing for a given joint con�guration. Five replicates were
applied for each treatment.

Treatment C-frame type
Setting velocity
V (mm/s)

Motor current
limit T (%)

1
1 (throat height: 400 mm,
throat depth: 450 mm)

150 100

2
1 (throat height: 400 mm,
throat depth: 450 mm)

150 150

3
1 (throat height: 400 mm,
throat depth: 450 mm)

250 100

4
1 (throat height: 400 mm,
throat depth: 450 mm)

250 150

5
2 (throat height: 360 mm,
throat depth: 300 mm)

150 100

6
2 (throat height: 360 mm,
throat depth: 300 mm)

150 150

7
2 (throat height: 360 mm,
throat depth: 300 mm)

250 100

8
2 (throat height: 360 mm,
throat depth: 300 mm)

250 150

The experiments were run under laboratory conditions. The system was operated accord-

ing to the prede�ned motion sequence described in Section 3.3.2.2, consisting of: advance,

rivet insertion, and retraction. The measurements taken during the rivet insertion event in-

cluded the process forces, angular position and velocity of the motor, relative displacement

and velocity between the punch and the die, relative displacement between the clamp tube

and the die, and the motor current. After each riveting cycle, the head height of the joint, or

the protrusion of the rivet head relative to the top surface of the top layer of material, was

measured using a Mitutoyo absolute digimatic indicator. Figure 3.13 illustrates the head

height measurement.

3.7 Results for joint identi�cation

This section presents a selection of results obtained from the tests described in Section 3.6.

For details of all the results from the experiment, the reader is referred to Appendix B.

3.7.1 Joint A

A closer look is taken at the results for treatments 4 and 8. The choice of these two treatments

is motivated by the higher setting velocities and forces associated with the runs, which place
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Head height > 0Rivet

Top sheet material

Bottom sheet material

Head height < 0

(a) (b)

(c)

Digital indicator 

Plunger

Reference contact

Figure 3.13: (a) In the case of a protruded rivet the head height measurement is positive. (b)
For the case where the rivet head is below the surface of the top sheet of material, the head
height measurement is negative. (c) Indicator used to measure head height. In industry a
typical requirement is for head height to be in the range between 0.3 mm and -0.5 mm [10].

more demand on the system.

Since �ve replicate runs were performed for each treatment, the mean µ and sample

standard deviation σ of each time-based signal could be obtained; at any given time step,

the corresponding �ve values from the �ve datasets in the chosen treatment were used to

calculate the mean and standard deviation at that time step. Doing this across the entire

time history generates a mean curve as well as standard deviation curves. These serve as

indicators of the variability of the process. In the following �gures, three curves are plotted

for each signal: µ, µ+ 3σ and µ− 3σ.

Results for treatment 4 suggest that the process was quite repeatable; little variability is

noted in the forces and the camera-measured relative displacement, shown in Figure 3.14(a)

and (b) respectively. Figure 3.14(c) exhibits larger variation due to the noise resulting from

the numerical di�erentiation performed on the relative displacement signal.

In contrast, results for treatment 8 are distinguished by the apparent increase in the

variability of the force signals around the region of the peak force, as shown in Figure 3.15(a).

This was believed to be attributed to a combination of factors. Firstly, a mechanical change

in the system had been incurred over the course of the 80 runs which led to a change in the
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Figure 3.14: Joint A, treatment 4: (a) Force vs. time. (b) Relative displacement between
the punch and the die vs. time. (c) Relative velocity between the punch and the die vs.
time. µ and σ represent the means and sample standard deviation respectively, which were
calculated at each time step for the �ve datasets within the chosen treatment.
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timing and magnitude of the clamp force. The change was a singular event rather than a

gradual one and could be pinpointed to runs 65 and 66, between which there appeared to

have been a permanent shift in the clamp force pro�le. The second factor was that under the

conditions of treatment 8, the hard stop within the clamping mechanism was just engaged

near the end of the loading phase of rivet insertion. The aforementioned change had likely

resulted in a �rmer contact with the hard stop which in turn caused a notable increase in

the transmitted clamp force. The knock-on e�ects on the punch force and therefore the total

force were as expected.

By nature of the design, the pro�le of the generated clamp force was highly sensitive

to the dimensions and o�sets between the internal components in the clamping mechanism.

However, while the noted change in the behaviour of the system could be considered as a

deviation or even a minor form of damage, the integrity of the system was not compromised,

nor was it detrimental to the quality of the produced joints. The fact that this change

occurred during testing suggests that it could also happen in the �eld, hence it was decided

to include the data from all the runs in subsequent analyses.

Figures 3.15(b) and (c) suggest that despite the apparent variability in the force pro�les,

the relative displacement between the punch and the die was not signi�cantly a�ected. This

may be indicative of the robustness of the process to small changes in the clamping behaviour.

3.7.2 Joint B

For joint B, the results also indicate a repeatable process. Figure 3.16(a) shows force vs.

time for treatment 4. Figures 3.16(b) and (c) show the punch-die relative displacement and

velocity vs. time. The level of repeatability appears to be on par with those for joint A.

Figure 3.17(a) shows the results for treatment 8, which were also a�ected by the afore-

mentioned change in the clamping mechanism. The impact is most notable in the timing of

the initial rise of the clamp force. Aside from this, the punch-die relative displacement and

velocity shown in Figures 3.17(b) and (c) respectively appear to be fairly repeatable.

3.7.3 Quality check

The quality of the data depended heavily on the calibration of the high-speed camera as the

system was recon�gured over the course of the experiment. Figure 3.18 serves as a overall

quality check of the camera data, by comparing the head height of the joints as measured

using the digimatic indicator (see Figure 3.13) against the rivet distance which was estimated

from the camera data. Figures 3.18(a) and (b) correspond to joint con�gurations A and B

respectively. The linear correlation is logical, since a rivet which is inserted further into the
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Figure 3.15: Joint A, treatment 8: (a) Force vs. time. (b) Relative displacement between
the punch and the die vs. time. (c) Relative velocity between the punch and the die vs.
time. µ and σ represent the means and sample standard deviation respectively, which were
calculated at each time step for the �ve datasets within the chosen treatment.
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Figure 3.16: Joint B, treatment 4: (a) Force vs. time. (b) Relative displacement between
the punch and the die vs. time. (c) Relative velocity between the punch and the die vs.
time. µ and σ represent the means and sample standard deviation respectively, which were
calculated at each time step for the �ve datasets within the chosen treatment.
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Figure 3.17: Joint B, treatment 8: (a) Force vs. time. (b) Relative displacement between
the punch and the die vs. time. (c) Relative velocity between the punch and the die vs.
time. µ and σ represent the means and sample standard deviation respectively, which were
calculated at each time step for the �ve datasets within the chosen treatment.
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material stack has a lower head height. A fully inserted rivet has a head height of 0 mm. It

is noted that the rivet insertion distances corresponding to a 0 mm head height are 5.5 and

7 mm for joint A and B respectively, which match the nominal lengths of the rivet types for

both joint con�gurations. The results show that the camera-measured displacements were

able to capture the rivet insertion event to a �ne resolution.
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Figure 3.18: Head height measured using a digimatic indicator vs. rivet insertion distance
estimated from high-speed camera data. (a) Joint A. (b) Joint B.

3.8 Measurement uncertainties

3.8.1 Background

The true value of any quantity is unobtainable, since any attempt of measuring a quantity is

a�ected by errors associated with the measuring instrument. Consequently, without knowing

the true value of a quantity, the accuracy of a measurement cannot be determined. Measure-

ment uncertainty serves as a quantitative indicator of the possible error in a measurement

[63], where the measurement itself can be considered as the best estimate of the true value

of a quantity.

Uncertainty is expressed as a range in which the true value lies. The calculations to

determine this range account for both systematic and random e�ects which may in�uence

the measurement of interest. Systematic e�ects cause each measurement to be di�erent

from the true value by the same amount, in terms of direction and magnitude. Random

e�ects cause each measurement to di�er from the true value in a random and unpredictable
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manner. Ultimately, the combination of di�erent uncertainties is done using the same method

regardless of whether they are systematic or random.

Since a given measurement may be subject to multiple sources of uncertainties, the

di�erent uncertainties must be combined to arrive at an overall uncertainty associated with

the measurement. Information on di�erent sources of uncertainty may be provided on data

sheets or calibration certi�cates, but they may be expressed in di�erent mathematical forms,

and therefore must be converted to a standard form before they can be combined. The

standard form is standard deviation; a component of uncertainty which is expressed as such

is referred to as a standard uncertainty (i.e. standard uncertainty is equivalent to standard

deviation). Importantly, the standard uncertainty for any uncertainty component has the

same units as the measurement itself.

The standard uncertainty u for a given source of uncertainty is calculated via:

u = V alue/Divisor ∗ Sensitivity coefficient (3.7)

Where V alue is the uncertainty value stated on the datasheet regarding either a meas-

urement or an uncertainty component. The Divisor is associated with the probability dis-

tribution of a given uncertainty source, and determines how said distribution contributes to

the combined uncertainty. The Sensitivity coefficient de�nes how uncertainties expressed

in di�erent units contribute to the combined uncertainty.

The propagation of uncertainty through an equation consisting of multiple variables de-

pends on how the variables interact. If all the variables are summed up, a simple estimation

for the combined uncertainty would be to add up the standard uncertainty terms associated

with each variable. However, this would lead to a pessimistic estimate (i.e. overestimate)

as it would imply that the maximum value of uncertainty for all uncertainty sources occur

simultaneously, which is less likely than some uncertainty components being high and others

being low, assuming that the variables are random and independent [64].

An alternative, less conservative method is to combine the individual standard uncer-

tainties statistically. Assuming that the uncertainty in a calculated value y is of interest,

where y = x1 ± x2, with x1 and x2 denoting variables each with its associated uncertainty,

then the overall combined uncertainty (uy) in y is calculated as:

uy =

√√√√ n∑
i=1

u2xi (3.8)

Where n is the number of variables.

If y = x1 ∗ x2 or y = x1/x2, then the relevant rule of uncertainty propagation is:
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uy = y

√√√√ n∑
i=1

(uxi/xi)
2 (3.9)

If y = a ∗ x1, where a is a constant, then the uncertainty is propagated as follows:

uy = aux1 (3.10)

Note that the aforementioned rules apply when considering the propagation of uncer-

tainties through any equation, whether the equation describes the calculation of a quantity

from multiple measured values, or the output of a single measurement device which may be

subject to one or more sources of uncertainty. In the latter case, the independent variables

would represent the sources of uncertainty.

Once the combined uncertainty is obtained, the expanded uncertainty uE for a coverage

factor k is determined by:

uE = kuy (3.11)

Assuming that the combined uncertainty has a normal probability distribution, a coverage

factor of one would correspond to a con�dence of approximately 68%, and a coverage factor

of two to a con�dence of 95%, i.e. 95% con�dence that the true value of the quantity of

interest lies within the expanded uncertainty either side of the measured value. The latter

was considered appropriate for the current study.

3.8.2 Head height

For the head height measurement, uncertainties associated with calibration and resolution

as provided on the datasheet of the measurement device were included in the analysis. The

e�ects of the uncertainties on the measurement were assumed to be additive. Table 3.5 shows

the uncertainties in the head height measurement. Here, the sensitivity coe�cient is set to

one for all sources of uncertainty since they are of the same units as the measurement itself.

The probability distributions for both uncertainty sources are assumed to be rectangular (or

uniform), as this suitably represents the errors that may result from converting an analog

signal into a digital reading in the measurement device. The standard uncertainties were

calculated using Equation 3.7, and the combined uncertainty was determined using Equation

3.8.

For practical reasons, the uncertainties should be interpreted in consideration of the re-

quired accuracy of a measurement. Regarding head height, typical industry practice speci�es
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Table 3.5: Uncertainty calculations for the head height measurement.

Source of
uncer-
tainty

Value Units Probability
distribu-
tion

Divisor Sensitivity
coe�cient

Standard
uncer-
tainty

Calibration 0.02 mm Rectangular
√

3 1 0.012

Resolution 0.01 mm Rectangular
√

3 1 0.006
Combined uncertainty: 0.013 mm

Expanded uncertainty (coverage factor = 2): 0.026 mm

that the typical range of accepted head heights should be between -0.5 and +0.3 mm [10].

This implies that measuring head height to the nearest single decimal place would be ad-

equate, i.e. an uncertainty of less than 0.05 mm at a con�dence level of 95% would su�ce.

Here, the estimated uncertainty of 0.026 mm at a con�dence level of 95% clearly satis�es

the required accuracy.

3.8.3 Force

Regarding the force measurement, the signal �ow was as follows:

1. Force is applied on the load cell, causing charge to be generated in the piezo-electric

crystal inside the load cell.

2. The charge ampli�er generates a voltage proportional to the charge.

3. This voltage is sampled by the Analog Input module (i.e. NI 9215), and is converted

to digital data.

There are uncertainties at each stage: the calibration uncertainty of the load cell, the de-

viation in the charge ampli�er, the gain and o�set errors of the Analog Input module, etc.

By propagating the uncertainties through all the stages of the data acquisition, the overall

uncertainty then serves as an indicator of how far the true force could be from the measured

value.

Due to the use of multiple devices and stages in signal handling, multiple tables are

required to describe the calculation of the combined uncertainty. To simplify the calculations,

the uncertainties are determined for a nominal 50 kN load on the primary load cell, and 10

kN on the secondary load cell. Under said loads, the charge produced by the primary and

secondary load cells would be in the region of 194,000 and 40,300 pC respectively.

Table 3.6 shows the uncertainties in the total force (F1) measurement for the primary

load cell. Note that uncertainty values were based on information provided in calibration
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certi�cates; the calibration uncertainty of each load cell was 0.5% with a coverage factor of

two, implying that a normal distribution would be a suitable representation of the uncer-

tainty. The charge ampli�er output was associated with a maximum deviation uncertainty

of 0.01 V. Since the deviation may be pertinent at any point within the output range of the

charge ampli�er, a rectangular distribution was assumed.

The standard uncertainties were calculated using Equation 3.7, following which the over-

all uncertainty at the output of the charge ampli�er was determined by propagating the

uncertainties through Equation 3.12.

VCA = qα + δ (3.12)

Where VCA is the output voltage of the charge ampli�er, q is the charge produced by the

load cell, α is the sensitivity coe�cient, and δ is the deviation in the charge ampli�er output.

Following that, the uncertainty in the NI-9215 module due to gain and o�set errors

as well as noise was accounted for in estimating the uncertainty in the acquired voltage

Vacq. The uncertainty in the NI-9215 module depended on the input voltage [65, 66], hence

it was not independent from the output of the charge ampli�er and therefore the standard

uncertainties were directly added to obtain the combined uncertainty of 0.017 V for Vacq. The

0-10 V output range of the charge ampli�er corresponded to 0-120 kN, hence the measured

voltage was converted to a force value using Equation 3.13. The uncertainty in the measured

force equated to 0.20 kN, or an expanded uncertainty of 0.41 kN with a coverage factor of

two.

F1 = 12Vacq (3.13)

The uncertainties associated with each step of signal generation, acquisition and pro-

cessing were propagated according to Equations 3.8, 3.9 and 3.10.

Table 3.7 shows the calculation of the uncertainty in the clamp force (F2) measurement

involving the secondary load cell. Like with the primary load cell, the uncertainty in the

charge ampli�er output was calculated by propagating the uncertainties through Equation

3.12. Unlike the primary load cell, the measurement range of the secondary load cell was

0-70 kN; Equation 3.14 was used to convert the charge ampli�er output to a force value. For

a coverage factor of two, the expanded uncertainty in the clamp force measurement was 0.24

kN.

F2 = 7Vacq (3.14)

Table 3.8 shows the uncertainties in the calculated punch force, by taking the di�erence
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Table 3.6: Uncertainty propagation for the total force measurement.
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Table 3.7: Uncertainty calculations for the clamp force measurement.
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between the total and clamp forces, i.e. Fpunch = F1 − F2. The combined uncertainty was

determined using Equation 3.8.

Table 3.8: Uncertainty calculations for the calculated punch force.

Variable Value Units Standard uncertainty
F1 50 kN 0.20
F2 10 kN 0.12

Fpunch 40 kN
Combined uncertainty: 0.24 kN

Expanded uncertainty (coverage factor = 2): 0.47 kN

The required accuracy in the punch force measurement should be within ±2.5 kN. This

is based on one of the process monitoring limits used in certain applications in the industry.

From Figure 3.19 it is seen that the expanded uncertainties corresponding to coverage factor

of two (i.e. a con�dence level of 95%) do not exceed ±2.5 kN, and are therefore considered

acceptable. If it were desirable to reduce the measurement uncertainty, one option would be

to use a lower rated load cell to measure the total process force below the die. Uncertainty

calculations in Table 3.6 indicate that the load cell with a calibrated range of 70 kN has a

lower standard uncertainty than that with a range of 120 kN.
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Figure 3.19: Punch force data from treatment 3. Dotted lines indicate 95% con�dence
interval.

3.8.4 Displacement

Obtaining the camera-measured displacement involved �rstly `calibrating' the image to de-

termine the physical distance corresponding to a given number of pixels (i.e. identifying the

mm/pixel scaling factor), then recording a video of the event of interest, followed by motion
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tracking analysis in which software was used to track a selected feature in the video and out-

put the number of pixels through which that feature moved, and ultimately converting the

displacement values from pixels to millimetres. More speci�cally, the displacement in pixels

(xpix) and the image scaling factor (s) were multiplied to give displacement in millimetres,

as described in Equation 3.15.

displacement = xpixs (3.15)

The mm/pixel scaling factor was therefore a key component of the calculation process.

Uncertainty in the scaling factor was considered to be the main contributor to the overall

uncertainty in the displacement data. While other uncertainties such as those associated

with the camera alignment were also relevant, their e�ects were assumed to be negligible in

comparison to the uncertainty associated with the aforementioned scaling factor.

The uncertainty calculation is realised in three stages: �rst, the uncertainty associated

with the Vernier caliper measurement is determined (Table 3.9), then the uncertainty in the

scaling factor is calculated, as shown in Table 3.10. Finally, the overall uncertainty in the

camera-measured displacement is obtained by propagating the uncertainties through Equa-

tion 3.15. It is clear that the uncertainty in the calculated result would increase with increas-

ing displacement (i.e. over the course of rivet insertion); the uncertainty in the displacement

would be smallest at the start of rivet insertion, and largest at the furthest insertion depth

reached.

The combined uncertainty in Table 3.9 was determined using Equation 3.8.

In Table 3.10 the combined uncertainties for A and B were calculated using Equation

3.8, whereas that for the scaling factor s was calculated via Equation 3.9.

Table 3.9: Uncertainty calculations for the Vernier caliper measurement, based on [67].

Source of
uncertainty

Value Units Probability
distribution

Divisor Sensitivity
coe�cient

Standard
uncer-
tainty

Calibration 0.01 mm Normal
(k=2)

2 1 0.005

Resolution 0.005 mm Triangular
√

6 1 0.002

Cosine 3 deg Rectangular
√

3 0.046 0.080

Temperature 2 degC Rectangular
√

3 0.0023 0.003
Repeatability 0.02 mm Normal

(k=1)
1 1 0.020

Combined uncertainty: 0.082 mm
Expanded uncertainty (coverage factor = 2): 0.165 mm
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Table 3.10: Uncertainty calculations for the image scaling factor.

Variable Value Uncertainty Units
Probability
distribu-
tion

Divisor
Sensitivity
coe�cient

Standard
uncer-
tainty

d1 64.90 0.082 mm Normal 1 1 0.082
d2 37.67 0.082 mm Normal 1 1 0.082

dpix1 25 1 pix Rectangular
√

3 1 0.577

dpix2 597 1 pix Rectangular
√

3 1 0.577

A =
|d1 − d2|

27.23 mm 0.116

B =
|dpix1 −
dpix2|

572 pix 0.816

s = A/B 0.0476 mm/pix

Relative standard uncertainty: 0.00451
Absolute standard uncertainty: 0.0002 mm/pix

Expanded uncertainty (coverage factor = 2): 0.0004 mm/pix

Figure 3.20 shows camera-measured displacement data from treatment 3, as well the

expanded uncertainty. A coverage factor of two is chosen, i.e. the bounds are de�ned such

that there is a 95% con�dence level that the true values of the quantity of interest lie between

the upper and lower bounds.
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Figure 3.20: Camera-measured displacement data from treatment 3. Dotted lines indicate
95% con�dence interval.

The uncertainty in the displacement data is directly related to the uncertainty in the

image scaling factor which was obtained during the setting up of the high-speed camera.

Due to the multiplicative operation to obtain displacement, the uncertainty at any given
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displacement value is proportional to the measured value, i.e. uncertainty increases with

increasing displacement. The estimated uncertainty would contribute to the uncertainty in

the identi�ed force vs. displacement curve which is used in generating the model for a given

joint con�guration.

Note that when calculating the overall uncertainty of the displacement data, the un-

certainties relating to the tracking software were not included. Judging by its outputs,

the software clearly performed sub-pixel tracking, but the lack of transparency to the al-

gorithm prevented any further understanding of the associated uncertainties. Consequently,

by ignoring the uncertainties for this component of the data acquisition process, the overall

uncertainty may be somewhat underestimated.

The maximum expanded uncertainties in Figure 3.20 as well as those for the datasets

from the other treatments are in the region of ±0.07 mm. Relating this to the insertion depth

of the rivet, for which a measurement uncertainty of ±0.05 mm is considered acceptable, the

expanded uncertainty clearly exceeds the limit. This means that if the camera-measured

displacement is used to estimate the head height of the resulting joint, the estimated head

height would not be as accurate as the value directly measured using the Mitutoyo absolute

digimatic indicator. That being said, the camera-measured displacement is still a critical

component of creating the model of the joint, as will be discussed in Chapter 5. The signi�c-

ance of the uncertainty in the displacement must be assessed together with the uncertainty

in the force measurement.

3.8.5 Force vs. displacement

The force vs. displacement curve is of key importance to the modelling of the joint. The

uncertainty associated with a given curve can be visualised as upper and lower bounds

either side of the measured trace in Figure 3.21, which shows the uncertainty in the force

vs. displacement curve for joint A, for a 95% con�dence level.

Uncertainty in the force or the displacement would equate to uncertainty in the model

of the joint. However, from an energy balance perspective, the energy dissipated in the joint

is a key part of the process but it is a relatively small portion of the total input energy into

the riveting machine, which can be in the region of 1000 J per riveting cycle (see Chapter

7). The energy dissipated in the joint can be calculated from the area under the curve; using

the measured data the energy is 52 J, the curves corresponding to the upper and lower limits

of the con�dence interval are 54 J and 50 J respectively, or 104% and 96% of the energy

calculated from the measured curve. These di�erences are not considered to be signi�cant in

view of the overall energy consumption of the riveting process and hence, the uncertainties
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Figure 3.21: Punch force vs. punch-die relative displacement data from treatment 3. Dotted
lines indicate 95% con�dence interval.

in the force vs. displacement data are not signi�cant with regards to the modelling of the

process.

3.8.6 Discussion

The �delity of a model of the SPR system to the physical system is inevitably a�ected by the

accuracy of the experimental measurements, since the identi�cation of certain parameters

and the validation of the model are dependent on this data. The calculated uncertainties

indicate how far the measured values may be from the true value for a given con�dence level.

In the case of large measurement uncertainties, a possible risk would be that of identifying

parameter values or even model structures which may be a poor characterisation of the

real system. In the current work, the uncertainty budgets for the head height, force and

displacement measurements indicate that the level of uncertainty for each was within the

acceptable bounds, and therefore would be adequate for use in further steps such as model

training and validation.

The approach taken to produce the uncertainty budget was a `bottom-up' approach,

where the overall uncertainty was expressed as an equation composed of the uncertainties of

all relevant factors that could a�ect the measurement. This method is not always straightfor-

ward as it requires the uncertainty associated with each individual factor to be determined.

Furthermore, it assumes knowledge of the equation describing how all the factors in�uence

the measurement result. An alternative method would be the `top-down' approach, where

the overall uncertainty is instead calculated from the variation in the measured results. This

requires estimates for precision and method bias, while other e�ects are determined from

test data.
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The former approach was chosen for the current work since the equations relating the

in�uence of factors to the measurement result were fairly well understood. Moreover, it did

not rely on evaluating the method bias, which would have been challenging for the force

measurement given that there was no readily available way to apply a consistent reference

force representative of the riveting loads (i.e. the forces achieved on each riveting cycle was

inherently slightly di�erent due to variations in the performance of the machine as well as

in the rivet and material).

The estimated uncertainties can be useful in the analysis of di�erent experimental data-

sets, because they help in distinguishing whether a discrepancy between two datasets is

signi�cant enough to imply an actual di�erence in the physical process being measured, or

no more signi�cant than the measurement uncertainty. Likewise, when it comes to compar-

ing simulated outputs of the SPR model with experimental data, knowing the measurement

uncertainty would facilitate the assessment of how signi�cant the errors in the simulated

results are.

Having quanti�ed the uncertainties in key measurements from the process, it is possible

to include these uncertainties in the model (e.g. in the form of parameter uncertainties via

Monte Carlo methods). However, this was considered unnecessary since the focus was to ex-

plore the e�ects of broader system-level changes to the SPR process, for which a deterministic

modelling approach was adequate.

3.9 Summary

In this chapter, background on DOE methods and the capabilities of a typical industrial

SPR system have been provided to give context to the experimental study.

Furthermore, the experimental setup has been presented. The setup was speci�cally

designed to provide the required data for examining the behaviour of the system as well

as identifying the models of the joints shown in Figure 3.12. Using a modi�ed clamping

mechanism and a high-speed camera, it was possible to measure the displacement of the

punch towards the die during the riveting process, from which the rivet insertion distance

could be inferred.

It has been shown via an evaluation of the measurement uncertainties that the exper-

imental data acquired was within the desired level of accuracy. This was crucial to the

modelling of the process and validation of the model, covered in the following chapters.



Chapter 4

Modelling of the System

4.1 Introduction

Having discussed the need for model-based analyses in Chapter 2, the model of the SPR

system must satisfy the following conditions to be of signi�cant value:

� The dynamics of the system must be adequately characterised in terms of the behaviour

of the main components in the system as well as their interactions.

� The model must be able to produce useful and accurate predictions about the outputs

of the SPR process, at minimal computational expense.

A system-level approach was considered the most suitable. The riveting system was

treated as two main subsystems: the control unit and the rivet setter. The former consisted

of the control logic and power electronics used to drive the motor, while the latter consisted of

the motor, the belt drive, the PRSM, the clamping mechanism and the C-frame. Submodels

corresponding to each component were established via a lumped-parameter approach, which

could e�ectively characterise the key dynamics without incurring high computation costs.

Aside from the fact that such an approach to the modelling of the SPR system had not

been realised before, the scope of the model was also more extensive than those in the existing

body of work since it brought together the digital, electrical, and mechanical domains of the

system into a single simulation. This would open up opportunities to explore the sensitivities

of the process to a much wider range of input factors than those previously studied in the

published literature. The system-level approach would also be bene�cial to the future-users of

the model; representation of the system in terms of clearly de�ned subsystems and equations

was inherently intuitive to the practising engineers within the partner company.

Derivation of the model was based on detailed analysis of the physical system as well as

the extensive internal documentation at Atlas Copco IAS UK Limited, including technical

71
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reports, PLC code, and engineering drawings. The model was coded in MATLAB/Simulink.

Signi�cant e�orts were made to modularise the code such that the underlying equations

would be contained within the associated subsystems. This was to facilitate the evaluation

of model variants and the e�ects of changes made to the system.

This chapter explains the governing physics and the chosen model structures for the

various components in the SPR system.

4.2 Equations of motion

The model of the electro-mechanical system was developed from �rst principles. Values of

parameters were either obtained from datasheets or experimentally identi�ed. The equations

of motion were derived by considering each subsystem in turn.

4.2.1 Motor

As mentioned in Section 3.3, the motor is operated via the �eld-oriented control technique.

This involves the vector control of currents and voltages to achieve four quadrant torque

control. Field-oriented control is based on resolving the axes of the three-phase stator wind-

ings into a two-axes rotating reference frame. The three-phase winding can be represented

by an equivalent orthogonal two phase winding de�ned in the α-β reference frame (Figure

4.1(a)). In turn the α-β axes can be transformed into a rotating reference frame where one

axis is always aligned with the rotating �ux of the permanent magnet rotor. This is the d-q

reference frame with the d axis chosen to be coincident with the �ux (Figure 4.1(b)). The

details of each transformation are available in [68].

The complete transformation is summarised in Equation 4.1.

[
xd

xq

]
=

2

3

[
cos(θ) cos(θ − 2π

3
) cos(θ + 2π

3
)

− sin(θ) − sin(θ − 2π
3

) − sin(θ + 2π
3

)

] xa

xb

xc

 (4.1)

Where θ is the electric angle of the rotor, and x can be the current, voltage, �ux, magnetic

motive force, etc. Subscripts of x denote the axes of the reference frames.

The dynamics of the motor are governed by the following equations:

Ld
did
dt

+Rid = vd + ωLqiq (4.2)

Lq
diq
dt

+Riq = vq − ωLdid −Keωm (4.3)
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Figure 4.1: (a) Representation of three-phase (i.e. a, b and c) windings using two axes (i.e.
α and β). (b) Transformation of the α-β axes into the d-q rotating reference frame.

Where Ld and Lq, id and iq, vd and vq are the d and q components of the inductance,

current and voltage respectively, R is the winding resistance, Ke is the back-EMF constant,

ω is the electric angular velocity and ωm is the mechanical angular velocity.

It can be noted that the second term on the right hand side of both Equations 4.2 and

4.3 gives rise to a coupling e�ect; changes in id a�ect iq, and vice versa. This is undesirable,

so a decoupling term is added in vd and vq to cancel out the coupling e�ect:

vd = v′d − ωLqiq (4.4)

vq = v′q + ωLdid (4.5)

Substituting Equations 4.4 and 4.5 into Equations 4.2 and 4.3 respectively gives:

Ld
did
dt

+Rid = v′d (4.6)

Lq
diq
dt

+Riq = v′q −Keωm (4.7)

The electromagnetic torque Te is obtained by considering the portion of electrical power

converted into mechanical power. Readers are referred to [69] for the full details of the

derivation. In the scope of the current work it su�ces to know that the expression for Te is

given as:



74 CHAPTER 4. MODELLING OF THE SYSTEM

Te =
3p

2
[Ψmiq + (Ld − Lq)idiq] (4.8)

Where p is the number of pole pairs and Ψm is the �ux linkage.

For a non-salient motor where Ld = Lq, the equation becomes:

Te = Ktiq (4.9)

Where Kt = 3p
2

Ψm.

The aim of �eld-oriented control is to control the torque-generating current iq based on

the torque demand and keep the magnetic �eld-generating component id at zero, since the

latter does not contribute to the torque generated.

In the actual process id would be controlled to be near-zero, and the magnitude of the

second term in Equation 4.8 would be much smaller in comparison to the �rst term, i.e.

(Ld − Lq)idiq � Ψmiq. This suggested that the second term could be neglected without

noticeable impact on the modelled dynamics, hence Equation 4.9 was used to approximate

the torque generated in the motor.

4.2.2 Belt drive

The forces acting on the pulley coupled to the motor (i.e. the driving pulley) are shown in

Figure 4.2. It was assumed that any internal friction in the motor was negligible.

JM

θm

Te

Tp1

Figure 4.2: Forces acting on the motor pulley. Tp1 is the load torque on the motor pulley, Te
is the electromagnetic torque generated by the motor, JM is the coupled inertia of the motor
and the motor pulley. θm is the angular displacement of the motor.

The power from the motor is transmitted to the rivet setter via the belt drive. To

understand the load torque acting on the motor pulley (Tp1), the dynamics of the belt drive

must be considered.

The belt drive can be broken down into three component groups: the driving pulley, the

belt span sections and the driven pulley. The forces acting on these components are shown
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in Figure 4.3(a), (b), and (c) respectively. The belt span sections, or the stretches of the

belt which are not meshing with the teeth in the pulley, are represented using a sti�ness and

damping element in parallel. This was to capture the elastic and dissipatory response as the

belt tension varied during operation.

F1

F2JM

θm

Te
F1

F2
Jsetter

θL

TL

R1 R2

F1F1

F2F2

xm1 xL1

xm2 xL2

(a) (b) (c)

Figure 4.3: Forces acting on the components in the belt drive: (a) driving pulley, (b) belt
span, (c) driven pulley. R1 and R2 are the pitch radii of the motor and driven pulleys
respectively. xm1 and xL1 are the displacements of the ends of the belt span on one side
of the belt, xm2 and xL2 are the equivalent displacements for the opposite belt span. F1

and F2 are the forces transmitted in the belt. TL is the load torque, and θL is the angular
displacement of the driven pulley.

Toothed belts are typically installed with pretension, which is necessary to ensure that

the teeth of the belt and pulleys mesh properly. It also prevents sagging of the slack side of

the belt. Torque transmission between the driving and driven pulleys relies on a net change

in the belt tension from the nominal pretension value, i.e. it is dependent on the net stretch

or elongation in the belt. Stretch in the belt occurs in the span sections not meshing with

the pulleys.

Here, the variables associated with the slack side of the belt are denoted with subscript

1, and those associated with the tight side of the belt are denoted with subscript 2. The net

elongation of the slack side of the belt can therefore be written as:

elongation1 = xm1 − xL1 (4.10)

xm1 is the displacement of the end of the belt span at the motor pulley side, and can

also be expressed in terms of the angular displacement of the driving pulley (θm). xL1 is

the displacement of the end of the belt span at the driven pulley side and can be written in

terms of the angular displacement of the driven pulley (θL):

xm1 = R1θm (4.11)
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xL1 = R2θL (4.12)

Equation 4.10 can therefore be written as:

elongation1 = R1θm −R2θL (4.13)

Each span of the belt is assumed to behave as a spring and damper arranged in parallel,

characterised by the spring sti�nessKb and the damping constant Cb. The forces transmitted

in the slack and tight sides of the belt are expressed as F1 and F2 respectively:

F1 = Fpretension −Kb(R1θm −R2θL)− Cb(R1θ̇m −R2θ̇L) (4.14)

F2 = Fpretension +Kb(R1θm −R2θL) + Cb(R1θ̇m −R2θ̇L) (4.15)

Where Fpretension is the pretension of the belt.

To simplify the analysis, the power transmission is assumed to be realised only on the

tight side of the belt. In other words the net change in tension in the slack side of the belt

is assumed to be much less than that of the tight side, and can be neglected. So the force in

the slack side of the belt F1 simpli�es to:

F1 = Fpretension (4.16)

It follows that the resulting torque on the motor pulley (Tp1) due to the net elongation

of the belt can be expressed as:

Tp1 = R1(F2 − F1) (4.17)

Which expands out as:

Tp1 = R2
1(Kb(θm − αθL) + Cb(θ̇m − αθ̇L)) (4.18)

Where α = R2/R1. The torque seen by the driven pulley (Tp2) due to the net elongation

of the belt is described by:

Tp2 = R2(F2 − F1) = αTP1 (4.19)

All the terms are in place for deriving the equation of motion for the motor and the

coupled pulley. Considering the forces shown in Figure 4.2, the following expression is

obtained:



4.2. EQUATIONS OF MOTION 77

Te − Tp1 = JM θ̈m (4.20)

Where JM is the total inertia of the motor and coupled pulley. Equation 4.18 can be

substituted into Equation 4.20 to give a more complete expression:

JM θ̈m = Te −R2
1(Kb(θm − αθL)− Cb(θ̇m − αθ̇L)) (4.21)

4.2.3 Planetary roller screw mechanism (PRSM)

Figure 4.4(a) shows the relevant torques acting on the PRSM: the torque transmitted via

the driven pulley TP2, and a load torque TL. Figure 4.4(b) shows an alternative view of the

lumped parameter model of the PRSM, where the load torque is represented in terms of its

main contributors: a friction torque Tfric acting on the nut of the PRSM and also a linear

load force FL acting on the roller assembly.

Jsetter

xr

θL

TL
Tp2

θL

Jsetter

(a) (b)

FL

Tp2Tfric

Figure 4.4: (a) Torques acting on the lumped parameter representation of the PRSM. (b)
Alternative view of the PRSM including the roller assembly.

4.2.3.1 Load torque

In the theoretical case of a 100% e�cient PRSM, the load torque TL would derive entirely

from the linear-rotational transformation of the process forces, i.e. it would be the torque

transmitted to the nut of the PRSM due to the riveting and clamping forces acting through

the central shaft of the roller screw, expressed as:

TL = FL
Ph
2π

(4.22)
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Where Ph is the lead of the roller screw which de�nes the linear displacement of the

PRSM shaft per revolution of the nut.

However, real systems have friction and thus the load torque can be considered as the

combination of the transformed axial force and a friction torque Tfric, as illustrated in Figure

4.4(b).

TL = FL
Ph
2π

+ Tfric (4.23)

The friction torque derives largely from friction in the PRSM. While existing test data

from internal archives had clearly indicated a dependence of the friction on the velocity of

travel, a purely viscous characteristic was insu�cient to capture the complex friction pro�le

which was also a�ected by the load, the temperature and quadrant of operation. A more

detailed discussion of these in�uences can be found in [70].

Temperature e�ects on the behaviour of the system were beyond the scope of the project,

hence focus was directed at characterising the dependency of friction on the transmitted load

and quadrant of operation.

The load dependence of the friction in a PRSM is described in the equations in [71]. The

mechanical e�ciency ηprac is used as an independent variable in the expression for the load

torque TL, which is also a function of the axial load FL on the shaft of the PRSM.

TL =
FLPh

2πηprac
(4.24)

In [71] the de�nition of ηprac is given as:

ηprac =
1

1 + πD0

Ph
µprac

(4.25)

Where D0 is the nominal nut diameter, and µprac is the practical coe�cient of friction.

µprac is determined from an empirical function of the helix angle [71].

A more physically meaningful expression for the load torque can be obtained by substi-

tuting Equation 4.25 into Equation 4.24, which gives the following:

TL =
FLPh

2π
+
FLD0

2
µprac (4.26)

The �rst term on the right hand side of Equation 4.26 is the torque required on the nut

to generate the axial load F on the shaft in an ideal frictionless PRSM. The second term is

the additional torque required to overcome friction, i.e. the friction torque.

Next, regarding the dependency of friction on the quadrant of operation, Equation 4.26

describes the mechanical power transformation in the direct sense. Conversely, in the indirect



4.2. EQUATIONS OF MOTION 79

sense, an indirect e�ciency η′prac is de�ned for the axial load on the shaft required to generate

a torque TLb on the nut. η′prac is given in [71] as:

η′prac = 2− 1/ηprac (4.27)

The indirect e�ciency does not equal the direct e�ciency. This is a phenomenon which

is observed during backdriving, when the shaft of the PRSM is pushed in reverse motion

against the forward driving torque of the motor, which occurs in the inertia-based servo

riveting process due to the springback of the C-frame following rivet insertion. The equation

for TLb is given by:

TLb =
FLPhη

′
prac

2π
(4.28)

Equation 4.28 can be expressed into a more familiar form by substituting Equations 4.27

and 4.25 into it.

TLb =
FLPh

2π
(2− 1/ηprac)

TLb =
FLPh

2π
− FLD0

2
µprac (4.29)

The �rst term on the right hand side of Equation 4.29 describes the torque generated on

the nut by an axial load FL acting on the shaft of an ideal frictionless PRSM, and the second

term represents the friction torque which takes away from the resulting torque. Together

with Equation 4.24, it can be seen that the second term in both equations is essentially a

Coulomb friction term which acts to oppose the axial travel of the roller within the PRSM.

To neaten the expressions for the purposes of modelling, a single equation can be written:

TL =
FLPh

2π
+ sign(θ̇L)

FLD0

2
µprac (4.30)

Where θ̇L is the angular velocity of the nut of the PRSM.

Alongside the load-dependent component of friction in Equation 4.30, a further term

representing the velocity-dependent component of the friction pro�le is needed. Viscous

friction e�ects are related to the lubrication used in the PRSM. Additionally, internal test

data indicate that in the absence of a riveting load and at very low travelling velocities, there

is still a non-zero component of friction. This is suggestive of the presence of internal static

friction in the system. Hence a further Coulomb friction term is introduced to account for

this. The full expression for the load torque is written as:
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TL =
FLPh

2π
+ sign(θ̇L)

FLD0

2
µprac + sign(θ̇L)Tcr +Brθ̇L (4.31)

Where Tcr is the static friction torque that is independent of the load and Br is the

viscous friction coe�cient. Relevant test data and the identi�cation of the parameter values

are detailed in Appendix C.

4.2.3.2 Equation of motion

Considering Figure 4.4(a), the equation of motion for the PRSM can be written as:

Jsetterθ̈L = Tp2 − TL (4.32)

Where Jsetter is the inertia of the rivet setter which includes the inertia of the PRSM as

well as that of the driven pulley and coupled �ywheel.

Having determined the expression for the load torque, Equation 4.32 can be expressed in

terms of its basic components:

Jsetterθ̈L = R1R2Kb(θm − αθL) +R1R2Cb(θ̇m − αθ̇L)

− (
FLPh

2π
+ sign(θ̇L)

FLD0

2
µprac + sign(θ̇L)Tcr +Brθ̇L) (4.33)

The force FL which is transmitted axially through the central shaft of the roller screw is

described in terms of the e�ective sti�ness (Kr) and damping (Cr) of the roller screw, the

axial displacement of the roller assembly (xr) and also that of the coupler (xpc):

FL = Kr(xr − xpc) + Cr(ẋr − ẋpc) (4.34)

Figure 4.5 shows the components of the force FL.

4.2.4 Coupler

The coupler is a part which links the output shaft of the PRSM to the punch, and serves

as a critical component in the generation of the clamp force. The design of the part is

such that up to three di�erent contact surfaces are enlisted in the clamping process. Figure

4.6(a) illustrates the geometry of the coupler with labels indicating each of the three contact

surfaces:
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xr

(a) (b)

Kr(xr-xpc)Cr(xr-xpc)· ·

xpc

xr

KrCr

Figure 4.5: (a) Lumped parameter representation of the roller assembly and the roller screw
shaft. (b) Components of the force FL which act on the roller assembly. For clarity, the
forces resulting from the transformation of the torques acting on the nut of the PRSM are
not shown in the visualisation.

1. The upper surface is engaged in cases where the travel of the punch has reached an

upper limit, and acts as a hard stop to restrict further travel of the punch.

2. The intermediate surface determines the compression of the coil spring which gener-

ates a relatively low force to hold the material stack in place in preparation for rivet

insertion.

3. The lower surface determines the compression of the disc spring pack which generates

the bulk of the clamping force during rivet insertion.

The relative distances between the contact surfaces de�ne the sequence and timing of the

di�erent contact events, which in turn determine the pro�le of the clamping force. Figure

4.6(b) illustrates the forces acting on the component.

mpc
xpc

FpunchFclamp

FL

contact 1
contact 2

contact 3

(a) (b)

Figure 4.6: (a) Illustration of the geometry of the coupler. The generation of the clamp force
involves three di�erent contact surfaces denoted by contact 1, 2, and 3, which interact with
the hard stop, the coil spring, and the disc spring pack respectively. (b) Forces acting on
the lumped parameter representation of the coupler.
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Its governing equation is expressed in terms of the mass of the coupler (mpc), the force

transmitted through the punch (Fpunch), and the clamp force exerted by the clamp tube on

the stack of material (Fclamp):

mpcẍpc = FL − Fpunch − Fclamp (4.35)

Fpunch can be written as a function of the relative motion between the coupler (xpc)

and the end of the punch (xpu), the e�ective sti�ness (Kplpu) and damping (Cplpu) of the

plunger-punch subassembly:

Fpunch = Kplpu(xpc − xpu) + Cplpu(ẋpc − ẋpu) (4.36)

To obtain an expression for Fclamp, the forces generated within the clamping mechanism

must be considered.

4.2.5 Clamp tube

Due to nonlinearities within the clamping mechanism such as the preloaded spring pack and

hard stop, Fclamp is dependent on the relative motion between the coupler and the clamp

tube, or xpc − xn. Letting y = xpc − xn, the clamping-related events in a typical riveting

cycle can be separated into distinct ranges of y, as illustrated in Figure 4.7. In stage one,

the clamp tube has yet to come into contact with the material stack to be riveted, hence

no clamping force is generated (Figure 4.7(a)). In stage two, initial contact between the

clamp tube and the material stack leads to compression of the coil spring, which generates a

relatively low force designed to hold the material stack in place (Figure 4.7(b)). In the next

stage, the disc springs are engaged, leading to a signi�cant rise in the clamping force with

the purpose of eliminating any gaps between the layers of material (Figure 4.7(c)). Finally,

in the event of further displacement of the coupler towards the clamp tube, the hard stop

comes into contact which e�ectively limits any further compression of the springs as well as

the extent of rivet insertion (Figure 4.7(d)).

The expression for Fclamp involves the sti�ness (K1) of the coil spring, the maximum

distance between the coupler and hard stop (Z1), the maximum available compression of the

disc springs (Zs), the sti�ness (K2) and damping (C2) of the disc spring pack, the Coulomb

friction in the disc spring pack (Fc2), the e�ective sti�ness (K3) and damping (C3) of the

hard stop contact:



4.2. EQUATIONS OF MOTION 83

mn

mpc
xpc

xn

K1

Fc2 K2

C2

In contact.
Disc springs
engaged

Z1
Zs

0 < y < Z1 - Zs Z1 - Zs ≤ y < Z1 y ≥ Z1

In contact. Hard stop engaged
(a)

(b) (c) (d)

Coil spring

Disc spring 
packClamp

tube

Hard
stop

y = 0

Figure 4.7: State of the internal components within the clamping mechanism at di�erent
stages of the rivet insertion: (a) Before clamp tube comes into contact with the material
stack. (b) The clamp tube is in contact with material stack and the coil spring undergoes
compression. (c) The disc springs are engaged, generating a signi�cant clamping force. (d)
The hard stop is engaged, preventing further compression of the disc springs.

Fclamp =



0 if y = 0

K1y if 0 < y < Z1 − Zs
F1 +K2(y − (Z1 − Zs)) + C2ẏ + Fc2sign(ẏ) if Z1 − Zs ≤ y < Z1

F1 +K2Zs +K3(y − Z1) + C3ẏ if y ≥ Z1

(4.37)

Where F1 = K1(Z1 − Zs).
The four rows of Equation 4.37 correspond to the four stages labelled in 4.7.

The overall forces acting on the clamp tube are shown in Figure 4.8.

The equation of motion for the clamping tube is summarised as:

mnẍn = Fclamp − rmat (4.38)

Where mn is the mass of the clamp tube, ẍn is its acceleration, and rmat is the restoring

force generated by the material stack under compression. Details on the de�nition of rmat
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mn
xn

Fclamp

rmat

Figure 4.8: Forces acting on the clamp tube.

are provided in Chapter 5.

4.2.6 Plunger-punch

The plunger and punch are considered as a single component because they are directly

coupled together and the same axial forces are transmitted through both parts. Figures

4.9(a) and (b) show the lumped parameter model of the component and the forces acting on

it respectively.

mplpu
xpu

mplpu
xpu

KplpuCplpu

(a) (b)

Kplpu(xpc-xpu)Cplpu(xpc-xpu)· ·

rriv

Figure 4.9: (a) Lumped parameter representation of the plunger-punch subassembly. (b)
Forces acting on the e�ective mass of the plunger-punch subassembly.

The riveting force rriv is transmitted through the plunger-punch subassembly, the gov-

erning equation of which is expressed as:

mplpuẍpu = Kplpu(xpc − xpu) + Cplpu(ẋpc − ẋpu)− rriv (4.39)

Here, mplpu is the mass of the plunger-punch subassembly. Details on the de�nition of

rriv are given in Chapter 5.
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4.2.7 C-frame

The C-frame is modelled as single degree of freedom (SDOF) system consisting of an ideal

mass-spring-damper arrangement. The C-frame and rivet setter are considered as two sep-

arate subsystems which interact only via the SPR joint. Figure 4.10(a) shows the lumped

parameter model of the C-frame, the relevant forces acting on which are shown in Figure

4.10(b).

mc
xd

KcCc

rmat

KcxdCcxd·

rriv

mc
xd

(a) (b)

Figure 4.10: (a) Lumped parameter model of the C-frame. (b) Forces acting on the e�ective
mass of the C-frame.

The dynamics of the C-frame are described in terms of the de�ection between its upper

and lower arms (xd) and the restoring forces generated by the joint:

mcẍd = rriv + rmat −Kcxd − Ccẋd (4.40)

Where mc, Kc and Cc are the e�ective mass, sti�ness and damping of the C-frame

respectively. The identi�cation of the parameter values was described in Section 3.5.

4.3 Drive control

In reference to the details of the typical production system in Section 3.3, the model of the

control structure was constructed according to the block diagram shown in Figure 3.2.

The core control logic was modelled with the State�ow library in Simulink using Chart

programming tools. The model was purposely structured to resemble the Sequential Function

Chart language used in the PLC code, such that the layout would be familiar and easy to

interpret by the controls engineers at the partner company.

To simplify the power electronics side of the modelling, the DC bus was modelled as a DC

voltage source, and the voltage source inverter was modelled using a Universal Bridge block

from the Simulink library, con�gured with three bridge arms to give a three phase voltage
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output. The pulse width modulation generator was modelled using the PWM Generator

(2-Level) block from the Simulink library, con�gured for a three-phase bridge.

The linear motion of the punch is controlled based on the encoder signals taken at the

motor shaft, hence the drive-estimated displacement of the punch (xpu enc) is calculated via

Equation 4.41.

xpu enc = θm
R1

R2

Ph
2π

(4.41)

The model parameter veloSet de�nes the desired linear speed of the punch at the start

of rivet insertion. The velocity command pro�le is generated with this parameter to ensure

that this velocity is reached prior to rivet insertion.

The role of the motor current limit is described in Section 3.3.2.2. In the actual system,

the motor current is expressed as a percentage of a speci�c reference value and percentage-

based control is implemented. To mirror this in the model, the model parameter torqueLimRivet

is used to represent the percentage-based motor current limit.

Due to con�dentiality, further details of the drive control have not been included here.

4.4 Discussion

The modelling of the C-frame as a SDOF or a mass-spring-damper system was a simpli�ed

representation of the structure, and was motivated by the need to minimise the complexity of

the model without signi�cant compromise to the accuracy of its dynamic behaviour. Whereas

in the real system the rivet setter was held in the top arm of the C-frame and the C-frame

itself was held on a stand via bolt holes on the spine of the C-shape, the assumptions in

the model implied that the rivet setter was instead �xed in space, and that the base of the

SDOF system representing the C-frame was attached to the ground.

This apparent di�erence between the real and modelled boundary conditions of the rivet

setter did not pose an issue. A single �xed reference point was de�ned on the rivet setter

relative to which all displacements would be considered. Therefore the relative movement

between the upper and lower arms of the C-frame could be suitably considered as the motion

of an e�ective mass relative to the rivet setter. The model was thus quite capable of capturing

the e�ective dynamic response between the C-frame arms, provided that the de�ection of

the C-frame was predominantly in the axial direction of the punch.

The way in which C-frames undergo de�ection depend on their design. Figure 4.11

illustrates the behaviour at the riveting interface for di�erent forms of C-frame de�ection.

As shown in Figures 4.11(a) and (b), the axial alignment between the punch and the die
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Figure 4.11: Illustration of the e�ects of C-frame de�ection on the riveting interface. (a) No
C-frame de�ection. (b) Axial de�ection. (c) Axial and angular de�ection.

is maintained for a C-frame which only exhibits de�ection in the axial direction. Figure

4.11(c) shows the case for a C-frame which additionally exhibits an angular component of

de�ection when under load. In certain C-frame designs, there is a non-uniform widening

of the distance between the upper and lower arms of the C-frame such that the punch and

the die do not remain on the same axis during the riveting process, i.e. the punch and

die bend away from the throat of the C-frame. Consequently the punch and die can move

out of alignment which can lead to a non-straight rivet insertion path as well as inadequate

clamping of the material. The phenomenon can result in a visible slant in the pro�le of the

rivet head relative to the surface of the top layer of the joined material. The strength of the

rivet may be compromised if the misalignment is excessive.

While the model of the C-frame was de�ned to handle axial de�ection, it did not account

for angular de�ection. There was a possibility that the model may not perform as well for

particular C-frame types which exhibited angular de�ection under load. In order to assess

the consequences of the modelling assumptions, two distinctive C-frame types were included

in the model validation stages of the study: one which underwent axial de�ection and another
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which exhibited angular de�ection. Further discussion on this point is elaborated in Chapter

6 with the support of experimental observations.

4.5 Summary

The governing equations of the SPR system and their derivation from �rst principles have

been described in this chapter. The rivet setter was broken down into its constituent sub-

systems, and the underlying physics was expressed in terms of lumped parameters such as

inertias, sti�nesses, damping terms, etc.

The work in the next chapter addresses the modelling of the SPR joint, which then

completes the modelling of the SPR process. Chapters 4 and 5 serve as prerequisites to the

validation of the model presented in Chapter 6.



Chapter 5

Modelling of the Joint

5.1 Introduction

As explained in Section 3.6, the key components of a joint con�guration consisted of the rivet,

material and type of die used in the joining process. The primary goal for the modelling of

the SPR joint was to represent the rivet-material-die interactions in such a way that enabled

prediction of the resulting joint quality as well as the response of the SPR system during

the riveting process. Just as the model of the riveting system was expressed via a series of

equations and lumped parameters in Chapter 4, the forming of the SPR joint may also be

characterised using a simpli�ed representation to satisfy this goal.

System identi�cation techniques are relevant to the problem at hand. There are two main

approaches to system identi�cation, parametric and nonparametric. The former determines

the parameter values for a prede�ned model structure (e.g. one that is expressed using mass,

sti�ness, damping or other elements), while the latter represents unknown properties of a

system using functions [72]. For both approaches, access to empirical data for the inputs

and response of the system is imperative.

Provided that the assumed model structure has a strong physical basis, models produced

via parametric identi�cation can be physically meaningful. However, a potential drawback

of parametric system identi�cation is that the assumed model may not be an adequate

representation of the system, which can lead to inaccurate results.

Nonparametric or black-box methods o�er an alternative way to address a modelling

problem. Via a black-box approach, the model of a system is identi�ed from observations of

its inputs and outputs only, with no requirement of prior knowledge of the system and no

consideration given to the underlying physics. The model structure is typically �exible in

the sense that it can be parameterised to approximate any response or function. While such

a model lacks physical signi�cance, the input-output relationship captured in the model can

89
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be an adequate approximation of the real system, provided that the subsequent usage of the

model is limited to evaluating inputs within the range of the original input data used to

train the model. In contrast to a white-box or grey-box model [73], a black-box model may

be less susceptible to the potential errors that could arise due to a misrepresentation of the

physics of the system. On the other hand, black-box models cannot be used in extrapolation

(i.e. to evaluate inputs outside of the data used in training the model), since the behaviour

of the model in this region of the input space is essentially unknown.

In this chapter, a review of the literature on selected system identi�cation techniques

is undertaken, followed by a discussion of their relevance to the SPR process. From this

the suitability of the restoring force surface method will be discussed. Subsequently, details

are given regarding the adaptation of the restoring force surface method for the purposes

of modelling the SPR joint. Finally, some preliminary results using the adapted method to

identify the model of a joint are provided to demonstrate the applicability of the method.

5.2 Literature review: system identi�cation

The SPR joint, through the various stages of its formation, is by all means a nonlinear

system; the physical phenomena of piercing, cutting, shearing, forming give rise to nonlinear

responses in terms of the observed state of the joint as well as the process forces. From the

review papers by Kerschen et al. [74] and Noël et al. [75] it is evident that the �eld of

structural dynamics has seen wide-ranging application of system identi�cation techniques.

Methods which deal with the identi�cation of nonlinear systems may be relevant to the

modelling of joining processes.

The process of nonlinear system identi�cation can be summarised in three steps [74]:

1. Detect the presence of nonlinearity

2. Characterise the nonlinearity in terms of its location, type and mathematical expression

3. Determine the parameter value corresponding to the nonlinearity

In the context of SPR, the presence of nonlinearity is a given, but it is steps two and

three of the identi�cation process which pose a challenge. The complexities of the rivet-

material interaction as well the large number of process variables present di�culties for the

derivation of an analytical expression for the process. However, taking a macroscopic view of

the rivet insertion process, a joint being formed may be considered as an evolving structure

with dissipative characteristics that are largely determined by the plastic deformation of a

nonlinear material (i.e. the material stack being riveted).
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5.2.1 Constitutive models

Constitutive models are employed in the study of materials that exhibit nonlinear behaviour

when subjected to loading. Common constitutive models in the literature such as the Kelvin-

Voigt, Maxwell, Bingham model, etc. make use of di�erent arrangements of springs, dashpots

and frictional elements which enable a variety of material responses to be represented [76].

Figure 5.1 shows the structures of four common constitutive models.

k1

(a) (b) (c) (d)

c1c1
c1 c1k1

k1 k2

σy

Figure 5.1: Constitutive models. (a) Maxwell model. (b) Kelvin-Voigt model. (c) Zener
model, or Standard Linear Solid model. (d) Bingham model. k denotes linear sti�ness, c is
the viscous damping constant, σy represents the yield stress.

An example of system identi�cation using constitutive models is the work by Yukawa et

al. [77], where impact tests of varying intensities were performed to identify the parameters

for a nonlinear Kelvin-Voigt model, in the characterisation of synthetic turf.

The study by Kulisiewicz [78] dealt with the characterisation of a nonlinear material using

an extended Zener model. The model form was de�ned with elastic-viscoplastic materials in

mind, and it was argued that with the inclusion of dry friction, damping, nonlinear sti�ness

and nonlinear dissipative elements, the model would be suitable for characterising a variety

of materials. The identi�cation of polyurea samples was used to demonstrate the approach.

The parameter values and nonlinear functions were determined via a combination of tests

with quasistatic as well as dynamic loading conditions.

In [79], Naraghi and Nobari identi�ed the behaviour of an adhesive joint. The adhesive,

Sika�ex-252 was a nonlinear viscoelastic material whose sti�ness was dependent on the ex-

citation frequency. The authors created a linear system at each speci�c excitation level using

the optimum equivalent linear frequency response function concept [80]. The inverse eigen-

sensitivity model updating method was used to iteratively update the physical parameters in

the FE model. As part of the same study, a constitutive model for the adhesive was created

using the Standard Linear Solid model (also known as Zener model) as a basis. Parameter

values were determined using the model updating results previously obtained. Validation

against test results suggested that the constitutive model performed well. The choice of the

Standard Linear Solid model was based on the known viscoelastic nature of the adhesive.
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Relating back to the SPR process, although the use of constitutive models can provide

adequate representations of nonlinear materials, rivet insertion is a more complex problem

in that the rivet as well as the substrate material undergo deformation. Unlike the subject of

the aforementioned studies, the joint undergoing riveting is a changing system; its dynamic

behaviour permanently changes with the progression of the rivet insertion. This complicates

the choice of a constitutive model as well as parameter identi�cation.

In the work by Jamroziak [81], the response of a substrate material to impact by a ballistic

projectile was examined. The proposed model structure was that of a rheological model com-

posed of a speci�c arrangement of sti�nesses with viscous damping and dry friction elements.

The material damage was considered as two stages: �rstly reversible or elastic deformation,

then permanent deformation. The dry friction represented a force threshold which determ-

ined the transition from the �rst stage to the second stage of the material damage, in other

words, the yielding of the material. Although not validated with experimental data, the

proposed model showed that a lumped-parameter model could be constructed to capture

distinctive physical phenomenon occurring in a piercing process, perhaps not dissimilar to

the piercing of the material in the SPR process.

A challenge with the use of constitutive models is that some prior knowledge about the

system is necessary when choosing the structure of the model. While the inclusion of more

nonlinear elements, sti�nesses, and damping terms may allow the observed response of a

system to be more accurately modelled, the contribution of each term as well as the physical

signi�cance of the model can quickly become unclear and unintuitive with an increasing

number of terms. In FE models constitutive relationships are used to describe the change

in the mechanical state of materials in forming and joining processes [82, 83, 84, 85, 86], but

outside of the FE simulation environment, the use of constitutive models may only provide

a coarse approximation to the complexities of the SPR process.

5.2.2 Restoring force surface

The restoring force surface (RFS) method, developed by Masri and Caughey [87], presented

a way of identifying the unknown restoring force of a single degree of freedom system in terms

of the displacement and velocity of the system. A mathematical function of the restoring

force surface is obtained by �tting a multi-order Chebyshev polynomial series. Details of the

method are provided in Section 5.3.

RFS has become an established technique used commonly in the identi�cation of nonlin-

ear systems. In [88], an updated approach by Masri et al. based on the original RFS method

was applied to a Du�ng oscillator, noisy Du�ng-Van der Pol oscillator and a system with
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hysteretic behaviour governed by the Bouc-Wen model. The model of a shock absorber was

the subject of study by Surace et al. [89], in which the RFS method was used together with

theoretical modelling to obtain an improved model.

In the work by Ehrgott and Masri [90], three di�erent methods including the RFS method

were used to identify electrorheological materials. A model was generated with the restoring

force as a function of acceleration and velocity. It was suggested that the acceleration may be

better suited to capturing the yielding of the material given that it was more sensitive than

the displacement. Using this model an improved force-velocity plot was obtained. Further

development of this work was undertaken by Masri et al. [91] for semi-active and active

structural control applications. Based on the instantaneous mechanical state of the nonlinear

element representing an electrorheological device, the optimum instantaneous restoring force

could be calculated. In turn the voltage required to deliver the equivalent damping force

could be determined.

In their paper on modelling the nonlinear behaviour of electrorheological dampers, Gavin

et al. [92] expressed the restoring force as a function of the electric �eld in addition to

displacement and velocity, i.e. in a three-dimensional domain.

An alternative to the RFS method is force state mapping (FSM). Developed by Crawley

and Aubert [93], FSM can be considered as a variant of the RFS technique. The fundamental

di�erence between them is that ordinary polynomials are used in the curve �tting stage

of FSM instead of Chebyshev polynomials. In a study by Al-Hadid and Wright [94] the

�tting process with ordinary polynomials was found to be much faster than with Chebyshev

polynomials.

The FSM method was originally proposed for determining the structural characteristics of

space truss joints [93]. Since then, the technique has been used to investigate multi-element

truss with joints [95], pinned joints with and without restricting sleeve [96], and single strut

with a single clevis-tang pinned joint [97]. Joints represented good candidates for evaluating

the identi�cation method since they exhibited nonlinearities such as dead bands, friction,

impact, etc.

In [98], an adapted FSM method was used to model an automotive shock absorber, with

particular focus on the e�ect of using di�erent state variables. The �rst state variable was

chosen to be velocity, while the second was switched between displacement and acceleration.

The majority of publications for RFS or FSM were related to the identi�cation of systems

subjected to loading in the elastic region. To the author's knowledge, these methods have

not been applied to any kind of mechanical joining or forming process where the mechanical

properties of the system are irreversibly changing due to plastic deformation. Application

of the RFS method would be to assume that the restoring force of the joint is a function
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of the deformation and rate of deformation undergone by the joint. Since the inertia-based

SPR process involves a single loading and unloading stroke of the punch, the restoring force

pro�le for a single riveting operation can be considered as that of an equivalent nonlinear

system subjected to a single cycle of excitation. It should be possible to identify this system

using multiple cycles at di�erent input settings, i.e. di�erent levels of excitation.

Regarding the use of polynomials in the RFS or FSM method, visibility of the identi�ed

restoring force function may shed some light on the physics of the system of interest, even

though the methods belong to the family of nonparametric identi�cation. On the other hand,

Kerschen et al. [74] cautioned that polynomials only serve as approximations for when no

prior knowledge is available for the system of interest. The restoring force of a structure may

not necessarily be governed by an ordinary polynomial series, in other words, polynomial

expansions may be a poor representation of certain physical phenomena. A point to consider

is the risk of over�tting when high order polynomials are used.

The need for synchronised displacement, velocity, acceleration and force data at each

measurement point can be a potential drawback of the RFS method. An alternative could

be the use of numerical di�erentiation or integration to compute the necessary signals from

an acquired signal, but errors may arise due to measurement noise.

5.2.3 Arti�cial neural networks

Arti�cial neural networks (ANNs) are used in nonparametric identi�cation in which the

input space of past observations are mapped to the outputs of a system. As well as system

identi�cation, ANNs can also handle a range of problems including classi�cation, signal

reconstruction, and novelty detection. The structure of an ANN is made up of an input

layer and an output layer, with one or more hidden layers in between. Each layer contains

one of more neurons which serve as processing elements. Neurons between adjacent layers

are linked via connections with adjustable weights. Data is passed via these connections

from the output of one neuron to the input of another. The weights essentially scale the

inputs of each neuron, and through the model training process the weights are adjusted such

that the overall output of the ANN approaches the desired results for a given set of inputs.

Further background on ANNs can be found in [99].

In [100], Masri et al. used a three-layer feed-forward ANN to identify the internal restoring

force in a Du�ng oscillator. The network was trained using a back-propagation algorithm

on input vectors consisting of the displacement and velocity of the system, as well as the

output vector consisting of the measured restoring force. The advantage of the approach was

that no prior assumptions were made about the model of the system, and that the network
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was noted to be inherently robust due to its distributed nature. Conversely, this distributed

representation also meant that the model was not fully transparent for the purposes of

physical interpretation. Any such interpretation would be limited to a qualitative assessment

of the weight connected to the inputs.

ANNs have also been used in the modelling of metal forming processes. One such work

was that of Kim and Kim [101], in which two examples were used to demonstrate the applic-

ation of ANNs to forging processes. In one example, an ANN was used to predict the initial

size of the billet of material that would fully �ll the die cavity with minimum wastage. In

the other, an ANN was used to determine the geometry of the die that would produce the

desired product quality in a cold forging operation. The training and validation data was

prepared using FE simulations of the forging process.

The study by Teti and D'Addona [102] used ANNs to predict the �ow stress-strain char-

acteristics for mild steel under hot forming conditions. Multiple back-propagation ANNs

were trained and validated against experimental data, each with a three-layer con�guration

and di�ering layout of nodes.

The work by Sztangret et al. [103] dealt with the modelling of a uniaxial compression test.

With material-related parameters, temperature and strain rate as inputs, the load pro�le of

the compression test was predicted using ten ANNs, each corresponding to a speci�c time

interval of the compression process.

In [104] an ANN was created to predict the required punch force in a hot extrusion process

based on four process inputs: the punch velocity, material temperature, friction between the

billet and die, and the inclination angle of the die. The network was trained on samples from

FE simulations with the process inputs con�gured at speci�c levels.

From the published literature it is clear that ANNs can be highly useful for the identi-

�cation of nonlinear relationships or processes. One of the main advantages is that there is

no need for any prior knowledge of the system of interest, which makes it a versatile tech-

nique for the modelling of complex systems using data alone. Although powerful, the model

structure of ANN can be unintuitive and does not o�er insights into the physics of the prob-

lem. Another potential limitation is that the training of the model can be computationally

intensive for large networks handling a large quantity of data.

5.2.4 Discussion

There exists a large number of techniques for the identi�cation of nonlinear systems, only

a subset of which has been mentioned in the current work based on their relevance to the

modelling of the SPR process. For a comprehensive review of system identi�cation methods,



96 CHAPTER 5. MODELLING OF THE JOINT

the reader is referred to [74] and [75].

Returning to the point on the modelling of the SPR joint, the following were considered

to be necessary features of the model: it must contain a relationship linking the process forces

and the mechanical state of the joint, it must capture the dissipative nature of the process,

and the model structure must be general enough to be applicable to any joint con�guration.

In addition, accuracy and interpretability of the model were also important.

Of the methods mentioned, the RFS method was considered to be the most suitable

for identifying the model of the joint. The model would consist of a functional polynomial

relationship between the mechanical states of the modelled system and the restoring force,

which may provide some insight into the physics of the rivet-material interaction, in contrast

to other black-box modelling methods such as ANNs. The RFS method would o�er a highly

visual approach to system identi�cation. Furthermore, the model itself would also be easy

to code in any modelling environment.

The SPR joint was an unconventional system in comparison to those considered in the

existing RFS literature. In the next section, the adaptation of the original RFS method for

the current project is presented.

5.3 Theoretical basis: the restoring force method

5.3.1 Original method

In the RFS method originally developed by Masri and Caughey [87], a restoring force is

de�ned as the force generated by a system for a given displacement and velocity undergone

by that system. It can be visualised as a surface plotted over the displacement-velocity plane.

The shape of the surface is indicative of the linear and nonlinear structural characteristics

of the system.

Consider a SDOF nonlinear system as shown in Figure 5.2, the equation of motion can

be expressed as follows:

F (t)− FR(x, ẋ) = mẍ (5.1)

Where FR(x, ẋ) is an unknown restoring force which is a function of the displacement x

and the velocity ẋ, or the state variables of the system. F (t) is the applied or excitation

force, m is the mass of the system, and ẍ is the acceleration.

To identify the mathematical function of FR(x, ẋ), experimental data for x, ẋ, ẍ and F (t)

are required at the same sampling steps in time. ẍ and F (t) are experimentally measured.

x and ẋ may be measured or obtained from the integration of ẍ. Additionally, the mass m
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Figure 5.2: Sketch of a nonlinear SDOF system.

needs to be known or accurately estimated. Any excitation which reveals the non-linearity

in the system can be used, be it random or periodic. Once the data is obtained, a curve

�tting method is used to �t a model that approximates the restoring force.

The approximate restoring force function is expressed using two dimensional Chebyshev

polynomials. Chebyshev polynomials have the property of orthogonality, meaning that when

the polynomial order is changed or when the number of terms in series is changed, it would

not be necessary to calculate all the coe�cients given that the earlier coe�cients remain

valid, i.e. only those for the additional terms would have to be determined.

5.3.2 Adapted method

In the current project, changes to the original RFS method were necessary for the purpose of

modelling the rivet insertion event. The adapted method revolves around the idea of de�ning

a nonlinear element which outputs a restoring force as a function of the compression of that

element. By drawing a bounding box around a rivet and material stack, the contents within

the box may be considered as a nonlinear element, and the forces generated in rivet insertion

are considered as a function of the compression of the element, i.e. the extent and rate of

rivet insertion.

In contrast to the original RFS method, the de�nition of the system to be identi�ed (i.e.

the joint) consisted only of a nonlinear element without a mass term. This was motivated

by the fact that the mass of the joint was negligible in comparison to that of the riveting

system, to have included an e�ective mass term for the joint would have made little impact

to the dynamics of the overall system, and it would have also required the de�nition of a

contact model between the punch and the rivet which would have further increased model

complexity.

With the chosen model structure, assumptions were made that the punch and rivet re-

mained coupled together throughout the rivet insertion process, which was a valid assump-

tion considering the continuous pro�le of the typical punch force vs. time curve as shown

previously in Section 3.7.

Regarding the identi�cation of the restoring force, measurements of the restoring force, as
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well as the state variables (i.e. displacement and velocity) had to be obtained. Although the

RFS method suggested that any form of excitation could be used for system identi�cation,

the type of excitation that could be practicably applied to a joint was limited to that which

could be delivered as part of the rivet insertion process. In the inertia-based riveting process,

the type of loading applied to form a joint can be seen as a predominantly impulse-type

excitation. Through the progression of the rivet insertion, the evolution in the behaviour

of the system can be considered as being a characteristic of the system, provided that it

is repeatable under the same loading conditions. Preliminary test data suggested that the

response of the joint in terms of the force vs. displacement pro�le was also repeatable for the

same loading conditions (i.e. the same setting velocity, on the same physical setup). Hence,

it could be argued that the system in question could be suitably identi�ed using data from

the rivet insertion event, more speci�cally:

� The displacement across the system, or the extent of rivet insertion into the material

stack

� The velocity across the system, or the rate of rivet insertion

� The restoring force, or the process force

The joint was represented as two distinct black-box models. This was necessary to distinguish

the dynamics of the rivet-material interaction and that of the material stack under clamping,

away from the immediate rivet insertion zone. The simpli�cation of the rivet insertion process

is illustrated in Figure 5.3. Figure 5.3(a) shows a partially formed joint with components of

the system that are in direct contact with the joint. The forces (i.e. rriv and rmat) acting on

the joint are noted in Figure 5.3(b). In Figure 5.3(c) the joint is visualised as two separate

nonlinear elements: one representing the material stack under compression by the clamp

tube, and the other serving as a proxy for the rivet and the material into which it is inserted.

The rivet-material interactions are encapsulated in the expression for rriv, and the be-

haviour of the material stack in rmat. Compression of the material stack is represented by

the relative displacement between the clamp tube and the die: xn−xd. Displacement of the

rivet into the material is represented by the relative displacement between the punch and

the die: xpu − xd.

Given the �ndings in [94], ordinary polynomials rather than Chebyshev polynomials were

used to identify the restoring force function.
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Figure 5.3: (a) Cross section view of the components in direct contact with a partially formed
joint. (b) Cross section view of the joint with labelled forces. (c) Simpli�ed representation
of the joint.

5.4 Model identi�cation

5.4.1 Preliminary results

Important insights into the behaviour of the joint were gained from preliminary tests per-

formed using C-frame 1 and joint A. Figure 5.4(a) shows the cross-section images of the

joints made at various setting velocities. These were obtained by cutting through the centre

of the joints using a circular saw. With increasing setting velocity the progressive nature of

the rivet insertion and deformation can be clearly noted.

Figure 5.4(b) shows the corresponding curves for the total process force vs. punch-die

relative displacement, where punch-die relative displacement represents the extent of rivet

insertion. Each curve corresponds to a di�erent setting velocity. The loading phases of the

individual curves appear to overlap, and can be said to lie on a common master curve, which

suggests that the chosen joint con�guration was not sensitive to the range of strain rates seen

in the test. It was therefore assumed that the joint could be characterised as a nonlinear

sti�ness using the observed force-displacement relationship.

By characterising the joint in this way, key components of the conventional RFS method

were essentially excluded, namely the mass element and the velocity component of the restor-

ing force described in Section 5.2.2. This was equivalent to the characterisation of a nonlinear

system with negligible mass and no velocity-dependence, hence the approach was considered

a valid adaptation of the RFS method.

The modelling of the joint required the characterisation of the force-displacement re-

lationships for both the punch and clamp forces (rriv and rmat). Example data in Figure

5.5(a) shows the punch force vs. punch-die relative displacement, and Figure 5.5(b) shows

the clamp force vs. clamp tube-die relative displacement. For the loading phase, the function
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for rriv was obtained via a polynomial �t to the loading part of the punch force vs. relative

displacement data. The general form of rriv during the loading phase is given by:

rriv = f(xpu − xd) (5.2)

For the unloading phase, the joint was modelled as a constant sti�ness, which was a

reasonable approximation to the true behaviour illustrated in Figure 5.5(a). The unloading

curve di�ers from the loading pro�le due to the plastic deformation undergone by the rivet

and material during the joining process. The area enclosed within the loading and unloading

curves is indicative of the amount of energy dissipated in the joint. In order to implement

this in the model, the loading and unloading phases were separately characterised using two

di�erent expressions, and the behaviour of the model was switched from one expression to

the other in the transition from loading to unloading.

In Figure 5.5(b), example data illustrates the behaviour of the material stack under

clamping. The relative displacement between the clamp tube and the die represents the

compression of the material stack during the riveting process. The observed negative relative

displacement is indicative of a `pushback' e�ect, where during the initial rivet insertion the

centre of the material stack is pushed into the die cavity and its outer edges bend up away

from the die due to reaction forces at the rim of the die. The bending material pushes the

clamp tube away from the joint shortly before the activation of the clamp force and the

consequent �attening of the material stack. This is illustrated by the negative to positive

transition of the relative displacement during the loading phase.

The hysteresis in the force pro�le suggests that some energy is dissipated in the plastic

deformation of the material stack due to clamping. However, this is less than 3% of the

energy dissipated in the rivet-material interaction, and was thus considered negligible in

order to simplify the model. Accordingly, the material stack was assumed to behave as a

linear sti�ness in both loading and unloading. rmat was de�ned as:

rmat = Kmat(xn − xd) (5.3)

Where Kmat is the e�ective sti�ness of the material, xn is the displacement of the clamp

tube, and xd is the displacement of the die.

The e�ective sti�ness Kmat was estimated from the unloading part of the clamp force vs.

clamp tube-die relative displacement data.
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Figure 5.4: (a) Cross sections images of joint A, made at the indicated setting velocities.
(b) Total process force vs. relative displacement between the punch and the die. Relative
displacement represents the rivet insertion distance.
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Figure 5.5: Preliminary test data to illustrate the characteristic curves of an example joint.
(a) Punch force vs. relative displacement between the punch and the die. (b) Clamp force
vs. relative displacement between the clamp tube and the die.
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5.5 Discussion

Via the chosen modelling approach, the interactions at the machine-joint interface were

expressed as the transfer of forces. During rivet insertion, the punch force acts through the

rivet, the clamp force acts through the material stack and the sum of the process forces

acts on the C-frame. Consistent contact at said interfaces was assumed throughout rivet

insertion. In comparison to the FE models of the SPR process in the existing literature, the

current work represented a substantial reduction in the complexity of the problem. Not only

did this signi�cantly lower the computational e�ort of each simulation, but it also o�ered

an alternative and physically meaningful way to account for the rivet insertion distance; the

head height (i.e. a commonly used measure of joint quality in industry) could be predicted

based on the relative displacement between the punch and the die.

In contrast to the physics-based modelling of the riveting machine, the de�nition of the

restoring forces for the model of the joint was based entirely on empirical data. An associated

disadvantage was that the model was only valid for a speci�c joint con�guration. Each unique

combination of rivet, material or die would constitute a new joint con�guration and thus a

new set of experiments would need to be carried out in order to identify the model. This

would be a constraining factor on the number of joint con�gurations that can be practicably

identi�ed. On the other hand, the empirical model served as an e�ective representation of

the joint, in providing the necessary data exchange between the subsystems within the full

model to enable predictions of the response of the system.

5.6 Summary

In this chapter the modelling of the SPR joint was presented. The approach was based on the

RFS method, using two separate black-box models to represent the rivet-material interaction

and the clamp tube-material interaction respectively. The functions that characterise these

interactions were de�ned using empirical data, namely force vs. displacement traces obtained

from riveting cycles. The resulting model was speci�c to a given joint con�guration, meaning

that each unique rivet-material-die combination would need to be identi�ed empirically.

The model of the joint completes the full model of the SPR process. Model training and

the evaluation of the model's predictive accuracy is described in the next chapter.



Chapter 6

Model Veri�cation and Validation

6.1 Introduction

Model veri�cation checks whether the underlying mathematical relationships and assump-

tions that de�ne the model are implemented correctly in the simulation software. Model

validation evaluates whether the model is an accurate enough representation of the real sys-

tem, with regards to the intended usage of the model. Validation does not imply veri�cation,

or vice versa. Both are critical processes in the overall assessment of the model.

When experimental data is available and used to assess the simulated responses, pre-

diction errors falling within an acceptable bound would imply that the model serves as an

adequate representation of the system, provided that the model has been veri�ed. Without

veri�cation, possible mathematical errors could also produce seemingly accurate simulation

results which would paint a misleading picture of the validity of the model [105].

In the current work, model veri�cation is performed by checking that the simulated

behaviour of the model matches the intended behaviour of the model. For validation, model

performance is quanti�ed by comparing selected simulation outputs to the experimental

results. Furthermore, this chapter also explores how the data used in generating the model

of the joint can impact the performance of the full system model.

This chapter explains:

� The approach taken to verify the model.

� The de�nition of a criteria against which the performance of the model can be evaluated

during the validation process.

� The signi�cance of the errors between the simulated and experimental results.

� The shortcomings of the model.

103
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6.2 Model veri�cation

The process of developing a numerical model of a system starts with a mathematical model

of that system, which is discretised in time and space and implemented into software that

solves the numerical model. Errors can arise throughout this process: in the discretisation

as well as the techniques used to solve the model, not to mention potential coding errors in

creating the numerical model [106]. The veri�cation process should identify and quantify

these errors in order to increase the con�dence in the accuracy of any new predictions made

using the model [107].

Model veri�cation consists of checking whether the model behaves as expected with

regards to the intentions of the modeller and the underlying mathematical model [108].

Veri�cation can be considered as two categories: code veri�cation, and solution veri�cation.

Code veri�cation seeks to address coding errors via the execution of benchmark problems,

i.e. simulation of cases for simpli�ed models where the exact or an accurate estimate of

the solution is known. Solution veri�cation is done after code veri�cation, and assesses

discretisation errors, iterative convergence and computer round-o� errors [109]. For complex

models an exact or analytical solution may not be obtainable. Complete veri�cation is only

possible for simple mathematical models, for more complex and other types of models the

aim should be su�cient veri�cation, i.e. the scope of the veri�cation should be focused

only on the intended use of the model and its key outputs of interest. Techniques such as

modular programming, checking the intermediate outputs of a large simulation, comparing

model outputs to known analytical solutions, and animations all contribute to the veri�cation

process [110].

The outputs of interest in the SPR process were the process forces and the resulting head

height of the joint. Based on the equations of motion presented in Chapter 4 and 5, every

subsystem played a role in the outcome of the simulated riveting process. Therefore, the

veri�cation process aimed to evaluate each subsystem as well as their interactions, mainly by

examining the intermediate outputs of the simulation. Custom simulation cases were used

for this purpose, as described below:

1. Motion control, motor and setter: the SPR system was driven through a typical riveting

motion pro�le consisting of constant acceleration, constant velocity and deceleration,

in both advance and reverse directions. The sequence of events was evaluated against

the expected sequence. Furthermore, the simulated velocity, displacement and motor

current traces were examined in relation to the target motion pro�le.

2. C-frame: the setter was driven against a blank die, and the de�ection of the C-frame

was veri�ed against the theoretical values.
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3. Clamping mechanism: the setter was driven against a hollow die (i.e. a die where the

punch is allowed to protrude beyond the end of the clamp tube). This was used to

assess the timing and magnitude of the clamp forces against the expected behaviour.

4. Temporal discretisation: simulations of the riveting process were evaluated at various

time step sizes to check the convergence of the solution.

6.2.1 Code veri�cation

6.2.1.1 Motion control, motor and setter

Since the control logic of the modelled system was implemented using the State�ow library

in Simulink, the active stage of the control was automatically highlighted throughout model

execution. This highlighting was monitored to ensure that the simulated process transitioned

between each stage under the correct conditions. Additionally, event �ags or checkpoints

were set up in the model and visualised during simulation via the dashboard display shown

in Figure 6.1(a), in which distinct control-related and mechanical-related events could be

monitored. An example time history of these events generated in a simulated riveting cycle

is shown in Figure 6.1(b). Knowledge of the real physical process was drawn upon to verify

that the expected events occured in the expected sequence.

As well as logic-based evaluations of the model, time histories of simulated feedback

signals were also used to examine the dynamic behaviour of the model when driven to a

target motion pro�le. An example of this is shown in Figure 6.2, in which the velocity

feedback, position feedback and motor current traces for a simulated blank die scenario are

plotted; the simulated setter was driven directly against a �at die with no joint in between.

The two data series (100 mm/s and 400 mm/s) correspond to setting velocities at the lower

and higher ends of the typical process con�guration, and thus also the range for intended

model usage. It is seen that for both data series, the target setting velocity is reached

after a period of constant acceleration. During the impact phase, the velocity of the setter

falls sharply under the reaction load generated in the C-frame, while the motor current is

maintained at the prede�ned level governed by the motor current limit. Throughout the

cycle, the transients in the motor current re�ect the changes needed to actuate the setter

to complete the motion. All observed features agree with the expected behaviour of the

mathematical model.
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(a)

(b)

Figure 6.1: (a) Dashboard display in Simulink used to monitor the sequence of key process
events during simulation. (b) Time history of said events in a simulated riveting cycle.
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Figure 6.2: Example traces of velocity, displacement and motor current signals generated
from the model.

6.2.1.2 C-frame

Focusing more closely on the events surrounding the impact phase of the cycle, in particular

the response of the C-frame under load, three di�erent sti�ness values were assigned for three

separate simulation runs to verify the behaviour of the C-frame model. Figure 6.3 shows

the force vs. de�ection pro�le generated from these simulations. The e�ective sti�nesses

are identi�ed from the gradient of the simulated results, and do not di�er from the assigned

sti�ness values, as shown in Table 6.1. This provides evidence that the mathematical model

of the C-frame was correctly implemented.

Table 6.1: Comparison of the assigned values for the C-frame sti�ness and those identi�ed
from the simulated results.

Assigned sti�ness
(kN/mm)

Identi�ed sti�ness
(kN/mm)

10 10
20 20
50 50

6.2.1.3 Clamping mechanism

In order the verify the model of the clamping mechanism, the model was executed with said

component being loaded through the full range of displacement of its internal parts (i.e.

relative displacement between the coupler and the clamp tube), thereby producing a clamp

force vs. displacement pro�le, as shown in Figure 6.4. Here zero displacement is de�ned

as the start of compression of the disc spring pack. The labelled features on the plot and



108 CHAPTER 6. MODEL VERIFICATION AND VALIDATION

0 1 2 3 4 5

C-frame deflection (mm)

0

10

20

30

40

50

60

70

80

90

F
o

rc
e
 (

k
N

)

10 kN/mm

20 kN/mm

50 kN/mm

Figure 6.3: Simulated results for total process force vs. C-frame de�ection, using three
di�erent C-frame sti�nesses: 10, 20 and 50 kN/mm.

corresponding values mirror the assigned values of the associated parameters in the model,

i.e. the observed response re�ects the intended behaviour in terms of both the magnitude

and timing of the various stages of clamp engagement, therefore demonstrating that the

mathematical model was correctly implemented in Simulink.

6.2.2 Solution veri�cation

Time convergence forms another important part of the veri�cation process. The equations

of motion were solved in Simulink using the �xed-step continuous solver `ode3' and a time

step size of 10−5 s. An explanation for these choices is provided below.

6.2.2.1 Solver choice

The state of a system encapsulates the history of the system's response, such that this

history can be used with the current inputs into the system in order to determine the

current response. State variables are variables which describe the system at a given instant

in time. The nature of states in a system can be categorised as `continuous' or `discrete'. A

continuous system has state variables which change continuously in time, whereas a discrete

system has state variables which change instantaneously at discrete points in time. Many

systems contain a combination of continuous and discrete states, and are therefore referred
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Figure 6.4: Simulated clamp force vs. displacement, where displacement refers to the rel-
ative motion between the coupler and the clamp tube, with zero de�ned as the start of the
compression of the disc spring pack.

to as hybrid systems. For example, the SPR system is a hybrid system containing continuous

state variables such as the position of the punch, as well as discrete state variables such as

the output signal of the PWM generator.

In the Simulink environment, a system is modelled using a set of di�erential equations.

Solving the model involves determining the states of the model at each time step, hence

numerical integration methods are employed via solvers, which calculate the outputs of

the system at the next time step given the current state and inputs. A solver de�nes the

numerical method used to solve the ordinary di�erential equations which govern the dynamics

of the model. A suitable solver is one which is able to solve the model to the desired level of

accuracy as well as within an acceptable time.

The presence of continuous states in the model of the SPR system meant that a discrete

solver was not suitable. A variable-step solver would be better suited to a fully continuous

model, which the current model was not due to the discrete states of the switches in VSI.

The VSI consisted of a power electronics circuit in which a PWM signal was used to operate

transistor gates, or switches, at high frequencies. Given that the switches had discrete states,

a �xed-step solver was necessary. Consequently �xed-step continuous solvers were deemed

most appropriate. The simulations were run to the desired level of accuracy with the `ode3'

solver, which uses the Bogacki-Shampine formula [111] to perform the numerical integrations.
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6.2.2.2 Time step size

The size of the time step determines how closely a discrete-time solution can approach the

exact solution of the di�erential equations in the model. The error in the approximate

solution is also referred to as the discretisation error. As the time step is decreased, a

reduction can be expected in the discretisation error, i.e. a more accurate approximation

can be obtained. However, accuracy comes at the expense of computational e�ort.

A convergence check was realised to determine the appropriate size of the time step that

would yield an accurate enough solution. The model was parameterised according to the

conditions of treatment 3 in Table 3.4, for joint A. A series of simulations were run using

di�erent time step sizes. The maximum time step size evaluated was 2.3×10−5 s since larger

values were not suitable for solving the dynamics of the modelled system and led to early

termination of the simulation.

Figure 6.5 shows the model-predicted head height vs. time step size. The values of the

head height are seen to be stable across the range of time step sizes; the di�erences in the

values were less than 0.01 mm (i.e. less than the resolution of the experimentally measured

head height) and were therefore considered negligible. This indicates that the results have

converged in each case. A time step size of 10−5 s was noted to be an adequate choice.
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Figure 6.5: Predicted head height vs. time step size.

In summary, performing each of the aforementioned simulation cases served to verify

the software implementation of the control logic as well as the mathematical equations that

described the dynamics of the riveting system. This was considered su�cient veri�cation

for the intended use of the model. Following veri�cation, the next section delves into the

approach taken to train the model of the SPR joint on experimental data, and subsequently

assessing the accuracy of the full model of the SPR process via validation.
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6.3 Training and validation

6.3.1 Training steps

Here, model training refers to the process of generating a black box model that represents the

rivet-material-die interactions for a given joint con�guration, from a given dataset. Being a

key component of the full model of the SPR process, the model of the joint inevitably a�ects

the performance of the wider model. Therefore, the choice of training dataset and its e�ect

on the overall predictive performance was of particular interest.

In order to formally assess the predictive performance of the full model, the acquired

datasets corresponding to the eight treatments in Table 3.4 were divided into training and

validation groups. Here, training refers to the process of generating a model of the joint from

selected force vs. relative displacement data.

The process of training the model of the joint is described in Figure 6.6. Firstly, a

treatment was chosen to serve as the training dataset (Figure 6.6(a)). Recall from Section

3.6 that each treatment contained �ve replicates, meaning that �ve individual datasets were

available. Using all �ve datasets from the given treatment, the punch force vs. punch-die

relative displacement curves from each dataset were overlaid (i.e. all �ve datasets were

concatenated) and a polynomial of a prede�ned order was �tted to the data. The problem

could be expressed as a system of linear equations in the form Ac = B, where A is a

matrix constructed from the punch-die relative displacement (x) raised to powers up to the

prede�ned polynomial order (k), c is an array of coe�cient values, and B is the array of

punch force (F ) values, as shown in Equation 6.1. There are as many rows in each of the

matrices A and B as the total number of samples (n) in all �ve datasets from the chosen

treatment. 

x1 x21 . . . xk1

x2 x22 . . . xk2

x3 x23 . . . xk3
...

...
. . .

...

xn x2n · · · xkn




c1

c2
...

ck

 =



F1

F2

F3

...

Fn


(6.1)

The system of equations was overdetermined as there were more equations than un-

knowns, hence a least squares solution was obtained for the coe�cients in c.

The above steps were subsequently repeated using di�erent polynomial orders, and the

regression errors were collected and visualised in relation to the polynomial order, as illus-

trated in Figure 6.6(b). While a low regression error was desireable, the complexity of the
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model and how well it was able to capture the more nonlinear parts of the force pro�le were

also considered when it came to model selection. Once a suitable polynomial order (i.e.

model equation) was chosen, the selected model was used in subsequent simulations in the

form of a polynomial equation. An example of a �tted model is visualised in Figure 6.6(c).
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Figure 6.6: Work�ow explaining the training process used in the current study.

A limitation of using experimental data to generate the model of the joint was that

the behaviour of model was only de�ned up to the point of maximum force and punch-die

relative displacement. Beyond the range of the experimental data points, the behaviour
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of the polynomial �t may be unstable. However, a stable de�nition of the model response

in this region was needed to allow the simulation of cases where the rivet may be inserted

further than the point of maximum insertion observed experimentally. Therefore, behaviour

of the model over this region of further rivet insertion was manually de�ned, as shown in

Figure 6.6(d). This linear line extrapolation of the force curve was based on the assumption

that the restoring force acting on the rivet would continue to increase with further rivet

insertion and that the e�ective sti�ness of the joint would remain constant over this region.

While the inaccuracy of the extrapolated region relative to the real behaviour of the joint can

be expected to grow with increasing extrapolation beyond the maximum experimental data

point, for the purposes of validating the model it is considered adequate since the training

and validation datasets can be chosen such that the model would not be operated at points

inside the extrapolated region.

As expected, the resulting model of the joint would depend on the choice of treatment

(i.e. the experimental datasets). Treatment choice was guided by the test con�gurations

associated with each treatment. With setting velocity, motor torque limit and C-frame

sti�ness as the main variables in the test, the combination of settings which led to the most

complete punch force vs. punch-die relative displacement curve was considered the best

candidate for use in model �tting. The reasons for this are elaborated in Section 6.3.3.

6.3.2 Validation steps

Validation aims to assess whether the model is a good enough representation of the real

system. This requires the predictive accuracy of the model to be quanti�ed and evaluated

against prede�ned levels of adequacy. The steps involved in the validation of the full system

model are shown in Figure 6.7. For a given treatment, each of the �ve component datasets

were individually compared to the simulated data, namely for the following signals and

metrics:

� Punch force � force transmitted directly through the rivet

� Clamp force � force transmitted through the material surrounding the rivet

� Relative displacement � extent of rivet insertion

� Relative velocity � rate of rivet insertion

� Head height � �nal state of the produced joint

Figure 6.7(a) illustrates the comparison between the measured and simulated punch force

signals for each replicate in treatment 1.
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For each signal, the normalised root mean square error (NRMSE) values across the �ve

datasets within the treatment were averaged to obtain the mean NRMSE associated with the

treatment. This was done for all eight treatments, and the mean NRMSEs were collected as

shown in Figure 6.7(b). Regarding the head height, given that this was a scalar measurement

rather than a signal in time, the measured values were averaged to give a mean value for

each treatment and were compared to the simulated head heights, as shown in Figure 6.7(c).

The discrepancy between the simulated and experimental results was quanti�ed using

the NRMSE. The root mean square error represents the average deviation of the simulated

results from the experimental data. It is associated with the variance of the error, hence larger

errors have more weight in their contribution to the �nal value of the root mean square error,

meaning that larger errors are penalised more heavily [112]. This is considered a desirable

trait since the current study seeks to critically distinguish between the performances of

multiple model variants. Furthermore, interpretation of the error measure is fairly intuitive

given that its units are the same as the signal of interest. The NRMSE was obtained by

dividing the root mean square error by the range of the experimentally observed values

of the associated signal. Normalisation was necessary to enable comparisons between the

performances of the di�erent model variants of the joint, i.e. models trained on di�erent

datasets.

The evaluation of cases where the model is extrapolated would inevitably lead to larger

prediction errors. Hence, not all training and validation allocations would give meaningful

results. In those cases where the training data provide su�cient de�nition of the punch

force characteristic curve such that subsequent validation cases can be handled without

extrapolation, the simulated results may be considered as the best estimation of the process

outputs. On the other hand, for those cases where the punch force characteristic curve

must be extrapolated, additional uncertainty is introduced into the simulation inputs which

would also be re�ected in the outputs. The choice of validation datasets was based on the

test con�gurations associated with each treatment, the combination of settings which led

to punch force vs. punch-die relative displacement curves within the range of the training

dataset was considered suitable. The reasons for this are elaborated in Section 6.3.3.

Selected validation cases for joint A and joint B are presented in this chapter. Descriptions

for each joint were provided in Figure 3.12.
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Figure 6.7: Work�ow explaining the validation process used in the current study.
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6.3.3 Joint A

6.3.3.1 Choice of training dataset

As mentioned in Section 6.3.1, the choice of training dataset and the regression method

determine the model of the joint.

The input data for modelling the joint was the punch force and the punch-die relative

displacement. Having established in Section 5.4.1 that the joint con�guration in question

was not sensitive to the strain rates seen in typical inertia-based SPR processes, the changing

of the setting velocity, motor current limit and C-frame type was therefore expected to only

a�ect the extent of rivet insertion and peak forces rather than the master pro�le of the punch

force vs. punch-die relative displacement.

Figure 6.8(a) compares the punch force vs. punch-die relative displacement data from

treatments of contrasting setting velocities. The most notable e�ect is that the curve extends

further for the higher setting velocity as more energy is delivered to the joint. It can be

said that a larger part of the characteristic curve is mapped out when using higher setting

velocities.

The in�uence of di�erent motor current limit levels on the punch force vs. punch-die

relative displacement curve is compared in Figure 6.8(b). The increase in motor current

limit led to further rivet insertion and higher forces, which was due to the higher level of

torque output from the motor during rivet insertion.

Figure 6.8(c) compares the e�ect of using di�erent C-frame types on the punch force vs.

punch-die relative displacement curve. For the C-frame with the higher e�ective sti�ness (i.e.

C-frame 2), the rivet was inserted further for the same setting velocity and motor current

limit. This is because under a given load the strain energy stored in a sti�er system is less

than that of a more compliant one, hence for the same total input energy, a larger proportion

of the input energy would be delivered to the joint in the sti�er system.

The above observations make sense from an energy perspective. Considering solely the

process during the rivet insertion itself, the kinetic energy of the system and the work done

by the motor torque make up the total energy input into the process, which will be partly

dissipated in the joint, partly stored as strain energy in the system, and partly dissipated as

heat due to friction in the setter. Any increase in the total input energy or reduction in the

strain energy would result in more energy being delivered to the joint.

Further rivet insertion provides a more complete characteristic punch force curve, which

would expand the range of model inputs over which the punch force can be predicted. With

a view to maximise the mapping of the punch force curve, it is clear that tests performed

using higher setting velocities coupled with a higher motor current limit and a sti�er C-
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Figure 6.8: Joint A, punch force vs. punch-die relative displacement data from various
treatments. (a) Comparing treatments 1 and 3 (i.e. setting velocities 150 and 250 mm/s
respectively). (b) Comparing treatments 1 and 2 (i.e. motor current limits 100 and 150%
respectively). (c) Comparing treatments 4 and 8 (i.e. C-frame types 1 and 2 respectively).
Data from all �ve replicates for each treatment are overlaid in the �gures.

frame would be more appropriate. However, something to note in Figure 6.8(c) is that at

larger relative displacement (i.e. deeper rivet insertion) the punch force pro�les for the two

treatments do not quite overlay; in comparison to treatment 8, data from treatment 4 suggest

that more force is required to insert the rivet by a speci�c distance above 5.5 mm. This may

be related to the di�erences in the C-frames used since all other process settings were kept

the same between the two treatments. Additionally, it places doubt on the idea that a single

master curve can be used to characterise a joint. Further exploration of the potential e�ects

of the C-frame on the joint behaviour is detailed in Section 6.3.3.3.

Of the experimental results, treatment 4 and 8 were deemed as the most suitable training

datasets, given that they corresponded to the higher level of setting velocity, motor current
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limit. Subsequent sections explore the performance of the model trained on the associated

datasets from each treatment.

6.3.3.2 Model evaluation

A model of the joint was identi�ed �rst using the �ve replicates from treatment 4. Figure

6.9(a) shows the reduction in regression error with increasing model complexity (i.e. polyno-

mial order). A polynomial of order 10 was chosen as a suitable compromise between model

accuracy and complexity. Lower orders did not capture the nonlinear features of the force

pro�le as well, while higher orders did not o�er any noticeable improvements in terms of

regression error. The �tted force curve for the chosen model is visualised in Figure 6.9(b),

together with the experimental data.
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Figure 6.9: Training of the model of joint A on data from treatment 4. (a) Regression errors
for models de�ned using each polynomial order. (b) Punch force vs. punch-die relative
displacement, model of polynomial order 10. Fitted function: y = −0.006x10 + 0.175x9 −
2.080x8 + 13.669x7 − 54.278x6 + 134.283x5 − 206.099x4 + 189.342x3 − 96.701x2 + 26.909x,
where y and x represent the punch force and punch-die relative displacement respectively.

To study the behaviour of the model, a nominal case is examined; the model is validated

against the results from treatment 1. The results of the riveting simulation and validation

on treatment 1 are shown in Figure 6.10. Excellent agreement is noted for the process forces

shown in Figure 6.10(a) and (b). The predicted relative displacement and relative velocity

signals also match closely to the experimental data in Figure 6.10(c) and (d) respectively.

Small discrepancies in Figure 6.10(a), (c) and (d) from 0.04 s onwards are believed to be

related to the assumptions made in modelling the material stack. The approximation of

the material under clamping as a linear spring essentially neglected the `pushback' e�ect

mentioned in Section 5.4.1. This results in the delayed engagement of the clamp springs in

the simulation, most notable in Figure 6.10(b).
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Figure 6.10: Comparison between experimental and simulated data. Training dataset: treat-
ment 4. Validation dataset: treatment 1. (a) Force vs. time, (b) Force vs. relative displace-
ment, (c) Relative displacement vs. time, (d) Relative velocity vs. time.
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Although the accuracy of the model may be further improved with the inclusion of un-

modelled dynamics such as the `pushback' e�ect, the overall performance of the existing

model suggests that a suitable balance is already achieved between model �delity and com-

plexity. Next, the performance of the model is assessed against all eight treatments.

The performance of the model in validation across all the treatments can be summarised

via NRMSE values, as mentioned in Section 6.3.2. The punch force and head height are

examined since these are directly related to the joint and therefore provide more insights

into the performance of the model. Figure 6.11(a) and (b) show the NRMSE for the punch

force and head height respectively. For each treatment labelled on the y-axis, the simulation

output is validated against each individual replicate test result within the treatment. The

errors are then averaged to obtain a mean root mean square error for each treatment. The

individual bars in Figure 6.11(a) and (b) represent the mean NRMSE, and error bars are

plotted at ±3 standard deviations either side of the mean. The de�nition of 5% as the error

threshold relates to the limits used in the process monitoring of actual SPR applications, here

it can be considered as a threshold below which the model errors are considered insigni�cant.

Alongside the NRMSE of the model-predicted head heights, the predicted values are

shown in Figure 6.11(c). For the test data, each individual bar represents the mean measured

head height of all �ve repeat joints for a given treatment, and the error bars are ±3 standard

deviations from the mean. Furthermore, to put the accuracy of the simulation results into

context, the absolute tolerances on the head height typically used in industry are indicated

by the error bars on the x-axis with an upper limit of 0.3 mm and a lower limit of -0.5 mm

[10]. This may also be considered as a tolerance of ±0.4 mm about a nominal value of -0.1

mm. In the current research the process parameters were not chosen with a speci�c target

head height in mind, hence rather than using a single nominal value as reference across

all treatments, the mean measured head height of each treatment can be considered as a

reference, about which a tolerance band of ±0.4 mm can be applied. If the simulated head

height corresponding to a particular treatment falls within ±0.4 mm of the measured value,

it would indicate that the head height can be predicted to within the tolerances typically

used in assessing joint quality in industry.

It is seen in Figure 6.11(a) that NRMSEs below 5% are achieved, and are therefore within

the acceptable bounds. Good performance is in part attributed to the model of the joint,

which allowed the restoring force to be computed accurately via interpolation when validating

against most of the treatments. A model with a more complete force-displacement curve is

better suited to simulating a wider range of input conditions. Interestingly, when validating

against treatment 7 and 8, some extrapolation from the identi�ed force-displacement curve

would have been necessary as the simulated force and displacement exceeded the range of the
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Figure 6.11: Evaluation of simulation outputs for the model of joint A trained on treatment
4. (a) Punch force NRMSE. (b) Head height NRMSE. (c) Comparison between measured
and predicted head heights. V and T denote the setting velocity and motor current limit
respectively. Error bars on training and validation data show the repeatability based on
three standard deviations for �ve duplicate tests. The error bars on the x-axis denote the
tolerance on acceptable head heights typically used in industry.
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experimental data used in training the model of the joint. The low NRMSE values suggest

that the extrapolated region was perhaps representative of the real behaviour of the joint.

In Figure 6.11(c), it can be seen that very good predictions are achieved; prediction

errors of within ±0.3 mm are obtained across all the treatments. Although this level of error

exceeds the standard deviation of the experimental measurements, it is within the tolerances

used to judge joint quality in industry. The prediction accuracy is therefore considered to

be acceptable.

6.3.3.3 E�ect of C-frame type

Following on from previous comments about the di�erence in the force vs. relative displace-

ment pro�les in Figure 6.8(c), the e�ects of training the model of the joint on data obtained

using di�erent C-frame types is explored here.

To examine the performance of models trained on datasets associated with C-frame 2, the

model of the joint was trained on the �ve replicates from treatment 8. Figure 6.12(a) shows

the regression error in relation to model complexity (i.e. polynomial order). A polynomial

of order 7 was �tted to the data, as shown in Figure 6.12(b). While higher orders gave lower

RMSE values, the form of the �tted model was less stable with further increasing orders

and therefore did not adequately represent the e�ective sti�ness of the joint, which must be

monotonically increasing with punch-die relative displacement.
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Figure 6.12: Training of the model of joint A on data from treatment 8. (a) Regression errors
for models de�ned using each polynomial order. (b) Punch force vs. punch-die relative
displacement, model of polynomial order 7. Fitted function: y = −0.017x7 + 0.337x6 −
2.595x5 + 9.504x4 − 16.470x3 + 9.855x2 + 5.408x, where y and x represent the punch force
and punch-die relative displacement respectively.

The NRMSE for the punch force and head height are presented in Figure 6.13(a) and

(b) respectively. Figure 6.13(c) shows the measured and predicted head height values. On
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the whole, punch force NRMSE values are in the region of 5% or lower, and the discrep-

ancies in the predicted head heights are within ±0.2 mm across all the treatments. The

magnitudes of the errors are on par with those seen in Figure 6.11, which suggests that

the type of C-frame associated with the training data does not have a signi�cant impact on

the performance of the trained model, even when validating on data obtained on a di�erent

C-frame type. This implies that the aforementioned di�erences in the force vs. relative dis-

placement pro�les between the treatments in Figure 6.8(c) are insigni�cant when it comes

to joint characterisation.

6.3.4 Joint B

Having assessed the performance of the models generated for joint A, a similar exercise was

conducted for joint B in order to validate the modelling approach on an alternative joint

con�guration. The main motivation was to test the robustness of the approach.

As detailed in Figure 3.12, the material for joint B was a di�erent grade of aluminium,

the thickness of the material stack was twice that of joint A. The die cavity had a �at

bottom surface rather than a raised central pip. The conditions described by the same eight

treatments in Table 3.4 were also applicable to joint B.

6.3.4.1 Data overview

The punch force vs. punch-die relative displacement pro�les between di�erent treatments is

shown in Figure 6.14. Data from treatments with di�erent setting velocities, motor current

limits, and C-frame types are compared in Figures 6.14(a), (b) and (c) respectively. The

e�ect of the setting velocity, motor current limit and C-frame type on the force curve mirror

the observations made in Section 6.3.3.1 regarding Figure 6.8; an increase in the setting

velocity, motor current limit or sti�ness of the C-frame leads to further rivet insertion.

Unlike in Figure 6.8(c) however, the di�erence between the loading part of the force

curves in Figure 6.14(c) is negligible; both traces appear to lie on a single master curve.

This suggests that joint B can be characterised using a single characteristic punch force

vs. punch-die relative displacement curve regardless of the C-frame used in obtaining the

experimental data. In view of this, data from treatment 8 were selected for training the

model of the joint, as it made sense to train the model on the dataset which o�ered the most

extensive punch force vs. punch-die relative displacement pro�le.
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Figure 6.13: Evaluation of simulation outputs for the model of joint A trained on treatment
8. (a) Punch force NRMSE. (b) Head height NRMSE. (c) Comparison between measured
and predicted head heights. V and T denote the setting velocity and motor current limit
respectively. Error bars on training and validation data show the repeatability based on
three standard deviations for �ve duplicate tests. The error bars on the x-axis denote the
tolerance on acceptable head heights typically used in industry.
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Figure 6.14: Joint B, punch force vs. punch-die relative displacement data from various
treatments. (a) Comparing treatments 1 and 3 (i.e. setting velocities 150 and 250 mm/s
respectively). (b) Comparing treatments 1 and 2 (i.e. motor current limits 100 and 150%
respectively). (c) Comparing treatments 4 and 8 (i.e. C-frame types 1 and 2 respectively).
Data from all �ve replicates for each treatment are overlaid in the �gures.

6.3.4.2 Model evaluation

Data from treatment 8 was used to identify the model of the joint. Figure 6.15(a) shows

the regression error in relation to the order of the �tted polynomial function. Figure 6.15(b)

shows the �tted curve that represents the relationship between the punch force and rivet

insertion distance. The polynomial curve in Figure 6.15(a) was of the 7th order, selected

according to the root mean square error between the data and the �tted curve. The smoother

pro�le of the experimental data allowed a lower order �t than that used for joint A.

In keeping with the format of the nominal case for joint A, here the model of joint B is

identi�ed using data from the �ve replicates in treatment 8 and validated against data from
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Figure 6.15: Training of the model of joint B on data from treatment 8. (a) Regression errors
for models de�ned using each polynomial order. (b) Punch force vs. punch-die relative
displacement, model of polynomial order 7. Fitted function: y = −0.002x7 + 0.049x6 −
0.329x5 + 0.558x4 + 2.789x3 − 13.452x2 + 20.409x, where y and x represent the punch force
and punch-die relative displacement respectively.

treatment 1. Figure 6.16 compares the experimentally acquired data with the simulated

results. The overlay between the signals is indicative of good overall model performance.

The clamping component of the force is not visible in Figure 6.16(a) and (b) as the clamping

mechanism does not engage for the given input conditions. A slight over-prediction in the

punch force can be noted in Figure 6.16(a) from 0.05 s onwards. Figure 6.16(b) shows

that the pro�le of the punch force does not stray signi�cantly from the characteristic force-

displacement curve, which implies that the over-prediction in punch force vs. time may be

attributed to an overestimation of the relative displacement in time. This is in fact observable

in Figure 6.16(c), where the relative displacement can be seen to be over-predicted from 0.04

s onwards. Despite the said discrepancies, the relative velocity signal shown in Figure 6.16(d)

is able to largely capture the transient response of the system.

Next, the training and validation approach is extended to all the eight treatments. The

NRMSE for the punch force and head height are presented in Figure 6.17(a) and (b) re-

spectively. Both the punch force and the head height NRMSEs satisfy the 5% threshold.

Figure 6.17(c) shows the measured and predicted head height values, where it is seen that

the predicted head height values are within ±0.4 mm of the mean measured head height,

and are therefore within the tolerance band used to judge joint quality in industry.

In comparison to Figure 6.13, it would appear that the model for joint B performs

better than that for joint A. This may be related to the punch force vs. punch-die relative

displacement pro�le for joint B, which has less nonlinear features in contrast to that of joint

A, and is therefore more suited to polynomial �tting. In support of this argument are Figures
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Figure 6.16: Comparison between experimental and simulated data. Training dataset: treat-
ment 8. Validation dataset: treatment 1. (a) Force vs. time, (b) Force vs. relative displace-
ment, (c) Relative displacement vs. time, (d) Relative velocity vs. time.
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Figure 6.17: Evaluation of simulation outputs for the model of joint B trained on treatment
8. (a) Punch force NRMSE. (b) Head height NRMSE. (c) Comparison between measured
and predicted head heights. V and T denote the setting velocity and motor current limit
respectively. Error bars on training and validation data show the repeatability based on
three standard deviations for �ve duplicate tests. The error bars on the x-axis denote the
tolerance on acceptable head heights typically used in industry.
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6.12 and 6.15, which indicate that the RMSE reduces faster with increasing polynomial order

for joint B. A better �t would result in a more accurate model of the behaviour of the joint.

6.4 Discussion

6.4.1 Joint model identi�cation

The predictive performance of the model for both joints A and B proves that the modelling

approach is valid for both joint con�gurations, and that the behaviour of these joints can be

suitably characterised by their force-displacement curves.

The current work serves as a basis for further veri�cation of the model identi�cation

method in modelling joints made with other materials, as well as mixed-material joints. A

potential challenge could be the strain-rate dependency of certain materials, for which the

assumption of a nonlinear sti�ness would not be adequate. In such a case, the use of a

restoring force surface model rather than a restoring force curve may be required, with the

inclusion of both relative displacement and relative velocity across the joint as independent

variables that determine the restoring force.

6.4.2 Pushback e�ect

In contrast to joint A, joint B did not exhibit any noticeable material `pushback' e�ects,

which was likely in�uenced by the material properties as well as the thickness of the material

coupons. Comparing Figures 6.18 and 6.19, di�erences in the response of the material stack

before the application of the full clamping load are observed.

(a) (b)

Figure 6.18: Comparison of images from a riveting cycle for joint A. (a) Start of rivet
insertion. (b) During rivet insertion, just before the engagement of the disc springs in the
clamping mechanism.
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(a) (b)

Figure 6.19: Comparison of images from a riveting cycle for joint B. (a) Start of rivet
insertion. (b) During rivet insertion, just before the engagement of the disc springs in the
clamping mechanism.

In a real production process, the deformation of the material away from the immediate

rivet insertion zone would have implications for the quality of the adjacent joints on the

larger structure. Conversely, the pushback e�ect may be more prominent when joining

material coupons, since these are unconstrained at the edges. The joining of larger and more

complex parts may yield a di�erent response as a result of the di�erence in geometry and

also constraint conditions that apply around the riveting zone, depending on the way the

parts are held in position. The impact of the pushback e�ect on the quality of the joint is

yet to be determined, and would be an area of interest relating to the design of SPR joints.

6.4.3 Limitations

The root mean square error is associated with the variance of the error, which means that

errors of a larger magnitude have a larger in�uence on its �nal value [113]. In contrast to an

alternative error measure, such as the mean absolute error, the root mean square error may

be seen as being unfairly weighted. On the other hand, the weighting of the root mean square

error is such that errors of a larger magnitude contribute more to the calculated measure than

smaller errors, thus it can be argued that an error measure which places harsher penalisation

on larger errors can provide a more critical assessment of model performance. The evaluation

of alternative error measures or other ways of quantifying the performance of the model may

be an area for further work.

With a maximum of �ve replicates per treatment, the sample size is considered small.

While the experimental data presented in this study generally appear to be repeatable, one

must bear in mind that all the rivets and materials used in the testing were taken from their

respective batches. Repeatable results obtained using consumables from the same batch
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are to be expected but are not necessarily a true re�ection of a production line, where the

material to be joined may come from di�erent batches, or suppliers. In other words, more

variability is expected in the joints produced on the production line. A related point is that

the parts joined on a production line are not in the form of the coupons used in testing. As

well as di�erences in geometry, the boundary conditions are unlikely to match; parts on an

automotive production line are often �rmly held in �xtures or clamped in place, while no

such constraints are implemented in laboratory tests. The implication is that the behaviour

of the joint may di�er depending on how they are constrained, especially if the constraint is

applied in proximity to the rivet insertion zone.

The aforementioned variability of the actual SPR processes and di�erences to the tests

performed in the laboratory may detract from the predictive accuracy of a model which is

trained on laboratory test data, and subsequently used to predict the outcomes of processes

on the production line. In order to address this quantitatively, the model would need to

be validated against the relevant data from site, such as the force-displacement curves for

each joint. One approach would be to identify the true force-displacement characteristic by

optically measuring the motion of the punch relative to the die, as was done in the current

study. However, while this is feasible in a laboratory it may not be on a typical production

line, where a high-speed camera may obstruct access to riveting locations or alternatively the

view of the camera may be obstructed by the robot or tooling. Large scale collection of high

quality data would require further thought and planning, but it is considered an essential

step towards understanding the true behaviour as well as the variation in real SPR joints.

Conversely, high-speed video data from production lines may not be necessary; the vari-

ability of the process can also be inferred from the measured head heights of the produced

joints, which would be much easier to obtain. Since the model is able to make predictions

for the head height, it would be possible to replace the relevant deterministic parameters

with stochastic ones in the model and quantify the resulting variability in the predicted head

height. Comparison between the predicted and measured head heights from the �eld would

provide insight into how well the model captures the variability in the process.

Stochastic parameters related to the riveting machine can be easily introduced to the

current model, but variability in the rivet, material and die lie outside its scope. An option

to improve the model could be to integrate FE simulations of the joining process with

the simulation of the riveting machine, which would enable the full riveting process to be

represented in greater detail. Furthermore, it would enable the assessment of how variations

in the geometry or the properties of the rivet and material a�ect the produced joint.

Regarding the modelling of the joint, certain force-displacement pro�les are more suited

to the polynomial �tting method. A better �t at the modelling stage equates to a model of
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the joint which more capably captures the characteristics of the process, and consequently

more accurate simulation results. One of the limitations of the current modelling approach

is that the polynomial �t may not be adequate for characterising all joint con�gurations,

particularly if the force-displacement pro�le contains sharp changes in gradient or highly

nonlinear features. Other approaches which could generate more suitable models of the joint

may be the use of piecewise polynomials, look-up tables, or other non-parametric methods.

The modular structure of the developed model means that variant submodels can be easily

implemented and assessed.

The levels of the motor current limit used in the investigation were chosen based on the

range over which the torque-current characteristic of the motor was known to be approxim-

ately linear, as well as in consideration of the typical range of values used in the real SPR

process. However, for the purpose of model validation, it can be argued that the levels were

not wide enough to warrant a signi�cant di�erence in the trained model. It may be worth

using more distinctive levels in future work to validate the performance of the model for

cases where the system is operated beyond the typical settings. It is also possible to identify

the torque-current pro�le of the motor experimentally, which would help to extend the range

of scenarios which the model can accurately predict.

6.5 Summary

This chapter has explained the steps taken to verify the model via custom simulation cases.

The simulated behaviour of the motion control, motor and setter was assessed in consider-

ation of the intended sequence of events in the mathematical model alongside the expected

velocity, displacement and motor current traces. The simulated responses of the C-frame

and clamping mechanism were veri�ed against the associated parameter values assigned in

the model. In addition, the convergence of the model solution was evaluated by checking the

calculated head height over various time step sizes.

The performance of the full model relative to the real system has been examined via

a series of training and validation scenarios. It has been seen that the setting velocity

associated with the training dataset for the model of the joint has a notable impact on the

predictive performance of the model. This is because the setting velocity determines to

a large extent how much of the force-displacement characteristic curve is mapped out for

subsequent use in model predictions. In contrast, the motor current limit and the C-frame

type associated with the training dataset have little e�ect on the predictive performance of

the trained model.

Model performance is quanti�ed using the NRMSE. In consideration of the process monit-
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oring and joint quality tolerances used by industry, excellent predictive accuracy is achieved.

The results highlight the performance of the model in predicting the e�ects of making various

changes to the system, including the type of C-frame, setting velocity, as well as the motor

current limit. This gives con�dence in its usage for subsequent model-based investigations.

In Chapter 7, a case study to explore the cycle time and energy consumption of the SPR

process is carried out. The cycle time and energy usage are key indicators of the productivity

and e�ciency of the process, hence are two of the most important quantities in the joining

industry. The case study serves to demonstrate the application of the model to solving

industry-relevant problems.
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Chapter 7

Case Study

7.1 Introduction

The cycle time of the SPR process refers to the time it takes to run through the sequence

of steps involved in creating a single joint, as visualised in Figure 1.1. More speci�cally, it is

the time elapsed between the start of the actuation of the punch and the moment at which

it is retracted to its start position following rivet insertion.

On high-volume production lines in the automotive industry, even a small reduction in

cycle time could have large implications for the overall productivity of the plant, assuming

that the SPR process is on the critical path of the full production process. Here, the critical

path refers to the sequence of processes which determines the overall productivity of a pro-

duction line. If a particular process is on the critical path, any delays or breakdown in that

process will delay the delivery of the �nal product. Likewise, a reduction in the time taken

by that process would enhance the productivity of the line.

While a shortened cycle time for the SPR process may improve productivity, it can

be associated with increased energy usage by the system. Energy expenditure and the

associated costs play a signi�cant role in the operation of any manufacturing facility. In a

survey of nearly 50 UK manufacturers conducted by E.ON [114], it was noted that the cost

of energy was the primary driver behind the energy policy of the large majority (78%) of the

participating companies, with over 90% looking to bring down their energy consumption.

This highlights the importance of assessing the energy demands of any proposed changes to

an existing process.

The current case study aims to investigate how the cycle time or the energy consumption

can be minimised by making changes to the system.

Two scenarios are considered:

135
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1. Assuming the SPR system is on the critical path, minimise cycle time to increase

productivity.

2. Assuming the SPR system is not on the critical path, minimise energy usage to reduce

costs.

7.2 Scenario 1: minimise cycle time

7.2.1 Method

The model of the SPR system was used to estimate the potential reductions in cycle time

achievable by changing the process factors: the sti�ness of the C-frame, the stroke o�set,

the motor current limit and the setting velocity.

The sti�ness of the C-frame exerts notable in�uence over the rivet insertion process, and

while it is not a changeable process parameter over the life of a given system, understanding

its in�uence on cycle time may aid the existing design process to better tailor a C-frame to

the range of joints it is anticipated to make.

Stroke o�set refers to the pre-de�ned distance between the end of the clamping mechanism

and the workpiece, prior to the start of a riveting sequence. A smaller o�set reduces the

travel distance of the punch and therefore the cycle time on subsequent riveting cycles.

Conversely, a larger o�set facilitates access and transitions between joining locations. Its

apparent in�uence on the cycle time made it a key parameter in the study.

The motor current limit controls the torque output of the motor during the rivet insertion

phase and is therefore an important parameter in relation to the quality of the joint. The

contribution of the applied torque in a predominantly inertia-based system is an understudied

area.

Given the nature of the inertia-based process, the setting velocity is one of the most

signi�cant process parameters to the quality of the produced joint as well as cycle time.

The stroke o�set, motor current limit and setting velocity were also parameters which

were easily con�gurable on a real system without redesigning the system. This meant that

the �ndings from the analysis could potentially be used to guide recon�gurations of existing

systems as well as new ones.

Test cases were set up with joint A as the chosen joint con�guration. Two levels of the

motor current limit, three C-frame types corresponding to distinctive sti�ness levels, and

three levels for the stroke o�set were de�ned, as shown in Table 7.1. The levels were selected

according to the functional con�gurations of existing SPR systems. For the motor current

limit, 50% represented a threshold level below which the ability of the system to maintain
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adequate velocity control up to the point of rivet insertion would be detrimentally a�ected.

100% was representative of the typical setting used in operation. The C-frame types 1, 2

and 3 represented the low, medium and high sti�ness C-frames in existence, corresponding

to e�ective sti�nesses of 13.7, 28.7 and 44 kN/mm respectively. The stroke o�set values 20,

40 and 60 mm were typical of those used on automotive production lines. The motivation

behind de�ning realistic values for each parameter was to investigate how a recon�guration

of existing systems may be used to reduce cycle time.

The underlying condition to be satis�ed was that the resulting joint should arrive at the

same �nal state across all the test cases. Hence, an optimisation problem was formulated to

determine the setting velocity that would produce a �ush head height. The setting velocity

was chosen as the only design variable, on which a constraint was placed such that the

maximum velocity was limited to 400 mm/s, corresponding to the operating limit on the

real test system. The absolute value of the predicted head height would be minimised for

each test case, in other words,

Objective : minimise |head height|

Constraint : 0 < setting velocity < 400mm/s

The optimisation algorithm is based on golden section search and parabolic interpolation

[115].

Table 7.1 shows the list of test cases for which the setting velocity was optimised.

7.2.2 Results

The model-predicted results for the setting velocity and cycle time are illustrated in Figure

7.1. The total force required to produce a �ush head height in joint A was 45 kN, this was

the predicted peak force in all test cases.

The stroke o�set has by far the largest in�uence on the cycle time. Reducing the stroke

o�set from 60 to 40 mm gives an average cycle time reduction of 12%. Likewise, changing the

stroke o�set from 40 to 20 mm yields an average of 14% reduction in cycle time. Since the

time taken to traverse a distance at constant velocity is proportional to that distance, existing

system con�gurations with large stroke o�sets have potential for signi�cant reductions in

cycle time by shortening the stroke o�set where practical.

For a given stroke o�set, the cycle time appears to be closely related to the setting ve-

locity: the larger the velocity, the shorter the cycle time. The appropriate setting velocity

depends on the con�guration of the system. A lower motor current limit requires an accord-
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Table 7.1: Test cases for the case study.

Test case Stroke o�set (mm) C-frame type Motor current limit (%)
1 20 1 50
2 20 1 100
3 20 2 50
4 20 2 100
5 20 3 50
6 20 3 100
7 40 1 50
8 40 1 100
9 40 2 50
10 40 2 100
11 40 3 50
12 40 3 100
13 60 1 50
14 60 1 100
15 60 2 50
16 60 2 100
17 60 3 50
18 60 3 100

ingly higher setting velocity in order to produce a �ush head height in the joint. Similarly,

a more compliant C-frame requires an increase in the setting velocity, and vice versa.

With a view to reduce the cycle time, the problem is equivalent to maximising the setting

velocity without compromising the head height of the resulting joint. This is attainable by

selecting a C-frame of lower sti�ness and reducing the motor current limit. Figure 7.1 shows

that for a stroke o�set of 20 mm, switching from C-frame 3 to 1 and changing the motor

current limit from 100% to 50% would enable the setting velocity to be increased from 185

to 250 mm/s, resulting in a 10% reduction in cycle time. This could constitute a signi�cant

improvement in high-volume production scenarios.

7.3 Scenario 2: minimise energy consumption

7.3.1 Method

In this scenario, the primary concern was the energy usage of the system rather than the

cycle time. Thus the problem was reframed to identify the con�guration which yielded the

lowest energy expenditure per cycle, without detriment to the resulting joint. Since the

test cases from scenario 1 covered a broad range of system con�gurations, they were equally
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Figure 7.1: Predicted cycle time vs. setting velocity optimised to achieve a �ush head height.
Marker size represents the level of the motor current limit during rivet insertion, small: 50%
limit, large: 100% limit. Marker labels denote the type of C-frame: 1, 2, and 3 correspond
to C-frames with e�ective sti�ness values of 13.7, 28.7 and 44 kN/mm respectively.

applicable for scenario 2, only the perspective of the analysis was adjusted to focus on energy

consumption.

7.3.2 Results

The total electrical energy consumed by the modelled system over the course of a riveting

cycle was computed from the time integral of the DC bus power. It was assumed that no

energy was recovered from the braking phases of the motion sequence, in accordance with the

con�guration of the real system. The predicted energy consumption is presented in Figure

7.2.

The stroke o�set is seen to have a substantial impact on the energy consumption of the

system. Decreasing the stroke o�set from 60 to 40 mm yields an average reduction of 8%

in the energy usage, and from 40 to 20 mm the reduction is 9%. The results suggest that

shortening the stroke o�set is an e�ective way to reduce energy usage.

For a given stroke o�set, the test cases which have the most contrasting energy con-

sumption are those at either end of the velocity scale. A di�erence of 6% is noted between

the energy usage at 185 and 250 mm/s. Although energy consumption appears to be posit-

ively correlated with setting velocity, the relationship is not monotonic, which could be an

indication of interaction e�ects between the setting velocity, the motor current limit, and
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Figure 7.2: Predicted energy consumption vs. setting velocity optimised to achieve a �ush
head height. Marker size represents the level of the motor current limit during rivet insertion,
small: 50% limit, large: 100% limit. Marker labels denote the type of C-frame: 1, 2,
and 3 correspond to C-frames with e�ective sti�ness values of 13.7, 28.7 and 44 kN/mm
respectively.

the C-frame sti�ness. These factors determine the work done by the motor torque and the

recovery of energy due to springback of the C-frame, which in�uence the energy pro�le of a

cycle.

A more detailed breakdown of the energy consumption is provided in Figure 7.3(a) and

(b), corresponding to the simulated test cases at setting velocities of 185 and 250 mm/s

respectively, for a �xed stroke o�set of 20 mm.

Einput represents the total energy consumption of the system. The initial rising slope in

Einput corresponds to the forward acceleration phase of the process, which is more prominent

in Figure 7.3(b) than in Figure 7.3(a) due to the longer acceleration required to reach the

higher setting velocity. In both cases, kinetic energy (Ekinetic) makes up a sizeable portion of

the total input energy while the system is in motion. On rivet insertion, energy is dissipated

in the plastic deformation of the joint, shown by the increase in Ejoint. Strain energy (Estrain)

is stored due to the elastic deformation of the components of the riveting system, which is

subsequently recovered after rivet insertion. The energy dissipated due to friction (Efriction)

is seen to be a major constituent of the total energy consumption, and larger frictional losses

are incurred at a higher setting velocity.

Ew.regen is the predicted energy consumption of an equivalent process which has regen-
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Figure 7.3: Simulated energy vs. time, breakdown of components of the total energy con-
sumption of the process. (a) Setting velocity: 185 mm/s. (b) Setting velocity: 250 mm/s

erative systems in place for energy recovery. During the controlled deceleration of the rivet

setter, the motor acts as a generator and the kinetic energy of the system is converted into

electrical energy. Ew.regen is calculated on the assumption that this regenerated energy is

stored in a supercapacitor bank such that the overall energy expenditure of the SPR system

is reduced.

In the real system, the regenerated power is not stored but is instead dissipated as heat

via a braking resistor. Therefore the di�erence between Einput and Ew.regen gives an idea of

the potential saving in energy if regenerative braking were implemented. Based on simulated

results in Figure 7.3(a) and (b), the recoverable energy would be approximately 25% of the

total energy consumption of a cycle without regenerative braking. This is a signi�cant

amount and is suggestive that the energy e�ciency of the process can be notably improved

with the integration of regenerative systems.

In the context of a large automotive plant, where the total number of SPR joints made

may reach hundreds of millions per year, a reduction of 25% in the energy consumption of

the SPR systems would have a non-trivial impact on the carbon footprint as well as the

running costs of the facility. Although typically in high volume production, a shorter cycle

time may be weighted more favourably than a lower energy consumption, a more energy-

e�cient approach may be preferred if the scheduling is such that the cycle time of the SPR

system does not directly a�ect the wider manufacturing process.
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7.4 Discussion

Via the case study, the model has been demonstrated as a capable tool for predicting the

e�ects of making changes to the system, be it physical con�gurations or control settings, on

the performance of the system. In industry, the head height and cycle time are two of the

most important indicators of the performance of the process, hence the outputs of the model

are intuitive to the end-users of SPR systems. The ability to predict the head height of the

resulting joint could have substantial impact on the existing work processes within industry;

the purpose of testing would be transformed from exploration to one of validation, and the

number of experiments carried out would be considerably reduced.

7.4.1 Implications on joint quality

What is not apparent from the analysis so far is whether the robustness and performance

of the joint, in terms of the static or fatigue strength, would be a�ected by the choice

of process parameters, in particular at elevated setting velocities. While the predicted head

heights suggest that distinctive process parameter sets may lead to the same resulting joint in

terms of head height, the simulated response of the system at the machine-joint interface are

markedly di�erent, as illustrated in Figure 7.4. This suggests that the response of the system

at the riveting interface depends strongly on the conditions associated with each process,

which also implies that there may be di�erences in the actual joints that are unaccounted

for by the current modelling approach.
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Figure 7.4: Simulated relative velocity vs. time during rivet insertion, e�ects of setting
velocity V and C-frame sti�ness Kc. Relative velocity is the velocity of the punch relative
to the die, i.e. the velocity across the riveting interface.
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In the case study, process parameters have been found with the intention of bringing

the produced joints to a common �nal state in terms of the head height. The combination

of simultaneously changing the setting velocity, motor current limit and the sti�ness of the

C-frame has not been addressed in published literature. There are, however, several studies

which deal with the e�ects of setting velocity on the joint.

In an experimental study, Li et al. [15] noted a correlation between the head height

and the T-peel strength of the SPR joint, and also between the interlock and the lap shear

strength. Since the setting velocity was observed to have a large in�uence on both the head

height and the interlock measurements, it was clear that the setting velocity had a substantial

e�ect on the strength of the joint. In [23] Wang et al. investigated SPR joints made using a

gunpowder-actuated system, which reached setting velocities of exceeding 5 m/s. The joints

made were said to exhibit less variability and better lap-shear strength than those made

with a hydraulic system. In their study of SPR with solid rivets as opposed to semi-tubular

ones, Jäckel et al. [29] suggested that larger �ow stresses would result from the higher strain

rates at tool velocities of 5 to 10 m/s. The material may undergo both strain rate-dependent

hardening and temperature-dependent softening during rivet insertion, which implied that

there may be interactions between the two e�ects.

The published literature suggests that the setting velocity and therefore the strain rate

can have signi�cant e�ects on the form of the produced joint and its performance under

load. Conversely, the range of strain rates in conventional inertia-based servo systems is

much lower than those used in the referenced studies. Whether the typical range of strain

rates seen on conventional SPR systems can have a substantial impact on the quality and

the robustness of the process is an avenue to explore in future work.

7.4.2 Further implications

The implications of increased setting velocities on the life of the equipment is another area

of interest. While the test cases in the current study were not predicted to generate larger

process forces than the existing process, the increased setting velocities may a�ect the life of

the belt drive, the roller screw mechanism, and other subsystems involved in the actuation

of the punch.

In the simulations, in order to maintain the peak process forces at the same level, the

sti�ness of the C-frame was reduced in relation to the increase in the setting velocity. This

is easily implemented in the model, but in practice, reducing the sti�ness of a C-frame may

involve targeted removal of material from the structure. The impact of such changes on the

behaviour of the C-frame and also the quality of the produced joint may be worth considering



144 CHAPTER 7. CASE STUDY

in further work.

A related point is that alongside sti�ness considerations, C-frames are designed with

access in mind. The location of a joint on a given assembly largely determines the required

height and depth of the throat of the C-frame, hence the geometry of the C-frame is not

as freely con�gurable as the other process parameters. These dimensions also in�uence

the mechanical properties of the C-frame; a C-frame with a large throat size may be more

compliant than a smaller, more compact C-frame. Consequently, it may be argued that a

C-frame corresponding to a given joint location can only take a certain form, and that this

restricts its e�ective sti�ness to within a speci�c range.

On the other hand, in view of these limitations the current work may serve as the impetus

for a revolution in the design of the C-frame such that its e�ective sti�ness can be modi�ed

to suit di�erent objectives throughout its operational life. An adjustable-sti�ness C-frame

could allow the optimisation of the cycle time for a wide range of joints, or alternatively it

could facilitate the reduction of energy consumption.

7.4.3 Assumptions

An assumption made in the study was that torque-current characteristic of the motor was

linear. The true characteristic exhibits nonlinearity due to magnetic saturation. With the

onset of saturation, more current would be required in order to generate the same level of

torque, which means that more energy would be used. Although the assumption of linearity

was an adequate approximation for the levels of motor current considered in the current

work, changing the motor current limit to beyond the linear region may lead to unexpected

results in terms of the predicted joint quality. Therefore, for future analyses which examine

the performance of the system under more demanding motion pro�les, a higher �delity model

of the torque-current relationship should be obtained.

7.5 Summary

Via a model-based case study, the work in this chapter has presented the potential bene�ts

of making selected changes to the SPR system, either in terms of minimising cycle time or

energy consumption.

For di�erent settings of stroke o�set distance, C-frame type and motor current limit, the

appropriate setting velocity to achieve a �ush head height was determined via optimisation.

It was found that the cycle time could be minimised by minimising the stroke o�set and

e�ectively maximising the setting velocity. Choosing a C-frame of lower sti�ness and reducing
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the motor current limit enabled the setting velocity to be increased to this end. Switching

from C-frame 3 to 1, and reducing the motor current limit from 100% to 50% could potentially

yield a 10% reduction in cycle time. While the impact of reducing the stroke o�set on the

cycle time reinforces existing understanding of the process, the minimisation of cycle time

via tailored changes to a combination of factors constitutes a new contribution to knowledge.

This has been possible only via a model-based analysis of the full SPR system.

Regarding the minimisation of energy consumption, results suggested that minimising the

stroke o�set, choosing a C-frame of high sti�ness and increasing the motor current limit could

enable a lower setting velocity to be used, which could minimise the energy consumption of

the system without detrimentally a�ecting the quality of the produced joint. Further energy

savings could be realised by incorporating regenerative systems into the process; simulated

results suggest that as much as 25% reduction in the energy expenditure may by achievable.

The case study has considered the e�ects of changing selected factors which are either

readily modi�able or customised as part of the design process for real systems. It may be

thought of as a prelude to a more comprehensive sensitivity analysis which investigates how

all the factors in the model a�ect the outcomes of the simulated process. The following

chapter delves into this exact topic.
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Chapter 8

Sensitivity Analysis

8.1 Introduction

Sensitivity and uncertainty analysis are techniques which provide an assessment of the in�u-

ence of model inputs on the output, as well as how uncertainties are propagated through the

model. In this chapter an introduction to the di�erent types of sensitivity analysis is given,

then the theory behind the analysis methods used in this study are described. Following

that, the practical uses of sensitivity analysis methods are demonstrated via two examples:

1. Design exploration � to identify feasible changes to the system to improve the perform-

ance of the system

2. Uncertainty propagation � to understand how the uncertainties in the process inputs

contribute to the variability of the produced joints

8.1.1 Literature review

Sensitivity analysis is a broad term which encompasses a host of di�erent methods. The

appropriate method to take depends on the goal of the analysis. One of the purposes of

sensitivity analysis is to `stress' the model to check its robustness when handling extreme or

unusual input values.

In local sensitivity analysis the inputs to a model are varied around a nominal value. It

is a one-at-a-time (OAT) method, in which the e�ect of a single parameter on the model

output is evaluated with each analysis run. This method is derivative-based, i.e. the e�ect

of a parameter is quanti�ed via the partial derivative of the cost function with respect to

the parameter. The approach of adjusting one parameter at a time is intuitive and the

results are easy to interpret, which is what perhaps gives it a dominant presence in the body

147
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of published literature relating to sensitivity analysis [116]. However, the inadequacies of

OAT methods are highlighted in [117], which lists the inability to identify interaction e�ects

between parameters, insu�cient exploration of the input space, etc. as evidence that a global

approach to sensitivity analysis is necessary.

In contrast to local sensitivity analysis, global sensitivity analysis (GSA) examines the

sensitivity over a larger domain by using inputs that are sampled across the full design space.

This approach does not involve calculation of derivatives and is therefore suitable for complex

models with nonlinearities. GSA can make use of either OAT or all-at-a-time strategies.

The latter is where all inputs are simultaneously varied, which o�ers the advantage of better

characterising the interactions between inputs, but at the expense of higher computational

costs. Common types of GSA methods include correlation and regression analysis, the Morris

screening method [118], the Sobol' method [119], etc.

Correlation and regression analysis methods derive measures of sensitivity from statist-

ical analysis of the input and output samples. Coe�cients such as the Pearson correlation

coe�cient and the partial correlation coe�cient are useful for cases with a strong linear

input-output relationship. In the case of nonlinear but monotonic relationships, the Spear-

man rank correlation coe�cient or partial rank correlation coe�cient are more suitable. On

the other hand, such methods, can be unsuitable for highly nonlinear or non-monotonic

input-output relationships [120].

The Morris screening method, also known as the Elementary E�ects method, calculates

sensitivities based on the perturbations in the output for multiple combinations of input

levels. From one set of input values to the next, only the value of a single factor is changed,

hence each individual perturbation in the output re�ects a local sensitivity. However, the

mean of the perturbations constitutes a measure of global sensitivity. The Morris screening

method can be used to identify input factors which have negligible e�ects, linear e�ects, as

well as nonlinear or interaction e�ects [121]. The Morris screening method will be examined

in detail in Section 8.2.1.

The Sobol' method is a variance-based method. A variance-based sensitivity analysis

quanti�es how uncertainties in the inputs of a model a�ect its outputs. Via this approach,

the input parameters are considered to be stochastic and each associated with a probability

distribution. This distribution, when passed through the model, gives an output distribution,

the variance of which is assumed to be representative of the output uncertainty. Variance-

based methods are commonly realised using Monte Carlo simulations.

The e�ects of parameters on the model output are quanti�ed using sensitivity measures

or indices. Also referred to as Sobol' indices [119, 122], variance-based indices consist of the

main e�ect index and the total e�ect index . The main e�ect index is the variance of the main



8.1. INTRODUCTION 149

e�ect for a given parameter, and is indicative of the potential reduction in the uncertainty

of the model output if the true value of the parameter is known. The total e�ect index is

the variance due to a particular parameter and its interactions, and represents the variance

that would remain if the true values of all other parameters are known. The underlying

idea is that gaining knowledge of an input parameter's true value would reduce the overall

variance of the output, since that parameter's contribution to the output variance would

become zero. For each input parameter, its percentage contribution to the output variance

can be determined which then allows the parameters to be ranked in order of importance.

Further details on variance-based methods will be provided in Section 8.2.2.

In addition to the aforementioned methods, an alternative is metamodelling, where a

surrogate model is created which is computationally cheap yet captures the relationship

between the inputs and the outputs of the original high-�delity model. The surrogate model

may also be referred to as a metamodel or emulator. The emulator can be computationally

cheaper to run than the model, and can be used to derive the main e�ects, interaction e�ects,

and the contribution of each input towards the output variance. GEM-SA [123] is a software

tool which builds an emulator of a model. The Bayesian approach used in the software is

said to be more e�cient than conventional Monte-Carlo methods, in the sense that much

fewer sample points are needed to build the emulator.

Studies which have examined the sensitivities of the SPR process are few in number.

In [28], Mucha used FE simulations to evaluate the impact of changing the geometry of

the die on the appearance of the produced joint. Five di�erent die designs were included

in the study, where the di�erences between one die and the next appeared to be restricted

to a single feature. The approach taken was essentially a OAT method where one factor

was varied at a time, which meant that conclusions could only be made about the e�ects of

changing individual features, rather than interaction e�ects between the features as well.

The work by Jäckel et al. [26] assessed the e�ects of the die geometry on the resulting

joint via DOE and numerical simulation. Five features of the die were investigated: die

depth, diameter, angle, height of the pip and diameter of the pip. From the results the

authors were able to quantitatively assess the importance of each parameter on the interlock

of the joint as well as the other measures, such as the risk of damage (i.e. cracking) in

the material. A second sensitivity analysis was also performed to study the in�uence of the

properties of the material on the joint.

Other works of relevance are experimental rather than numerical. Fu and Mallick [25]

performed an experimental investigation of the e�ects of six process parameters on the

static and fatigue strength of SPR joints. The parameters were: sheet thickness, rivet

diameter, rivet length, rivet hardness, rivet coating and the pip height of the die. The
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relative contributions of each parameter to the static and fatigue strength of the joint were

obtained via analysis of variance.

In the experimental study by Ma et al. [16], four factors were assessed with respect to

their e�ects on the rivetability and strength of SPR joints: rivet hardness, rivet length, die

width and the pip height of the die. The experiment design indicated a OAT approach.

Overall, it can be noted that GSA methods have not been rigorously applied to SPR

systems. The studies that have used statistical methods to quantify the e�ects of parameters

have focused solely on factors directly related to the rivet, material or die. The current work

is therefore a new contribution to knowledge in considering the scope of the full riveting

system.

In the examples from the wider literature on metal forming and joining processes such as

[53, 51, 52, 55, 46], as previously mentioned in Section 3.2, the sensitivities of the processes of

interest were explored using experiment designs involving a relatively small number of sample

points. In contrast, GSA would o�er a more comprehensive exploration of the parameter

space. One of the underlying challenges of carrying out a variance-based sensitivity analysis is

the computational cost of the problem. Performing many runs with high-�delity models can

become prohibitively expensive. This leads onto the topic of method selection for sensitivity

analysis, which must take into account the complexity of the model as well as the aims of

the investigation.

8.1.2 Method selection

Regarding the SPR system, the key questions to be answered were:

1. How might the design of the system be improved or optimised? Which parameters

have the largest impact on the performance of the system?

2. For a given joining operation, what is the largest source of variation on the performance

of the system? Which parameters, with their associated uncertainties, is the output of

the system most sensitive to?

The �rst question was an exercise in design exploration and optimisation, to which the GSA

approach was well-suited. While the second question related to uncertainty analysis.

GSA methods can be put into three main categories: screening, regression and variance-

based methods. Screening methods are commonly accepted as qualitative, while variance-

based methods are quantitative, meaning they provide a sensitivity index which can be

interpreted in terms of the variance decomposition, i.e. how much of the variance in the

output is due to a particular factor. Variance-based methods are particularly relevant for
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the assessment of how uncertainty in model parameters can a�ect the output of the SPR

model. Provided that the model is a high-�delity representation of the real system, the results

would give insight into how variations in the system may a�ect the produced joint. Variability

of the SPR process arising from manufacturing tolerances or �uctuations in environmental

conditions have not been studied in the published literature, yet are known to in�uence the

performance of the systems within industry.

In the published literature, a variety of problems have been tackled using di�erent GSA

methods, where the selection of the most appropriate method depended on the complexity

of the model and the goals of the analysis. For models with a small number of parameters

or a low running time, variance-based methods were directly implemented [51, 124]. For

models with a large number of parameters or high computational cost, the approach was to

�rst simplify the problem by either creating a metamodel or by screening out insigni�cant

parameters, and then perform a variance-based analysis [125, 126, 127, 128, 129].

Regarding metamodelling, there are uncertainties associated with the evaluations made

using the metamodel at points away from those used in building the metamodel. Iooss et al.

[121] highlighted concerns relating to metamodel-related methods, such as the dependency

of the quality of the metamodel on the experimental design, as well as the validation of

the metamodel. While the metamodel may come close to the predictive performance of the

high-�delity model, some error is inevitable, which may in�uence the interpretation of the

results of the sensitivity analysis. For these reasons, the metamodelling approach was not

taken forward in this study.

To facilitate the selection of analysis methods, several useful aids exist in the form of

diagrams, decision tables and classi�cation charts thanks to various authors, some examples

of which are found in [130], [121] and [131].

In the present study, the simulation time per run of the SPR system model was less

than a minute, and the number of parameters in the model was between 20 and 100. Based

on the aforementioned decision aids the Morris screening method was an appropriate �rst

choice. Following screening, a variance-based method was suitable in the second stage of the

analysis.

A screening analysis followed by a variance-based method is a robust approach to ad-

dressing complex models with large numbers of parameters. The screening stage identi�es

parameters whose contribution to the output of interest is negligible, such that they may be

excluded from further analyses. This allows a more targeted analysis to be carried out using

variance-based methods, which provides further insights into the relative contributions of

each parameter. This is the recommended approach in [130] and [132]. Furthermore, even

in the event that the variance-based results do not fully converge on the true sensitivities,
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conclusions can still be made about the relative importance of the parameters based on the

outcomes of the screening analysis. Various works have shown that the Morris screening

method o�ers a suitable qualitative approximation of the sensitivities obtained via the more

comprehensive variance-based method [133, 134, 135].

8.2 Theory

8.2.1 Elementary E�ects method

The Elementary E�ects (EE) method is also known as the Morris screening method. It

is a computationally e�cient way of identifying the input factors to the model that have

negligible, linear, and nonlinear or interaction e�ects on the model output [121].

The basis of the method is the elementary e�ect, which is an approximation of the local

sensitivity of a parameter. Consider a model with a total of k independent input factors X

(denoted Xi, i = 1, . . . k), and output Y . The elementary e�ect of the ith input parameter

is calculated via:

EEi =
Y (X1, X2, ...Xi + ∆i, ...Xk)− Y (X1, X2, ...Xi, ...Xk)

∆0

(8.1)

Where ∆i is the change in the value of the ith input factor. For a parameter with a

uniform distribution, ∆i is de�ned as:

∆i = ∆0(Upper bound− Lower bound) (8.2)

∆0 is a value in the range [0, 1]. Saltelli et al. [132] recommends a value of ∆0 =

l/(2(l − 1)), where l is an integer number of levels chosen by the analyst, into which the

input space of all parameters is to be discretised.

Note that in Equation 8.1 the numerator indicates how much the model output changes

due to a speci�ed change in the ith input factor, and in dividing the numerator by ∆0 the

calculated EEi becomes a measure of the actual change in the model output per percentage

change in the ith input factor. The larger the magnitude of EEi, the more in�uential the

ith input factor is said to be.

EEi is essentially a local derivative approximation. A more global measure of sensitivity

can be obtained by averaging over multiple local derivative approximations. The sequence

of steps is as follows:
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1. The parameters of interest are assigned a range and distribution. Assuming all para-

meters to be scalar, they may be considered as components of vector X. Let k be the

total number of parameters.

2. An increment ∆0 is chosen according to the speci�ed number of discretisation levels l.

3. Each parameter is sampled randomly over the discretised levels. The samples constitute

a vector of base values: x∗.

4. One or more components of x∗ is incremented by ∆i. The resulting vector is x(1), the

�rst sample at which the model will be evaluated at.

5. The second sample is generated by incrementing or reducing one randomly selected

component in x(1), i.e. x(2) = x(1) + ei∆i or x
(1) − ei∆i, where ei is a vector of zeros

of the same dimensions as x(1) but with a value of 1 in the ith element, where i is

randomly selected. Regarding the increment or reduction of the ith component, only

the operation which gives a value within the pre-de�ned range for each parameter is

permitted.

6. The third sample is generated by incrementing or reducing one randomly selected

component in x(2), but this selected component must not have been selected before.

7. Further samples are selected in a similar fashion until x(k+1) is obtained. Within the

set of k + 1 samples, the value of each parameter should have been changed once. For

a two or three-parameter problem, the samples can be plotted and connected with a

straight line between each point. The resulting pro�le is referred to as a trajectory,

and is a way of visualising the coverage of the input space. The same idea also applies

for problems with more than three parameters.

8. The steps from 3 to 7 are repeated r number of times, producing r di�erent trajectories.

More trajectories generally lead to better coverage of the input space. The total number

of samples is therefore r(k + 1).

9. The model is evaluated for all the generated samples, which may be thought of as

being in groups corresponding to the trajectory to which they belong. Assume a scalar

output is obtained per model evaluation.

10. On the jth trajectory, the ith component of all the samples corresponds to an input

parameter. The elementary e�ect associated with that parameter is determined from
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the model outputs at the two consecutive samples where the value of the ith parameter

is changed. In mathematical form, this is expressed as:

EEj
i (x

(l)) =
Y (x(l+1))− Y (x(l))

∆0

(8.3)

Where l is in the set {1, . . . k}, and assuming that x(1) is incremented to x(l+1). If

instead a decrement was implemented, the calculation for the elementary e�ect is:

EEj
i (x

(l)) =
Y (x(l+1))− Y (x(l))

−∆0

(8.4)

11. Step 10 is repeated for all r trajectories, resulting in r elementary e�ects for each

parameter.

12. Three sensitivity measures for each parameter are calculated using:

µi =
1

r

r∑
j=1

EEj
i (8.5)

µ∗i =
r∑
j=1

∣∣EEj
i

∣∣ (8.6)

σ2
i =

1

r − 1

r∑
j=1

(EEj
i − µi)2 (8.7)

Each trajectory generated in the input parameter space yields one elementary e�ect per

parameter, hence each trajectory can be considered as sampling once from k distributions

which encode the sensitivity behaviour associated with each of the k input parameters. Gen-

erating r trajectories is equivalent to randomly sampling r times, thus giving r elementary

e�ects for each parameter. The mean and variance of the elementary e�ects quantify the

sensitivity behaviour for the associated parameter.

The sample size depends strongly on the chosen method of sensitivity analysis and

sampling technique. For the EE method, the number of samples are in the order of 10

times the number of inputs [132].

While it appears to be an extended version of the local derivative-based approach or

OAT sampling, the trajectory design is able to overcome the limitations of OAT designs by

exploring the entirety of the input space. In the event that a particular trajectory leads to

unstable behaviour of the model, a sample point rather than the full design can simply be

changed to one that the model handles better. Since each trajectory is independent to one
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another, trajectories may be replaced without invalidating the analysis.

In the current study, the trajectory design is initially chosen for ease of implementation

and post-processing. The exact method used is as described in [134].

The software SimLab version 2.2.1 was used to set up and perform the sensitivity analysis.

For more details on the software, readers are referred to [135].

8.2.1.1 Interpretation of the sensitivity measures

Two sensitivity measures are of particular interest:

� µ∗, the mean of the magnitude of the elementary e�ects. This represents the individual

e�ect of an input parameter on the model output

� σ, the standard deviation of the elementary e�ects. This represents the combined e�ect

of the input parameter due to nonlinear behaviour or interaction with other inputs,

since a larger variance is suggestive of stronger dependence on the values of other

parameters in the model

These provide a quantitative measure of the importance of a parameter relative to the others.

Parameters with larger µ∗ and σ are considered as having a larger e�ect on the output of

the model, and vice versa. The parameters can therefore be ranked based on their relative

in�uence on the model output.

In the published literature, a commonly made point is that the EE method is useful

in identifying non-in�uential parameters, but no de�nite criteria is mentioned regarding

what is considered in�uential or not. Qualitative assessment appears to be the dominant

approach when it comes to selecting the parameters to be �xed in value on subsequent

sensitivity analyses. In [135] it is mentioned that the EE method o�ers qualitative measures

of sensitivity, rather than a quantitative evaluation of how much more important one factor

is compared to another.

In the work by Morris [118], it is noted that whether a parameter is considered important

or unimportant depends on the context of the problem, as well as the physical meaning behind

the average change in the model output due to a change of ∆ in the parameter of interest.

An example EE plot is shown in Figure 8.1, in which labels indicate the interpretation

of µ∗ and σ values depending on their location on the graph.

Consider a hypothetical case where two parameters A and B have similar values of σ, but

µ∗ for parameter B is twice as high as that of parameter A. It implies that a given percentage

change in parameter B would incur twice the amount of change in the model output than

the same percentage change in parameter A would. Parameter B can be said to be twice as

important as parameter A.



156 CHAPTER 8. SENSITIVITY ANALYSIS

μ*

σ

Non-influential

Strongly influential
(non-interacting)

Strongly influential
(interacting)

Slightly influential

Figure 8.1: Illustration of the relative importance of parameters according to the location
of their associated µ∗ and σ values. Each point represents a parameter. Larger µ∗ indicates
stronger individual e�ects, while larger σ signi�es stronger interaction e�ects, and vice versa.

It is clear that the computed sensitivity measures depend heavily on the distributions

assigned to the parameters, since these determine the magnitude of ∆i, or the sampling step

by which the ith parameter is changed. Therefore, the designated distributions should be

tailored to each unique problem to be addressed.

8.2.1.2 Limitations

While the sensitivity measures give an indication of the relative importance of the paramet-

ers, no further information is obtained about the interactions between them. The magnitude

of the interactions are not quanti�ed via the EE method. This prompts the use of another

method, possibly variance-based, in order to identify the nature of the interactions and

quantify their contribution to the output.

8.2.2 Variance-based method

Following on from the screening analysis, the subset of parameters identi�ed as being unim-

portant are neglected in further analysis. The problem then becomes su�ciently simpli�ed to

be analysed via a more insightful, but computationally demanding approach: the variance-

based method. This method sheds light on how variability in di�erent parts of the system

can a�ect the outcomes of the process.

Since the purpose of uncertainty analysis is to understand how much the variance in a

given parameter contributes to the overall variance in the output, the parameters are de�ned

with an updated set of distributions which represent the uncertainty in the system, due to

manufacturing tolerances, variability in the dynamics of the system, or lack of knowledge.

By quantifying the uncertainty this way, the parameters with the largest contribution
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to the uncertainty of the output are identi�ed. This can then be the basis of future assess-

ments regarding the feasibility of reducing the uncertainty in the most in�uential parameters

such that the most substantial reductions in the uncertainty of the process output can be

minimised. This approach is also referred to as `factor prioritisation' [135].

An interesting application of variance-based methods is to determine the minimum num-

ber of parameters that should be �xed in order to achieve a speci�ed reduction in the

variability of the output, i.e. `variance cutting' [135]. Fully eliminating uncertainty in a real

process is impossible, `variance cutting' takes a more realistic approach of targeting a level

of variability that is considered acceptable and identifying the least amount of change that

would be required to achieve it.

Sobol' indices are sensitivity measures which provide the information of interest, and can

be computed using Monte Carlo methods.

8.2.2.1 Sobol' indices

In [119], Sobol' proposed that the sensitivity of a function to an input factor could be

characterised from the variances of the function evaluated over the distribution of the factor

in question. The paper considered the case of grouping variables into two subsets, and

determining the sensitivity of a function to those subsets. The idea of the sensitivity index

was consolidated in [122]. It was noted that all �rst order indices were non-negative, and

could be used to rank the input factors in order of importance provided that interaction

e�ects did not dominate.

The method used in the current study is that described by Saltelli in [132]. Saltelli's

method is an improved version of the Sobol' method, with the advantage of requiring much

fewer model evaluations to obtain the sensitivity indices.

8.2.2.2 Main and interaction e�ects

Consider a given model where the model output y is a function of k independent random

variables, in other words:

y = f(x1, x2, ...xk) (8.8)

The function f can be expanded into terms of increasing dimensions:

f = f0 +
∑
i

fi +
∑
i

∑
j>i

fij + ...f1,2,...k (8.9)
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Where fi = fi(xi) and fij = fij(xi, xj), which means that each term in the expanded

equation is a function of its associated indices only, as denoted by the subscript.

Assuming that the mean of each term is zero, and all terms are orthogonal in pairs, the

conditional expectation of the output can be determined. The �rst three terms are shown

as follows:

f0 = E(y) (8.10)

fi = E(y|xi)− E(y) (8.11)

fij = E(y|xi, xj)− fi − fj − E(y) (8.12)

To compute E(y|xi), the xi domain is divided into slices, and the average value of (y|xi)
in each slice is obtained.

The variance of the conditional expectation, or V [E(y|xi)], represents the variance in the

model output due to the uncertainty in xi and is thus a measure of sensitivity. Subsequently

dividing this variance by the total variance in the model output gives the proportion of the

variance in the output that is attributable to the uncertainty in xi. This is also known as

the �rst order index or main e�ect index (MEI):

Si =
V [E(y|xi)]
V (y)

(8.13)

The MEI describes the main e�ect of the associated parameter. It can be thought of as

the expected reduction in the variance of the output if the ith input is �xed.

In addition to the main e�ects of individual parameters, the interaction e�ects between

parameters are also of interest. The total variance in the output can be decomposed into

the sum of main e�ects and interaction e�ects:

V (y) =
∑
i

Vi +
∑
i

∑
j>i

Vij + ...+ V1,2,...k (8.14)

where

Vi = V [fi(xi)] = V [E(y|xi)] (8.15)

Vij = V [fij(xi, xj)] = V [E(y|xi, yi)]− V [E(y|xi)]− V [E(y|xj)] (8.16)

Vi is the MEI as mentioned before. Vij is the second order e�ect, which is the joint

e�ect of both xi and xj without their individual main e�ects. The interaction e�ects can be

thought of as the sum of all terms on the right-hand side of Equation 8.14 apart from Vi.
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Equation 8.14 can be divided through by V (y) to obtain:

1 =
∑
i

Si +
∑
i

∑
j>i

Sij + ...+ S1,2,...k (8.17)

From Equation 8.17 it is seen that in the absence of interaction e�ects, the sum of all

main e�ects would come to one.

The total e�ect index (TEI), or ST i, is de�ned as the contribution from the speci�ed

input factor and all its interactions with other factors.

STi =
E[V (y|x∼i)]

V (y)
= 1− V [E(y|x∼i)]

V (y)
(8.18)

The term x∼i denotes all the input factors apart from the ith.

The di�erence between the TEI and the MEI for a given factor is a measure of how much

that factor interacts with other factors. A factor which has a TEI of zero has no in�uence at

all on the output, it is therefore a useful measure for factor �xing purposes. The sum of the

TEIs for all input factors will generally exceed 1, unless no interaction e�ects are present, in

which case the model is said to be `additive'. For a perfectly additive model, the sum of all

TEIs is exactly 1, as is the sum of all MEIs.

8.2.2.3 Computation

Details on the computation of the MEI and TEI are explained in [132], in which a Monte

Carlo based procedure is used. The sequence of steps is summarised as follows:

1. Generate a matrix of random values of size (N ,2k) and split this into two matrices

A and B, each of size (N ,k). N is referred to as the base sample, and k is the total

number of input factors. Discussion on the choice of N is given in Section 8.2.3.

2. Create a matrix Ci, which is the same as B except the ith column is taken from the

ith column of A.

3. Evaluate the model using A, B and Ci as inputs, such that three output vectors are

obtained:

yA = f(A) (8.19)

yB = f(B) (8.20)

yCi
= f(Ci) (8.21)
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4. The MEI for the ith factor Xi is estimated using:

Si =
V [E(Y |Xi)]

V (Y )
=
yA · yCi

− f 2
0

yA · yA − f 2
0

=

1

N

∑N

j=1
y
(j)
A y

(j)
C − f 2

0

1

N

∑N

j=1
(y

(j)
A )2 − f 2

0

(8.22)

where

f 2
0 = (

1

N

∑N

j=1
y
(j)
A )2 (8.23)

5. The TEI for Xi is estimated from:

STi = 1− V [E(Y |X∼i)]
V (Y )

= 1− yB · yCi
− f 2

0

yA · yA − f 2
0

= 1−

1

N

∑N

j=1
y
(j)
B y

(j)
C − f 2

0

1

N

∑N

j=1
(y

(j)
A )2 − f 2

0

(8.24)

The computation of the MEI and TEI for all the k input factors to the model would require

the model to be evaluated for matrix A, B and k di�erent matrices for Ci. Hence, a total of

N +N + kN or N(2 + k) model evaluations are required.

The dot product between yA and yCi
largely determines the value of the MEI. It is

the multiplication of the model outputs computed from one matrix with that from another

matrix in which all columns are resampled apart from the ith, i.e. all factors are resampled

apart from Xi. Therefore the dot product represents the individual e�ect of Xi.

Consider the MEI equation: if factor Xi is in�uential, then the high values of yA and yCi

and also the low values would preferentially multiply, this would result in a larger value in

the numerator and thus a higher MEI. If Xi is non-in�uential, then the high and low values

of yA and yCi
would be randomly associated, which would lead to a smaller value in the

numerator and therefore a lower MEI.

In the TEI equation, the dot product between yB and yCi
represents the main e�ect of

all factors apart from Xi, so if the other factors are in�uential, it implies that Xi is less

in�uential. In other words, preferential multiplication would lead to a larger value for the

second term of the TEI equation, which in turn would result in a smaller value of TEI

corresponding to Xi. If on the other hand the factors aside from Xi are non-in�uential, it

would imply that Xi is more in�uential and thus a larger value of TEI would be produced.

8.2.3 Input parameter sampling

In order to sample the parameter space, the �rst step is to de�ne a lower and upper limit

for each parameter of interest and also its probability distribution. For uncertainty analysis
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it is crucial to be able to adequately represent the uncertainty in each parameter this way

such that the uncertainty is propagated through the model.

When little is known about the distribution of a parameter, a conservative and common

approach is to assign a uniform distribution [131]. From the perspective of design exploration

and optimisation, the form of the distribution is not so critical, since the goal is to have

su�cient coverage of the parameter space in order to explore a representative selection of

scenarios. Therefore, a uniform distribution can be suitably assigned to each parameter.

For the purposes of uncertainty analysis, the propagation of small deviations in the

process inputs to the output is of interest. In such a case, speculative ranges for the relevant

parameters can be de�ned.

Regarding the selection of the input sample size, the general consensus in the published

literature is that more samples are required for more input parameters. Low sensitivity

factors typically converge faster than those of high sensitivity, and this needs to be accounted

for in order to obtain stable sensitivity estimates across all input parameters.

The adequate choice of the base sampleN is an open discussion. In [135] it is noted thatN

can be between a few hundred and one thousand. In [121] it is said that 104 model evaluations

are necessary to estimate the sensitivity indices for a single input with an uncertainty of 10%.

Pianosi et al. [131] place N at 1000 or above for variance-based methods, while emphasising

that the number needed for convergence will likely vary according to the application.

Pianosi et al. [131] note that the convergence of the computed sensitivity indices in

relation to the size of the sample should be checked. In the event of non-convergence, further

simulations can be run and the results can be combined with the existing set to represent

a larger sample. Methods such as subsampling and bootstrapping allow the assessment of

convergence without having to run new simulations.

In the current study, N = 5000 was chosen as a starting point.

8.2.4 Choice of model outputs

The main outputs of interest are summarised as follows:

� Head height - Represents the �nal state of the workpiece at the end of the riveting

process. It is one of the main measures of joint quality used in industry, and is easily

obtained without destroying the joint.

� Kinetic energy of the system just before rivet insertion - Represents the main portion

of the total energy input into the process. In inertia-based SPR, this may serve as a

predictor for the success of the riveting process since a minimum threshold would need

to be exceeded in order to produce an acceptable joint for a given setup.
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Although much more data were generated per simulation run, the two outputs listed were

considered as key indicators of the repeatability of the SPR process.

Following on, in order to address the two questions posed at the beginning of Section

8.1.2, two examples are presented to demonstrate the application of GSA methods in the

design exploration of the SPR system, and subsequently the uncertainty analysis of the

riveting process.

8.3 Example 1: design exploration

8.3.1 Problem de�nition

The aim was to explore how large changes to the design of the system can a�ect the SPR

process. The sensitivity of the head height, the peak riveting force and that of the kinetic

energy of the system were examined.

8.3.2 Method

All independent parameters in the model with a known direct or indirect in�uence on the

produced joint were included in the analysis. For the purposes of design exploration, uniform

distributions were assigned in order to sample the full design space indiscriminately. Lower

and upper limits for each parameter were chosen based on the plausible design limits of the

system, shown in Table 8.1. For example, the setting velocity (veloSet) is easily modi�ed

within the Bosch drive but has a practical maximum of 0.4 m/s due to the working limit of

the PRSM. The insertion torque limit (torqueLimRivet) is another changeable setting (see

Section 4.3), but is limited to an upper limit of 400% by the maximum current rating of the

motor. The limits for the torque constant and other motor characteristics were based on the

range of values speci�ed for the IndraDyn S servomotor product line [136]. The limits for

the sti�ness of the C-frame were guided by the sti�nesses of the existing types of C-frames

in production, estimated using FE analysis. For parameters such as the damping in the disc

spring pack, little was known about the design limits, thus a wide range was assigned.

Table 8.1: Parameters and their assigned limits for design exploration purposes. The para-
meters and their roles in relation to the SPR process are de�ned in Chapter 4.

Parameter Description Units Lower limit Upper limit

veloSet Setting velocity (m/s) 0.05 0.4

torqueLimRivet Insertion torque limit (%) 0 400

Ra Stator resistance (Ω) 0.06 7.2
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Table 8.1: Parameters and their assigned limits for design exploration purposes. The para-
meters and their roles in relation to the SPR process are de�ned in Chapter 4.

Parameter Description Units Lower limit Upper limit

Ld
Direct-axis inductance

of motor
(H) 5.4× 10−4 0.0382

Lq
Quadrature-axis

inductance of motor
(H) 5.4× 10−4 0.0382

Kt Torque constant (Nm/A) 0.29 3.94

Ke EMF constant (V s/rad) 0.171 2.31

Jm Rotor inertia (kg m2) 10−5 0.0138

Rpulley1
Motor pulley pitch

circle radius
(m) 0.00357 0.05

Rpulley2
Actuator pulley pitch

circle radius
(m) 0.00357 0.05

Jpulley1 Motor pulley inertia (kg m2) 2.94× 10−6 5.77× 10−4

Kbelt Belt sti�ness (N/m) 105 3.4× 106

Cbelt Belt damping (N s/m) 1 2× 104

Jsetter
Flywheel and actuator

inertia
(kg m2) 7.06× 10−4 0.00859

Ph PRSM lead (m) 0.0024 0.006

d
Nominal diameter of

screw shaft
(m) 0.018 0.048

mpc Coupler mass (kg) 0.1 0.4

mplpu
Plunger and punch

mass
(kg) 0.215 0.86

Kplpu
Plunger-punch

e�ective sti�ness
(N/m) 2.51× 107 108

mn Nose mass (kg) 0.9 3.6

K1
Stripper spring

sti�ness
(N/m) 1000 104

K2
Disc spring pack

sti�ness
(N/m) 104 4× 106

C2
Disc spring pack

damping
(N s/m) 1 2× 104
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Table 8.1: Parameters and their assigned limits for design exploration purposes. The para-
meters and their roles in relation to the SPR process are de�ned in Chapter 4.

Parameter Description Units Lower limit Upper limit

preload
Disc spring pack

preload
(N) 500 2× 104

C3
Coupler-hard stop

contact damping
(N s/m) 1 2× 104

mc C-frame e�ective mass (kg) 1 100

Kc
C-frame e�ective

sti�ness
(N/m) 8× 107 4.4× 108

Cc
C-frame e�ective

damping
(N s/m) 1 2× 104

Z2

Max distance between

punch and

�ush-with-nose

position

(m) 0.03 0.1

Zs
Maximum Spring

De�ection
(m) 0.001 0.05

Using SimLab 2.2.1, sample generation for the Morris method was performed with the

number of executions set to 320 and number of levels set to 8. In reference to Section 8.2.1,

this was equivalent to k = 31, r = 10, and l = 8.

8.3.3 Results

8.3.3.1 Head height

For any given parameter the magnitude of µ∗ represented the e�ect on the head height as the

parameter in question was varied over the entire range of its plausible values. Considering

the typical tolerances on head heights used in industry [10], a di�erence of 0.4 mm from the

nominal �ush head height was generally acceptable, hence parameters with a value of µ∗ less

than 0.4 mm may be considered unimportant. Likewise, a σ value less than 0.4 mm implied

that interaction e�ects associated with a parameter were insigni�cant, and vice versa.

The computed sensitivity measures are shown in Figure 8.2(a). With µ∗ in excess of 0.4

the following factors are clearly more important than the rest in terms of their in�uence on

the head height of the joint:
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� Radius of driven pulley (Rpulley2)

� Radius of driving pulley (Rpulley1)

� Setting velocity (veloSet)

� Back-EMF constant of the motor (Ke)

� Lead of roller screw (Ph)

� Torque level corresponding to the control signal for the motor current (torqueLimRivet)

� Torque constant of the motor (Kt)

� Inertia of the rivet setter (Jsetter)

It can be noted that the majority of the factors identi�ed as being important are also related

to the transmission ratios within the system. This is unsurprising given that the gearing

directly in�uences the rivet setting velocity, and the e�ective sti�ness of the system seen

from the joint. These determine the kinetic energy delivered to the process and therefore

exert strong in�uences over the head height of the joint.
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Figure 8.2: Sensitivity measures obtained via the EE method, for the model output: head
height. (a) Full view. (b) Zoomed in view.

In reference to the group of parameters clustered near the origin, a zoomed-in view is

presented in Figure 8.2(b). Based the values for σ, Z2 or the maximum distance between

the punch and the end of the clamp tube appears to be important in terms of nonlinear or
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interaction e�ects with other parameters. This particular parameter relates to the geometry

of the clamping mechanism and a�ects the timing as well as the magnitude of the clamping

force.

An alternative way to visualise the elementary e�ects is to rank them by µ or σ, as shown

in Figures 8.3(a) and (b) respectively. Comparison of the two �gures indicates that by and

large, for the top 8 parameters, those with larger individual e�ects also have larger nonlinear

or interaction e�ects. This suggests that none of the most important factors have a purely

linear e�ect. The results show that while the parameters which directly in�uence the kinetic

energy of the system are the most in�uential on the head height of the joint, the motor

characteristics and the clamping also play an important role.

0 2 4 6 8

*

Rpulley2

Rpulley1

veloSet

Ke

Ph

Kt

torqueLimRivet

Jsetter

(a)

0 2 4 6 8

Rpulley2

Rpulley1

Ke

veloSet

Ph

torqueLimRivet

Kt

Jsetter

Z2

(b)

Figure 8.3: Parameter ranking according to their importance to the head height, based on
the EE sensitivity measures: (a) Individual e�ects (b) Nonlinear or interaction e�ects.

8.3.3.2 Kinetic energy

In Figure 8.4 the EE sensitivity measures are computed using the kinetic energy prior to

rivet insertion as the model output.

Unlike head height, a threshold for the value of µ∗ or σ for which a parameter is considered

important does not exist. The impact of changes to the kinetic energy on the quality of the

joint depends on a host of factors such as the compliances and losses within the riveting

system. However, for the purposes of design exploration, it can be argued that since the

energy dissipated in a joint is in the region of 50 J (see Appendix B.3), an increase or

reduction of 50 J in the kinetic energy would be signi�cant. In other words, parameters with

µ∗ or σ exceeding 50 are considered as important.
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The most important factors to the kinetic energy are unsurprisingly those associated

with the power transmission in the system. Pulley radii determine the transmission ratio

which a�ect the kinetic energy in the system. The back-EMF constant of the motor governs

the velocity the motor is able to reach, and the torque constant directly in�uences the

acceleration as well as the velocity of the inertias.

The similarity of the results to those in Figure 8.2(a) con�rm that the SPR process

is predominantly kinetic energy-based. Such is the design of the system that the most

in�uential factors to the joint are kinetic energy-related, even when considering the full

scope of the plausible design space. An important parameter that features in Figure 8.2(a)

but not Figure 8.4 is the motor current limit during rivet insertion (torqueLimRivet), which

generally comes into e�ect during the process after the target setting velocity is reached and

thus does not in�uence the velocity of the system prior to rivet insertion.

Figure 8.5(a) and (b) show the ranking of the parameters based on µ∗ and σ respectively.

It is noted that parameters with strong main e�ects also tend to have signi�cant interaction

e�ects, i.e. none of the important factors have a purely linear e�ect.

8.4 Example 2: uncertainty propagation

8.4.1 Problem de�nition

In contrast to design exploration, uncertainty analysis sought to answer a very di�erent set

of questions to those in design exploration. The aim was to understand how variations in the

components of the system resulting from manufacturing tolerances or environmental factors

could a�ect the quality of the process outputs, namely the head height of the joint.

8.4.2 Method

The analysis was composed of two parts:

1. Screening � to determine the most important parameters that contribute to the vari-

ability in the model output

2. Uncertainty analysis � to determine the contribution of the variability in each of the

important parameters towards the variance in the model output

The �rst part would guide the reduction of the list of parameters to only the most important

ones, in order to minimise the computational e�ort of the second part.
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Figure 8.4: Sensitivity measures obtained via the EE method, for the model output: kinetic
energy prior to rivet insertion.
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Figure 8.5: Parameter ranking according to their importance to the kinetic energy prior to
rivet insertion, based on the EE sensitivity measures: (a) Individual e�ects (b) Nonlinear or
interaction e�ects.
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Any parameter that could potentially a�ect head height were evaluated in the screening

analysis, including those not-changeable by design. On a real joining process, the setting

velocity and insertion torque are user-speci�ed inputs. These are therefore excluded from

the list of parameters evaluated.

Parameter sampling was more concerned with the coverage of the parameter space than

the shape of the distribution of the samples. Therefore, all parameters were sampled from

uniform distributions.

Table 8.2 shows the initial list of parameters as well as their lower and upper bounds used

in the screening part of the analysis. The limits were de�ned based on the manufacturing

tolerances where known, and best estimates of uncertainties otherwise.

Table 8.2: Parameters and their assigned limits for uncertainty analysis. The parameters
and their roles in relation to the SPR process are de�ned in Chapter 4.

Parameter Description Units Lower limit Upper limit

Ra Stator resistance (Ω) 3.04 3.36

Ld
Direct-axis inductance

of motor
(H) 0.00903 0.00998

Lq
Quadrature-axis

inductance of motor
(H) 0.0102 0.0112

Kt Torque constant (Nm/A) 1.1 1.22

Ke EMF constant (V s/rad) 0.649 0.717

Jm Rotor inertia (kg m2) 3.31× 10−4 3.47× 10−4

Rpulley1
Motor pulley pitch

circle radius
(m) 0.0318 0.0319

Rpulley2
Actuator pulley pitch

circle radius
(m) 0.0318 0.0319

Kbelt Belt sti�ness (N/m) 2.6× 105 2.8× 105

Jsetter
Flywheel and actuator

inertia
(kg m2) 0.00309 0.00311

Ph PRSM lead (m) 0.00498 0.00502

muprac
Practical coe�cient of

friction
0.0184 0.00893

coulomb
PRSM Coulomb

friction torque
(Nm) 0.72 0.88
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Table 8.2: Parameters and their assigned limits for uncertainty analysis. The parameters
and their roles in relation to the SPR process are de�ned in Chapter 4.

Parameter Description Units Lower limit Upper limit

viscous
PRSM viscous friction

torque
(Nms/rad) 0.00288 0.00352

Kr
PRSM e�ective

sti�ness
(N/m) 9× 107 1.1× 108

Kplpu
Plunger-punch

e�ective sti�ness
(N/m) 4.2× 107 5.13× 107

K1
Stripper spring

sti�ness
(N/m) 3600 4400

K2
Disc spring pack

sti�ness
(N/m) 1.8× 106 2.2× 106

C2
Disc spring pack

damping
(N s/m) 6300 7700

preload
Disc spring pack

preload
(N) 7000 8000

Fc2
Disc spring pack

Coulomb friction
(N) 270 330

K3
Coupler-hard stop

contact sti�ness
(N/m) 9× 107 1.1× 108

rivLength Rivet length (m) 0.0054 0.0056

matThickness
Material stack

thickness
(m) 0.00291 0.00309

Kmat
Material stack sti�ness

under compression
(N/m) 1.13× 108 1.38× 108

mc C-frame e�ective mass (kg) 7.74 9.46

Kc
C-frame e�ective

sti�ness
(N/m) 1.3× 107 1.43× 107

Cc
C-frame e�ective

damping
(N s/m) 1350 1650
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Table 8.2: Parameters and their assigned limits for uncertainty analysis. The parameters
and their roles in relation to the SPR process are de�ned in Chapter 4.

Parameter Description Units Lower limit Upper limit

Z2

Max distance between

punch and

�ush-with-nose

position

(m) 0.0711 0.0712

Zs
Maximum Spring

De�ection
(m) 0.00124 0.00186

For the uncertainty analysis part, parameter distributions were of importance since these

would a�ect the calculated sensitivity indices. Given that little was known about the un-

certainty in the parameters beyond their lower and upper limits, a uniform distribution was

assigned to each parameter.

The SAFE toolbox [137] was used to implement the key steps of the variance-based

sensitivity analysis, including sample generation, estimation of the sensitivity indices, and

convergence checks.

8.4.3 Screening results

8.4.3.1 Head height

Figure 8.6(a) shows the sensitivity measures computed from the EE method. In terms of

individual e�ects, the most important parameters according to µ∗ are: rivet length, maximum

available spring compression in the clamping mechanism, and Coulomb friction in the PRSM.

In Figure 8.6(b), the 95% bootstrap con�dence bounds are computed according to Appendix

D and plotted in the form of boxes around the circular markers of their associated factors.

The left and right edges of a box represent the lower and upper bounds of µ∗ respectively.

The top and bottom edges of a box represent the upper and lower bounds of σ respectively.

In other words, the boxed area is indicative of the uncertainty in the estimated EE sensitivity

measures. It is noted that despite some overlap between the con�dence bounds of certain

parameters, there is little doubt over the three most important parameters as ranked by µ∗.

The variability of the rivet length is de�ned according to the dimensional tolerance. The

physical length of the rivet would logically a�ect its length in the deformed state, a slightly

longer rivet would lead to a more protruded head height than a shorter one if both were

inserted into the same material with the same amount of energy. Since the results indicate

that it is the single largest contributor to the variability in the head height, it implies that
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Figure 8.6: EE sensitivity measures for the head height. (a) Standard view. (b) With
con�dence bounds shown as boxes.

the repeatability of the SPR process can be improved by narrowing the tolerance on the

rivet length.

An alternative interpretation is that no changes to the process are necessary, given that

the magnitude of µ∗ for the most important parameter is no larger than 0.2 mm, and a

0.2 mm variation in the head height is within the tolerances typically used to assess the

acceptability of the head height of a given joint [10]. It can be argued that although the

aforementioned parameters may contribute towards the variance in the head height of the

produced joints, their associated uncertainties are not severe enough to lead to unacceptable

joints. The magnitude of σ also do not exceed 0.2 mm for all parameters, thus interaction

e�ects are considered insigni�cant.

The results in Figure 8.6 provide insight into the sensitivities of a given process due to

variability in a given system con�guration, which is considerably more constrained than the

plausible design limits assigned in Example 1. Accordingly, the importance of parameters in

the current example are markedly di�erent.

8.4.3.2 Kinetic energy

For interest, the variation in kinetic energy of the system prior to rivet insertion is also

examined. Figure 8.7(a) shows the EE sensitivity measures for the kinetic energy of the

system just before rivet insertion. The results highlight the importance of parameters relating

directly to the computation of the kinetic energy. It is not surprising that variability in the

inertias of the system should have a large impact on the kinetic energy. Similarly, the radii
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of the pulleys determine the transmission ratio of the belt drive, i.e. the angular velocity of

the inertias, therefore they are important to the kinetic energy of the system.

Figure 8.7(b) shows the con�dence bounds on the sensitivity measures. Aside from the

radii of the driving and driven pulleys (i.e. Rpulley1 and Rpulley2), there is no overlap

between the con�dence bounds in µ∗ for the most important parameters, meaning that there

is no uncertainty about their relative ranking.
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Figure 8.7: EE sensitivity measures for the kinetic energy prior to rivet insertion. (a)
standard view. (b) with con�dence bounds shown as boxes.

In terms of its impact on the resulting joint, the kinetic energy of the system prior to

rivet insertion cannot be interpreted without knowledge of the con�guration of the system

and the joint to be made. The proportion of kinetic energy converted into work done on the

joint, strain energy in the machine, or dissipated via friction losses, depends on the details

of the exact setup and process. Consequently, there is no single de�nitive level of variation

in the kinetic energy which may be considered signi�cant.

The most important parameters in this case are all intuitive and expected. Calculations of

variance-based sensitivity indices would o�er little further insight. Therefore, it was decided

not to pursue the sensitivities of the kinetic energy in further analyses.

8.4.3.3 Convergence analysis

A convergence check was necessary to validate the results of the screening stage. This step

was key to preventing against possible misclassi�cation of the importance of a parameter.

The convergence of the EE sensitivity measures were evaluated via a bootstrap method (see

Appendix D), using functions in the SAFE toolbox [137]. Sensitivity indices were calculated
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for samples of di�erent sizes, from which the lower and upper bounds of the mean EEs

were used as con�dence bounds to indicate convergence. Narrowing bounds would indicate

convergence, while widening bounds would represent divergence.

Figures 8.8 and 8.9 show the convergence plots for the EE sensitivity measures for the

head height and the kinetic energy prior to rivet insertion respectively.

In Figure 8.8 the values of µ∗ for the three most important factors do not appear to

be fully converged. Overlap between the con�dence intervals for Zs and muprac suggests

that their relative ranking may change with further model evaluations. However, the rank

of rivLength as the most in�uential factor is unlikely to change.
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Figure 8.8: Convergence of the EE sensitivity measures for the head height.

In Figure 8.9, the results are su�ciently converged to fully support the relative ranking

of the factors previously discussed with regards to Figure 8.7.

The results showed that although the EE indices had not fully converged for all of the

outputs, the ranking of the most important parameters according to the value of µ∗ were

unlikely to undergo drastic changes even if more model evaluations were performed. There-

fore the risk of misclassifying a signi�cant parameter as an insigni�cant one was very low,

meaning that the existing results could be reasonably used to screen out parameters and

exclude them from further analyses. The alternative scenario of misidentifying an unim-

portant parameter as a signi�cant one was equally unlikely, and would not have had major

detrimental consequences besides incurring a larger computational cost in the variance-based

analysis to follow.
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Figure 8.9: Convergence of the EE sensitivity measures for the kinetic energy prior to rivet
insertion.

8.4.3.4 Shortlist of important parameters

In summary of the outcomes of the screening analysis, the parameters which were considered

to be important to the head height and therefore included in the subsequent variance-based

analysis were:

� Rivet length

� Maximum available spring compression in the clamping mechanism

� Coulomb friction coe�cient in the PRSM

Given that the number of relevant parameters was reduced to three (k = 3), and the base

random sample size was chosen to be 5000 (N = 5000), the number of model evaluations for

calculating the Sobol' indices was N(k + 2) or 25000.

Sample generation for the variance-based analysis was performed using functions from

the SAFE toolbox. The same limits from Table 8.2 were assigned for each of the shortlisted

parameters.

8.4.4 Uncertainty analysis results

8.4.4.1 Sobol' indices

The sensitivity indices for the head height are shown in Figure 8.10 . For a given factor, the

central value is the bootstrap mean, and the lower and upper bounds are the 95% bootstrap

con�dence intervals.
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From Figure 8.10 the rivet length is clearly the most in�uential parameter to the head

height, as it has the highest MEI and TEI values of all the factors. Aside from the rivet

length, one could argue that the Coulomb friction coe�cient of the PRSM and the maximum

available spring compression are similar in terms of their contribution to the variance in the

head height. The mean values of the indices are largely in agreement with the screening

results shown in Figure 8.6(a).
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Figure 8.10: Sensitivity indices associated with the head height.

8.4.4.2 Convergence analysis

A convergence analysis was performed to verify whether the number of samples chosen was

adequate, and whether a further increase in the number of model evaluations would yield

signi�cantly di�erent results.

Figure 8.11 shows the convergence of the MEIs as well as the TEIs with regards to the

head height. In Figure 8.11(a), the con�dence bounds for the MEIs of all parameters appear

to be converging with an increasing number of model evaluations. In Figure 8.11(b) the

con�dence bounds for the TEIs do not seem to be converging as quickly as those for the

MEIs. There is signi�cant overlap in the con�dence bounds of both sensitivity measures

for Zs and muprac. Further model evaluations may be necessary in order to obtain more

precise values for the relative contributions of these two factors.

Con�dence bounds on the sensitivity indices represent the estimation error. Estimation

error results from the approximations used to estimate the sensitivity indices. According to
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Figure 8.11: Convergence plots of sensitivity indices associated with the head height. (a)
Main e�ect indices. (b) Total e�ect indices.

[131], one way to reduce the approximation error is to expand the sample size, and up to

10,000 or more samples per input factor may be required to achieve accurate estimations

of the sensitivity indices. Considering the convergence plots in Figure 8.11, the number of

samples may need to be increased substantially in order to achieve further reductions in the

con�dence intervals. However, this would not be necessary since the results are su�ciently

converged to validate the results of the screening analysis, and to also give a quantitative

assessment of how the uncertainties in the most important parameters a�ect the variability

of the SPR process. The current results therefore satisfy the aims of the uncertainty analysis.

8.5 Discussion

8.5.1 Design exploration

The results from the design exploration example provide a view into a much broader design

space than previously considered in the literature. As discussed in Section 2.1.3, existing

literature concerning the e�ects of input parameters of the SPR process have tended to

focus on the setting velocity or the properties relating to the rivet, material and die. In the

current work, the in�uences of an extensive list of factors (shown in Table 8.1) spanning the

full scope of the SPR system have been evaluated.

By sampling over the entire plausible range of values that the parameters can realistically

take, the impact on the output of the model is drastic, as seen by the large magnitude of the
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main e�ects and interaction e�ects in Figures 8.2 and 8.4. One interpretation of Figure 8.2

is that by changing the radius of the driven pulley from one extreme to the other, the head

height of the joint can vary by as much as 7 mm. This can be hard to grasp given that the

full rivet length of the simulated joint con�guration was only 5.5 mm. In view of this it can

be argued that the results are too extreme to be realistic, and that assumptions regarding

the behaviour of the joint beyond the nominal riveting loads may not necessarily re�ect the

behaviour of the real joint.

On the other hand, the counterargument can be made that the results should be inter-

preted in terms of the relative importance of the parameters to the output rather than the

absolute values of the output. Regarding the assumptions of the behaviour of the joint,

the modelled joint can also be considered as an object of known response under load, and

the head height a measure of the compression undergone by that object. In this manner,

the simulated joining event is abstracted to a more general process, one that exists only in

the design space but is appropriate for the purposes of design exploration. After all, the

behaviour of the joint has no bearing on the kinetic energy available to be input into the

process. Therefore, the assumptions made do not invalidate the analysis, and are necessary

for the e�ective exploration of the design space.

The simulated results o�er answers to the `what if' questions surrounding the design and

operation of the system. From Figure 8.2(a) it could be seen that changing the radii of the

pulleys would have a signi�cant e�ect on the head height of the joint, more so than changing

the inertias of the system. Such insights may inform future system designs which are required

to make harder joints. Riveting these joints can be challenging due to the large amount of

energy required. In light of the results from the current study, an e�ective solution could

be to modify the transmission ratio of the belt drive to allow the motor to operate under

optimum conditions while achieving the target velocities necessary to produce the joints.

Further to the joining of high strength materials, a past project undertaken in industry

had looked into modifying the inertia of the �ywheel as a means of tackling more challenging

joints. However, the results of the current study suggest that while this approach would

have some in�uence on the resulting joint, considering the amount of work to manufacture

and �t a new �ywheel to the system, a more cost e�ective solution would be to change the

motor current limit (i.e. the level of torque applied by the motor during rivet insertion).

The motor current limit is noted to be on par with the inertia of the system with regards to

in�uence on the head height of the produced joint (Figure 8.2(a)), and importantly, can be

adjusted via a software interface. This further highlights the potential applicability of the

current analysis to real challenges faced in industry.

There is inherent value in the design exploration exercise as it o�ers an unrestricted
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overview of the possible designs of the system with direct visibility of the impact on the

outputs of the process. The design of the existing systems have been iteratively re�ned

over time, and are in a sense restricted by past experiences of what is known to work and

what did not, and also uncertainties over what might work well. The example on design

exploration shows that it is possible to assess the e�ects of signi�cant design changes at no

cost other than simulation time. The consequences of changing the belt transmission ratio,

the inertia of the roller screw mechanism, or the sti�ness of the C-frame are easily evaluated

in the model, without the costs of designing test rigs or building prototypes. Thus, the

example on design exploration also serves as a demonstration of the usefulness of the model

and sensitivity analysis tools.

8.5.2 Uncertainty analysis

The �ndings from the screening analysis o�er useful insight into the variability of the servo

SPR process and thus address a gap in the published literature. In Chapter 2 there was a

noted absence of studies which examined the variability of the SPR process; one of the few

model-based sensitivity analyses on SPR was described in [26], but the work was con�gured

for design optimisation rather than the assessment of variability for a given process.

In both the screening and variance-based stages of the analysis, the apparent importance

of the rivet length, the clamping mechanism and the friction in the roller screw mechanism

with regards to the head height of the joint is highlighted. Consequently, these are three

distinct areas which can be targeted in the future development and re�nement of the SPR

system. For example, narrowing the tolerances on the rivet length could improve the re-

peatability of the head heights of the produced joints. This could have major implications

for the rivet manufacturing process, since the narrowing of tolerances would inevitably lead

to an increase in cost. Alternatively, tightening the tolerances in the clamping mechanism

via a change in the design may be another option which could lead to improvements in the

variability of the resulting joints.

Friction is to a large extent outside the control of the designer. However the e�ects of

friction may be mitigated via some form of condition monitoring. Identi�cation of changes in

the friction characteristics would enable smarter maintenance or alternatively inform process

control such that auto-adjustments are made to reduce the impact on the repeatability of

the process.

Reducing the variability in the process not only improves the quality and strength of

a single joint, but also has knock-on e�ects on the design of the parts which are joined

together. For example, the �ange length on parts to be riveted together is an important



180 CHAPTER 8. SENSITIVITY ANALYSIS

design variable which a�ects the weight and cost of the �nal product. Although minimising

the �ange length is bene�cial with regards to weight and cost, common practice in the design

process is in fact to increase the length requirement to allow for variations in the part, the

prior processes and the riveting tool [138]. Reduced variation in the SPR system could

help to alleviate design constraints on manufactured parts and thereby reduce costs, e.g. by

enabling a shorter length requirement for the �ange.

In automotive manufacturing, robustness to variation along with the availability of simu-

lation tools in support of process design and parameter selection are some of the key factors

considered in the selection of joining techniques [139]. The current work demonstrates that

the model of the SPR system is a powerful tool which, when used in conjunction with pub-

licly available sensitivity analysis software, can provide novel insights into the sensitivities

of the physical joining process as well as highlight the main contributors to the variation in

the process outputs.

8.5.3 Areas for improvement

In the context of a production line, the results of the uncertainty analysis may not be exactly

representative of the actual variability in the produced joints. This is because the number

of model evaluations corresponds to as many joints all made on di�erent systems, each with

a distinct combination of parameter values. In a real production plant the number of SPR

systems are far fewer than the number of joints produced and therefore the actual variation

in the factors speci�c to SPR systems may be less severe than that de�ned in the analysis.

On a given system, factors such as the maximum available disc spring compression are

not expected to undergo any changes unless some form of damage were to occur, i.e. they

can be considered as having �xed values. Friction on the other hand may vary with the

temperature of the riveting system as it is operated through di�erent duty cycles, or as the

lubrication in the rivet setter is topped up as part of the maintenance schedule. Rivet length

is not speci�c to a riveting system and thus the assumed distribution was justi�ed. All this

points at the need to tailor the sensitivity analysis to the details of the problem at hand. The

approach taken in the current study is more suitable to understanding the process variability

in large production plants with many SPR systems as opposed to smaller facilities with only

a few systems.

Something not discussed so far is the ageing and wear of the equipment. The associated

changes in the performance of a system is typically incremental over millions of cycles, which

may be several months or years depending on the duty cycle of the system. To investigate

the process variability due to this would prompt a very di�erent set of con�gurations for
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the sensitivity analysis, a prerequisite of which would be the characterisation of the ageing

and wear of riveting systems. To the author's knowledge, no studies within the SPR-related

literature have looked into this topic. Existing work in the �eld of reliability modelling may

serve as a reference point. In [140], Sun et al. argued that a model should include measures of

product quality, tool degradation and tool failure in order to e�ectively model the reliability

of a system. He et al. [141] suggested that system reliability can be overestimated if its

interactions with the product quality are neglected, since component degradation can a�ect

the process and vice versa. In the case of the SPR process, the reliability of the system

and the repeatability of the resulting joints are intrinsically linked. The e�ect of ageing

and degradation of electromechanical systems can consist of a reduction in the e�ciency

of the system, possibly via changes to the friction pro�le, or degradation of the motor

characteristics. A model-based approach can be used to explore the potential impact of such

changes on the quality of the produced joint without resorting to large experimental trials.

Degradation and faults in the system may be modelled as changes to either the parameters

or the model structure.

8.5.4 Process completion during simulation

In the �rst example relating to design exploration, it was clear from simulation data that

under certain conditions the modelled system was unable to reach the target velocity before

rivet insertion. Several factors may have contributed to this:

� The inertia of the system may have been too large to be accelerated up to the target

speed in the distance available

� The motor characteristics may have been inadequate. Motor saturation may have been

in e�ect

� The transmission ratios may have been inappropriate

� The springs in the clamping mechanism may have acted to signi�cantly slow the motion

of the punch

� The motor current limit may have been too restrictive in the lead-up to rivet insertion

From a design exploration perspective, identifying the exact conditions under which the

system would no longer be able to complete the process would be a useful endeavour as it

would help to establish some hard limits and guidelines regarding the plausible design of the

system. However, the large number of parameters in the model means that this is far from
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straight forward. The identi�cation of regions in the parameter space where the output is

within a speci�ed window is also known as `factors mapping' [135]. The approach of Monte

Carlo �ltering and regionalised sensitivity analysis may be a potential candidate for tackling

the problem in future work.

A separate unexplored topic is whether the sensitivity of the SPR process would depend

on the joint con�guration, i.e. the particular combination of rivet, material and die. This

can also be considered as a question of how the characteristic force-displacement curves for

a joint may a�ect the sensitivities of the model outputs. While the factors most important

to the kinetic energy prior to rivet insertion will not be any di�erent from those identi�ed in

the current study, the way in which the input factors a�ect the head height will certainly be

in�uenced by the joint con�guration. Thus, further sensitivity analyses using another joint

con�guration may provide insightful results.

8.5.5 Comments on the chosen GSA methods

It has been highlighted how the EE method and the variance-based method can be used in

tackling two example problems: design exploration and uncertainty analysis. In view of the

results, a critical assessment of each method must be made.

The EE method has played a key role in both the examples given. In design explora-

tion it served to rank the parameters according to their relative importance, while in the

second example, it allowed crucial decisions to be made about which parameters could be

neglected in the subsequent variance-based sensitivity analysis. The variance-based method

has provided a more accurate breakdown of the contribution of each parameter to the vari-

ance in the model output, but the conclusions from this quantitative analysis do not really

di�er from the qualitative results obtained with the EE method. This calls into question the

cost vs. bene�t of the variance-based method: if the same conclusions can be reached using

a computationally cheaper method, why bother with the more expensive one?

Where the variance-based method comes into its own is perhaps in addressing a problem

which requires a speci�c reduction in the variance of the output, i.e. choosing the factors

to reduce the uncertainty of in order to achieve said goal. This approach is described as

`variance cutting' in [135]. In a scenario where multiple factors contribute signi�cantly to

the variance of the output, it would make sense to select the ones for which the reduction

or elimination of uncertainty would incur the least cost. Such a decision cannot be made

using a screening method alone, since it does not provide the breakdown of the contributions

of the individual parameters. Therefore, both methods have their place in the uncertainty

analysis of complex models.
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8.6 Summary

In this chapter, two examples have been used to demonstrate the application of sensitivity

analysis methods to the simulated SPR process.

The �rst example was motivated by the exploration of the plausible design space. The

EE method was implemented to identify the factors in the model which had the largest e�ect

on the model outputs: the head height and the kinetic energy prior to rivet insertion. It

was found that the most important factors were those which directly related to the kinetic

energy of the system: the pulley radii, setting velocity, back-EMF constant of the motor,

transmission ratios, inertias, etc. as well as the motor current limit and torque constant of

the motor. The results were logical in view of the inertia-based design of the system.

The second example studied the impact of uncertainties in the process inputs on the out-

puts, i.e. how variations in the SPR process could a�ect the resulting joint. The EE method

was used to reduce the number of parameters to those that were important, subsequently a

variance-based analysis was used to quantify the contribution of each remaining parameter

towards the overall variability in the predicted head height. It was found that alongside the

rivet length, other factors of note included the Coulomb friction coe�cient in the PRSM and

the maximum available spring compression in the clamping mechanism. The latter two are

areas of the SPR system which traditionally have not been studied in the existing literature

with regards to the quality of the joint. The �ndings from the current study can be used to

inform more targetted improvements to the system such as condition monitoring to identify

and mitigate the e�ects of variation in the friction in the system, or potential design changes

to reduce the tolerances in the clamping mechanism, both of which should lead to a reduction

in the process variability. Improvements to the repeatability of the SPR process could have

signi�cant implications for the design of automotive parts.

In the next chapter, a broader discussion of the contribution to knowledge and implica-

tions of the current work is presented, as well as avenues for further work.
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Chapter 9

Discussion and Conclusions

SPR is a high-value joining technology which plays a signi�cant role in the automotive

industry. Making improvements to the technique as well as gaining a deeper understanding

of the underlying physics form part of the same industry-wide drive. The current research

is an industrial CASE project, run in collaboration with Atlas Copco IAS UK Limited. The

applied nature of the current research re�ects the demands of the industry, which is in need

of a robust model of the SPR process in order to address some of the most pressing challenges

it is facing.

This section elaborates on the relevance of the current work to the state of research on

SPR as well as to the joining industry. Ideas for further work are also discussed.

9.1 Contribution to knowledge

From the literature review it was noted the simulation of the SPR process was predominantly

focused on the rivet-material interaction during rivet insertion and the dynamics of the riv-

eting tool was largely unaccounted for. In [9], Haque mentioned the need for the integration

of knowledge across various sources including computer simulations and industrial trials, in

order to gain a complete understanding of the relationships between the process variables

and the output. Therefore, the main contribution of the current work is in addressing the gap

in knowledge with regards to the in�uence of process inputs on the produced joint. Within

this contribution four speci�c aspects are of particular note:

1. To the author's knowledge, the developed model is the �rst mechatronics system model

of the inertia-based SPR system. The model is able to accurately predict the dynamic

response of the riveting system as well as the head height of a given joint con�guration,

with very low computational expense. Prior to this work, such results would have had

185
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to be obtained empirically. The model encapsulates all the insights gained over the

course of this project and will facilitate further research into the SPR process.

2. A further contribution to knowledge is the detailed observation of the joining event

using the high speed camera. Published works have made limited use of high speed

videos in the analysis of the riveting process. Phenomenon such as the `pushback'

e�ect mentioned in Chapter 6 could only be identi�ed using the approach taken in the

current study.

3. The sensitivity analysis of the SPR system with respect to the variability of the head

height of the produced joints has not be done before. While a few publications have

investigated the sensitivity of the form of the �nal joint to various factors relating to

the rivet, material and die [24, 25, 26], the current work is novel in that it is the �rst

time the factors of the wider riveting system are evaluated via GSA methods. The

�nding of Chapter 8 can serve as a reference point for further investigations into the

design optimisation of the riveting system.

4. A key contribution has been the use of the model to demonstrate two aspects of process

improvement via a numerical optimisation study (Chapter 7). This has shown that

signi�cant cost or energy savings could be achieved in a production environment.

More generally, an important implication of this work is a broader view of the SPR tech-

nology; it will raise awareness of the complexities of the mechatronics system behind the

riveting process, and the need to account for the dynamics of the machine to better simulate

the riveting process.

Beyond SPR systems, the approach taken to model the process can also be applied to

alternative joining techniques, such as clinching, single sided riveting [142], solid self pierce

riveting [143], etc. The current work has proven that a complex process can be adequately

represented using a combination of physics-based modelling of the machine, and empirical

modelling of the workpiece. While there are distinct di�erences between the aforementioned

joining methods, they are linked by the common mechanism of actuating a tool to create

plastic deformation in a workpiece. Like SPR, techniques such as clinching see substantial

usage in the automotive industry. In consideration of the insights gained into the SPR process

in the current project, it is believed that alternative joining methods may also bene�t from

a similar modelling approach.

From a research strategy perspective, this direction is consistent with the current focus

on concepts such as Digital Twins [144, 145, 146], Virtual Manufacturing [147, 148, 149, 150,

151], and so-called grey-box modelling [152, 153, 154, 155, 156, 157].
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9.2 Implications for industry

First and foremost, the model facilitates the exchange of knowledge. Previously there was

no single centralised source containing information or data regarding the dynamics of the

system; relevant information was instead found in many separate sources, each o�ering a

snippet of insight into the behaviour of the system. The current work has created a compact

container of knowledge which brings together existing knowledge and builds on it, with the

corresponding documentation to aid dissemination.

The system-level model of the SPR system plays a central role in the Industry 4.0 strategy

of the industrial partner. Being the �rst of its kind, the current project is intended to be

the base from which future projects will stem. The presentation of the current work to the

management team has garnered positive feedback regarding the potential impact it could

make to existing processes.

In a past project investigating the e�ects of changing the motor on an existing riveting

system, the model was used to get an approximate idea of the suitable control gains, before

performing the tuning on the actual system. On another occasion, a simpli�ed model was

written into a tool which estimated the minimum required travel distance for a system to

reach the target setting velocity. The code was subsequently used by the company to assess

the feasibility of reducing the stroke length on a list of existing systems on a production line.

Isolated cases such as these have demonstrated the power of a model-based approach, but

at the same time they have leveraged only partially the capabilities of the full model. Many

more challenges can be addressed using the model.

One prominent challenge is that of �nding the optimum setting velocity to achieve an

acceptable joint. While the trials normally performed in the laboratory are useful for identi-

fying the suitable rivet and die combination for joining a given material stack, the setting

velocities recorded during this stage are not directly transferable to the systems on the pro-

duction line due to di�erences in the type of rivet setter, the C-frame, and the size and

�xture of the parts to be joined. The consequence is an additional cost incurred by the man

hours and test samples used to �nd suitable setting velocities at the production facility, often

via a trial and error approach. What is needed is a precise prediction of the appropriate

setting velocities for the systems on the production line, such that the trials on site can be

altogether eliminated. The developed model of the SPR system can be used to make such

predictions provided that the systems are suitably characterised. The model can be run as

part of an optimisation routine to �nd the suitable setting velocity for riveting on any system

con�guration, as demonstrated in Chapter 7. This has the potential to signi�cantly reduce

the amount of testing required on site, since much fewer tests would be required to validate



188 CHAPTER 9. DISCUSSION AND CONCLUSIONS

the model prediction than in taking a trial and error approach. Therefore, the model could

help to substantially lower the costs associated with the existing processes on site.

As well as predicting a single setting velocity for a given joint con�guration, the model of

the SPR system is a potential tool for identifying a multi-dimensional process window. Multi-

objective optimisation could help to �nd the range of input parameter settings to produce

acceptable joints and improve the process in terms of cycle time, energy consumption, or

other metrics. Process input parameters which are presently �xed in value may become

better utilised to this end.

Another area on which the model could have measurable impact is the design of SPR

systems. For example, the model could help to determine the appropriate size and type of

C-frame based on a list of joints that a proposed system is required to make. Rather than

the existing process of testing on the system once it is fully assembled, it would be more

cost-e�ective to be able to predict its performance and anticipate any potential issues at the

design stage. By predicting the outcomes without having to make physical changes to the

system, the purpose of testing would be transformed from exploration to one of validation,

hence the scope of experiments carried out can be considerably reduced.

9.3 Further work

Following on from the discussion about the prediction of setting velocities, the accuracy

of the prediction may be enhanced further with better modelling of the parts to be joined

and their interaction with the SPR system. The parts on an automotive production line

have undoubtedly very di�erent dynamics to the coupons used in the laboratory tests. FE

modelling would better capture the response of such parts when undergoing riveting. The

complexities of machine-workpiece interactions can be tackled via a co-simulation setup,

where the models of the SPR system and rivet insertion are run in parallel.

It is anticipated that future research will bring together the system-level model of the SPR

system and the detailed FE simulations of the rivet-material interactions in co-simulation.

The bene�ts would be a higher-�delity representation of the full riveting process than pre-

viously achieved, resulting in even better predictive accuracy and greater insight into the

sensitivities of the process. The implication to industry will certainly be greater savings in

cost at the design stage. More importantly, there is immeasurable value in having the ability

to evaluate novel designs or changes at the component level, and immediately visualise their

impact on the �nal outputs of the full system.

Co-simulation could potentially address one of the shortcoming in the current work,

which is that each identi�ed model of the joint is speci�c to a particular joint con�guration,
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since few inferences can be made from the experimental data regarding the physics of rivet-

material interaction. In contrast, a detailed FE model of the joint would provide insight into

the physics of rivet and material deformation. With every simulated joint and comparison

to the corresponding test data, new or improved knowledge would be accumulated.

As well as improvements to the mechanical side of the model, there is demand within

industry for the capability to evaluate the e�ects of changes to the PLC code on the per-

formance of the system. This is motivated by potential time and cost savings in the software

development cycle. With further improvements to the electronic and digital domains of the

current model of the SPR system, such a demand is within reach.

Traditionally, software development for new products has been limited by the availability

of a physical prototype of the hardware. The challenge of programming for hardware that

does not yet exist can be addressed via a model-based approach, where a model of the hard-

ware can be used as a target for software trials. The enabler for this is a representative plant

model as well as an interface to interpret the programming code into the native simulation

environment.

Improvements should also be made to electrical and electronic components in the model.

A higher �delity model of the control panel that captures the electrical characteristics of both

the power and control sections of the drive unit would allow more representative predictions

of the power pro�le of the unit. A particular point of interest is the e�ect of di�erent motion

pro�les and duty cycles on the temperature of the drive, which is a key factor to consider

when sizing the cooling system for the control panel.

9.4 Conclusions

To summarise, the thesis describes a programme of work that has implemented a novel

mechatronics or systems-level model of self-pierce riveting. The model has been rigorously

validated, used to propose optimal process parameters, and explore system-level sensitivity

from both a design and operational perspective.

The speci�c conclusions of the research are as follows:

1. It can be concluded that a systems-level model of self-pierce riveting is able to suc-

cessfully capture the mechanics and dynamics of the joining process without relying

on �nite element approaches.

2. The rivet insertion process can be adequately characterised using two separate empir-

ical models, one representing the rivet-material interaction, and the other representing

the material stack under clamping.
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3. The setting velocity associated with the dataset that is used to train the model of the

joint is highly important to the performance of the trained model, since the setting

velocity directly a�ects the extent of the characteristic force-displacement curves that

are identi�ed.

4. On the other hand, the motor current limit or the C-frame associated with the training

dataset for the model of the joint have little e�ect on the overall performance of the

model. This is because the extent to which the characteristic force-displacement curves

are mapped out during testing is not as sensitive to these factors as it is to the setting

velocity.

5. The `pushback' e�ect, where the material being riveted undergoes de�ection prior to

the engagement of the clamping force, may be an important phenomenon to consider

in the modelling of the process.

6. The minimisation of the stroke o�set on a SPR system can yield substantial savings in

cycle time and energy consumption. Incorporation of regenerative systems may enable

reduction in the energy usage of up to 25%.

7. Cycle time can be further reduced by maximising the setting velocity, although cor-

responding reductions would be necessary for the motor current limit and the C-frame

sti�ness to avoid compromising the quality of the produced joint. Alternatively, the

energy consumption can be lowered by minimising the setting velocity, which would

need to be balanced with increases in the motor current limit and the C-frame sti�ness

to maintain joint quality.

8. From a design exploration perspective, it is evident that the factors directly related

to the kinetic energy of the system have the largest in�uence on the process outputs.

This is in line with the inertia-based design of the system.

9. From an uncertainty analysis perspective, it can be concluded that the rivet length, the

friction in the planetary roller screw mechanism, and the maximum available spring

compression in the clamping mechanism are primary factors that contribute to the

variability of the process, i.e. variability in the head height.
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Appendix A

Experimental Setup

Additional details on the experimental system are provided here. Figures A.1(a) and (b)

show the con�guration screens for the primary and secondary load cells respectively.
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(a)

(b)

Figure A.1: Con�guration of the charge ampli�er using Manuware. (a) Channel 1, primary
load cell. (b) Channel 2, secondary load cell.



Appendix B

Experimental Results

Here the results from the experimental investigation described in Chapter 3 are presented.

The results are split into two sections corresponding to the two joint con�gurations studied,

with eight subsections under each corresponding to the eight treatments from Table 3.4.

B.1 Joint A

B.1.1 Treatment 1: C-frame 1, setting velocity 150 mm/s, motor

current limit 100%

Table B.1: Summary of results for joint A, treatment 1.

Mean Standard deviation
Peak punch force (kN) 18.45 0.10
Peak clamp force (kN) 8.18 0.04
Head height (mm) 0.37 0.01
Estimated rivet insertion distance using camera data (mm) 5.10 0.02
Energy dissipated in joint (J) 42.3 0.28
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Figure B.1: (a) Relative displacement between the punch and the die vs. time. (b) Relative
displacement between the clamping tube and the die vs. time.
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Figure B.2: (a) Process forces vs. time. (b) Process forces vs. relative displacement between
the punch and the die.
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Figure B.3: (a) Punch force vs. relative displacement between the punch and the die. (b)
Clamp force vs. relative displacement between the clamp tube and the die.

B.1.2 Treatment 2: C-frame 1, setting velocity 150 mm/s, motor

current limit 150%

Table B.2: Summary of results for joint A, treatment 2.

Mean Standard deviation
Peak punch force (kN) 21.79 0.16
Peak clamp force (kN) 8.71 0.08
Head height (mm) 0.16 0.02
Estimated rivet insertion distance using camera data (mm) 5.34 0.01
Energy dissipated in joint (J) 46.86 0.25
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Figure B.4: (a) Relative displacement between the punch and the die vs. time. (b) Relative
displacement between the clamping tube and the die vs. time.
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Figure B.5: (a) Process forces vs. time. (b) Process forces vs. relative displacement between
the punch and the die.
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Figure B.6: (a) Punch force vs. relative displacement between the punch and the die. (b)
Clamp force vs. relative displacement between the clamp tube and the die.

B.1.3 Treatment 3: C-frame 1, setting velocity 250 mm/s, motor

current limit 100%

Table B.3: Summary of results for joint A, treatment 3.

Mean Standard deviation
Peak punch force (kN) 38.10 0.10
Peak clamp force (kN) 9.66 0.02
Head height (mm) -0.05 0.01
Estimated rivet insertion distance using camera data (mm) 5.52 0.03
Energy dissipated in joint (J) 52.80 0.88
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Figure B.7: (a) Relative displacement between the punch and the die vs. time. (b) Relative
displacement between the clamping tube and the die vs. time.
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Figure B.8: (a) Process forces vs. time. (b) Process forces vs. relative displacement between
the punch and the die.



B.1. JOINT A 215

0 2 4 6

Punch-die relative displacement (mm)

0

10

20

30

40
P

u
n

ch
 f

o
rc

e 
(k

N
)

Loading

Unloading

(a)

-0.4 -0.2 0 0.2

Clamp tube-die relative displacement (mm)

0

2

4

6

8

10

C
la

m
p
 f

o
rc

e 
(k

N
)

Loading

Unloading

(b)

Figure B.9: (a) Punch force vs. relative displacement between the punch and the die. (b)
Clamp force vs. relative displacement between the clamp tube and the die.

B.1.4 Treatment 4: C-frame 1, setting velocity 250 mm/s, motor

current limit 150%

Table B.4: Summary of results for joint A, treatment 4.

Mean Standard deviation
Peak punch force (kN) 41.49 0.07
Peak clamp force (kN) 9.90 0.03
Head height (mm) -0.11 0.01
Estimated rivet insertion distance using camera data (mm) 5.57 0.02
Energy dissipated in joint (J) 54.72 0.78
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Figure B.10: (a) Relative displacement between the punch and the die vs. time. (b) Relative
displacement between the clamping tube and the die vs. time.
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Figure B.11: (a) Process forces vs. time. (b) Process forces vs. relative displacement between
the punch and the die.
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Figure B.12: (a) Punch force vs. relative displacement between the punch and the die. (b)
Clamp force vs. relative displacement between the clamp tube and the die.

B.1.5 Treatment 5: C-frame 2, setting velocity 150 mm/s, motor

current limit 100%

Table B.5: Summary of results for joint A, treatment 5.

Mean Standard deviation
Peak punch force (kN) 21.47 0.39
Peak clamp force (kN) 8.62 0.15
Head height (mm) 0.14 0.01
Estimated rivet insertion distance using camera data (mm) 5.28 0.03
Energy dissipated in joint (J) 47.36 0.57
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Figure B.13: (a) Relative displacement between the punch and the die vs. time. (b) Relative
displacement between the clamping tube and the die vs. time.
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Figure B.14: (a) Process forces vs. time. (b) Process forces vs. relative displacement between
the punch and the die.



B.1. JOINT A 219

0 2 4 6

Punch-die relative displacement (mm)

0

5

10

15

20

25
P

u
n

ch
 f

o
rc

e 
(k

N
)

Loading

Unloading

(a)

-0.4 -0.2 0 0.2

Clamp tube-die relative displacement (mm)

0

2

4

6

8

10

C
la

m
p
 f

o
rc

e 
(k

N
)

Loading

Unloading

(b)

Figure B.15: (a) Punch force vs. relative displacement between the punch and the die. (b)
Clamp force vs. relative displacement between the clamp tube and the die.

B.1.6 Treatment 6: C-frame 2, setting velocity 150 mm/s, motor

current limit 150%

Table B.6: Summary of results for joint A, treatment 6.

Mean Standard deviation
Peak punch force (kN) 26.96 0.28
Peak clamp force (kN) 9.02 0.09
Head height (mm) 0.03 0.01
Estimated rivet insertion distance using camera data (mm) 5.42 0.01
Energy dissipated in joint (J) 50.28 0.59
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Figure B.16: (a) Relative displacement between the punch and the die vs. time. (b) Relative
displacement between the clamping tube and the die vs. time.
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Figure B.17: (a) Process forces vs. time. (b) Process forces vs. relative displacement between
the punch and the die.
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Figure B.18: (a) Punch force vs. relative displacement between the punch and the die. (b)
Clamp force vs. relative displacement between the clamp tube and the die.

B.1.7 Treatment 7: C-frame 2, setting velocity 250 mm/s, motor

current limit 100%

Table B.7: Summary of results for joint A, treatment 7.

Mean Standard deviation
Peak punch force (kN) 46.35 0.18
Peak clamp force (kN) 10.45 0.17
Head height (mm) -0.28 0.01
Estimated rivet insertion distance using camera data (mm) 5.80 0.03
Energy dissipated in joint (J) 62.20 0.53
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Figure B.19: (a) Relative displacement between the punch and the die vs. time. (b) Relative
displacement between the clamping tube and the die vs. time.
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Figure B.20: (a) Process forces vs. time. (b) Process forces vs. relative displacement between
the punch and the die.
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Figure B.21: (a) Punch force vs. relative displacement between the punch and the die. (b)
Clamp force vs. relative displacement between the clamp tube and the die.

B.1.8 Treatment 8: C-frame 2, setting velocity 250 mm/s, motor

current limit 150%

Table B.8: Summary of results for joint A, treatment 8.

Mean Standard deviation
Peak punch force (kN) 48.51 0.77
Peak clamp force (kN) 12.26 1.54
Head height (mm) -0.36 0.01
Estimated rivet insertion distance using camera data (mm) 5.91 0.04
Energy dissipated in joint (J) 67.18 1.61
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Figure B.22: (a) Relative displacement between the punch and the die vs. time. (b) Relative
displacement between the clamping tube and the die vs. time.
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Figure B.23: (a) Process forces vs. time. (b) Process forces vs. relative displacement between
the punch and the die.
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Figure B.24: (a) Punch force vs. relative displacement between the punch and the die. (b)
Clamp force vs. relative displacement between the clamp tube and the die.

B.2 Joint B

B.2.1 Treatment 1: C-frame 1, setting velocity 150 mm/s, motor

current limit 100%

Table B.9: Summary of results for joint B, treatment 1.

Mean Standard deviation
Peak punch force (kN) 17.44 0.12
Peak clamp force (kN) 0.14 0.04
Head height (mm) 1.36 0.03
Estimated rivet insertion distance using camera data (mm) 5.58 0.03
Energy dissipated in joint (J) 60.78 0.31
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Figure B.25: (a) Relative displacement between the punch and the die vs. time. (b) Relative
displacement between the clamping tube and the die vs. time.
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Figure B.26: (a) Process forces vs. time. (b) Process forces vs. relative displacement between
the punch and the die.
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Figure B.27: Punch force vs. relative displacement between the punch and the die.

B.2.2 Treatment 2: C-frame 1, setting velocity 150 mm/s, motor

current limit 150%

Table B.10: Summary of results for joint B, treatment 2.

Mean Standard deviation
Peak punch force (kN) 22.67 0.21
Peak clamp force (kN) 0.10 0.04
Head height (mm) 0.86 0.02
Estimated rivet insertion distance using camera data (mm) 6.07 0.03
Energy dissipated in joint (J) 70.80 0.28
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Figure B.28: (a) Relative displacement between the punch and the die vs. time. (b) Relative
displacement between the clamping tube and the die vs. time.
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Figure B.29: (a) Process forces vs. time. (b) Process forces vs. relative displacement between
the punch and the die.
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Figure B.30: Punch force vs. relative displacement between the punch and the die

B.2.3 Treatment 3: C-frame 1, setting velocity 250 mm/s, motor

current limit 100%

Table B.11: Summary of results for joint B, treatment 3.

Mean Standard deviation
Peak punch force (kN) 33.13 0.07
Peak clamp force (kN) 8.83 0.04
Head height (mm) 0.32 0.02
Estimated rivet insertion distance using camera data (mm) 6.58 0.04
Energy dissipated in joint (J) 84.18 0.16
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Figure B.31: (a) Relative displacement between the punch and the die vs. time. (b) Relative
displacement between the clamping tube and the die vs. time.
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Figure B.32: (a) Process forces vs. time. (b) Process forces vs. relative displacement between
the punch and the die.
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Figure B.33: (a) Punch force vs. relative displacement between the punch and the die. (b)
Clamp force vs. relative displacement between the clamp tube and the die.

B.2.4 Treatment 4: C-frame 1, setting velocity 250 mm/s, motor

current limit 150%

Table B.12: Summary of results for joint B, treatment 4.

Mean Standard deviation
Peak punch force (kN) 37.09 0.10
Peak clamp force (kN) 9.17 0.03
Head height (mm) 0.18 0.01
Estimated rivet insertion distance using camera data (mm) 6.72 0.02
Energy dissipated in joint (J) 88.70 0.31
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Figure B.34: (a) Relative displacement between the punch and the die vs. time. (b) Relative
displacement between the clamping tube and the die vs. time.
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Figure B.35: (a) Process forces vs. time. (b) Process forces vs. relative displacement between
the punch and the die.
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Figure B.36: (a) Punch force vs. relative displacement between the punch and the die. (b)
Clamp force vs. relative displacement between the clamp tube and the die.

B.2.5 Treatment 5: C-frame 2, setting velocity 150 mm/s, motor

current limit 100%

Table B.13: Summary of results for joint B, treatment 5.

Mean Standard deviation
Peak punch force (kN) 18.82 0.12
Peak clamp force (kN) 0.09 0.05
Head height (mm) 1.17 0.02
Estimated rivet insertion distance using camera data (mm) 5.70 0.03
Energy dissipated in joint (J) 64.64 0.42
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Figure B.37: (a) Relative displacement between the punch and the die vs. time. (b) Relative
displacement between the clamping tube and the die vs. time.
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Figure B.38: (a) Process forces vs. time. (b) Process forces vs. relative displacement between
the punch and the die.
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Figure B.39: Punch force vs. relative displacement between the punch and the die.

B.2.6 Treatment 6: C-frame 2, setting velocity 150 mm/s, motor

current limit 150%

Table B.14: Summary of results for joint B, treatment 6.

Mean Standard deviation
Peak punch force (kN) 24.56 0.54
Peak clamp force (kN) 1.72 1.56
Head height (mm) 0.72 0.03
Estimated rivet insertion distance using camera data (mm) 6.17 0.03
Energy dissipated in joint (J) 74.20 0.67
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Figure B.40: (a) Relative displacement between the punch and the die vs. time. (b) Relative
displacement between the clamping tube and the die vs. time.
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Figure B.41: (a) Process forces vs. time. (b) Process forces vs. relative displacement between
the punch and the die.
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Figure B.42: (a) Punch force vs. relative displacement between the punch and the die. (b)
Clamp force vs. relative displacement between the clamp tube and the die.

B.2.7 Treatment 7: C-frame 2, setting velocity 250 mm/s, motor

current limit 100%

Table B.15: Summary of results for joint B, treatment 7.

Mean Standard deviation
Peak punch force (kN) 39.29 0.18
Peak clamp force (kN) 9.48 0.10
Head height (mm) 0.02 0.03
Estimated rivet insertion distance using camera data (mm) 6.93 0.05
Energy dissipated in joint (J) 95.66 0.68
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Figure B.43: (a) Relative displacement between the punch and the die vs. time. (b) Relative
displacement between the clamping tube and the die vs. time.
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Figure B.44: (a) Process forces vs. time. (b) Process forces vs. relative displacement between
the punch and the die.
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Figure B.45: (a) Punch force vs. relative displacement between the punch and the die. (b)
Clamp force vs. relative displacement between the clamp tube and the die.

B.2.8 Treatment 8: C-frame 2, setting velocity 250 mm/s, motor

current limit 150%

Table B.16: Summary of results for joint B, treatment 8.

Mean Standard deviation
Peak punch force (kN) 42.57 0.32
Peak clamp force (kN) 10.01 0.14
Head height (mm) -0.16 0.02
Estimated rivet insertion distance using camera data (mm) 7.11 0.02
Energy dissipated in joint (J) 103.62 0.36
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Figure B.46: (a) Relative displacement between the punch and the die vs. time. (b) Relative
displacement between the clamping tube and the die vs. time.
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Figure B.47: (a) Process forces vs. time. (b) Process forces vs. relative displacement between
the punch and the die.
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Figure B.48: (a) Punch force vs. relative displacement between the punch and the die. (b)
Clamp force vs. relative displacement between the clamp tube and the die.

B.3 Tables of experimental runs

Tables B.17 and B.18 describe the conditions in the runs performed on C-frames 1 and 2

respectively. The run number denotes the sequence in which the runs were performed.

Table B.17: Test runs and head height measurements for testing on C-frame 1

Run Velocity

(mm/s)

Motor

current

limit (%)

Rivet Material Die Head

height

(mm)

1 250 150 C50G41A 1.5mm RC5754 +

1.5mm RC5754

DP09-175 -0.09

2 150 150 K50742A 3mm AC600 +

3mm AC600

DG10-160 0.85

3 150 150 K50742A 3mm AC600 +

3mm AC600

DG10-160 0.86

4 250 150 K50742A 3mm AC600 +

3mm AC600

DG10-160 0.18

5 250 100 C50G41A 1.5mm RC5754 +

1.5mm RC5754

DP09-175 -0.06
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Table B.17: Test runs and head height measurements for testing on C-frame 1

Run Velocity

(mm/s)

Motor

current

limit (%)

Rivet Material Die Head

height

(mm)

6 250 100 K50742A 3mm AC600 +

3mm AC600

DG10-160 0.31

7 250 150 C50G41A 1.5mm RC5754 +

1.5mm RC5754

DP09-175 -0.12

8 150 100 C50G41A 1.5mm RC5754 +

1.5mm RC5754

DP09-175 0.37

9 150 100 K50742A 3mm AC600 +

3mm AC600

DG10-160 1.32

10 150 150 K50742A 3mm AC600 +

3mm AC600

DG10-160 0.88

11 150 100 C50G41A 1.5mm RC5754 +

1.5mm RC5754

DP09-175 0.35

12 250 150 K50742A 3mm AC600 +

3mm AC600

DG10-160 0.19

13 250 150 C50G41A 1.5mm RC5754 +

1.5mm RC5754

DP09-175 -0.11

14 250 150 K50742A 3mm AC600 +

3mm AC600

DG10-160 0.16

15 150 150 C50G41A 1.5mm RC5754 +

1.5mm RC5754

DP09-175 0.19

16 250 150 K50742A 3mm AC600 +

3mm AC600

DG10-160 0.17

17 150 150 K50742A 3mm AC600 +

3mm AC600

DG10-160 0.84

18 150 100 C50G41A 1.5mm RC5754 +

1.5mm RC5754

DP09-175 0.38

19 250 100 C50G41A 1.5mm RC5754 +

1.5mm RC5754

DP09-175 -0.05

20 250 100 K50742A 3mm AC600 +

3mm AC600

DG10-160 0.32
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Table B.17: Test runs and head height measurements for testing on C-frame 1

Run Velocity

(mm/s)

Motor

current

limit (%)

Rivet Material Die Head

height

(mm)

21 250 150 C50G41A 1.5mm RC5754 +

1.5mm RC5754

DP09-175 -0.1

22 150 150 C50G41A 1.5mm RC5754 +

1.5mm RC5754

DP09-175 0.16

23 250 100 K50742A 3mm AC600 +

3mm AC600

DG10-160 0.32

24 250 100 C50G41A 1.5mm RC5754 +

1.5mm RC5754

DP09-175 -0.04

25 150 100 K50742A 3mm AC600 +

3mm AC600

DG10-160 1.36

26 150 100 C50G41A 1.5mm RC5754 +

1.5mm RC5754

DP09-175 0.38

27 250 150 K50742A 3mm AC600 +

3mm AC600

DG10-160 0.18

28 250 100 K50742A 3mm AC600 +

3mm AC600

DG10-160 0.35

29 150 150 C50G41A 1.5mm RC5754 +

1.5mm RC5754

DP09-175 0.16

30 250 100 C50G41A 1.5mm RC5754 +

1.5mm RC5754

DP09-175 -0.06

31 150 150 K50742A 3mm AC600 +

3mm AC600

DG10-160 0.85

32 150 100 C50G41A 1.5mm RC5754 +

1.5mm RC5754

DP09-175 0.36

33 150 150 C50G41A 1.5mm RC5754 +

1.5mm RC5754

DP09-175 0.16

34 250 150 C50G41A 1.5mm RC5754 +

1.5mm RC5754

DP09-175 -0.11

35 150 100 K50742A 3mm AC600 +

3mm AC600

DG10-160 1.37
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Table B.17: Test runs and head height measurements for testing on C-frame 1

Run Velocity

(mm/s)

Motor

current

limit (%)

Rivet Material Die Head

height

(mm)

36 150 100 K50742A 3mm AC600 +

3mm AC600

DG10-160 1.39

37 250 100 K50742A 3mm AC600 +

3mm AC600

DG10-160 0.32

38 150 100 K50742A 3mm AC600 +

3mm AC600

DG10-160 1.34

39 150 150 C50G41A 1.5mm RC5754 +

1.5mm RC5754

DP09-175 0.15

40 250 100 C50G41A 1.5mm RC5754 +

1.5mm RC5754

DP09-175 -0.06

.

Table B.18: Test runs and head height measurements for testing on C-frame 2

Run Velocity

(mm/s)

Motor

current

limit (%)

Rivet Material Die Head

height

(mm)

41 150 100 C50G41A 1.5mm RC5754 +

1.5mm RC5754

DP09-175 0.13

42 250 150 K50742A 3mm AC600 +

3mm AC600

DG10-160 -0.17

43 150 100 C50G41A 1.5mm RC5754 +

1.5mm RC5754

DP09-175 0.13

44 250 100 C50G41A 1.5mm RC5754 +

1.5mm RC5754

DP09-175 -0.29

45 150 100 K50742A 3mm AC600 +

3mm AC600

DG10-160 1.17

46 250 150 C50G41A 1.5mm RC5754 +

1.5mm RC5754

DP09-175 -0.36
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Table B.18: Test runs and head height measurements for testing on C-frame 2

Run Velocity

(mm/s)

Motor

current

limit (%)

Rivet Material Die Head

height

(mm)

47 250 100 C50G41A 1.5mm RC5754 +

1.5mm RC5754

DP09-175 -0.28

48 250 100 C50G41A 1.5mm RC5754 +

1.5mm RC5754

DP09-175 -0.29

49 250 100 K50742A 3mm AC600 +

3mm AC600

DG10-160 0.03

50 250 150 K50742A 3mm AC600 +

3mm AC600

DG10-160 -0.18

51 150 100 K50742A 3mm AC600 +

3mm AC600

DG10-160 1.18

52 250 150 C50G41A 1.5mm RC5754 +

1.5mm RC5754

DP09-175 -0.35

53 150 150 C50G41A 1.5mm RC5754 +

1.5mm RC5754

DP09-175 0.02

54 250 150 C50G41A 1.5mm RC5754 +

1.5mm RC5754

DP09-175 -0.35

55 150 100 C50G41A 1.5mm RC5754 +

1.5mm RC5754

DP09-175 0.13

56 150 100 K50742A 3mm AC600 +

3mm AC600

DG10-160 1.19

57 250 150 K50742A 3mm AC600 +

3mm AC600

DG10-160 -0.15

58 250 100 K50742A 3mm AC600 +

3mm AC600

DG10-160 0.03

59 250 150 K50742A 3mm AC600 +

3mm AC600

DG10-160 -0.18

60 150 150 K50742A 3mm AC600 +

3mm AC600

DG10-160 0.74

61 150 150 K50742A 3mm AC600 +

3mm AC600

DG10-160 0.75
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Table B.18: Test runs and head height measurements for testing on C-frame 2

Run Velocity

(mm/s)

Motor

current

limit (%)

Rivet Material Die Head

height

(mm)

62 150 150 C50G41A 1.5mm RC5754 +

1.5mm RC5754

DP09-175 0.02

63 250 100 K50742A 3mm AC600 +

3mm AC600

DG10-160 0.03

64 150 100 K50742A 3mm AC600 +

3mm AC600

DG10-160 1.14

65 150 100 K50742A 3mm AC600 +

3mm AC600

DG10-160 1.19

66 150 150 K50742A 3mm AC600 +

3mm AC600

DG10-160 0.69

67 150 150 K50742A 3mm AC600 +

3mm AC600

DG10-160 0.74

68 250 100 C50G41A 1.5mm RC5754 +

1.5mm RC5754

DP09-175 -0.27

69 150 150 C50G41A 1.5mm RC5754 +

1.5mm RC5754

DP09-175 0.04

70 250 150 C50G41A 1.5mm RC5754 +

1.5mm RC5754

DP09-175 -0.37

71 250 150 C50G41A 1.5mm RC5754 +

1.5mm RC5754

DP09-175 -0.37

72 250 100 C50G41A 1.5mm RC5754 +

1.5mm RC5754

DP09-175 -0.26

73 150 150 C50G41A 1.5mm RC5754 +

1.5mm RC5754

DP09-175 0.04

74 250 150 K50742A 3mm AC600 +

3mm AC600

DG10-160 -0.14

75 250 100 K50742A 3mm AC600 +

3mm AC600

DG10-160 0.05

76 150 150 K50742A 3mm AC600 +

3mm AC600

DG10-160 0.7
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Table B.18: Test runs and head height measurements for testing on C-frame 2

Run Velocity

(mm/s)

Motor

current

limit (%)

Rivet Material Die Head

height

(mm)

77 250 100 K50742A 3mm AC600 +

3mm AC600

DG10-160 -0.02

78 150 100 C50G41A 1.5mm RC5754 +

1.5mm RC5754

DP09-175 0.16

79 150 100 C50G41A 1.5mm RC5754 +

1.5mm RC5754

DP09-175 0.15

80 150 150 C50G41A 1.5mm RC5754 +

1.5mm RC5754

DP09-175 0.04
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Appendix C

Parameter Identi�cation - Friction

Pro�le

The identi�cation of the friction characteristics of the PRSM was performed on the same test

system described in Figure 3.1. The motivation behind the work was the need for accurate

predictions of the dynamic response of the system throughout the riveting process.

Since it was not practical to test the PRSM in isolation from the rest of the system,

any experimentally observed friction characteristics would be that of the overall rivet setter

rather than the PRSM alone. However, to simplify the model, the friction in the rivet setter

was assumed to act only as a friction torque which resisted the rotational motion of the

PRSM. The model proposed in Section 4.2.3 was an e�ort to break down this friction torque

into its constituent parts.

C.1 Method

In order to identify the velocity-dependent and static friction components, a relationship

had to be determined between the torque acting on the PRSM and its angular velocity.

The system was hence run through a series of simple displacement motions, each at a

di�erent nominal velocity. For each nominal velocity, the motor current over the constant

velocity phase of the motion was averaged to obtain a mean value.

The motor current was considered to be directly proportional to the electromagnetic

torque generated by the motor, related by the torque constant Kt. The underlying assump-

tion was that the torque-current relationship was linear over the range of motor currents

investigated, i.e. that Kt was a constant value, neglecting potential motor saturation e�ects.

This was a reasonable assumption given that the level of the motor currents during the

constant velocity stage of the motion did not exceed the nominal rating of the motor.
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C.2 Results and discussion

Figure C.1(a) shows an example dataset from a test run at 150 mm/s. During the constant

velocity phase of the motion from 0.2 s onwards, the motor current is seen to be relatively

stable, meaning that the torque generated by the motor was more or less constant and in

balance with the viscous losses in the system.

Figure C.1(b) shows the summary of all the tests. At low velocities, the losses in the

system were expected to be dominated by static rather than viscous friction, hence the

torque required to maintain very low velocities was considered more representative of the

static friction.
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Figure C.1: (a) Example data from a test run at a nominal velocity of 150 mm/s. (b) Motor
current vs. nominal linear velocity of the PRSM.

By plotting the estimated torque against the nominal velocity, the viscous friction coef-

�cient (Br) could be obtained from the gradient of the line of best �t, as shown in Figure

C.2. Additionally, the static friction (Tcr) could be obtained from the intercept of the �tted

line with the y-axis. The values for Br and Tcr were estimated as 0.0032 Nm/(rad/s) and

0.9 Nm respectively.

The �tted line was a linear approximation of the true characteristics. Due to programmed

constraints on the test system, it was not possible to obtain data for velocities lower than 50

mm/s, and the assumption was made that the identi�ed torque-velocity relationship would

equally apply at lower velocities. However, this could be an oversimpli�cation of the true

dynamics. Future work should be carried out to investigate the friction characteristics in

this region to gain a better understanding of the friction in the system.
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Appendix D

Bootstrap method

The con�dence intervals in Chapter 8 give an indication of the accuracy of the estimated

sensitivity indices and the con�dence in the estimates. A 95% con�dence interval of a

sensitivity index means that there is 95% con�dence that the true value of the sensitivity

index lies within the speci�ed bounds of the interval.

Typically, the calculation of con�dence intervals makes the assumption that the sampling

distribution is normal, i.e. the distribution of the sensitivity index is normal. In the sensit-

ivity analysis however, due to time and computational restraints, the number of simulation

runs was limited and the true sampling distribution was unknown. If simulated outputs from

all the runs were used in calculating the sensitivity index for a given parameter, the result

would be a single value which would reveal nothing about the distribution. Bootstrap is a

way to approximate the sampling distribution.

The method involves taking smaller sample many times, say Nres times, from the original

full sample, each of which is referred to as a `resample'. The sensitivity measures are com-

puted for each resample, generating a total of Nres sets of sensitivity indices. Subsequently

the mean (µsi) and standard deviation (σsi) of the sensitivity indices are calculated, which

are then used to de�ne the con�dence intervals as

µsi ± 1.96
σsi√
Nres

For a given sensitivity index of a parameter, the distribution of the Nres values is an

approximation of what would be obtained if Nres samples were taken from the true dis-

tribution, i.e. from the outcomes of an in�nite number of sensitivity analyses. Therefore,

the con�dence intervals computed this way are a valid indication of the con�dence in the

sensitivity indices.

In the study, 500 resamples were taken in the calculation of the con�dence intervals for
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the uncertainty analysis.
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