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Abstract 
 

Enhancers are the most dynamically utilized part of eukaryotic genomes, 

playing an essential role in the regulation of precise spatiotemporal patterns of 

gene expression during development. However, what enhancers deliver to 

promoters to activate transcription remains unclear. An ideal model to 

investigate enhancer-promoter contacts is the murine Igλ locus as over-

expression of a single transcription factor, IRF4, which directly binds to the Eλ3-

1 enhancer in pro-B cells, is sufficient to activate Igλ non-coding transcription. 

An inducible pro-B cell line that expresses IRF4-ERT2 was generated that allows 

the transcription activators that are delivered from Eλ3-1 to the Vλ1 and Jλ1 

promoters to be deciphered. By using temporal ChIP and 3C technologies, here 

I present evidence that E2A, p300, Mediator and Integrator binding to Eλ3-1 

are early events during Igλ activation, whereas YY1 binding to Eλ3-1 is a late 

event. Building on published ATAC-seq and ChIP-seq data, I found that an 

insulated neighbourhood domain (IND) is already present in pro-B cells, sealing 

the 3’ half of the Igλ locus via binding of CTCF/cohesin at HS7 and HSVλ1. 

Increased binding of IRF4, E2A, p300, Mediator, Integrator and YY1 were also 

observed at two other enhancers, HS6 and HSCλ1, facilitating locus contraction. 

Furthermore, I present evidence that Eλ3-1 encodes bidirectional enhancer 

RNAs. Knock-down of the Eλ3-1 sense enhancer RNAs leads to disruption of 

Igλ activation. Intriguingly, knock-down of the Eλ3-1 anti-sense enhancer RNA 

results in a higher level of activation of the Igλ locus, suggesting an intrinsic 

repressive role of the anti-sense enhancer RNAs in the activation of gene 

transcription. This work provides the first evidence of the sequential order of 

recruitment of diverse transcription activators at enhancers and promoters of 

antigen receptor genes, and also identifies a unique role for the interplay 

between sense and anti-sense RNAs in the activation of gene transcription.
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Chapter 1: Introduction 
 

A) Gene transcription 

 

1.1 Composition and assembly of DNA dependent RNA polymerase in 

prokaryotic organisms 

Gene expression is the process by which the genetic information in DNA is 

copied, via transcription, into messenger RNA (mRNA), which is then translated 

to generate a new protein. The mRNA intermediate was first identified in 

Escherichia coli (E.coli). In prokaryotic cells, all genes are transcribed by a 

single RNA polymerase (RNAP), which is the principal enzyme that catalyses 

the polymerization of ribonucleotides by building the chain in the 5΄ to 3΄ 

direction. E. coli RNAP is a multiprotein, multifunctional complex that is 

comprised of five different types of subunits: α, β, β΄, ω and δ. It is well 

established that the core RNAP consists of two α and one of each β, β’ and ω 

subunits, whereas the δ subunit is relatively weakly bound to the core. The core 

RNAP is assembled sequentially, via the pathway: 2α→α2→α2β→α2ββʹω 

(Ishihama, 1981; Ishihama et al., 1987). The α subunit plays an essential role 

in RNAP assembly, promoter DNA recognition and transcription regulation. The 

α subunit contains 329 amino acid (aa) residues, is well organized into two 

structural domains, the N-terminal domain (αNTD) and the C-terminal domain 

(αCTD), connected by a linker region. αNTD functions mainly in providing a 

docking platform for the other subunits and is necessary and sufficient for 

enzyme assembly (Igarashi et al., 1991; Kimura and Ishihama, 1995, 1996). In 

contrast, αCTD is not essential for the polymerase assembly and maintaining 

the basal level of transcription (Igarashi et al., 1991). The main function of αCTD 

is transcription regulation via directly and indirectly interacting with different 

transcription factors (Ebright and Busby, 1995; Ishihama, 1992). In addition, 

αCTD can recognize upstream promoter element (UP)-containing promoters 

via binding of the AT-rich DNA motifs within the UP (Ross et al., 1993). The β 

and βʹ subunits are the two largest and most complicated subunits of E. coli 

RNAP. The active centre for RNA synthesis is built by these two subunits, which 

form the “catalytic unit” and three important channels for double-stranded DNA 
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(dsDNA) template entry and exit of the RNA product (Lee and Borukhov, 2016; 

Nudler, 2009). The ω subunit is the smallest subunit of E. coli RNAP and mainly 

binds to the double-psi-β-barrel (DPBB) domain within the βʹ subunit which 

contains the RNA catalytic unit; the ω subunit is believed to play a role in 

maintaining the basic catalytic activity of RNAP and/or in preventing the DPBB 

domain from damage (Mathew and Chatterji, 2006; Sutherland and Murakami, 

2018).  

 

The core RNAP only exhibits low levels of specificity in recognition of promoter 

DNA sequences, leading to inefficient and non-specific transcription. It is the δ 

subunit that determines the specificity of engagement with different types of 

gene promoters. Multiple δ factors are present in E. coli cells and are 

distinguished by their characteristic molecular weights, including δ70, δ54, δ38, 

δ32, δ28, δ24 and δ19 (Gruber and Gross, 2003). Each δ factor is capable of 

directing the core RNAP to transcribe a specific set of genes. For instance, the 

first identified and largest δ factor, δ70, encoded by the rpoD gene, directs 

RNAP to transcribe housekeeping genes (Hawley and McClure, 1983). The 

second largest δ factor, δ54, directs RNAP to transcribe a set of genes involved 

in nitrogen metabolism (Hunt and Magasanik, 1985). Therefore, the E. coli cells 

can coordinately regulate transcription output by regulating the level of each δ 

factor.  

 

1.2 Composition and assembly of RNAP in eukaryotic organisms  

Compared to prokaryotic organisms that contain a single RNAP, eukaryotic 

organisms have a more complicated and efficient transcription machinery. 

Eukaryotic organisms contain at least three distinct RNAPs, RNAPI, RNAPII 

and RNAPIII, which share structural and mechanistic homology (Vannini and 

Cramer, 2012). Each of these RNAPs transcribes a specific set of genes. Type 

I RNAP (RNAPI) specifically transcribes the three largest species of ribosomal 

RNAs, namely 28S, 18S and 5.8S, which are the most abundant RNA species 

and act as the enzymatic scaffold for ribosome assembly (Moss and 

Stefanovsky, 2002). RNAPI accounts for 35-60% of all nuclear transcription in 

eukaryotic cells (Moss and Stefanovsky, 2002). Type III RNAP (RNAPIII) is 
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mainly responsible for the transcription of the smallest rRNA species (5S rRNA) 

and transfer RNA (tRNA) genes (Turowski and Tollervey, 2016). Type II RNAP 

(RNAPII) is specifically devoted to transcription of protein-coding genes, 

microRNAs and most small nuclear RNAs (snRNAs) (Yokoyama, 2018), and 

has been most rigorously studied.  

 

Eukaryotic RNAPII is comprised of 12 subunits (Rpb1 through Rpb12) in yeast 

and humans (Myer and Young, 1998). Rpb1 is the largest and catalytic subunit 

of the RNAPII and its carboxyl terminal domain (CTD) contains multiple tandem 

conserved heptapeptide repeats Tyr1-Ser2-Pro3-Thr4-Ser5-Pro6-Ser7 (Allison et 

al., 1985; Corden et al., 1985). Post-translational modifications of residues 

within the heptapeptide repeats are essential for the recruitment of different 

transcription and processing factors. For instance, serine 5 phosphorylated 

CTD recruits the 5’ capping enzymes to the newly synthesized mRNAs via 

direct interactions (McCracken et al., 1997). Rpb2 is the second largest 

component of RNAPII and contains multiple domains for DNA and RNA binding. 

Eukaryotic Rpb1 and Rpb2 form the catalytic centre for RNA synthesis and 

show significant sequence and structural similarity to the β and βʹ subunits, 

respectively, of prokaryotic RNAP (Woychik, 1998). Similarly, A190 and A135 

subunits from RNAPI as well as C160 and C128 subunits from RNAPIII are 

homologues of the bacterial β and βʹ subunits, respectively (Vannini and 

Cramer, 2012). RNAPII Rpb3 and Rpb11 subunits show sequence homology 

to prokaryotic RNAP α subunit and interact with Rpb1 and Rpb2 to form the 

structural and functional equivalent of prokaryotic core RNAP (Kimura et al., 

1997; Zhang and Darst, 1998). Likewise, AC40 and AC19 subunits shared by 

RNAPI and RNAPIII are homologous to Rpb3 and Rpb11 (Vannini and Cramer, 

2012). Notably, Rpb5, Rpb6, Rpb8, Rpb10 and Rpb12 are shared among 

eukaryotic RNAPI, RNAPII and RNAPIII and thus exert their function in the 

transcription of all types of eukaryotic RNAs (Vannini and Cramer, 2012).  

 

Compared to bacterial RNAP assembly, eukaryotic RNAP assembly is a more 

sophisticated process. Previous in vitro experiments demonstrated that 

independently expressed human RNAPII subunits do not assemble a complete 
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enzyme after mixing cell lysates, but instead, these studies revealed that Rpb3 

and Rpb5 are major anchoring sites for other RNAPII subunits (Acker et al., 

1997). Further in vivo studies showed that Rpb3 and Rpb2 form a sub-complex 

immediately after their synthesis (Kolodziej and Young, 1991). This Rpb2-Rpb3 

subcomplex subsequently recruits Rpb1 (Kolodziej and Young, 1991); Rpb1 is 

the only subunit of RNAPII that can bind strongly to Rpb5, and Rpb5 enters the 

RNAPII complex in an Rpb1 dependent manner (Acker et al., 1997).  

 

1.3 Mechanism of RNAPII transcription 

Promoter recognition by RNAPII is the first step in gene transcription. Gene 

promoters are genomic DNA regions that lie upstream of the coding sequence 

of transcribed genes. The core promoter region resides most proximal to the 

start codon and contains transcription start site (TSS) and binding sites for 

RNAPII and general transcription factors, such as the TATA box, Initiator (Inr) 

element, TFIIB recognition element (BRE) and downstream promoter element 

(DPE). RNAPII is incapable of recognizing gene promoters to initiate 

transcription on its own. Instead, multiple general transcription factors are 

needed to form the pre-initiation complex (PIC) that recognizes gene promoters. 

In eukaryotic cells, the general transcription factors include transcription factor 

IIA (TFIIA), TFIIB, TFIID, TFIIE, TFIIF and TFIIH (Woychik and Hampsey, 2002). 

TFIID and TFIIB are two general transcription factors that show sequence-

specific DNA binding activity. TFIID exists as a multi-subunit protein complex, 

consisting of TATA box binding protein (TBP) and 14 TBP-associated factors 

(TAFs) (Dynlacht et al., 1991; Pugh and Tjian, 1991). TBP is a horseshoe-

shaped protein complex that binds to the TATA box whereas other proteins in 

the TFIID complex bind a variety of DNA elements within core promoters, such 

as Inr and DPE, which are essential for promoter recognition (Peterson et al., 

1990). TFIIB is a single polypeptide and its C-terminal domain shows 

sequence-specific DNA binding activity, with specificity for the BRE element, a 

DNA motif present in a subset of promoters immediately upstream of the TATA 

box (Lagrange et al., 1998). TFIIE and TFIIF are both hetero-tetramers that are 

comprised of two TFIIEα/β and TFIIF α/β subunits, respectively. TFIIE and 

TFIIF can also interact with template DNA but without sequence specificity 
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(Forget et al., 1997; Kim et al., 1997; Woychik and Hampsey, 2002). TFIIH is 

the largest and most sophisticated general transcription factor and has catalytic 

activities (Seroz et al., 1995). TFIIH contains the cyclin-dependent protein 

kinase 7 (CDK7) and two ATP-dependent DNA helicases XPB and XPD, which 

are responsible for phosphorylation of the CTD of the Rpb1 subunit of RNAPII 

and promoter DNA melting and clearance, respectively (Douziech et al., 2000; 

Feaver et al., 1994; Kim et al., 2000).  

 

Assembly of a PIC at gene promoters is a rate-limiting step during the activation 

of gene transcription. Previous studies proposed a “step-wise” model for 

assembly of the RNAPII PIC (Buratowski et al., 1989). In this model, PIC 

assembly is nucleated by binding of the TBP subunit of TFIID to the TATA-box. 

TFIIB subsequently interacts with the TFIID-TATA complex and contributes to 

the transcription polarity by binding asymmetrically to the BRE motif (Lagrange 

et al., 1998). The unphosphorylated RNAPII, in association with TFIIF, then 

binds to the TFIIH-TFIID-TATA complex. TFIIE and TFIIH are the last two 

general transcription factors to be recruited to complete assembly of the PIC. 

Whilst TFIIA has been shown to stabilize TFIID-TATA interactions (Hampsey, 

1998), the exact point during PIC formation at which TFIIA participates, remains 

elusive. Once PIC assembly is complete, TFIIH phosphorylates the Ser 5 

residue of the CTD of RNAPII Rpb1 and unwinds the promoter DNA (Spangler 

et al., 2001); this allows activated RNAPII to start to synthesize nascent RNAs. 

However, Ser 5 phosphorylated RNAPII stalls after the synthesis of a nascent 

RNA of 20–60 nucleotides (Rasmussen and Lis, 1993; Saunders et al., 2006). 

 

Promoter proximal pausing is another rate-limiting step during the activation of 

gene transcription. The pausing of initiated RNAPII 20-60 nucleotide (nt) 

downstream from the TSS is modulated by RNAPII physically interacting with 

the DRB sensitivity-inducing factor (DSIF) and the negative elongation factor 

(NELF) (Yamaguchi et al., 2013). While DSIF is a heterodimer comprised of 

SPT4 and SPT5 (Wada et al., 1998; Hartzog et al., 1998), NELF is a multi-

subunit protein complex consisting of NELF-A, NELF-B, NELF-C/D and NELF-

E (Yamaguchi et al., 2013). DSIF binds strongly to RNAPII and the interaction 
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interface spans from the DNA cleft to the RNA exit tunnel of RNAPII (Bernecky 

et al., 2017). NELF shows only weak affinity to DSIF and RNAPII alone but 

binds strongly to the DSIF-RNAPII complex (Yamaguchi et al., 2002). Paused 

RNAPII is activated by the positive elongation factor, p-TEFb, that causes its 

release from promoter proximal regions. p-TEFb is comprised of the cyclin-

dependent kinase 9 (CDK9) and cyclin T (Grana et al., 1994; Peng et al., 1998). 

Recruitment of CDK9 to promoter proximal regions phosphorylates the Ser 2 

residue of the CTD of Rpb1, the SPT5 subunit of DSIF and NELF-E, leading to 

the dissociation of NELF from promoters (Fujinaga et al., 2004; Isel and Karn, 

1999; Ivanov et al., 2000). Phosphorylation of DSIF converts it to a positive 

elongation factor, which remains bound to the Ser 2 phosphorylated RNAPII 

(Fujinaga et al., 2004). This elongating from of RNAPII efficiently transcribes 

the entire gene body.  

 

B) Different types of enhancer-like elements 

The first enhancer, identified in 1981, was a 72 bp repeated sequence that 

resides upstream of the simian virus 40 (SV40) early region and can 

significantly increase ectopic expression of a reporter gene (Banerji et al., 1981; 

Moreau et al., 1981). Two years later, a non-viral enhancer was discovered 

within the mouse immunoglobulin heavy chain locus, followed by enhancers 

being documented in many diverse organisms (Banerji et al., 1983; Gillies et 

al., 1983). It is widely recognized that enhancers can recruit combinations of 

transcription factors that subsequently interact with subunits of TFIID, the 

Mediator complex or cohesin complex. Complexes anchored at the enhancer 

can facilitate the recruitment of RNAPII to target core promoters by looping out 

the intervening DNA sequences (Kagey et al., 2010; Malik and Roeder, 2010). 

In addition, transcription factors bound at enhancers can interact directly with 

ATP-dependent chromatin-remodelling complexes or enzymes that have 

histone modifying activities, altering three-dimensional chromatin structures 

and increasing the accessibility of enhancer sequences to other transcription 

cofactors at the cognate promoters (Bajpai et al., 2010; Zippo et al., 2009). 
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Recent genome-wide studies have indicated that there are a great number of 

enhancers located in metazoan genomes (for instance, more than one million 

enhancers in the human genome) and these enhancers are distributed 

throughout the genome, including intergenic regions, introns and exons of 

protein-coding genes. Enhancers are characterized by increased chromatin 

accessibility, deposition of specific histone modifications, such as H3K27ac and 

H3K4me1, binding of lineage-specific transcription factors and enrichment of 

the RNAPII machinery (Shlyueva et al., 2014). These enhancers can be 

classified into different groups, including the locus control region (LCR), super-

enhancers/stretch enhancers, shadow enhancers and highly occupied target 

(HOT) region, according to their mechanism of action. 

 

1.4 LCR 

LCRs refer to genomic regions that are sufficient to fully activate a linked gene 

in a tissue-specific, copy number dependent manner, independent of its 

position of integration (Li et al., 2002). The most widely studied example of 

LCR-regulated gene expression is the β-globin locus. The human β-globin LCR 

resides 6-22 kb upstream to the first globin gene in the locus. It is comprised of 

five DNase I hypersensitive sites (HS), which are a typical feature of enhancers 

(Li et al., 2002). HS1 to HS4 are formed only in erythroid cells, while HS5 is 

present in different lineages (Li et al., 1999). LCR enhancer activity resides in 

HS2, HS3 and HS4, but not in HS1 or HS5 (Fraser and Grosveld, 1998). HS2 

acts as a traditional enhancer, which means its activity can be detected in 

transient reporter assays. HS3 and HS4 only display enhancer activity when 

these two regulatory elements are integrated into chromatin (Hardison et al., 

1997), indicating that alteration of chromatin structure may be involved in 

mediating the activities of these enhancers. Subsequent studies showed that 

the mouse β-globin LCR behaves in a very similar way to its human counterpart, 

except the mouse β-globin LCR has six HS, rather than five (Bulger et al., 1999; 

Kim and Dean, 2012).  
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Figure 1.1 – Chromatin loop formation at mouse β-globin locus during different 

development stages 

The mouse β-globin locus consists of four functional genes, εy, βh1, βmaj and βmin. 

In the early embryo, the first two genes are arranged into a transcription hub with LCR, 

whilst in the adult, the latter two genes are arranged into the transcription hub. Adapted 

from de Laat et al., 2003 and Kim et al., 2012. 

 

Transcription of mouse β-globin genes is orchestrated by the LCR in a tissue 

and developmental stage-specific manner. In the early embryo, the mouse εy 

and βh1 genes are actively transcribed whilst in the adult, first the mouse βmaj 

and βmin are efficiently expressed (Kim and Dean, 2012). Specifically, in early 

embryonic cells, the transcriptionally active εy and βh1 genes are positioned 

close to the active transcription hub which is formed by LCR HSs (Figure 1.1), 

whilst in adult cells, βmaj and βmin genes are brought into close proximity of 

the LCR chromatin hub (Figure 1.1, Carter et al., 2002). In the latter case, the 

inactive globin genes and the intervening chromatin are looped out to enable 

LCR/gene interactions (Palstra et al., 2003). Subsequent studies showed that 

LCRs not only control the multiple-gene loci, but also the single genes, such as 

the lysozyme gene (Bonifer et al., 1990). 

 

1.5 Super enhancers 

Super-enhancers represent a class of regulatory genomic regions that are 

unusually strongly enriched for the binding of Mediator, an RNAPII coactivator 

that, together with cohesin, is involved in enhancer-promoter communication 



9 

 

 
 

(Witte et al., 2015). Bioinformatic analyses, based largely on enhancer bound 

transcription factors, lead to the identification of super-enhancers. For instance, 

super-enhancers in mouse embryonic stem cells were defined as follows: 

(Whyte et al., 2013). Firstly, the chromatin regions that bind all three master 

transcription regulators of ES cells, Oct4, Sox2 and Nanog, on basis of ChIP-

seq data, were considered as enhancers. Secondly, enhancer-like elements 

within ~20 kb of each other were concatenated to define a single entity 

spanning a chromatin fragment. Finally, such “stitched” enhancer entities with 

high levels of enrichment of Med1 (screened by ChIP-seq) were considered to 

be super-enhancers.  

 

Similarly, stretch enhancers were identified by bioinformatic analysis on the 

basis of the presence of specific epigenetic modifications and transcription 

factor binding, such as H3K4me1 and H3K27ac, that spanned unexpectedly 

long (>3 kb) chromatin fragments (Parker et al., 2013). According to the 

comparative analysis of super-enhancers and stretch enhancers, super-

enhancers were believed as a subset of stretch enhancers. For instance, 6,426 

stretch enhancers and 683 super-enhancers were identified in the H1 human 

embryonic stem cell line, respectively (Hnisz et al., 2013; Parker et al., 2013), 

and greater than 70% of super-enhancers overlapped with stretch enhancers. 

In addition, some super-enhancers and stretch enhancers also correspond to 

characterized LCRs, the original super-enhancers as defined by functional 

studies. Owing to the absence of functional studies relating to the majority of 

super-enhancers and stretch enhancers, it remains unknown whether they 

constitute novel LCRs. 

 

1.6 Shadow enhancers 

It is curious that extended LCRs, super-enhancers and stretch enhancers have 

been identified in mammalian genomes, but not in Drosophila. To some extent, 

this could reflect a difference in genome organization. It might be more efficient 

to distribute enhancers around any available regions in the relatively compact 

Drosophila genome, whereas in mammalian genomes, the clustering of 

regulatory elements within an extended enhancer could occur in gene deserts 
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located large distances from the target genes. This clustering could lead to 

enhanced chromatin accessibility and behave cooperatively to contact with 

cognate promoters, giving a more robust transcription pattern. In Drosophila, 

this robust transcription pattern may be similarly achieved by shadow 

enhancers (Barolo, 2012; Perry et al., 2010). 

 

The term “shadow enhancers” was coined by Mike Levine and colleagues in 

2008, to describe the discovery of remote regulatory elements of Drosophila 

genes, brinker and sog (Hong et al., 2008). Before the development of genome-

wide ChIP, enhancers were generally identified by trial and error via cloning 

genomic segments (usually HS) from within or around genes into a reporter 

construct. The expression of the reporter was subsequently compared with the 

gene’s endogenous expression as determined by in situ hybridization or other 

reporter assays. By using genome-wide profiling of transcription factors, 

redundant regulatory elements were identified for genes for which known 

enhancers existed. The transcription factor binding pattern at these redundant 

enhancers showed a remarkably similar pattern (like a shadow) to the 

previously characterized enhancer (Hong et al., 2008). When used in reporter 

assays, shadow enhancers caused the same increased transcription pattern as 

the previously known enhancer (Hong et al., 2008). Shadow enhancers usually 

reside either within an intron of, or on the far side of, a neighbouring gene 

(Zeitlinger et al., 2007). 

 

1.7 HOT region 

A HOT region is a novel class of regulatory genomic regions that has been 

recently defined in several model organisms, including Caenorhabditis elegans, 

Drosophila and humans, via genome-wide ChIP analyses of the binding of a 

variety of transcription factors (Farley and Levine, 2012). Chromatin regions of 

traditional enhancers are characterized by low occupancy and are generally 

bound by one or several different transcription factors. Consistent with this, 

traditional enhancers are enriched for sequence motifs that are recognized by 

specific transcription factors, suggesting direct DNA-protein interactions. In 

contrast, HOT regions are characterized by indirect loading of a number of 
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different transcription factors. The recruitment of transcription factors to HOT 

regions is independent of sequence motifs because of a dearth of such specific 

transcription factor motifs (Farley and Levine, 2012). HOT regions contain 

several sequence features, including the Zelda binding motif, GAGA binding 

elements and TAGteam sequence motif (Liang et al., 2008; Satija and Bradley, 

2012). These sequence motifs are recognized by transcription factors Zelda 

and GAGA which act to potentiate transcription factor binding by catalysing 

development of regions of open chromatin (Harrison et al., 2011; Satija and 

Bradley, 2012). Similar to other sequences encompassing these elements, 

HOT regions display increased nucleosome turnover and are enriched in the 

histone variant, histone H3.3, indicative of “accessible chromatin” (Jin et al., 

2005). It is likely that both Zelda anchoring and interactions between 

transcription factors play important roles in the formation of numerous, different 

transcription factor complexes at HOT regions.  

 

C) Models of enhancer-promoter interactions 

In mammalian genomes, genes can span hundreds of kilobases and can be 

controlled by distant enhancers. It is generally agreed that enhancers can 

increase the transcription of target genes by delivering coactivators to their 

cognate promoters. However, the mechanism by which enhancers specifically 

communicate with their correct promoters is not entirely understood. To date, 

four hypotheses have been proposed to describe this communication: 

chromatin looping, linking, tracking and facilitated tracking. 

 

1.8 Chromatin looping 

The currently favoured model for enhancer-promoter communications involves 

homotypic or heterotypic interactions between enhancer-bound transcription 

factors and promoter-bound transcription factors to form a chromatin loop that 

juxtaposes enhancer and promoter regions at the base of the loop and that 

loops out the long intervening genomic sequences (Figure 1. 2) (Su et al., 1991). 

Chromosome engineering studies have revealed that forcing an enhancer-

promoter loop is sufficient to activate gene transcription at the β-globin locus in 

erythroid cells, in which other essential transcription factors required for β-
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globin expression are already bound (Deng et al., 2014). The technique of 

chromosome conformation capture (3C), and its variants further provided 

strong evidence for the physical interactions between enhancers and promoters 

(Jin et al., 2013). In addition, fluorescence in situ hybridization (FISH) has 

demonstrated the spatial juxtaposition of distant enhancers and promoters 

(Lettice et al., 2014). 

 

1.9 Linking 

The linking model proposes that the binding of facilitators between enhancers 

and their cognate promoter mediates enhancer activity (Figure 1.2). 

Homeodomain (HD) containing proteins are known to bind in vitro to a broad 

range of distinct genomic DNA sequences with a similar preference (Walter and 

Biggin, 1996). Consistent with this, in vivo experiments have shown that HD 

proteins bind uniformly throughout their target gene loci, and at lower levels to 

enormous active genes in the Drosophila embryo (Walter et al., 1994). In 

contrast, transcription factors generally bind only to short genomic regulatory 

regions, such as enhancers and promoters. Further studies revealed that HD 

transcription factors are directly involved in the control of nearly all active genes 

in the Drosophila embryo (Liang and Biggin, 1998). Therefore, numerous HD 

proteins binding throughout a chromatin region might be important to 

communication between enhancers and promoters. The Chip protein, originally 

isolated in Drosophila, plays a vital role in the control of HD transcription factor 

activities (Morcillo et al., 1997). Chip family proteins can physically interact with 

HD transcription factors and in Xenopus, the Chip homolog Xhbd1, was found 

to regulate the DNA binding activity of HD transcription factors (Breen et al., 

1998). From these observations, it was suggested that communication between 

an enhancer and its cognate promoter is mediated by a chain of complexes 

containing Chip related proteins that are anchored to the intervening chromatin 

regions by physically interacting with HD containing factors. 

  

However, assembly of the facilitator complex on the intervening sequence 

between the enhancer and the promoter could involve at least as great an 

energy expenditure as would the formation of direct enhancer-promoter 
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contacts. Furthermore, studies showed that the mouse chip protein, LDB1, can 

form a complex with GATA-1, Tal-1 and LMO2. The complex occupies both the 

LCR and the promoters of the mouse β-globin gene when the gene is actively 

transcribed (Song et al., 2007; Wadman et al., 1997), indicating that Chip family 

proteins can facilitate the formation of enhancer-promoter loops through 

interactions with other transcription factors. 

 

1.10 Tracking 

The original view of enhancer function is that it provides specific binding sites 

for RNAPII and other components of the transcription machinery, followed by 

tracking of these factors on the chromatin fibre until they encounter their correct 

core promoter (Figure 1.2). Tracking-like mechanisms are supported by studies 

of several loci. For instance, some studies have revealed unidirectional 

spreading of H3K4ac, CBP/p300 acetyltransferase, or RNAPII and TBP with 

accompanying synthesis of intergenic non-coding RNAs at the β-globin locus 

(Kim and Dean, 2004; Wang et al., 2005; Zhao and Dean, 2004; Zhu et al., 

2007). Furthermore, insertion of a terminator or insulator between the enhancer 

and the promoter traps RNAPII and blocks the corresponding long-range 

enhancer-promoter interactions. These studies implicate tracking as the 

primary step for enhancer-promoter interactions and raise the possibility that a 

stable enhancer-promoter loop is only formed when the tracking step is 

completed. Notably, the tracking process will not alter the proximity between 

the enhancer and promoter. 

 

1.11 Facilitated tracking 

The facilitated tracking model incorporates aspects of both the looping and 

tracking models and suggests that the juxtaposition of enhancers and 

promoters represents only the final stage in enhancer-promoter interactions 

(Figure 1.2). This model is well documented for the human ε-globin gene. 

Transient transfection studies showed that HS2 enhancer complex, containing 

the enhancer DNA region, RNAPII and TBP tracks along the intervening 

chromatin fibre, synthesizing short, polyadenylated, intergenic RNAs before 

eventually looping to the ε-globin promoter (Zhu et al., 2007). An insulator 
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inserted in the intervening chromatin fibre between enhancers and their 

cognate promoter traps the enhancer DNA and associated RNAPII and TBP at 

the interfering site, impeding facilitated tracking mid-stream and finally blocking 

long-range enhancer function (Zhu et al., 2007). 

 

Figure 1.2 – Existing models for enhancer-promoter interactions 

In the linking model, “facilitator” proteins are initially recruited at enhancers and then 

spreads out towards cognate promoters. In the tracking model, RNAPII recruited by 

transcription activators at enhancers may track along the genome DNA towards target 

promoters. In the looping model, enhancers may be brought into close proximity with 

cognate promoters due to interactions between enhancer and promoter bound proteins, 

and this loops out the intervening chromatin region. In the facilitated tracking model, 

RNAPII tracks along the chromatin DNA towards cognate promoters and the 

intervening chromatin region between the enhancer and tracking RNAPII is looped out. 

Figure adapted from Li et al., 2006 and Vernimmen et al., 2015.  
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D) The physical basis of enhancer-promoter interactions 

 

1.12 Formation of topologically associating domains 

Enhancer-promoter interactions have been proven to increase transcription 

efficiency at different gene loci. Chromatin organization is essential for the 

communication between cis-acting sequence elements and many enhancers 

and their corresponding promoter in mammalian genomes are arranged into a 

topological associating domain (TAD). It has demonstrated that physical 

contacts between genomic segments within the same TAD are relatively 

frequent, whereas chromatin interactions across TAD boundaries occur 

relatively infrequently (Dixon et al., 2012). TADs can be further partitioned into 

smaller units of insulated neighbourhoods (Figure 1.3) (Hnisz et al., 2016a). 

There are approximately 13,000 insulated neighbourhoods in human 

embryonic stem cells, ranging from 25 kb to 940 kb in length with each 

containing at least one gene (Dowen et al., 2014). The majority of enhancer-

promoter loops (approximate 90%) are fully constrained within the insulated 

neighbourhood boundaries in human ESCs (Hnisz et al., 2016b). Further 

studies have shown that the insulating property of these boundaries is achieved 

by the CCCTC binding factor (CTCF) homodimer and its associated cohesin 

complex (Giles et al., 2010).  

 

CTCF is highly conserved and ubiquitously expressed zinc finger protein in 

mammals and was initially identified as a transcriptional regulator of the c-myc 

oncogene (Klenova et al., 1993, Filippova et al., 1996). There are approximately 

55,000 binding sites for CTCF in mammalian genomes, which are commonly 

present in nucleosome linker regions, surrounded by well-positioned 

nucleosomes (Wang et al., 2012). Approximately only 10% of CTCF binding 

sites are conserved between mammalian species and tissues, whereas around 

half of these binding sites show a cell-specific distribution (Wang et al., 2012). 

The majority of CTCF sites have been demonstrated to have insulating 

properties that facilitate enhancer-promoter specificity within insulated 

neighbourhoods (Hnisz et al., 2016a). In addition, a minor fraction of CTCF 

binding (approximate 19% in human ESCs) is enriched at enhancer and 
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promoter regions themselves, indicating their potential role in the establishment 

of enhancer-promoter loops (Ong and Corces, 2014b). Notably, CTCF binding 

polarity is essential for establishing CTCF mediated chromatin structures and 

the majority of CTCF binding sites that mediate long range interactions, are in 

a convergent orientation (de Wit et al., 2015). Both deletion or inversion of such 

CTCF binding sites disrupt chromatin interactions with the mutated CTCF 

binding site (de Wit et al., 2015). 

 

The cohesin loop complex is an essential constituent of interphase and mitotic 

chromosomes where one of its roles is to hold sister chromatids together 

following DNA replication. This multiprotein complex is comprised of four main 

subunits: Smc1, Smc3, Rad21/Scc1 and SA/Scc3 (Losada et al., 1998). Two 

of these subunits, Smc1 and Smc3, are members of the Structural Maintenance 

of Chromosomes (SMC) family which is a class of chromosomal ATPases that 

regulate different aspects of the three-dimensional chromosomal structure. 

Each of these two SMC proteins contains one 50 nm-long intramolecular 

antiparallel coiled-coil, which forms a rod-shaped protein with a globular hinge 

domain at one terminus and an ATP nucleotide binding domain (NBD) at the 

other. Heterotypic interactions between the hinge domains of Smc1 and Smc3 

result in the formation of V–shaped heterodimer with a Smc1 NBD at the end 

of one coiled-coil arm and Smc3 NBD at the other end. This V-shaped 

heterodimer is further complemented by Rad21 and SA to form a ring-shaped 

structure, which can topologically embrace two chromatin fibres (Nasmyth and 

Haering, 2009). 

 

Recent evidence has shown that strong cohesin binding sites commonly 

coincide with the binding of CTCF, indicating that cohesin could be involved in 

the establishment of boundaries of chromatin domains, such as the insulated 

neighbourhoods (Hnisz et al., 2016a; Wendt et al., 2008). Moreover, numerous 

and often weaker cohesin binding sites are present at active enhancers and 

promoters (Merkenschlager and Odom, 2013). This therefore suggests that the 

cohesin loop complex could embrace two regions of chromatin fibres that 
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contain an enhancer and its cognate promoter respectively, thereby 

strengthening the interactions between enhancers and promoters. 

 

1.13 Characteristic chromatin modifications at enhancers and 

promoters 

 

Chromatin mediates extensive packaging of genomic DNA via the interaction 

with basic proteins in the nucleus of eukaryotic cells. The fundamental subunit 

of chromatin is the nucleosome, which is comprised of 146 bp of genomic DNA 

wrapped around a core histone octamer (Finch et al., 1977; Luger et al., 1997). 

The nucleosome octamer is a globular protein complex that made up of two of 

each core histone, H2A, H2B, H3 and H4, which are arranged into a central 

H3/H4 tetramer and two more peripheral histone H2A/H2B dimers (Kornberg, 

1974). Histone H1 binds to DNA at the entry/exit points of the nucleosome and 

is essential for the formation of higher order chromatin structures. In addition to 

the core histones, there are many histone variants, such as H3.3 and H2A.Z, 

and replacement of core histone proteins with histone variants can impact the 

chromatin structure and function (Jin et al., 2005).  

 

The “Histone code” hypothesis was initially put forward by Allis in 2000 (Strahl 

and Allis, 2000) and has been demonstrated to play an essential role in the 

regulation of genome structure and gene transcription (Bannister and 

Kouzarides, 2011; Jenuwein and Allis, 2001). The flexible N-terminal histone 

tails that protrude from the globular nucleosome core are subject to a number 

of post-translational modifications. These modifications constitute a “histone 

code” which is written by multiple histone modifying enzymes (for example, 

histone acetyltransferases) that catalyze the addition of specific chemical 

modifications, including methyl, acetyl and phosphoryl groups, in a residue-

specific manner on histone tails. Conversely, histone modifications can be 

erased by specific enzymes (for example, histone deacetylases) that remove 

chemical groups from histone tails. “Reader” proteins translate the histone code 

into biological outcomes, such as transcription activation or repression, by 

directly interacting with individual, or combinations of histone modifications.  
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Histone acetylation and methylation are two of the most well studies post-

translational modifications and these can occur at multiple lysine and arginine 

residues on histone tails. Histones interact with negatively charged DNA 

through electrostatic attractions to establish a highly condensed chromatin 

architecture. Acetylation of lysine residues results in charge neutralisation and 

induces chromatin decompaction (Hizume et al., 2010). The steady state level 

of histone acetylation is maintained by the combined action of histone 

acetyltransferases (HATs) and histone deacetylases (HDACs). HATs can be 

divided into three main families: GCN5-related N-acetyltransferases family 

(GNAT), MOZ, YBF2/SAS3, SAS2 and TIP60 protein family (MYST) and 

p300/CBP (Sterner and Berger, 2000). In general, HATs, such as Gcn5, p300 

and Tip60, modify lysine residues residing in the N-terminal tails. However, 

lysine 56, which is located in the core region of histone H3, can also be 

acetylated (Xu et al., 2005). As lysine 56 resides facing towards the major 

groove of DNA, acetylation of this residue can affect core histone-DNA 

interactions. Removal of acetyl groups from histones is catalyzed by HDACs. 

HDACs can be grouped into three distinct families: class I and class II histone 

deacetylases, and the third class, the NAD-dependent enzymes of the Sir family. 

In S. cerevisiae, the class I histone deacetylase complex, Rpd3, containing 

HDAC1 and HDAC2, is recruited to promoters and leads to localized 

deacetylation (Wu and Grunstein, 2000). Although class I HDACs are 

ubiquitously expressed, class II HDACs display tissue-specific expression. For 

instance, certain class II HDACs are involved in the regulation of muscle 

differentiation by interacting with members of the myocyte enhancer factor II 

(MEF2) (Black and Olson, 1998). This interaction is mediated by domains 

located in the N-terminal region of muscle-specific class II HDACs which are 

absent in other class II HDACs. The class III Sir proteins have been shown to 

generate a hypoacetylated state on histone H3 and H4 tails, leading to the 

spreading of heterochromatin in yeast (Gottschling, 2000).  

 

Lysine residues within histone tails can also be modified by different 

methyltransferases, leading to the generation of three methylation states, 
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namely mono-, di-, and tri-methylation (Hyun et al., 2017). Each state may be 

involved in either transcription activation or repression, depending on which 

lysine is methylated. As methylation does not neutralize the charge of the lysine 

residue, its primary function is to recruit other non-histone proteins. Similar to 

histone acetylation, the state of histone lysine methylation is maintained by the 

combined action of histone methyltransferases (HMTs) and histone 

demethylases (HDMs). HMTs are mainly catalyzed by two families of enzymes: 

the SET domain containing proteins and the Dot1-like proteins. The SET 

domain contains a catalytic center that is responsible for methyltransferase 

activity (Xiao et al., 2003). Dot1-like proteins do not contain SET domain but 

their N-terminal region contains a catalytic core consisting of a S-adenosyl-L-

methionine (SAM) binding pocket and a lysine binding channel (Min et al., 2003). 

Notably, Dot1-like proteins only methylate lysine residues located in H3 due to 

structural constraints (Min et al., 2003). Removal of methyl groups from histone 

lysine residues is catalyzed by histone lysine demethylases (KDMs). KDMs are 

a large protein family that can be structurally divided into two sub-classes. One 

subclass includes the lysine specific demethylase (LSD)1 and 2. LSD1/2 

contains amine oxidase domains that can remove mono- and di-methyl groups 

from histone lysine residues (Lee et al., 2005; Shi et al., 2004). The other 

subclass of lysine demethylases are the JmjC domain containing proteins, 

which remove mono-, di- and tri-methyl groups from specific histone lysine 

residues via an oxygenase mechanism (Klose et al., 2006).  

 

Reader proteins generally contain evolutionary conserved domains, such as 

the bromodomain, chromodomain and plant homeodomain (PHD) finger, that 

specifically recognize certain histone modifications. There are two different 

reading models for the recognition of histone modifications (Yun et al., 2011). 

The monovalent recognition model suggests that a single reader domain-

histone modification interaction can orchestrate the recruitment of reader 

protein complexes to their target regions. This is evidenced by the fact that 

mutations of the reader domains or histone modification sites abolish the proper 

recruitment of the reader protein complexes. However, a single histone 

modification can be recognized by different reader complexes and a single 



20 

 

 
 

reader protein complex generally contains multiple different recognition 

modules. This therefore suggests that the multivalent recognition model could 

predominate in the recognition of histone modifications. Increasing evidence 

has demonstrated that multivalent recognition is essential for the regulation of 

the transcription machinery. For instance, the largest subunit of TFIID, TAF1, 

contains two tandem bromodomains that recognize the dual-acetylated histone 

peptide, H4K5acK12ac (Jacobson et al., 2000). Another subunit of TFIID, TAF3, 

contains a PHD finger domain that recognizes H3K4me3. Interestingly, TFIID 

interacts with H3K4me3 more strongly when it is flanked by a dual acetylation 

mark, H3K9acK14ac (Vermeulen et al., 2010), indicating the synergistic effect 

between bromodomains and PHD finger domains during the recognition of 

histone modifications. 

 

Extensive studies have examined the role of the histone code in the regulation 

of gene transcription. Knowledge of the specific role of individual histone 

modifications has enabled their genome distribution to facilitate the 

identification of cis-acting elements. For instance, H3K4me3 is only present at 

gene promoters, whereas H3K27ac is specifically enriched at transcriptional 

enhancers. In addition, generation of histone modifications correlates with PIC 

assembly. For example, TFIIH is the last GTR to be recruited during PIC 

assembly (He et al., 2013). Once TFIIH is loaded, the Ser 5 residue of the CTD 

of RNAPII Rpb1 is phosphorylated by the kinase subunit of TFIIH, CDK7 

(Spangler et al., 2001). Ser5 phosphorylated RNAPII subsequently recruits the 

Set1 COMPASS complex to facilitate the generation of H3K4me3 at gene 

promoters (Ng et al., 2003). I therefore capitalized on knowledge of these 

modifications to identify cis-acting elements within the Igλ locus as described in 

Chapter 4, as well as to elucidate the temporal order of events during promoter 

activation. 

 

H3K4me3 at promoters 

H3K4me3 is an activating chromatin modification that is highly enriched at the 

core promoters of RNAPII transcribed genes (Bernstein et al., 2005). H3K4me3 

is tightly associated with transcription initiation and H3K4me3 can directly 
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interact with a subunit of TFIID, TAF3, to facilitate the recruitment of TFIID to 

active promoters (Lauberth et al., 2013). Tri-methylation of H3K4 at core 

promoters is catalysed by the complex of proteins associated with Set1, the 

COMPASS complex, which is highly conserved from yeast to human (Herz et 

al., 2012). In yeast, the COMPASS complex is comprised of eight subunits 

which include the Set1 methyltransferase and core structural components 

Swd1, Swd3 and Bre2 (Shilatifard, 2012). Set1 alone is inactive but within the 

COMPASS complex it can catalyse mono-, di-, and tri-methylation of H3K4 in 

yeast (Shilatifard, 2012). By contrast, there are six Set1 homologues (Set1A, 

Set1B, MLL1, MLL2, MLL3 and MLL4) that have been identified in mammals 

(Shilatifard, 2012). Each of these Set1 homologues can form a 

methyltransferase complex with similar core components to catalyse 

methylation at H3K4 (Dou et al., 2006; Steward et al., 2006). Like the yeast 

Set1 complex, the Set1A and Set1B complexes catalyse addition of the bulk of 

trimethylation at H3K4 at mammalian promoters (Ardehali et al., 2011; Mohan 

et al., 2011; Wu et al., 2008). The COMPASS complex is recruited to promoters 

by the RNAPII elongation machinery due to direct interactions between Set1 

and Ser 5 phosphorylated RNAPII as well as the transcription elongation factors, 

Paf1 and Rtf1 (Ng et al., 2003).  

 

H3K4me1 at enhancers 

Analysis of genome-wide histone modifications by ChIP has identified common 

chromatin marks at enhancers. The chromatin signature that most reliably 

predicts enhancers is the relatively high level of mono-methylated H3 lysine 4 

(Heintzman et al., 2007). In contrast to the relatively sharp peak of H3K4me3 

at core promoter regions, H3K4me1 occupancy at enhancers can be very broad, 

extending a kilobase or more either side of the transcription factor binding 

region (Heintzman et al., 2007). Mono-methylation at H3K4 is implemented by 

the MLL3 and MLL4 COMPASS complexes (Shilatifard, 2012). High levels of 

enrichment of MLL3 and MLL4 at enhancers is attributed to the physical 

interactions between MLL3/4 and lineage-specific transcription factors bound 

at enhancers (Lee et al., 2013). The presence of MLL3/4 at enhancers can 
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further regulate enhancer activities through the recruitment of the 

acetyltransferase, p300 (Wang et al., 2016). 

 

H3K27ac at enhancers 

H3K27 is another important histone signature at enhancers. The presence 

H3K27ac together with H3K4me1 is associated with a higher level of 

expression of nearby genes (Creyghton et al., 2010). H3K27 acetylation in 

mammalian genomes is carried out by two highly similar proteins, CBP and 

p300, which have both co-activator function as well as histone acetyltransferase 

activity (Bannister and Kouzarides, 1996; Ogryzko et al., 1996). These two 

acetyltransferases contain many functional domains that are involved in 

interplay with several transcription factors, including cyclic AMP response 

element-binding protein (CREB) and E1A, which are influenced by several 

cellular signalling pathways, leading to the activation of a variety of genes (Roth 

et al., 2003). Although CBP and p300 are found at promoter regions, their 

enrichment at intergenic or intragenic regions can be a useful marker to identify 

mammalian enhancers. 

 

H3K27me3 at enhancers 

H3K27me3 is a repressive histone mark but can be found at a fraction of 

lineage-specific enhancers in stem cells. This histone modification is 

implemented by a multiprotein complex, polycomb repressive complex 2 (PRC2) 

(Di Croce and Helin, 2013). Transcriptional enhancers can be classified as 

three groups, namely primed, poised and active enhancers, according to their 

epigenetic states (Calo and Wysocka, 2013; Creyghton et al., 2010; Rada-

Iglesias et al., 2011). Primed enhancers only drive basal levels of gene 

transcription and are characterized by H3K4me1 and p300 binding. In contrast, 

poised enhancers are not only marked by H3K4me1 and p300 binding but also 

by H3K27me3 and PRC2 binding. Lastly, active enhancers substantially 

promote gene expression and are marked by H3K4me1, H3K27ac and p300 

binding. Transition from “poised” to “active” requires disassociation of PRC2 

and H3K27me3, which may be aided by the H3K27 demethylase UTX (Herz et 



23 

 

 
 

al., 2012). K3K27ac is subsequently deposited by the acetyltransferase p300 

at enhancers, resulting in the production of “active” enhancers. 

 

1.14 Transcription factors involved in formation enhancer-promoter 

loops 

 

Pioneer transcription factors 

Pioneer transcription factors are capable of disrupting chromatin organization 

and can bind to their specific binding sites irrespective of nucleosomes, 

although this does depend on the context of other transcription factors. For 

instance, the DNA binding domain of the transcription factor, FoxA, resembles 

that of linker histones H1 and H5, which could thus alter nucleosome structure 

(Cirillo et al., 2002). Furthermore, the purine-rich transcription factor, PU.1, is 

involved in the incorporation of the histone variant H3.3 into nucleosomes, 

leading to an altered nucleosome structure (Wang et al., 2014, Stopka et al., 

2005). Likewise, NF-Y, a CCAAT box binding factor, has a core histone-like 

structure and has been proposed to be involved in the increased accessibility 

of chromatin fibres by nucleosome replacement and facilitating the binding of 

numerous master regulators, such as Oct4 and Sox2, to enhancers in ES cells 

(Romier et al., 2003, Oldfield et al., 2014). Enhancers that have been primed 

by pioneer transcription factors in specific cell lineages can provide a chromatin 

landscape that can subsequently control cell-specific responses to other 

transcription factors that act downstream of generic signalling pathways. 

 

Lineage-specific transcription activators 

In contrast to general transcription factors, lineage-specific transcription factors 

are only expressed in certain cell types and are essential for cell development. 

Lineage-specific transcription factors can be recruited by pioneer factors to 

tissue-specific enhancers, leading to enhancer activation and formation of 

enhancer-promoter interactions (Schoenfelder and Fraser, 2019). For instance, 

the lymphocyte-specific transcription factor IRF4, and/or the highly-related 

factor IRF8, are essential for the differentiation of pro-B to pre-B cells (Lu et al., 

2003; Muljo and Schlissel, 2003). IRF4 is robustly recruited to B cell-specific 
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enhancers, such as the immunoglobulin light chain enhancers, via direct 

interactions with the pioneer transcription factor PU.1 (Bevington and Boyes, 

2013). 

 

YY1 

YY1 is a ubiquitously expressed transcription factor that belongs to the zinc 

finger family of DNA binding proteins. Four zinc finger domains that are 

responsible for genomic DNA binding, are located at its carboxyl terminus. 

Further domains and motifs, including the REPO domain, the glycine-rich 

region, the proline-rich region, the glutamine-rich region and the histidine 

stretch, are situated in the central and N-terminal part of the YY1 (Atchison, 

2014) and were shown to interact with diverse transcription-related factors and 

complexes, such as cohesin and TBP (Pan et al., 2013, Riquet et al., 2001), 

indicating its potential role in the regulation of gene transcription. Indeed, ChIP 

analysis showed that numerous YY1 proteins are recruited to enhancer and 

promoter regions (Sigova et al., 2015). Further studies revealed that YY1 is 

tightly associated with the formation of chromatin loops in immunoglobulin gene 

loci as evidenced by a YY1 conditional knock-out which led to a decrease in 

chromatin looping events (Atchison, 2014). In addition, a more recent study 

demonstrated that YY1 is capable of binding single stranded RNAs (Wai et al., 

2016). Interactions between RNAs encoded by transcriptional enhancers and 

YY1 is essential for YY1 recruitment to the corresponding regulatory elements 

and also facilitate enhancer-promoter interactions (Sigova et al., 2015). 

Together, these data indicate that YY1 could facilitate the long-range 

communication between enhancers and promoters to affect the expression of 

target genes. 

 

Mediator 

The Mediator complex is a large multiprotein complex that was initially identified 

in Saccharomyces cerevisiae as a vital regulator of gene transcription (Nonet 

and Young, 1989). Comparative genomics demonstrated that the Mediator 

complex contains approximately 30 distinct subunits in mammals and that the 

majority of Mediator subunits are conserved from yeast to humans (Nagulapalli 
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et al., 2016). Structural studies reveal that the approximately 30 subunits within 

the Mediator complex can be divided into four distinct modules, termed the 

head, middle, and tail modules, that form a relatively stable core structure, and 

the cyclin-dependent kinase (CDK8) module, that is comprised of CDK8 (or its 

paralog CDK19), cyclin C, MED12 (or MED12-like) and MED13 (or MED13-like) 

(Plaschka et al., 2016). Notably, the CDK8 module associates reversibly with 

the core structure of Mediator, leading to the production of two main isoforms, 

the larger Mediator and smaller Mediator complex, distinguished by the 

presence or absence of the CDK8 module (Plaschka et al., 2016). Mediator is 

able to contact RNAPII and general transcription factors via its head and middle 

modules. These interactions between Mediator and RNAPII are essential for its 

function in PIC assembly and stimulating RNAPII CTD phosphorylation at gene 

promoters (Plaschka et al., 2015, Robinson et al., 2016, Esnault et al., 2008, 

Eychenne et al., 2016). Mediator is also capable of interacting with a number 

of tissue-specific transcription factors through its different subunits and 

participates in transmitting regulatory signals from tissue-specific transcription 

factors to the basal RNAPII machinery (Poss et al., 2013). These physical 

interactions are mainly established between tissue-specific transcription factors 

and the Mediator tail module and also explain the recruitment of Mediator to 

transcription factor bound enhancers (Malik and Roeder, 2010, Allen and 

Taatjes, 2015). These data together establish a novel model of enhancer-

promoter communications: Mediator provides a physical bridge between 

transcription factors bound at enhancers and components of the PIC bound at 

promoters. The latest research in yeast further reveals that a single Mediator 

complex associates with the enhancer and core promoter in vivo (Petrenko et 

al., 2016), indicating that it indeed physically bridges these cis-acting elements. 

 

Enhancer RNAs 

Transcriptional enhancers are short regulatory genomic regions that were first 

demonstrated to be transcribed by the RNAPII machinery in 2010 via genome-

wide transcriptome analysis (De Santa et al., 2010, Kim et al., 2010). The 

products of enhancer transcription - enhancer RNAs - are a subclass of non-

coding RNAs. Enhancer RNAs are synthesized by active enhancers which are 
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characterized by enrichment of specific histone modifications, binding of 

lineage-specific transcription factors and enrichment of the RNAPII machinery 

(Shlyueva et al., 2014, Kaikkonen et al., 2013). Enhancer RNAs were originally 

demonstrated to be bidirectionally transcribed and non-polyadenylated RNAs 

(Kim et al., 2010). Subsequent studies identified a few enhancer RNAs that are 

unidirectionally transcribed and polyadenylated (Koch et al., 2011). Whilst 

unidirectional and bidirectional enhancer RNAs are both transcribed by RNAPII 

machinery, the 3’ ends of enhancer RNAs are processed by different protein 

complexes. Similar to mRNAs, the 3’ ends of unidirectional enhancer RNAs are 

processed by the cleavage and polyadenylation specificity factor (Mandel et al., 

2006, Murthy and Manley, 1995). By contrast, the bidirectional enhancer RNAs 

contain 3’ end processing signals (3’ box) that are recognized and processed 

by the Integrator complex (Lai et al., 2015). Enhancer RNAs do not work in 

isolation and they exert functions via interacting with different RNA binding 

proteins. For example, enhancer RNAs have been demonstrated to be involved 

in the regulation of chromatin accessibility through interacting with the 

acetyltransferase, p300 (Bose et al., 2017). By contrast, enhancer RNAs can 

display inhibitory effects on the establishment of open chromatin via interacting 

with the polycomb repressive complex (Rinn et al., 2007, Yuan et al., 2012). 

Enhancer RNA binding partners also include architecture factors, such as 

Mediator (Lai et al., 2013), cohesin (Tsai et al., 2018), and YY1 (Sigova et al., 

2015). Depletion of enhancer RNAs leads to the decrease in target gene 

transcription, which is accompanied by a reduced enrichment of architecture 

factors at enhancers and promoters and disruption of enhancer-promoter 

interactions (Tsai et al., 2018, Lai et al., 2013, Sigova et al., 2015). In addition, 

enhancer RNAs can directly interact with RNAPII machinery to activate gene 

transcription. For instance, enhancer RNAs interact with p-TEFb and NELF to 

activate pause-release of RNAPII and facilitate gene transcription (Shii et al., 

2017, Schaukowitch et al., 2014). 

 

Integrator 

Integrator complex is a large multi-subunit protein complex that possesses 

catalytic RNA endonuclease activity, which is required for 3’ end processing of 
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non-polyadenylated, RNAPII dependent, uridylate-rich and small nuclear RNA 

transcripts, including enhancer RNAs (Rienzo and Casamassimi, 2016). 

Proteomic analysis demonstrated that the Integrator complex consists of at 

least 14 subunits in humans (INTS1 through INTS14) (Baillat and Wagner, 2015, 

Chen et al., 2012). The most common predicted motifs within the Integrator 

complex are alpha-helical repeats, such as HEAT, ARM and VWA domains, 

indicative of protein-protein interaction surfaces (Rienzo and Casamassimi, 

2016). Evolutionary analysis showed that INTS11 shares substantial sequence 

homology with CPSF-73 (cleavage and polyadenylation specificity factor, 73 

kDa) which is the endonuclease subunit for CPSF and which is responsible for 

3’ end processing of pre-mRNAs (Millevoi and Vagner, 2010, Romeo and 

Schumperli, 2016, Wu et al., 2017). Likewise, INTS11 is the endonuclease of 

the Integrator complex and contains the catalytic activity for the cleavage 

reaction at the 3’ ends of enhancer RNAs (Lai et al., 2015). An increasing 

number of publications demonstrated that apart from its role in 3’ end 

processing of non-coding RNAs, Integrator is tightly associated with the RNAPII 

machinery at promoter proximal regions as well as in the establishment of 

chromatin contacts. For example, Ser 7 phosphorylation of RNAPII by TFIIH 

has been shown to be essential for interactions with Integrator at promoter 

proximal regions of snRNA genes (Akhtar et al., 2009, Baillat and Wagner, 

2015). Integrator can be also recruited to promoters of protein-coding genes by 

the negative elongation factors, NELF and DSIF, via direct interactions 

(Stadelmayer et al., 2014, Skaar et al., 2015). Depletion of Integrator does not 

change the level of binding of NELF and DSIF at gene promoters but instead 

leads to the disruption of RNAPII pause release (Skaar et al., 2015, 

Stadelmayer et al., 2014). Moreover, Integrator facilitates transcription of 

immediate early genes via recruiting the super elongation complex, which is a 

large multi-subunit protein complex comprising of p-TEFb and other elongation 

factors (Jonkers and Lis, 2015), to promoters of the corresponding genes in 

HeLa cells following activation by epidermal growth factor (EGF) (Gardini et al., 

2014). Furthermore, depletion of Integrator disrupts the recruitment of 

components of the super elongation complex, such as ELL2 and AFF4, to EGF 

responsive genes, leading to decreased transcription (Gardini et al., 2014). 
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Integrator has also been shown to be involved in the establishment of correct 

enhancer-promoter contacts during cell development. For example, knock-

down of subunits of Integrator complex abolishes chromatin contacts between 

promoters of immediate early genes and their corresponding enhancers in 

HeLa cells, following activation with EGF (Lai et al., 2015). 

 

Figure 1.3 – Physical contacts between an enhancer and its cognate promoter 

occur when the gene is transcribed 

Pioneer transcription factors bound at cis-acting sequences lead to increased 

chromatin accessibility. The Mediator and cohesin complexes are involved in the 

stability of enhancer-promoter loops. Some enhancer RNAs facilitate the looping 

through interactions with subunits of the cohesin complex. YY1 is tightly associated 

with the loop formation, probably through interactions with subunits of the cohesin 

complex and the RNAPII complex. Adapted from Kim et al., 2015 and Hnisz et al., 

2016a. 

 

E) Activation of antigen receptor loci is tightly coupled with early B cell 
development 

 

1.15 Overview of B and T cell development 

Pluripotent hematopoietic stem cells (HSCs), present in the bone marrow are 

capable of giving rise to all blood cell lineages, including common lymphoid 

progenitors (CLPs). CLPs then differentiate to the progenitors of B, T and 

natural killer (NK) cells (Kondo et al., 1997). The generation of B cells in the 

bone marrow critically relies on the expression of the transcription factor Pax5 
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which is termed as the guardian of B cell identity and cements commitment to 

the B cell lineage (Nutt et al., 1999). Activation of antigen receptor loci is 

intrinsically associated with B cell development as V(D)J recombination and 

expression of a pre-BCR are essential for the proliferation and survival of B cell 

progenitors (Rolink et al., 2000). V(D)J recombination first occurs at the IgH 

locus with DH to JH recombination in intermediate pro-B cells, followed by VH to 

DH joining at the late pro-B cell stage (Figure 1.4). Once the heavy chain V-D-

J rearrangement has occurred, the μ chain product is expressed and forms the 

pre-BCR complex with surrogate light chains, VpreB and λ5 (Martensson and 

Ceredig, 2000). Expression of the pre-BCR complex on the cell surface leads 

to a cascade of signalling events, stimulating the expansion of large pre-B cells 

(Geier and Schlissel, 2006). Following differentiating into small pre-B cells, 

recombination is initiated at one of the two light chain loci, Igκ and Igλ (Gorman 

and Alt, 1998). Once either Igκ or Igλ has successfully recombined, the 

rearranged light chain product pairs with the μ chain to form the B cell receptor, 

IgM, which is subsequently displayed on the cell surface of immature B cells 

(Vale et al., 2015). 

 

 

 

Figure 1.4 – Overview of B cell development 

The rearrangement status of V, D and J gene segments at the IgH locus and IgL loci 

at different stages of B cell development are shown (Hardy et al., 1991).   

 

Commitment to T cell lineage occurs in the thymus and is dependent on the 

expression of the transcription factor Notch 1 (Pui et al., 1999). Most T cells 
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express the TCRαβ receptor while the remaining ~5% of T cells express the 

TCRγδ receptor. Similar to rearrangement events that occur in developing B 

cells, recombination of TCR loci is coupled with T cell differentiation (Krangel, 

2009). During the development of TCRαβ cells, V(D)J recombination initially 

takes place at the TCRβ locus in pro-T cells at the CD4-/CD8- double negative 

stage, with Dβ to Jβ joining preceding Vβ to Dβ-Jβ joining. Productive VDJ 

rearrangements at the TCRβ locus leads to the expression of the β chain. The 

β chain interacts with CD3 as well as the surrogate α chain to form the pre-T 

cell receptor (pre-TCR). Pre-TCR expression on T cell surface results in cell 

expansion and differentiation to CD4+/CD8+ double positive T cells (pre-T cells). 

Recombination then occurs at the TCRα locus in pre-T cells and leads to the 

generation of an α chain that pairs with the β chain to form the TCRαβ cell 

receptor. 

 

1.16 Mechanism of activation of antigen receptor loci 

 

Activation of V(D)J recombination at antigen receptor loci is the first step in the 

generation of a highly diverse set of antigen receptor genes, namely the 

immunoglobulin (Ig) and T cell receptor (TCR) genes, that enable vertebrates 

to combat a vast range of potential pathogens. There are seven antigen 

receptor loci in mammalian genomes, the IgH, Igκ and Igλ light chain loci, as 

well as the TCRα, β, γ, and δ loci. Ig and TCR loci contain many copies of the 

variable (V), diversity (D) and joining (J) gene segments. Each locus has 

multiple discontinuous V and J gene segments, and the IgH, TCRβ and δ loci 

additionally contain D gene segments located between the V and J segments. 

During V(D)J recombination, one each of the V, D, and J gene segments are 

joined to create a variable region exon, which encodes the antigen binding 

portion of the receptor. All V, D and J gene segments are flanked by conserved 

recombination signal sequences (RSSs), which consist of conserved heptamer 

and nonamer sequences, separated by a 12 or 23 bp non-conserved spacer. 

Efficient recombination only occurs between gene segments that are flanked 

by RSSs with different spacer lengths (Tonegawa, 1983). The V(D)J 

recombination reaction is initiated by two lymphocyte-specific proteins, RAG1 
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and RAG2, that directly bind to the RSSs to form a synaptic complex, thereby 

bringing two recombining gene segments into close proximity (Curry et al., 

2005). A double-stranded DNA break is introduced precisely at the 

heptamer/RSS junction (Curry et al., 2005) and results in covalently sealed 

hairpin structures at the coding ends, whilst the signal ends are blunt and 5’ 

phosphorylated. These ends are then ligated by the classical non-homologous 

end joining pathway (cNHEJ) (Malu et al., 2012) to form the excised signal circle 

(ESC). The coding ends are extensively processed to add and delete 

nucleotides before they too are ligated by the cNHEJ pathway. 
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Figure 1.5 – The V(D)J recombination reaction 

The blue and red rectangles represent the recombining gene segments. RSSs, 

depicted by white and black triangles, are bound by the RAG1 and RAG2 complex 

(orange circles) and then brought together to form a synaptic complex. A double-

stranded DNA break is introduced at the heptamer/coding region junction by the 

recombinase. The coding ends are sealed to generate a hairpin structure, whilst the 

signal ends are blunt. These ends are then ligated by the non-homologous end joining 

pathway (NHEJ). Adapted from Arnal and Roth (2007). 

 

Regulation of RAG expression 

V(D)J recombination is regulated in a strict lymphocyte lineage-specific manner 

as RAG1 and RAG2 are only expressed in developing B and T cells. Moreover, 

rearrangement events occur at different stages of lymphocyte development and 
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this can be partially explained by the modulation of RAG expression levels 

during cell differentiation (Grawunder et al., 1995). RAG1 and RAG2 are 

intronless genes that lie next to each other on mouse chromosome 2 with the 

Erag enhancer regulating both. Regulation of expression is achieved by 

communication between the RAG gene promoters and the Erag enhancer via 

a number of lymphoid specific transcription factors such as FOXO1, E2A, NF-

Y, LEF-1, Ikaros, PAX5, and GATA (Hsu et al., 2003; Kuo and Schlissel, 2009). 

During early B and T cell development, there are two separate waves of RAG 

expression, that correspond to recombination (Grawunder et al., 1995; Wilson 

et al., 1994). The first wave of RAG expression occurs at the pro-B stage and 

CD4-/CD8- double negative pro-T stage to enable recombination of the IgH and 

TCRβ loci, respectively. Following the formation of the pre-BCR or pre-TCR 

complex and subsequent signalling from the cell surface, RAG expression 

decreases substantially prior to a period of rapid cell expansion of large pre-B 

or CD4+/CD8+ double positive pre-T cells (Grawunder et al., 1995). Upon exit 

from the cell cycle, the second wave of RAG expression occurs to enable 

rearrangement of the Ig light chain and TCRα loci. Following this, the 

expression of IgM reduces the level of RAG expression in immature B cells and 

positive selection results in decreased RAG expression in T cells (Brandle et 

al., 1992). RAG expression can also be upregulated in B cells at later stages of 

development if the BCR recognizes a self-antigen, to enable continued 

rearrangement of the Ig light chain loci until a functional BCR without auto-

reactivity generated (Nemazee, 2006). 

 

RAG activity is also regulated by post-translational modification. The cyclin 

dependent kinase 2 (CDK2)/CyclinE complex has been demonstrated to 

phosphorylate RAG2 at threonine-490, leading to the degradation of RAG2 via 

the ubiquitin-proteasome pathway (Lee and Desiderio, 1999; Li et al., 1996). 

The CDK2/Cyclin E complex mainly exerts its function at the G1 to S phase 

transition and remains active during S phase (Geng et al., 2003). This suggests 

that RAG2 activity is restricted to the G0 and G1 phases of the cell cycle (Lee 

and Desiderio, 1999). Because both RAG1 and RAG2 are required to catalyse 

the V(D)J recombination reaction, this restricts recombination events to the G0 
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and G1 phases of cell cycle. This cell cycle regulation of RAG2 ensures that 

RAG-mediated DNA double-stranded breaks (DSBs) are not generated during 

the DNA replication and cell division which may result in abnormally repaired 

DNA breaks or segregation of broken chromosomes. 

 

Regulation of RSS accessibility  

Lymphoid-specific RAG expression explains how V(D)J recombination is 

restricted to different stages of B and T cell development. However, it cannot 

explain how specific antigen receptor loci only undergo rearrangement at a 

certain stage of cell development. The ordered regulation of recombination can 

be explained by “accessibility hypothesis”; this suggests that RSSs only 

become accessible for recombination at the correct developmental stages and 

in the correct lymphocyte types (Yancopoulos and Alt, 1985). Evidence to 

support this hypothesis came from studies where the nuclei from B and T cells 

at different developmental stages were isolated and subjected to in vitro RAG 

cutting: RAG-mediated DNA cleavage only occurred at RSSs of antigen 

receptor loci that were rearranged at the respective stage of B and T cell 

development (Stanhope-Baker et al., 1996). In addition, nucleosomes have 

been shown to repress V(D)J recombination by occluding RSSs via association 

with the histone octamer; this leads to the RSS being inaccessible to RAG 

binding (Golding et al., 1999; Kwon et al., 1998; McBlane and Boyes, 2000). 

Therefore, nucleosome remodelling is required to cause RSSs to become 

accessible to the RAG machinery prior to recombination (Bevington and Boyes, 

2013). 

 

Histone modifications 

As described previously, histone modifications such as acetylation and 

methylation are essential for the regulation of chromatin architecture and gene 

transcription. Histone acetylation is involved in the regulation of V(D)J 

recombination as loci undergoing rearrangement show an enrichment for 

histone H3 and H4 acetylation. For example, during recombination of the TCRα 

locus, the nucleosomes associated with the gene segments that are undergoing 

rearrangement are marked by increased levels of histone 3 acetylation 
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(McMurry and Krangel, 2000). Moreover, histone acetylation has been shown 

to be associated with stage-specific regulation of V(D)J recombination. In early 

pro-B cells, rearrangement occurs firstly between D and J gene segments that 

are hyperacetylated. By contrast, V gene segments only become acetylated 

once D to J rearrangements is complete (Chowdhury and Sen, 2001). 

Mechanistically, histone acetylation has been shown to facilitate the activation 

of antigen receptor loci via increasing the chromatin accessibility to the 

recombinase (Nightingale et al., 2007).  

 

Association between histone methylation and the activation of antigen receptor 

loci was first confirmed by the enrichment of H3K4me3 at gene segments that 

are actively involved in rearrangement at the IgH and TCRβ loci (Morshead et 

al., 2003). Subsequent, and more detailed studies, revealed that deposition of 

H3K4me3 is strongly associated with stage-specific initiation of V(D)J 

recombination (Fitzsimmons et al., 2007; Goldmit et al., 2005; Perkins et al., 

2004). The links between this histone modification and the RAG machinery was 

confirmed by the discovery of physical interactions between H3K4me3 and the 

RAG2 PHD finger domain (Elkin et al., 2005; Matthews et al., 2007; Ramon-

Maiques et al., 2007). Binding of RAG2 to this histone mark facilitates the 

recruitment of RAG2 to the RSSs of gene segments that are to be rearranged 

(Ji et al., 2010; Schatz and Ji, 2011) and also induces structural changes of the 

RAG complex, resulting in increased RAG binding and cleavage activities 

(Bettridge et al., 2017; Lu et al., 2015).  

 

Non-coding transcription 

The accessibility hypothesis mentioned above suggests the activation of 

antigen receptor loci coincides with non-coding transcription through the 

unrearranged gene segments (Yancopoulos and Alt, 1985). This was 

supported by the finding that initiation of V(D)J recombination at the Igκ locus 

correlates with the activation of transcription through unrearranged gene 

segments (Schlissel and Baltimore, 1989). Furthermore, blocking non-coding 

transcription of the Jα61-50 gene segments in the TCRα locus via targeted 

insertion of a transcription terminator led to the complete elimination of 
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recombination of these specific gene segments (Abarrategui and Krangel, 

2006). It is thought that RNAPII mediated non-coding transcription within 

antigen receptor loci facilitates V(D)J recombination through recruiting RAG 

proteins. For instance, the histone methyltransferase Set1 is recruited by 

RNAPII machinery and this can deposit H3K4me3 at these actively transcribed 

regions (Ng et al., 2003), to facilitate recruitment of the RAG machinery via 

physical interactions between H3K4me3 and the RAG2 PHD finger domain 

(Abarrategui and Krangel, 2009; Bettridge et al., 2017; Matthews et al., 2007). 

In addition, the RNAPII machinery also interacts with histone acetyltransferases 

to facilitate the deposition of acetylation on histone tails in actively transcribed 

regions (Wittschieben et al., 1999), which will lead to the generation of a more 

open chromatin architecture. This, however, cannot explain how nucleosomes 

are remodelled to enable RAG access to the target RSSs. Further studies 

proposed a model of how the RSSs that are occluded by nucleosomes are 

transiently released for cutting by the RAG machinery. Specifically, non-coding 

transcription could lead to the transient eviction of a H2A/H2B dimer that in turn 

releases 35-40 bp of nucleosomal DNA. If the RSS lies within this released 

region, then this will enable RAG binding and cleavage of the RSS; ChIP and 

in vivo accessibility studies provided evidence for this model (Bevington and 

Boyes, 2013). Notably, transcriptional enhancers have been shown to be 

essential for both non-coding transcription and antigen receptor locus 

recombination (Krangel, 2003). Consequently, locus activation critically relies 

on activation of these enhancers that is mediated via lineage-specific 

transcription factors.  

 

1.17 Transcription factors involved in the activation of antigen receptor 

loci 

 

PU.1 

PU.1 belongs to the Ets family of transcription factors and is required for the 

development of cells of haematopoietic lineage (Scott et al., 1994; McKercher 

et al., 1996). Transgenic mice containing a homozygous mutation in the DNA 

binding domain of PU.1 are embryonic lethal, lacking mature macrophage, 
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neutrophil, B and T cells (McKercher et al., 1996). PU.1 has been shown to be 

important for the activation of both heavy and light chain immunoglobulin loci 

as PU.1 binds to the IgH intronic enhancer (Nelsen et al., 1993; Rivera et al., 

1993), the Igκ and Igλ light chain enhancers (Eisenbeis et al., 1993; Pongubala 

et al., 1992) and at specific promoters of unrearranged gene segments (Shin 

and Koshland, 1993). Specifically, PU.1 binds the Eμ enhancer and activates 

transcription and chromatin accessibility of the IgH locus in cooperation with 

other transcription factors (Nelsen et al., 1993; Rivera et al., 1993). At the light 

chain loci, PU.1 binds to the Igκ enhancer κE3’ and the two Igλ enhancers Eλ2-

4 and Eλ3-1 enhancers in conjunction with IRF4 to stimulate activation of light 

chain recombination at the pre-B cell stage (Eisenbeis et al., 1995; Pongubala 

et al., 1992).  

 

IRF4 

IRF4 is a lymphoid-specific transcription factor that belongs to the interferon 

regulatory factor family. IRF4 was initially demonstrated to be critical at the late 

stages of lymphocyte development as knock-out of the IRF4 gene in mice by 

homologous recombination leads to a defect in late B and T cell function 

(Mittrucker et al., 1997). Whilst these IRF4 knock-out animals can still produce 

surface immunoglobulins and T cell receptors, these mice cannot generate 

antibodies in response to pathogens (Mittrucker et al., 1997). Later studies 

revealed that IRF4 is also essential for control of pre-B cell development. For 

example, B cell development is blocked at the large pre-B cell stage in IRF4-/-

/IRF8-/- mice, and this is accompanied by a disruption of sterile transcription and 

recombination at the light chain loci (Lu et al., 2003). As IRF4 expression 

increases at the pro-B to pre-B transition and IRF4 binding sites are located in 

the κE3’, Eλ2-4 and Eλ3-1 enhancers within Ig light chain loci (Eisenbeis et al., 

1995; Pongubala et al., 1992), it is highly likely that IRF4 plays an essential role 

in the activation of Ig light chain loci. In support of this hypothesis, IRF4 has 

been demonstrated to induce chromatin modifications and activation of Igκ 

germline transcription (Johnson et al., 2008; Lazorchak et al., 2006). Also 

consistent with these findings, a more recent study from Boyes lab showed that 

equipping the pro-B cells with a pre-B level of IRF4 is sufficient to activate the 
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non-coding transcription and V(D)J recombination at the Igλ locus (Bevington 

& Boyes, 2013).  

 

Notably, IRF4 alone has only a minimal affinity to its binding motifs because of 

the presence of an autoinhibitory domain (Eisenbeis et al., 1995) and requires 

physical interactions with PU.1 to bind strongly to its recognition sites within 

both Igκ and Igλ enhancers (Eisenbeis et al., 1995; Pongubala et al., 1993). 

Interactions have also been observed between IRF4 and E2A and binding of 

the IRF4-E2A complex to the κE3’ enhancer was shown to activate the Igκ locus 

(Nagulapalli and Atchison, 1998; Nagulapalli et al., 2002). Furthermore, 

depletion of IRF4 leads to a reduced level of recruitment of E2A to enhancers 

(Lazorchak et al., 2006). Likewise, binding motifs for IRF4 and E2A are also 

present at the IgH intronic enhancer and binding of the complex here can 

induce IgH sterile transcription (Nagulapalli and Atchison, 1998).  

 

E2A 

E2A belongs to the basic helix-loop-helix (bHLH) class of transcription factors 

and plays a critical role in the regulation of early B cell development. Knockout 

of E2A results in a complete block of progression of B cell development beyond 

the pro-B cells stage in mice, which fail to initiate DH to JH recombination (Bain 

et al., 1994; Zhuang et al., 1994). The E2A gene encodes two protein products, 

E12 and E47 through alternative RNA splicing. These two proteins bind to E-

box motifs, which are present in various cis-acting elements within antigen 

receptor loci (Bain et al., 1994; Zhuang et al., 1994). Binding of E2A to these 

regulatory elements appears to be essential for the regulation of non-coding 

transcription and V(D)J recombination. This was verified by over-expression of 

E2A in a murine pre-T cell line which induced activation of non-coding 

transcription and D to J recombination at the IgH locus (Schlissel et al., 1991). 

Similarly, E2A is critical for the activation of light chain loci. For instance, over-

expression of E2A with RAG1 and RAG2 in a human kidney cell line, BOSC23, 

triggered recombination not only between DH to JH but also between Vκ and Jκ 

(Romanow et al., 2000). Consistent with this, mutations introduced into E-boxes 

at IgH and Igκ loci led to decreased levels of V(D)J recombination (Fernex et 
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al., 1995, Inlay et al., 2004). The functionality of E2A may be attributed to its 

ability to recruit histone modifiers since E2A can interact with the histone 

acetyltransferases, p300 and SAGA (Eckner et al., 1996; Ogryzko et al., 1996). 

Therefore, the binding of E2A at enhancers within antigen receptor loci could 

facilitate the deposition of active chromatin modifications. In support of this, 

knockout of E2A in pre-B cells impairs the level of histone acetylation at the 

κE3’ enhancer (Lazorchak et al., 2006). 

 

STAT5 

STAT5 represents two highly related transcription factors, STAT5A and 

STAT5B. Although STAT5A and STAT5B are encoded by two different genes, 

the proteins share substantial sequence homology at the amino acid level 

(Grimley et al., 1999). STAT5 activation, which is orchestrated by IL-7 signalling, 

has been demonstrated to be essential for the control of early B cell survival 

and for ordered antigen receptor gene rearrangement (Malin et al., 2010). 

Further studies showed that STAT5 can facilitate the deposition of the 

repressive histone mark, H3K27me3, at iEκ via recruitment of the polycomb 

protein enhancer of zeste homolog2 (EZH2), leading to the inhibition of E2A 

binding at iEκ and reduced Igκ non-coding transcription (Mandal et al., 2011). 

In addition, STAT5 is capable of decreasing IRF4 binding at Igκ enhancers via 

displacing PU.1 (Hodawadekar et al., 2012).  

 

1.18 Signalling pathways orchestrating early B cell development  

 

IL-7 signalling  

IL-7 is an essential cytokine that has been shown to be involved in the 

regulation of B cell proliferation, survival and differentiation (Milne and Paige, 

2006). The different roles of IL-7 in B cells are achieved through its interaction 

with the IL-7 receptor which is present on the surface of early B cells including 

pre-pro-B, pro-B and pre-B cells (Milne and Paige, 2006). STAT5 is 

phosphorylated and activated in pro-B cells through the Janus kinase which in 

turn is regulated by IL-7 stimulation (O'Shea and Plenge, 2012). Activated 

STAT5 facilitates the continued expansion and survival of B cell progenitors via 
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activating expression of multiple factors involved in cell proliferation and 

survival, such as cyclin D3, myeloid cell leukaemia sequence 1 (MCL-1) and B 

cell lymphoma 2 (BCL-2) (Clark et al., 2014). Moreover, IL-7 signalling is 

important for B cell commitment. IL-7 signalling has been shown to promote the 

expression of the early B cell factor 1 (EBF1) which is an essential transcription 

factor for determining B cell lineage fate together with E2A and PAX5. In 

support of this, overexpression of EBF1 is capable of restoring normal B cell 

differentiation in IL-7-/- mice (Kikuchi et al., 2005). 

 

IL-7 signalling is also involved in the developmental stage-specific regulation of 

V(D)J recombination. In pro-B cells, STAT5, activated by IL-7, binds to the IgH 

locus and facilitates VH rearrangement, whereas STAT5 binding to the Igκ locus 

represses its recombination (Bertolino et al., 2005; Johnson et al., 2008). IL-7 

signalling is also able to activate phosphoinositide-3-kinase (PI3K) signalling to 

repress RAG expression via promoting degradation of a transcription activator 

of RAG expression, FOXO1 (Amin and Schlissel, 2008).   

 

Pre-BCR signalling 

Productive rearrangement of the IgH locus leads to the generation of a pre-

BCR which is comprised of Igμ, Igα, Igβ and the surrogate light chain proteins, 

λ5 and VpreB (Bankovich et al., 2007). Pre-BCR signalling is essential for the 

proliferation, survival and maturation of pre-B cells. Interactions between 

charged and glycosylated residues within pre-BCR molecules facilitate pre-

BCR auto-crosslinking on the cell surface of pre-B cells (Ohnishi and Melchers, 

2003). Pre-BCR crosslinking promotes SCR family kinase mediated 

phosphorylation of tyrosine residues within the immunoreceptor tyrosine-based 

activation motif (ITAM) of CD79A and CD79B (also known as Igα and Igβ), 

leading to signal amplification and recruitment of spleen tyrosine kinase (SYK) 

and ζ chain associated protein kinase of 70 kDa (ZAP70) (Rickert, 2013). These 

tyrosine kinases, in turn, phosphorylate the B cell linker protein (BLNK) in pre-

B cells, which recruits Bruton tyrosine kinase (BTK) and phospholipase Cγ 

(PLCγ) to facilitate the activation of the extracellular signal-regulated kinase 

(ERK). This leads to the continued proliferation of pre-B cells (Imamura et al., 
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2009). After this proliferative burst, large pre-B cells exit the cell cycle and 

differentiate into small pre-B cells where BLNK inhibits the activation of AKT 

and thus promotes the nuclear translocation of the activator of RAG genes, 

FOXO1 (Rickert, 2013). BLNK also represses JAK3-mediated activation of 

STAT5 (Nakayama et al., 2009) and promotes the expression of transcription 

factors that are involved in activation of light chain V(D)J recombination such 

as E2A, IRF4 and Ikaros (Heizmann et al., 2013; Johnson et al., 2008; 

Lazorchak et al., 2006), allowing light chain recombination to occur. 

 

F) Regulation of long-range chromatin interactions of antigen receptor 
loci 

 

Tissue-specific long-range chromatin contacts are essential for the regulation 

of expression of developmentally regulated genes. These developmentally 

regulated genes are expressed only in the appropriate lineage, whilst they 

remain silent in other lineages. Haematopoiesis is an excellent system to 

investigate the regulation of gene transcription as it is very accessible and 

generates multiple lineages in bone marrow. Also, differentiated lineages and 

their progenitor cells can be easily separated by using different cell surface 

markers. B and T cell lineages are of particular interest due to V(D)J 

recombination of antigen receptor loci which generates a vast antigen receptor 

repertoire to combat a range of pathogens. Therefore, substantial effort has 

been expended on understanding the mechanism by which long-range 

chromatin interactions of antigen receptor loci are regulated to facilitate V(D)J 

recombination. 

 

1.19 Long-range chromatin organization of the IgH locus 

 

Structure of the murine IgH locus 

The murine IgH locus spans approximately 2.8 megabases (Mb) on 

chromosome 12 and is comprised of 100 functional VH gene segments, 8-12 

DH gene segments (depending on the mouse strain) and four JH gene segments 

(Figure 1.6) (Ye, 2004).  
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Figure 1.6 – Structure of the murine IgH locus 

A schematic diagram of the murine IgH locus. The IgH locus includes approximately 

110 functional VH gene segments (cyan), eight to twelve DH gene segments (purple) 

and four JH gene segments (blue) and eight constant region exons (light green). RSSs 

are shown as black triangles. Regulatory elements are shown in green. IGCR1 – 

intergenic control region 1. PQ52 – promoter of 5’ DQ52. Eμ – heavy chain enhancer. 

3’ RR – 3’ regulatory region. HS5-7 – hypersensitive sites 5 to 7. 

 

The first regulatory element identified in the IgH locus was the enhancer, Eμ, 

which resides in the intron between the JH gene segments and constant gene 

segments (Figure 1.6) (Gillies et al., 1983). This enhancer is essential for IgH 

activation as replacement of Eμ with a neomycin resistance gene or a short 

nucleotide resulted in a decrease in non-coding transcription and 

rearrangement (Chen et al., 1993; Serwe and Sablitzky, 1993). As a low level 

of IgH recombination was still observed in Eμ deleted cells, this suggested 

additional regulatory elements could compensate for the absence of Eμ. Indeed, 

two additional regulatory elements, Eα and 3’EH, were found to reside at the 3’ 

end of the IgH locus (Matthias and Baltimore, 1993; Pettersson et al., 1990). 

However, more recent studies have demonstrated that these 3’ enhancers are 

not required for V(D)J recombination but instead, appear to be essential for 

class switch recombination and somatic mutation that occur at a later stage of 

B cell development (Cogne et al., 1994; Rouaud et al., 2013). In addition to 

enhancers, several genomic regions that contain multiple CTCF binding sites, 

such as IGCR1 and HS5-7, were identified and appear to be involved in the 

regulation of long-range chromatin organization of the IgH locus (Figure 1.6) 

(Guo et al., 2011b). 
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Regulation of DH to JH joining 

Rearrangement of IgH initiates with DH to JH joining in early pro-B cells, followed 

by VH to DH-JH joining in late pro-B cells (Figure 1.4) (Kumari and Sen, 2015). 

Recombination among these gene segments involves ordered chromatin 

organization that brings distant V, D and J gene segments into close proximity. 

The rearrangement of DH to JH gene segments is mediated by long-range DNA 

interactions among regulatory elements that lead to the formation of separate 

chromatin domains (Figure 1.7). Three regulatory elements including IGCR, 

PQ52 (a promoter 5’ of DQ52) and HS5-7 are associated with chromatin 

organization of the IgH locus. 3C data from pro-B cells initially revealed 

chromatin interactions of the Eμ enhancer with PQ52 and HS5-7 (Guo et al., 

2011b). The Eμ-PQ52 interaction results in the generation of a ~5 kb chromatin 

loop structure that contains all four JH gene segments, whereas the Eμ-HS5-7 

interaction forms a ~200 kb chromatin loop structure that constrains the 

constant gene segments (Guo et al., 2011b). Further studies identified another 

chromatin loop domain formed between IGCR1 and Eμ, which is approximately 

70 kb in length and contains the DH gene segments (Verma-Gaur et al., 2012). 

Formation of these chromatin loops is a prerequisite for the ordered DH to JH 

joining. The Eμ-PQ52 chromatin domain is believed to be the “recombination 

centre” and displays the highest level of H3K4me3 and of RAG1/RAG2 binding 

(Schatz and Ji, 2011; Teng et al., 2015). The Eμ-PQ52 chromatin domain is 

positioned closest to the PQ52-IGCR1 chromatin domain which contains the 

DH gene segments, promoting RSS capture to enable D-J recombination to 

occur (Figure 1.7).  
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Figure 1.7 – Chromatin loops formed by the Eμ enhancer facilitates DH to JH 

joining 

Chromatin interactions between Eμ and PQ52, IGCR1 and HS5-7 lead to the 

generation of three chromatin loops in the 3’ IgH domain. The smallest JH domain 

formed between Eμ and PQ52 is proposed to be the recombination centre for DH to JH 

joining. The DH domain formed between PQ52 and IGCR1 is positioned close to the 

JH recombination centre, facilitating DH to JH rearrangement via bringing DH and JH 

gene segments into close proximity. The largest VH chromatin domain formed between 

HS5-7 and Eμ includes all constant region exons, but it is still unclear if this domain 

has a function in DH to JH joining. Adapted from Kumari et al., 2015. 

 

Formation of the IGCR1-PQ52 domain is also thought to separate the VH gene 

segments from the recombination centre to ensure correct DH to JH 

recombination. In support of this, knock out of IGCR1 facilitates unordered 

rearrangement of proximal VH gene segments to unrearranged DH gene 

segments (Featherstone et al., 2010). The role of the Eμ-HS5-7 chromatin 

domain in the regulation of DH-JH recombination is less clear as knock out of 

HS5-7 does not affect the IgH repertoire substantially (Volpi et al., 2012). 

However, it is possible that other regulatory elements located at 3’ end of IgH 

could potentially compensate for the deletion of HS5-7 (Volpi et al., 2012). In 

addition, a recent study proposed a model of how DH to JH joining is mediated 

by the cohesion loop complex (Zhang et al., 2019). In this model, the JH 
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recombination centre is formed via RAG binding to a JH 23 RSS. The JH 

recombination centre serves as a dynamic sub-loop anchor and scans 

convergent CTCF binding element (CBE) anchored chromatin loops, potentially 

formed by cohesion-mediated loop extrusion. This facilitates shortening of the 

distance between DH 12-RSSs and the JH recombination centre, thereby 

promoting DH to JH recombination (Zhang et al., 2019).  

 

Regulation of VH to DH-JH joining 

Once DH-JH rearrangement is complete, a number of epigenetic alterations 

occur, specifically at the rearranged DH-JH segment, to increase chromatin 

accessibility and facilitate VH to DH-JH joining (Subrahmanyam et al., 2012). 

There are more than 100 VH gene segments spanning 2.5 Mb in the IgH locus. 

To achieve VH to DH-JH joining, VH gene segments and rearranged DH-JH gene 

segments must be brought into close proximity and to ensure the production of 

a diverse antigen receptor repertoire, all VH gene segments should have an 

equal opportunity to recombine with the rearranged DH-JH gene segment.  

 

Early DNA fluorescence in situ hybridisation (DNA-FISH) experiments 

demonstrated that the IgH locus undergoes large-scale chromatin contraction 

during V(D)J recombination, which was thought to promote rearrangement 

between distant gene segments (Kosak et al., 2002). Further studies revealed 

that the transcription factor PAX5 is essential for IgH locus folding. Depletion of 

PAX5 results in an extended chromatin configuration of IgH, accompanied by 

inhibition of rearrangement of distant VH gene segments to the rearranged DH-

JH gene segment (Fuxa et al., 2004). Consistent with this, a recent study 

revealed that cohesin-mediated loop extrusion within CBE anchored chromatin 

domain is essential for VH to DH-JH rearrangement and PAX5 is capable of 

regulating cohesin binding via inhibiting expression of the cohesin-release 

factor, WAPL (Hill et al., 2020).  
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Figure 1.8 – Chromatin interactions mediate VH to DH-JH joining 

A schematic diagram of chromatin loops formed at the IgH locus after DH to JH joining. 

Firstly, multiple chromatin loops mediated by CTCF are established within the V 

domain, which are shown as black lines. Chromatin folding is then mediated by 

interactions established between Eμ and VH5’7183 as well as VH3’558 in the proximal 

VH domain, which are dependent on YY1 and shown as red lines. Moreover, PAX5 

dependent interactions, shown in light blue, established between Eμ and PAIR 

elements (purple) function to recruit distal VH gene segments. 

 

Moreover, previous publications showed that CTCF mediates the formation of 

a number of chromatin loops between sites within the VH region (Guo et al., 

2011b), whereas YY1 facilitates the establishment of chromatin interactions 

between the Eμ enhancer and two sites within the VH domain, including 

VH5’7183 and VH3’558 (Figure 1.8) (Liu et al., 2007). Therefore, it is possible 

that YY1 facilitates bringing CTCF-mediated chromatin loops formed within the 

VH domain to within a close distance of DH gene segments. In addition, 

chromatin interactions established within the VH region are tightly associated 

with the PAX5-associated intergenic repeat (PAIR) elements. There are ten 

PAIR elements identified in the distal VH region, which are highly occupied by 

multiple transcription factors including PAX5, E2A, CTCF and cohesin (Ebert et 

al., 2011). Further 3C experiments revealed that the Eμ enhancer forms 

chromatin loops via interacting PAIR4 and PAIR6 in pro-B cells (Verma-Gaur 

et al., 2012). 
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The above data have resulted in the proposal of a model of how VH to DH-JH 

joining is achieved. Initially, the multiple CTCF mediated chromatin loops are 

formed within the VH domain (Guo et al., 2011a; Jhunjhunwala et al., 2008). 

Next, large scale chromatin loops are established between the 5’ end of the VH 

chromatin domain to the Eμ enhancer (Guo et al., 2011b; Verma-Gaur et al., 

2012). Specifically, these chromatin interactions include YY1 mediated Eμ-

VH5’7183 and Eμ-VH3’558 (Guo et al., 2011b) as well as PAX5 mediated Eμ-

PAX4 and Eμ-PAX6 interactions (Verma-Gaur et al., 2012). Ordered formation 

of these chromatin loops brings all VH gene segments to the rearranged DH-JH 

gene segment with equal opportunity to recombine (Kumari and Sen, 2015), 

thus ensuring the generation of a diverse antigen receptor repertoire.  

 

1.20 Long range chromatin organization of the Igκ locus 

 

Structure of the murine Igκ locus 

The murine Igκ locus spans approximately 3.2 Mb on chromosome 6, and is 

comprised of 160 Vκ gene segments, approximately 100 of which are functional, 

five Jκ gene segments, four of which are functional, and a single constant gene 

segment (Figure 1.9). Notably, Vκ gene segments are present in both forward 

and reverse orientations, thus enabling deletional and inversional 

rearrangement to occur.  
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Figure 1.9 – Structure of the murine Igκ locus 

A schematic diagram of the murine Igκ locus. The Igκ locus includes approximately 

160 functional Vκ gene segments (cyan), five Jκ gene segments (blue) and a single 

constant exon Cκ (light green). RSSs are shown as black triangles. Regulatory 

elements are shown in green. Cer – contacting element for recombination. Sis – 

silencer in the intervening sequence. IEκ – intronic κ enhancer. 3’Eκ – 3’ κ enhancer. 

dEκ – distal κ enhancer.  

 

Regulation of Igκ recombination 

V(D)J recombination at the Igκ is orchestrated by two enhancers: the intronic κ 

enhancer, iEκ, and the 3’κ enhancer, 3’Eκ (Inlay et al., 2002). These two 

enhancers are activated by diverse transcription factors. Specifically, iEκ 

contains binding motifs for multiple transcription factors including E2A and NF-

κB and is activated by binding of these transcription factors in pro-B cells 

(Johnson et al., 2008), whereas the 3’Eκ enhancer contains a binding motif for 

IRF4 which is dramatically increased at the pre-B cell stage (Stadhouders et al., 

2014). These studies indicate that the stage-specific activation of 

rearrangement of Igκ is mainly orchestrated by the 3’Eκ enhancer as large scale 

chromatin interactions to iEκ are already established in pro-B cells 

(Stadhouders et al., 2014). Furthermore, a distal κ enhancer (dEκ) was 

identified which is located downstream of 3’Eκ (Liu et al., 2002). The main 

function of dEκ appears to be the regulation of mature Igκ transcription and 

somatic hypermutation at later stages of B cell development (Xiang and Garrard, 

2008). 

 

In addition to the three enhancer elements mentioned above, there are two 

further regulatory elements, named silencer in the intervening sequence (Sis) 

and contracting element for recombination (Cer), located between Vκ gene 
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segments and Jκ gene segments, that are occupied by high levels of CTCF 

(Degner et al., 2009; Xiang et al., 2013). Knock out of Sis leads to increased 

proximal Vκ rearrangement (Xiang et al., 2011), implying that, similar to the role 

of IGCR1 in IgH recombination, Sis ensures a diverse Igκ repertoire by 

inhibiting the Igκ enhancers from contacting the proximal Vκ gene segments. 

Cer has been demonstrated to be the only regulatory element involved in Igκ 

locus contraction (Xiang et al., 2013). Deletion of Cer inactivates Igκ locus 

organization, resulting in a disrupted recombination repertoire where both Jκ 

and Vκ choice is altered (Xiang et al., 2013). 
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Figure 1.10 – Chromatin interactions within the Igκ locus 

A schematic diagram of chromatin interactions established within the murine Igκ locus. 

Firstly, chromatin loops are formed at the pro-B cell stage, where chromatin 



51 

 

 
 

interactions between Vκ domain and iEκ are already established. Furthermore, 

interactions between the Vκ domain to Sis/Cer as well as 3’Eκ are at a lower frequency 

in pro-B cells. Upon activation of pre-BCR signalling, chromatin interactions between 

the Vκ domain and regulatory elements, including Cer, Sis, iEκ and 3’Eκ, increase. In 

addition, CTCF mediated Cer-Sis interactions repress the joining of proximal Vκ gene 

segments to Jκ gene segments and restrict enhancer contacts within the locus. 

Adapted from Ribeiro de Almmeida, 2015a.  

 

More recent studies together have resulted in a proposed model of how the Igκ 

locus is activated. The Igκ locus is already in a compressed state in pro-B cells 

and this appears to mediated by chromatin interactions formed between sites 

bound by E2A and CTCF within the Vκ domain to iEκ, Sis and Cer, leading to 

a basal level of Igκ rearrangement (Stadhouders et al., 2014; Xiang et al., 2014). 

Once differentiation occurs from pro-B to pre-B cells, IRF4 is activated by pre-

BCR signalling, which then binds to the 3’Eκ enhancer, resulting in the 

formation of increased chromatin contacts with the Vκ domain and a dramatic 

increase in Igκ recombination (Stadhouders et al., 2014). 

 

1.21 Long range chromatin organization of the Igλ locus 

 

Structure of the murine Igλ locus 

The murine immunoglobulin λ locus is ~230 kb in length; it is the smallest 

antigen receptor locus and is located on chromosome 16. It consists of three 

variable (V) and four joining (J) gene segments, where each J gene segment 

precedes a constant (C) region (Gerdes and Wabl, 2002). The order of these 

gene segments is shown in Figure 1.11. Expression of the Igλ light chain 

requires the recombinational joining of V and J gene segments. Approximately 

70% of recombination at the Igλ locus occurs between the Vλ1 and Jλ1 gene 

segments (Boudinot et al., 1994).  
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Figure 1.11 – Structure of the murine Igλ locus 

A simplified schematic of the murine Igλ locus. The murine Igλ locus includes three 

functional Vλ gene segments (cyan), four Jλ gene segments (blue) and four constant 

exons (light green). RSSs are shown as black triangles. Enhancer elements are shown 

in green.  

 

Regulation of Igλ recombination 

Igλ recombination is orchestrated by two enhancers Eλ3-1 and Eλ2-4. These 

enhancers share approximately 90% sequence homology and contain binding 

sites for multiple transcription factors, such as PU.1, IRF4 and E2A. A recent 

study demonstrated that Eλ3-1 is essential for Vλ1-Jλ1 rearrangement (Haque 

et al., 2013). Although previous studies identified binding sites for structural 

transcription factors, such as CTCF within the Igλ locus, the mechanism by 

which Igλ locus folding is regulated, and how this leads to activation of 

recombination remains unknown.  

 

G) Aims 

 

Enhancers are the most dynamically utilised part of the eukaryotic genome, 

playing a critical role in the regulation of the majority of developmentally 

expressed genes. Despite their discovery nearly 30 years ago, and their 

essential role in regulating huge numbers of genes, exactly how these elements 

function remains poorly understood. Fundamental questions remain at a 

number of levels such as how the enhancer finds and commits to the correct 

promoter and what the enhancer delivers to the promoter to trigger increased 

transcription output.  

 

An ideal gene model to investigate enhancer-mediated transcription activation 

is the murine Igλ locus. Approximately 70% of recombination occurs between 
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Vλ1 and Jλ1 gene segments and activation of non-coding transcription of 

unrearranged Vλ1 and Jλ1 gene segments is a prerequisite for recombination. 

Previous data from Boyes lab showed that activation of Vλ1 and Jλ1 

transcription is tightly regulated by the Eλ3-1 enhancer. This enhancer contains 

binding sites for IRF4 and equipping pro-B cells with a pre-B level of IRF4 is 

sufficient to activate the Vλ1 and Jλ1 gene segments. Therefore, Eλ3-1 

mediated activation of Vλ1 or Jλ1 is an excellent system to investigate 

enhancer-promoter interactions. To temporally dissect the mechanism by which 

Eλ3-1 mediated transcription activation is triggered by IRF4, I sought to develop 

and characterise a pro-B cell line that expresses an inducible IRF4, namely 

IRF4-ER. Using this inducible IRF4 pro-B cell line, I aimed to address the 

following questions: 

 

1) What do enhancers deliver to promoters to increase transcriptional output?  

The traditional view is that enhancers deliver important accessory factors to 

potentiate either formation of the pre-initiation complex or the transition to 

elongation. However, the precise details of what an enhancer delivers, in what 

temporal order, and how this results in increased firing of the promoter, remains 

incompletely understood. I aim to test the role of IRF4 in mediating the specific 

Eλ3-1/Vλ1 interaction and to investigate what additional factors are needed to 

establish Eλ3-1-Vλ1 interactions. 

 

2) How does the enhancer specifically commit to the correct promoter?  

Whole-genome analyses have shown that enhancers don’t necessarily interact 

with the closest promoter and, whilst transcription factors are important in 

mediating the specificity of enhancer-promoter interactions, a number of 

transcription factors are bound throughout the genome. These need to be 

avoided to prevent the costly mistake of transcribing the wrong DNA. I aim to 

investigate how chromatin folding of Igλ is achieved to enable correct enhancer-

promoter interactions. 

 

These aims are addressed in the following results chapters. In the first results 

chapter, an inducible IRF4 pro-B cell line, 1D1-T215, was developed using a 
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retroviral system. Using this inducible system, I describe key transcription 

factors delivered to the target gene promoter to activate its transcription. In the 

next results chapter, I investigate how the correct chromatin environment is 

established to facilitate correct enhancer-promoter interactions. Finally, in the 

third results chapter, I investigate how enhancer RNAs encoded by Eλ3-1 are 

involved in the activation of gene transcription and chromatin organization.  
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Chapter 2: Materials and Methods 
 

A) Common Buffers 

 

Alkaline lysis buffer I  

50 mM Glucose   

25 mM Tris-HCl (pH 8.0)  

10 mM EDTA (pH 8.0)  

    

Alkaline lysis buffer II   

0.2 M           NaOH   

1 % (w/v)      SDS   

    

Alkaline lysis buffer III   

3 M       KOAc   

5 M       Acetic acid  

 

DNA sample loading buffer (6x) 

15% (w/v)           FicollⓇ-400 

20 mM                Tris-HCl (pH 8.0) 

60 mM                EDTA (pH 8.0) 

0.48% (w/v)        SDS 

0.03% (w/v)        Xylene Cyanol 

0.03% (w/v)        Bromophenol Blue 

 

Phosphate buffered saline (PBS)  

17 mM    NaCl   

0.33 mM    KCl   

1 mM               Na2HPO4   

0.18 mM    KH2PO4   

Adjusted to pH 7.4  
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Protein sample loading buffer (6x) 

6% (w/v)          SDS 

50% (v/v)         Glycerol 

60 mM             Tris-HCl (pH 6.8) 

640 mM           β-Mercaptoethanol 

0.06% (w/v)     Bromophenol Blue   

 

Tris-acetate-EDTA buffer (TAE)  

40 mM Tris-acetate   

1 mM            EDTA  

 

TE (Tris-EDTA) buffer 

10 mM        Tris-HCl (pH 8.0) 

1 mM          EDTA (pH 8.0) 

 

TBE (Tris-borate-EDTA) buffer 

90 mM         Tris base 

90 mM         Boric acid 

2 mM           EDTA (pH 8.0) 

 

TBS (Tris-buffered saline) buffer 

50 mM          Tris-HCl (pH 7.4) 

150 mM        NaCl 

2 mM            KCl 

 

TGS (Tris-glycine-SDS) buffer 

25 mM           Tris base 

192 mM         Glycine 

0.1% (w/v)     SDS    
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Western blot semi-dry transfer buffer 

48 mM              Tris base 

39 mM              Glycine 

20% (v/v)          Methanol 

0.04% (w/v)      SDS    

   

B) Media 

 

Dulbecco’s Modified Eagle Medium (DMEM) medium 

DMEM medium (Sigma D5671) supplemented with: 

10 %                  Foetal calf serum (PAA Laboratories)  

2 mM                 L-Glutamine   

50 U/ml      Penicillin   

50 μg/ml      Streptomycin  

 

Lysogeny Broth (LB)   

1 % (w/v)          Bacto-tryptone   

0.5 % (w/v)          Yeast extract   

0.5 % (w/v)          NaCl   

 

LB Agar 

1.5 % (w/v)           Agar   

1 % (w/v)           Bacto-tryptone   

0.5 % (w/v)           Yeast extract   

0.5 % (w/v)           NaCl  

Ampicillin or Kanamycin was added to a final concentration of 50 μg/ml to make 

this media selective. 
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Pro-B cell medium 

McCoy’s 5A medium (Gibco 26600-023) supplemented with: 

15 %                   Foetal calf serum gold (PAA Laboratories) 

100 U/ml        Penicillin 

100 μg/ml        Streptomycin 

50 nM                   β-Mercaptoethanol (Added fresh before use) 

0.1 % (w/v)        NaHCO3 

1 mM                   Sodium Pyruvate 

1.6 mM        L-Glutamine 

0.16 mg/ml           L-Asparagine 

0.16 mg/ml        L-Serine 

0.4 ×                  Essential amino acids (50x stock, Life Technologies, 11130) 

0.4 ×                   Non-essential amino acids (100x stock, Life Technologies, 

11140) 

1 ×                 Vitamin mix (Life Techology, 11120) 

50 μM                 β-Mercaptoethanol (Added fresh before use) 

 

RPMI-1640 medium   

RPMI-1640 medium (Sigma R8758) supplemented with:                        

  

10 %              Foetal calf serum (PAA Laboratories)   

2 mM             L-Glutamine   

50 U/ml  Penicillin   

50 μg/ml  Streptomycin   

50 nM             β-Mercaptoethanol (Added fresh before use) 

 

Super Optimal Broth (SOB)   

2 % (w/v)   Bacto-tryptone   

0.5 % (w/v)  Yeast extract   

0.5 % (w/v)   NaCl   

0.02 % (w/v)   KCl   
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Virus Production Medium 

DMEM medium (Sigma D5671) supplemented with: 

5 %                Foetal bovine serum (Capricorn FBS-12A)  

2 mM               L-Glutamine   

50 U/ml    Penicillin   

50 μg/ml    Streptomycin    

 

C) Manipulation of DNA and RNA 

 

2.1 Conventional polymerase chain reaction (PCR) 

A PCR reaction typically contained 1× ThermolPol Reaction Buffer (20 mM Tris 

pH 8.8, 10 mM (NH4)2SO4, 10 mM KCl, 2 mM MgSO4, 0.1 % Triton X-100), 0.2 

mM of each dNTP, 1~10 ng of DNA template, 0.2 µM of each primer, and 2 

units of Taq DNA polymerase (NEB #M0267S) in a 25 µl reaction volume. 

Thermocycling conditions were as follows: 

 

95 °C       2 min 

95 °C       30s 

Tm           30s                  30 ~ 35 cycles  

72 °C       1 kb/min 

72 °C       10 min 

4   °C       Infinite 

 

2.2 Real-time PCR using SYBR Green 

The PCR reactions were carried out in a Corbett RotorGene 6000 qPCR 

machine and analysed using the corresponding software. A typical quantitative 

PCR reaction contained 5 µl 2×SensiFAST SYBR No-Rox mix (Bioline #BIO-

98080), 2~10 ng DNA template, 400 nM of each primer in a total volume of 10 

µl. All PCR reactions were conducted in duplicate. In each case, a standard 

curve of the amplicon was analysed concurrently to evaluate the amplification 

efficiency and to calculate the relative amount of amplicon in unknown samples. 

Finally, a melt curve was generated to evaluate the specificity of the PCR 

reaction. 
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2.3 Restriction enzyme digestion 

Restriction enzymes were purchased from New England Biolabs (NEB). 

Digestion reactions were carried out in the recommended buffers and at the 

recommended temperatures. For diagnostic digestions, 0.5 µg DNA was 

incubated with 4 units of enzyme in a 10 µl reaction volume at 37 °C for 1 hour. 

To prepare DNA fragments for cloning, 2 µg DNA was incubated with 10 units 

of enzyme in a 100 µl reaction volume at 37 °C overnight. In addition, 1 unit of 

the calf intestinal phosphatase (NEB #M0290S) was added to digestions of 

vector DNA to remove the phosphate group at the 5’ end of the linear vector to 

minimize recircularization. Following digestion, contaminants were removed 

from the DNA by phenol/chloroform extraction and ethanol precipitation. 

 

2.4 Separation of DNA fragments on agarose gels 

PCR products or digested plasmid DNAs were separated by agarose gel 

electrophoresis. The percentage of the agarose gel varied between 0.5~2% 

according to the size of the DNA fragments to be separated. The gels were 

electrophoresed in a BioRAD sub-cell GT tank, submerged in 1 × TAE buffer. 

6× loading buffer (20 mM Tris pH 8.0, 15 % Ficoll○R -400, 66 mM EDTA pH 8.0, 

0.1 % SDS, 0.09 % bromophenol blue) was added to DNA samples before 

electrophoresis. Ethidium bromide (2 ng/ml) was added to the gel to visualize 

the DNA fragments using a BioRAD Gel DocTM XR+ system. 

 

2.5 Phenol-chloroform extraction and ethanol precipitation of DNA 

An equal volume of phenol-chloroform solution was added to the DNA solution 

with vigorous vortexing for 45 seconds, followed by centrifugation at 16,000 g 

at room temperature for 2 minutes. The upper phase was transferred to a fresh 

tube and DNA was then precipitated by addition of a one-tenth volume of 3 M 

sodium acetate pH 5.2 and two volumes of ethanol with gentle inversion, 

followed by incubation on dry ice for 5 minutes. After centrifugation at 20,000 g 

for 10 minutes at 4 °C, the DNA pellet was washed twice with 1 ml of 70 % 

ethanol and centrifuged at 20,000 g for 5 minutes. The pellet was then air-dried 

for 5 minutes and resuspended in a suitable volume of TE or ddH2O. 
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2.6 Ligation of DNA fragments 

Ligation reactions were carried out using T4 DNA ligase (NEB #M0202S). 

Typically, the ligation reaction contained 1× T4 ligase buffer (50 mM Tris pH 

7.5, 10 mM MgCl2, 1 mM ATP, 10 mM DTT), 1 µl of T4 DNA ligase, ~50 ng 

linear dephosphorylated vector DNA, and a 3-fold molar excess of digested 

insert DNA in a 10 µl reaction volume, followed by incubation at room 

temperature for 2 hours.  

 

2.7 Transformation of plasmid DNA into DH5α competent E.coli cells 

Transformation was carried out using DH5α competent cells (Sambrook et al., 

1989). 5 µl of the ligation reaction or 2 ng of plasmid DNA was added to a 50 µl 

aliquot of chemically competent cells, followed by incubation for 30 minutes on 

ice. The cell-DNA mixture was heat-shocked at 42 °C for 90 seconds and then 

quenched on ice for 1 minute. Following addition of 300 µl of SOB medium, 

cells were incubated at 37 °C for 1 hour. 150 µl of the bacterial culture was 

plated on a LB-agar plate supplemented with Ampicillin (50 µg/ml).  

 

2.8 Site-directed mutagenesis 

The mutagenesis was carried out using the Q5 high fidelity polymerase (NEB 

#E0554). The exponential amplification reaction of mutagenesis typically 

contained 1× Q5 Reaction Buffer (25 mM Tris pH 9.3, 50 mM KCl, 2 mM MgCl2, 

1 mM β-mercaptoethanol), 200 µM dNTPs, 0.5 µM of forward and reverse 

primer, 5 ng of plasmid DNA and 0.5 units of Q5 polymerase in a 25 µl reaction 

volume. Thermocycling conditions were as follows: 

 

98 °C       30 s 

98 °C         5 s 

57 °C       20 s                  25 cycles  

72 °C       30 s/kb 

72 °C       2 min 

10 °C       Infinite 
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The PCR product was checked by agarose gel electrophoresis. 1 µl of DpnI 

(NEB #R0176S) was added directly to the remaining product, followed by 

incubation at 37 °C for 2 hours. The ligation reaction typically included 1× T4 

ligation buffer (50 mM Tris pH 7.5, 10 mM MgCl2, 1 mM ATP, 10 mM DTT), 0.5 

µl T4 PNK (NEB #M0201S), 0.5 µl T4 ligase and 2 µl DpnI-treated PCR product 

in a 10 µl reaction volume and was incubated at room temperature for 2 hours 

to achieve phosphorylation of the PCR product and its ligation in the same 

reaction tube. 5µl of ligated product was transformed into DH5α competent 

E.coli cells. 

 

2.9 Small-scale preparation of plasmid DNA from E.coli cells 

Small-scale preparation of plasmid DNA was conducted according to 

Sambrook et al. A single bacterial colony was inoculated into 2 ml of LB medium, 

supplemented with Ampicillin (50 µg/ml). The culture was then incubated at 

37 °C overnight with shaking at 200 rpm. 1.5 ml of bacterial culture was 

transferred into a 1.8 ml Eppendorf tube and centrifuged at 16,000 g for 30 

seconds at room temperature. The supernatant was removed carefully to leave 

the bacterial pellet as dry as possible, followed by resuspension in 100 µl of ice 

cold Alkaline Lysis Solution I (25 mM Tris pH 8.0, 50 mM Glucose, 10 mM EDTA 

pH 8.0) by vigorous vortexing. 200 µl of Lysis Solution II (0.2 M NaOH, 1% SDS) 

was then added and mixed by inversion, followed by incubation on ice for 5 

minutes. This was followed by addition of 150 µl of ice cold Alkaline Lysis 

Solution III (3 M potassium acetate, 11.5 % glacial acetic acid) with gentle 

vortexing and incubation on ice for 5 minutes. Following centrifugation at 16,000 

g for 5 minutes at room temperature, the supernatant was decanted into a fresh 

tube. An equal volume of phenol-chloroform solution was added, followed by 

vigorous vortexing and centrifugation at 16,000 g for 5 minutes at room 

temperature. The supernatant was transferred into a fresh tube and the plasmid 

DNA was precipitated with two volumes of ethanol at room temperature, 

followed by gentle vortexing and centrifugation at 16,000 for 5 minutes at room 

temperature. The pellet was washed twice with 1 ml of 70 % ethanol and then 

resuspended in 50 µl TE containing RNase A (20 µg/ml). 
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2.10 Large-scale preparation of plasmid DNA from E.coli cells 

100 ml of LB medium containing Ampicillin (50 µg/ml) was inoculated with 0.5 

ml of bacterial culture from a small-scale plasmid preparation, followed by 

incubation at 37 °C overnight with shaking at 200 rpm. Bacterial cells were 

harvested by centrifugation at 6,000 g for 15 minutes. Plasmid DNA was 

extracted using the Qiagen Plasmid Maxi Kit (QIAGEN #12162) according to 

manufacturer’s instructions. The DNA pellet was resuspended in 500 µl of TE.  

 

2.11 Extraction of genomic DNA from mammalian cells 

1×106 mammalian cells were resuspended in 500 µl of Lysis Buffer (200 mM 

NaCl, 10 mM Tris pH 8.0, 0.2 % SDS, 200 ng/ml Proteinase K) in a 1.8 ml 

Eppendorf tube and incubated at 56 °C overnight with rotation. Genomic DNA 

was phenol-chloroform extracted and ethanol precipitated, followed by 

resuspension in 500 µl of TE. The sample was then incubated at 37 °C for 10 

minutes. After addition of 3 µl of RNase A (10 mg/ml) and 16 µl NaOAc (3 M 

pH 5.2), the sample was incubated at 37 °C for a further 30 minutes. Following 

addition of 10 µl of Proteinase K (10 mg/ml) and 10 µl of SDS (20%), the sample 

was incubated at 37 °C for 30 minutes. Finally, genomic DNA was purified by 

phenol-chloroform extraction and ethanol precipitation, and was resuspended 

in a suitable volume of TE. The concentration was determined using a 

NanoDrop spectrophotometer. 

 

2.12 Total RNA extraction from mammalian cells 

Total RNA was extracted using TRIzol (Invitrogen #3289) according to the 

manufacturer’s instructions. Briefly, 5×106 cells were washed twice with ice cold 

PBS and then resuspended in 1 ml of TRIzol reagent with vigorous vortexing 

for 45 seconds, followed by incubation at room temperature for 5 minutes. 200 

µl of chloroform was then added to the cell lysate with vigorous shaking for 15 

seconds. Following incubation at room temperature for 2 minutes, the lysate 

was centrifuged at 20,000 g for 15 minutes at 4 °C. After transfer of the aqueous 

phase to a fresh tube, RNA was precipitated by addition of 0.5 ml of isopropanol 

with gentle inversion. Following incubation at room temperature for 10 minutes, 

RNA was aggregated to form a visible pellet by centrifugation at 20,000 g for 
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10 minutes at 4 °C. The RNA pellet was then washed twice with 1 ml of 80 % 

EtOH for 5 minutes at 20,000 g. After removal of the supernatant, the RNA 

pellet was air-dried for 3 minutes before resuspension in 30 µl of RNAase-free 

water. Contaminating genomic DNA was removed by addition of 2 units of 

DNase I (NEB #M0303S) in digestion buffer (10 mM Tris pH 7.5, 2.5 mM MgCl2, 

0.5 mM CaCl2) at 37 °C for 1.5 hours. Total RNA was phenol/chloroform 

extracted and ethanol precipitated, before being resuspended in 30 µl of 

RNase-free water. The concentration of total RNA was determined using a 

NanoDrop spectrophotometer (DeNovix Incorporated). 

 

2.13 Synthesis of Complementary DNA (cDNA) 

Typically, reactions contained 1 µg of DNase I-treated total RNA, 1 µl of 50 µM 

random hexamer or oligo dT primer, 1 µl 10 mM dNTP mix and ddH2O to 12 µl, 

which were heated at 65 °C for 5 minutes. Reactions were then quenched on 

ice before addition of 4 µl of first strand buffer (250 mM Tris pH 8.3, 375 mM 

KCl, 15 mM MgCl2), 2 µl 0.1 M DTT and 1 µl RNasin (Promega), followed by 

incubation at 37 °C for 2 minutes. 1 µl of M-MLV reverse transcriptase was then 

added to reactions before incubation at 37 °C for 50 minutes. After inactivation 

of the enzyme through incubation at 70 °C for 15 minutes, cDNA was 

phenol/chloroform extracted and ethanol precipitated, and finally resuspended 

in 30 µl of ddH2O. The concentration was determined using a NanoDrop 

spectrophotometer. 

 

D) Common protein-based methods 

 

2.14 Preparation of whole cell protein extracts 

Pro-B cells were harvested by centrifugation at 600 g for 3 minutes at 4 °C. Cell 

pellets were washed twice with ice cold PBS and resuspended at a 

concentration of 2 x 104 cells/μl in a 3:1 mix of RIPA (25 mm Tris pH 8.2, 50 

mM NaCl, 0.5 % NP40, 0.5 % NaDOC, 0.1% SDS) and lysis buffer (5% SDS, 

150 mM Tris pH 6.7, 30% glycerol) supplemented with protease inhibitors 

(CompleteTM, Mini Inhibitor Cocktail Tablets with EDTA, Roche). For blotting 

phospho-proteins, NaF was added at a final concentration of 5mM in lysis buffer. 
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Lysates were boiled immediately for 5 minutes and then cleared by 

centrifugation at the top speed for 10 minutes at 4 °C. 

 

2.15 SDS-PAGE  

SDS-PAGE gels were prepared using a Mini-Protein casting system (BioRAD) 

using gel solutions made according to Laemmli (1970). Separating gels were 

generally 10 % (37.5:1 acrylamide:bis-acrylamide), with a stacking gel of 4% 

(37.5:1 acrylamide:bisacrylamide). Before loading on the gel, extracted proteins 

were mixed with a one-fifth volume of 6 x protein loading buffer and boiled for 

2 minutes. Gels were submerged in 1 x TGS running buffer and 

electrophoresed for 1 hour at 170 V in a Mini-Protein Tetra Cell gel tank 

(BioRAD) until the dye front was at the bottom of the gel or to a point appropriate 

for the molecular weight of the protein being detected. 

 

2.16 Western blotting 

Following electrophoresis, proteins were transferred to PVDF membrane 

(Immobilon-P, IPVH00010, Millipore) for Western blotting analysis. PVDF 

membrane was washed in methanol and rinsed with dH2O before being soaked 

with SDS-PAGE gels and blotting papers (Whatman 3MM) in semi-dry transfer 

buffer. Three pieces of pre-soaked blotting papers were firstly placed on the 

centre of the cassette base of Trans-Blot Turbo transfer system (BioRAD). The 

PVDF membrane was then placed on the blotting paper. The SDS-PAGE gel 

was placed on top of the membrane, followed by three more pieces of pre-

soaked blotting paper. The assembled transfer pack then placed into an 

electroblotter and blotted for 30 minutes at 25 V. Following blotting, the PVDF 

membrane was blocked with 10 ml of a solution of 5 % non-fat milk powder in 

TBS-T blocking buffer (50 mM Tris pH 7.6, 150 mM NaCl, 5% milk, 0.05% 

Tween-20) for 1 hour at room temperature. All primary antibody hybridisations 

were conducted overnight at 4 °C (Table 2.1), whereas secondary or tertiary 

antibody hybridisations were performed at room temperature for an hour. At 

each hybridisation, membranes were washed with changes every five minutes 

with TBS-T for an hour. Following this, membranes were developed by 

incubation with enhanced chemiluminescence substrate (Thermo Scientific) for 
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2 minutes at room temperature and imaged using a G:BOX ChemiXT4 system 

(Syngene).  

 

2.17 Co-immunoprecipitation 

3×106 293T cells were plated in a 10 cm dish of 10 ml complete DMEM medium 

24 hours before transfection. Three hours prior to transfection, the medium was 

changed to fresh serum-free DMEM medium. Plasmids (10 ug) were mixed well 

with 500 µl of OptiMEM medium by gentle vortexing. Concomitantly, 30 µl of 

PEI stock solution (1 mg/ml) was diluted in 500 µl of OptiMEM medium. These 

two solutions were then mixed well with gentle vortexing for 15 seconds, 

followed by incubation at room temperature for 15 minutes. The mixture was 

then added to cells dropwise, followed by gentle swirling to mix. Cells were 

incubated at 37 °C for 36 hours prior to harvest. The media was aspirated and 

the cells were washed twice with ice cold PBS. Cells were then scraped off and 

transferred into a 1.5 ml Eppendorf tube in 1 ml ice cold PBS. Cells were 

harvested by centrifugation at 500 g for 2 minutes. The supernatant was 

aspirated and the cells were resuspended in 257 µl of IP Buffer A (10 mM 

Hepes-KOH pH 7.9, 10 mM HCl, 1.5 mM MgCl2, 0.1 % NP-40) supplemented 

with protease inhibitors (CompleteTM, Mini Inhibitor Cocktail Tablets with EDTA, 

Roche). Following this, 18 µl of 5M NaCl was added into the cell lysate and 

mixed well by vortexing; subsequently, 25 µl of 40 % glycerol was added into 

cell lysate, followed by rotating for 20 minutes at 4 °C. The supernatant was 

collected by centrifugation at 20,000 g for 15 minutes and transferred into a 1.5 

ml Eppendorf tube containing 300 µl of IP Buffer B (10 mM Hepes pH 7.9) 

supplemented with protease inhibitors. To pre-clear the cell lysate, 15 µl of 

protein-G beads (Sigma Sepharose○R  Fast Flow) was added, followed by 

rotating at 4 °C for 20 minutes. The pre-cleared cell lysate was then transferred 

into a 2.0 ml siliconized tube, followed by addition of 1 μg antibody. The 

hybridisation was performed at 4 °C overnight with rotation. Following this, 20 

µl of protein-G beads was added and mixed by rotating at 4 °C for an hour. 

Target proteins were then precipitated with beads by centrifugation at 500 g at 

4 °C for 2 minutes and then washed three times with IP Buffer C (10 mM Hepes 

pH 7.9, 5 mM KCl, 0.75 mM MgCl2, 0.05 % NP-40, 150 mM NaCl) 
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supplemented with protease inhibitors. After the final wash, the pellet was 

resuspended into 40 µl of IP Buffer C, followed by mixing with one fifth 6 x 

protein loading buffer. Immunoprecipitated samples were boiled for 5 minutes 

and then resolved by 10 % SDS-PAGE and western blotting analysis was 

conducted with the indicated antibodies. 

 

2.18 Luciferase assay 

The luciferase assay was carried out using the Dual-Luciferase Kit (Promega) 

according to manufacturer’s instructions. Cells were washed twice with ice cold 

PBS and then resuspended in 1 ml Passive Lysis Buffer, followed by gentle 

shaking at room temperature for 15 minutes. After transfer to a fresh Eppendorf 

tube, the lysate was subject to a vigorous vortexing for 15 seconds and then 

centrifuged at 16,000 g for 10 minutes at 4°C. 100 µl of the Luciferase Assay 

substrate was predispensed into a luminometer tube. 20 µl of the lysate was 

then added, followed by determination of firefly luciferase activity using the 

SIRIUS luminometer V3.0. Determination of the Renilla luciferase activity was 

achieved by addition of 100 µl of Stop & GlO reagent. 

 

E) Cell Culture 

 

2.19 Culture of adherent cells 

293T and COS-7 cells were maintained in complete DMEM media. Generally, 

adherent cells were cultured in 15 ml of media in a T75 flask. Cells were 

passaged 1:5 when they were 80-90% confluent. To split cells, the media was 

aspirated and cells were washed twice with 10 ml PBS. The cells were then 

detached by adding 1 ml trypsin/EDTA (Sigma Aldrich T3924). Detached cells 

were resuspended in 10 ml complete DMEM media and 3 ml of cells were 

added to 15 ml of fresh media in a new T75 flask. 

 

2.20 103/BCL-2 and 1D1-T215 cell culture 

103/BCL-2 and 1D1-T215 cells were maintained at a density of 0.5 – 2 x 106 

cells /ml, in complete RPMI medium supplemented with β-mercaptoethanol to 

a final concentration of 50 nM and incubated at 33 °C with 5 % CO2.  
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2.21 Preparation of interleukin-7 (IL-7) 

IL-7 secreting cells, Mo-IL-7, were a kind gift from Prof. A. Rolink. Mo-IL-7 cells 

were cultured in complete DMEM medium supplemented with 12.5 µg/ml 

xanthine and 4 µg/ml mycophenolic acid. Cells were incubated for 2 days after 

they reach confluency. The supernatant containing IL-7 was then harvested by 

centrifugation at 600 g for 3 minutes, followed by filtration through a 0.22 µM 

filter to remove any cell debris.  

 

2.22 Determination of the concentration of IL-7 

IL-7 concentration was determined using the Mouse IL-7 Quantikine ELISA○R  

Kit (R&D Systems) according to manufacturer’s instructions. In brief, 50 µl of 

assay diluent RD1-21 was added to each well in a 96-well plate, followed by 

addition of 50 µl of standard and IL-7 sample. After incubation at room 

temperature for 2 hours with shaking at 500 rpm on a horizontal shaker, each 

well was washed 5 times with the Wash Buffer. Following addition of 100 µl of 

Mouse IL-7 Conjugate, samples were incubated on the shaker for another 2 

hours. After five washes with Wash Buffer, 100 µl of Substrate Solution was 

added, followed by incubation in the dark for 30 minutes at room temperature. 

Finally, 100 µl of Stop Solution was added, followed by determination of the 

concentration of IL-7 using a microplate reader set at 450 nm. 

 

2.23 Primary pro-B cell culture 

Bone marrow was flushed from the femurs of 5-week old mice using a 1 ml 

syringe into 10 ml of pro-B cell medium. Primary cells were cultured at 33 °C, 

5 % CO2 for 7 days with addition of an additional of 5 ml fresh medium on the 

4th day. 

 

2.24 Transfection of COS-7 cell using polyethyleneimine (PEI) 

Transfection of COS-7 cells was carried out using PEI (Alfa Aesar #043896.01). 

1.2×105 cells were plated per well of a 6-well plate in 1 ml of complete DMEM 

medium 24 hours before transfection. Three hours prior to transfection, the 

medium was changed to fresh serum-free DMEM medium. Plasmid DNA (2 ng) 
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was mixed well with 100 µl of OptiMEM medium by gentle vortexing. 

Concomitantly, 6 µl of PEI stock solution (1 mg/ml) was diluted with 100 µl of 

OptiMEM medium. These two solutions were then mixed well with gentle 

vortexing for 15 seconds, followed by incubation at room temperature for 15 

minutes. The mixture was then added to cells dropwise, followed by gentle 

swirling to mix. Cells were incubated at 37 °C for 48 hours prior to harvest. 

 

2.25 Transfection of 103/BCL-2 cells by electroporation 

Electroporation was carried out using the NucleofectorTM Kit (LONZA Catalog 

#VPA1010) according to manufacturer’s instructions. Briefly, 4×106 cells were 

washed twice with ice cold PBS and then resuspended in 100 µl of transfection 

reagent (82 µl nucleofector plus 12 µl supplement 2), followed by addition of 

the plasmid DNA to be transfected. Cells were then transferred to a cuvette and 

electroporated using the setting Z01 of the AMAXA electroporator. Following 

addition of 500 µl complete RPMI medium, cells were decanted to a well of a 

6-well plate using a sterile pastette; an additional 1400 µl of RPMI medium was 

added to cells, followed by incubation at 33 °C under 5 % CO2. 

 

2.26 4-hydroxytamoxifen treatment of cell lines 

4-hydroxytamoxifen was used to activate the IRF4-ERT2 protein in 1D1-T215 

cell lines. Cells at a density of 1 x 106 cell/ml were induced by 4-

hydroxytamoxifen (Insight Biotechnology; Cat HY-16950-2mg) at a 

concentration of 2 µM. Treated cells were incubated at 37 °C in 5% CO2 for the 

number of hours indicated. 

 

2.27 Semi-solid agar assay 

The semi-solid agar media used in this study is the complete RPMI medium 

containing 0.3 % agar for growing single cell clones. 2.5 ml of heated 1.2 % 

agar solution was well mixed with 7.5 ml of 1.33 x complete RPMI media. 500 

cells were added to the semi-solid agar media when the media temperature 

had cooled to ~37 °C. Cells were well mixed with the media and transferred into 

a 10 cm dish, followed by incubation at 37 °C for 10-12 days in 5 % CO2. Cells 

were fed with 5 ml of fresh complete RPMI-agar medium every five days. Single 
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cell clones were picked using 200 μl tips and expanded in complete RPMI 

media in 12-well plates. 

 

F) Virus based methods 

 

2.28 Production of retroviral particles 

Retroviral particles were generated using the Phoenix system. The Phoenix cell 

line was created by stably transfecting 293T cells with constructs capable of 

producing gag-pol and envelope proteins for retrovirus packaging (Grignani et 

al., 1998). 3 x 106 Phoenix cells were plated in a 10 cm dish with 10 ml complete 

DMEM media 24 hours before transfection. Three hours prior to transfection, 

the medium was changed to fresh virus production medium. 4 µg of MSCV-

IRF4-ERT2-GFP construct was mixed with 500 µl of OptiMEM medium by gentle 

vortexing. Concomitantly, 12 µl of PEI stock solution (1 mg/ml) was diluted with 

500 µl of OptiMEM medium. These two solutions were then mixed well with 

gentle vortexing for 15 seconds, followed by incubation at room temperature for 

15 minutes. The mixture was then added to cells dropwise, followed by gentle 

swirling to mix. Cells were incubated at 37 °C for 48 and 72 hours prior to 

harvest. The retrovirus containing supernatant was filtered through a 0.45 µm 

syringe filter and flash frozen on dry ice and stored at -80 °C until use. 

 

2.29 Production of lentiviral particles 

Lentiviral particles were produced in 293T cells which were transfected with the 

lentiviral backbone constructs, the packaging construct (pCMVR8.74, Addgene 

#22036) and the envelope construct (pMD2.G, Addgene #12259). For lentiviral 

backbone constructs, pLKO.1-puro (Addgene #10878) was used to produce 

shRNA-mediated knock-down viral particles, whereas lentiCRISPRv2 

(Addgene #98290) was used to produce Cas9-mediated knock-out viral 

particles. 3 x 106 293T cells were plated in a 10 cm dish with 10 ml complete 

DMEM media 24 hours before transfection. Three hours prior to transfection, 

the medium was changed to fresh virus production medium. 2 µg of pLKO.1 

shRNA plasmid or lentiCRISPRv2 gRNA plasmid, 1.5 µg of pCMVR8.74 

packaging plasmid and 0.5 µg of pMD2.G envelope plasmid were mixed with 
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500 µl of OptiMEM medium by gentle vortexing. Concomitantly, 12 µl of PEI 

stock solution (1 mg/ml) was diluted with 500 µl of OptiMEM medium. These 

two solutions were then mixed well by gentle vortexing for 15 seconds, followed 

by incubation at room temperature for 15 minutes. The mixture was then added 

to cells dropwise, followed by gentle swirling to mix. Cells were incubated at 

37 °C for 48 and 72 hours prior to harvest. The lentivirus containing supernatant 

was filtered through a 0.45 µm syringe filter and flash frozen on dry ice and 

stored at -80 °C until use. 

 

2.30 Determination of the optimal puromycin concentration 

1D1-T215 cells were plated at a density of 5 x 105 cell/ml in each well of a 12-

well plate. Puromycin was diluted and added to the cells at a final concentration 

from 0 to 5 μg/ml, in 0.5 μg/ml increments. Cells were examined each day and 

fresh puromycin-containing media was added every other day. After 5 days, 

complete cell death was observed in wells containing puromycin at a 

concentration of 2 μg/ml and above. Thus, 2 µg/ml was used for cell selection 

for further experiments.  

 

2.31 Spinfection 

5 x 105 cells were centrifuged at 315 x g for 3 minutes and resuspended in 1 ml 

of filtered retrovirus/lentivirus supplemented with polybrene (Sigma-Aldrich, 

TR-1003-G) at a final concentration of 4 μg/ml. Spinfection of cells was 

conducted by centrifugation at 800 g for 30 minutes at 32 °C in 12 well plates. 

Following spinfection, 1 ml of fresh complete RPMI media was added to each 

well and cells were maintained at 37 °C for 24 hours before analysis or 

puromycin selection. 

 

2.32 Knock-down of Med23, Med1, YY1 and eRNAs using shRNA 

shRNA targeting the Med23, Med1, YY1, sense Eλ3-1 and antisense Eλ3-1 

eRNAs were designed using the The RNAi consortium database (TRC, BROAD 

Institute) and then cloned into the pLKO.1-puro vector. This vector was co-

transfected into 293T cells together with the packaging plasmids, pCMVR8.74 

and pMD2.G, to produce lentiviral particles. Spinfection of 1D1-T215 cells was 
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carried out by addition of lentivirus to the cells, followed by centrifugation at 800 

g for 30 minutes at 32 °C. Puromycin was added immediately to the culture 

medium at a final concentration of 2 µg/ml, followed by incubation at 33 °C for 

7 days. Cells were then plated in 10 ml of semi-solid agar medium in a 10 cm 

dish. Cells were fed with 5 ml of fresh complete RPMI-agar medium every five 

days. After 25 days, single visible colonies were selected and dispersed in 0.5 

ml of complete RPMI medium. After growth for two weeks, genomic DNA was 

isolated and analysed by sequencing to check if the knockout had been 

generated. 

 

2.33 Knock-out of the binding site of YY1 within HSCλ1 using CRISPR-

Cas9 

sgRNA targeting the YY1 binding site within HSCλ1 was designed using the 

online design software (http://crispr.mit.edu) and then cloned into the 

LentiCRISPRv2 vector. This vector was co-transfected into 293T cells together 

with the packaging plasmids, pCMVR8.74 and pMD2.G, to produce lentiviral 

particles. The lentiviral infection, puromycin selection and single cell isolation 

were performed as described above (Section 2.33).  

 

G) Flow Cytometry 

 

2.34 Cell staining for fluorescence-activated cell sorting (FACS) 

Pro-B and pre-B cells were harvested by centrifugation at 312 g for 3 minutes. 

The cell pellet was resuspended in 10 ml of 0.168 M NH4Cl, followed by a 10 

minutes’ incubation at room temperature to lyse the erythrocytes. Following 

addition of 30 ml ice cold PBS, cells were centrifuged at 312 g for 3 minutes. 

The cell pellet was then resuspended in 1 ml of ice cold FACS staining buffer 

(2% FCS, 25 mM pH 8.0 Hepes, 1 mM EDTA), followed by transfer to a FACS 

tube. Antibodies were then added to the cells with mixing, followed by 

incubation at room temperature in dark for 10 minutes. Pro-B cells were 

typically stained with phycoerythrin (PE) labelled anti-CD43 (BD Pharmingen 

cat no. 553271) and fluorescein isothiocyanate (FITC) labelled anti-CD19 (BD 

Pharmingen cat no. 553785). Cells were then washed by addition of 2 ml of 
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FACS staining buffer, followed by centrifugation at 312 g for 3 minutes. Prior to 

sorting, the cell pellet was resuspended in 0.6 ml ice cold staining solution and 

filtered through a mesh filter to generate a single cell suspension. Notably, 

CD43 is cell marker that is expressed by pro-B cells and which is lost upon 

differentiation to pre-B cells (Hardy et al., 1991b; Löffert et al., 1994). Surface 

expression of CD19 is observed on pro-B, pre-B cells, immature B, 

plasmablasts, as well as short- and long-lived plasma cells (Tedder, 2009). 

Therefore, B cells purified using CD43- /CD19+ strategy are not pure pre-B cells
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Figure 2.1 – Sort template for isolating primary pro-B/pre-B cells 

A) Primary pro-B cells were purified from a bone marrow culture grown for 7 days. 

Lymphocytes were isolated based on the forward scatter (FSC) and side scatter (SSC), 

P1 (left). From these lymphocytes, pro-B cells were gated based on their staining with 

anti-CD43-PE and anti-CD19-FITC conjugated antibodies, P2 (right).  

B) Primary pre-B cells were purified directly from bone marrow. Lymphocytes were 

isolated based on FSC and SSC, P1 (left). From these lymphocytes, pre-B cells were 

gated based on their staining with anti-CD43-PE and anti-CD19-FITC conjugated 

antibodies, P2 (right). 

 

2.35 Flow cytometry to isolate cell populations 

EGFP expressing 1D1-T215 cells were separated from untransduced cells by 

flow cytometry using a FACSMelodyTM cell sorter (Becton Dickinson, New 

Jersey, USA). Primary Pro-B and pre-B cells were stained with FITC and PE 

conjugated antibodies before sorting, as described above. Sorted cells were 
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collected to 1 ml of sort buffer, followed by centrifugation at 285 g for 10 minutes 

at 4 °C. Cells were then recovered to 2 ml of complete RPMI medium 

supplemented with β-mercaptoethanol to a final concentration of 50 nM and 

incubated at 33 °C for 1 hour. 

 

2.36 Flow cytometry for analysis 

EGFP expressing 1D1-T215 cells were analysed by flow cytometry using a 

CytoFLEX flow cytometer (Beckman Counlter, USA) to determine the 

percentage of cells that had successfully been transduced. Cells were prepared 

for flow cytometry by washing with, and resuspension in, ice cold PBS. 

 

H) ChIP and 3C 

 

2.37 Chromatin Immunoprecipitation (ChIP) 

ChIP was carried out according to Boyd and Farnham (Boyd and Farnham, 

1999) with modifications. 2×107 cells were washed with ice cold PBS and then 

resuspended in 25 ml PBS in a 50 ml falcon tube. Crosslinking was achieved 

by addition of formaldehyde to a final concentration of 0.8 % followed by gentle 

agitation at room temperature for 10 minutes. Crosslinking was quenched by 

addition of glycine to a final concentration of 0.125 M and agitation at room 

temperature for 5 minutes. The cells were centrifuged at 700 g for 4 minutes at 

4°C and then washed three times with ice cold PBS. The cell pellet was 

resuspended in 2 ml lysis buffer 1 (10 mM Tris pH 8.0, 10 mM NaCl, 0.2 % NP-

40, 10 mM sodium butyrate supplemented with PMSF and Roche complete 

protease inhibitor cocktail), followed by incubation on ice for 10 minutes. The 

cell lysate was centrifuged at 600 g for 5 minutes and then resuspended in 1 

ml of lysis buffer 2 (50 mM Tris pH 8.1, 10 mM EDTA, 1% SDS, 10 mM sodium 

butyrate, supplemented with PMSF and Roche complete protease inhibitor 

cocktail). The chromatin was sheared into ~500 bp fragments using a sonicator 

at an amplitude of 10 µm for six times 15 seconds with 1-minute incubation on 

ice between each burst. Cells debris were then removed by centrifugation at 

1,200 g for 10 minutes at 4°C. The supernatant was diluted 5-fold in dilution 

buffer (20 mM Tris pH 8.0, 150 mM NaCl, 2 mM EDTA, 0.01 % SDS, 1 % Triton 
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X-100, 10 mM sodium butyrate, supplemented with PMSF and Roche complete 

protease inhibitor cocktail). Chromatin was precleared by addition of 30 µl of 

protein G-beads and agitation at 4°C for 30 minutes, followed by centrifugation 

at 300 g for 2 minutes. The supernatant was transferred to a fresh 15 ml falcon 

tube, and a 150 µl aliquot was taken as the input control. Antibody was added 

to bind target fragmented chromatin at a concentration according to 

manufacturer’s recommendations, followed by rotation overnight at 4 °C. The 

antibodies used are shown in Table 2.1. The chromatin sample was then 

incubated with 70 µl of protein G-beads at 4 °C with rotation for 2 hours and 

then centrifuged at 300 g for 2 minutes at 4 °C. Bound chromatin fragments 

were washed twice with wash buffer 1 (20 mM Tris pH 8.0, 50 mM NaCl, 2 mM 

EDTA, 0.1 % SDS and 1 % Triton X-100), twice with high salt buffer (20 mM 

Tris pH 8.0, 2 mM EDTA, 500 mM NaCl, 0.01 % SDS and 1 % Triton X-100), 

once with wash buffer 2 (10 mM Tris pH 8.0, 0.25 M LiCl, 1 mM EDTA, 1 % 

NP40 and 1 % sodium deoxycholate) and twice with TE, followed by elution in 

200 µl of elution buffer (0.1 M NaHCO3 and 1 % SDS) with rotation for 15 

minutes. The volume of input and bound sample was both increased to 400 µl 

with TE. RNase A and NaCl were added to a final concentration of 30 µg/ml 

and 0.375 M respectively, followed by incubation at 65 °C for 5 hours to reverse 

the crosslinks. Proteinase K (100 µg/ml) was then added and the reaction was 

incubated at 45 °C overnight. Chromatin samples were then subject to thrice 

phenol/chloroform extraction, once EtOH precipitation and thrice 70% EtOH 

wash, followed by resuspension in 30 µl ddH2O. 

 

2.38 Preparation of BAC template for 3C analysis 

Bacterial artificial chromosome (BAC) Rp23-24i11 was obtained from 

Children’s Hospital Oakland Research Institute and contains the 3’ half of the 

murine Igλ locus. Because DpnII (NEB, R0543M) is blocked by Dam 

methylation, the BAC DNA was digested by its isoschizomer Sau3AI (NEB, 

R0169S) and ligated at a high concentration to generate all possible ligation 

products to give a normalisation control for 3C. 20 μg of BAC DNA was treated 

with 25 U of Sau1AI in a total volume of 500 μl at 37 °C overnight. The digested 

BAC DNA was cleaned by phenol-chloroform extraction and recovered by 
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ethanol precipitation and finally resuspended in 40 μl of TE. Following this, the 

BAC DNA was ligated with 2000 cohesive end units/ml of T4 DNA ligase in a 

total volume of 60 μl at 16 °C overnight. The ligated products were then purified 

by phenol/chloroform extraction and ethanol precipitation and resuspended in 

100 μl. 

 

2.39 Chromatin Conformation Capture (3C) 

3C was carried out according to Dekker et al (Dekker et al., 2002) with 

modifications. 1×107 1D1-T215 cells were washed twice with ice cold PBS and 

resuspended in 10 ml PBS supplemented with 10 % FCS, followed by filtering 

through a 40 µM cell strainer to generate a single-cell suspension. Crosslinking 

was achieved by addition of formaldehyde to a final concentration of 2% and 

further agitation at room temperature for 10 minutes. The crosslinker was then 

quenched by addition of 1M glycine (ice cold) to a final concentration of 0.125 

M. After incubation on ice for 5 minutes, cells were centrifuged at 500 g for 5 

minutes at 4 °C and the supernatant was carefully removed. Following lysis in 

5 ml lysis buffer (10 mM Tris pH 8.0, 10 mM NaCl, 0.2 % NP-40, 50 μg/ml PMSF, 

1x Roche complete protease inhibitor cocktail) on ice for 45 minutes, the nuclei 

were centrifuged at 750 g for 5 minutes at 4 °C and then resuspended in 1 ml 

of ice cold PBS before centrifugation at 1000 g for 1 minutes. Nuclei were flash 

frozen in liquid nitrogen and stored in – 80 °C. Stored nuclei were resuspended 

in 500 µl 1.2 × NEB DpnII buffer (50 mM Bis-Tris-HCl pH 6.0, 100 mM NaCl, 10 

mM MgCl2, 1 mM DTT) in a screw capped Eppendorf tube. SDS was added to 

a final concentration of 0.3 % followed by vigorous pipetting. The nuclei were 

shaken at 200 rpm for 60 minutes at 37 °C with pipetting every 15 minutes, to 

avoid aggregation. Following addition of Triton X-100 to a final concentration of 

3 %, the nuclei were incubated at 37°C for 60 minutes with shaking at 200 rpm. 

The nuclei were digested by addition of 100 units of DpnII (NEB, R0543M)) and 

then incubated at 37 °C for 4 hours with shaking at 200 rpm. An additional 100 

units of DpnII was added, followed by overnight digestion. Finally, 100 units of 

DpnII were added to the sample, followed by a 4-hour incubation at 37°C with 

shaking, to achieve sufficient digestion. After inactivation of the restriction 

enzyme by incubation at 65 °C for 20 minutes, the digested nuclei were 
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transferred into a fresh 50 ml falcon tube. Ligation was performed in 7 ml of 1 x 

ligase buffer (50 mM Tris-HCl pH 7.5, 10 mM MgCl2, 1 mM ATP, 5 mM DTT) 

with 25 U T4 DNA ligase (Roche) at 16 °C overnight. RNase A was then added 

to a final concentration of 10 µg/ml to degrade RNA at 37 °C for 30 minutes. 

Crosslinks were reversed by addition of proteinase K to a final concentration of 

100 µg/ml and incubation at 65 °C for at least 4 hours. The ligated DNA sample 

was phenol/chloroform extracted and precipitated with EtOH, and finally 

resuspended in 100 µl TE.  

 

2.40 Nested PCR assay to detect 3C interactions 

The Eλ3-1 was used as a viewpoint to determine interactions within the Igλ 

locus. Nested PCR assay was used to detect 3C interactions between Eλ3-1 

and other cis-acting elements. Nested PCR reactions were also performed on 

the BAC control template to allow for normalisation in differences in primer 

efficiency. The first round of PCR was performed using Taq DNA Polymerase 

using primers and conditions listed in Table 2.6. For the second round, TaqMan 

qPCR was conducted in duplicate in 10 µl volumes with 5 µl of 1:10 diluted first 

round PCR product, 400 pM each primer, 100 pM 5’ nuclease probe and 5 µl 

qPCRBIO probe mix (PCRBIO PB20.21-05). Furthermore, all 3C samples were 

normalised by analysis of an interaction in the Ercc3 locus which is expected to 

be consistent across all cell types (Palstra et al., 2003). 

 

2.41 Analysis of pro-B and pre-B ChIP-seq data  

Publicly available ChIP-seq datasets from pro-B and pre-B cells were 

downloaded from the Gene Expression Omnibus (GEO; 

https://www.ncbi.nlm.nih.gov/geo/), NCBI and listed in Table 2.2. Raw reads 

were processed to remove adapter sequences and low-quality reads using 

Trim_Galore. Clean reads were mapped to the Mus musculus (mm10) genome 

using Bowtie2 with default parameters. Peaks of mapped reads were called 

using the Model-based Analysis of ChIP-seq (MACS), generating output files in 

wig format. The MACS output files were finally uploaded to the Integrated 

Genomics Viewer (IGV) for visualising ChIP-seq traces on the reference 

https://www.ncbi.nlm.nih.gov/geo/
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genome. Read processing before visualization was carried out on the Galaxy 

project webserver (https://usegalaxy.org/).  
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I) Antibodies 

 

Table 2.1 – Antibodies used in the different applications and amounts per 

experiment 

Antibody Application Amount Supplier Catalogue 

No. 

CTCF ChIP 5 µg Millipore 07-729 

SMC1A ChIP 5 µg Bethyl Laboratories, Inc. A300-055A 

P300 ChIP 4 µg Santa Cruz Biotechnology sc-484 

E2A ChIP 3 µg Santa Cruz Biotechnology sc-763 

YY1 ChIP/WB 4.8 µg Proteintech 22156-1-AP 

Med1 ChIP/WB 4 µg Bethyl Laboratories, Inc. A300-793A 

IntS11 ChIP 4 µg Bethyl Laboratories, Inc. A301-274A 

Ser5p RNAPII ChIP 2.7 µg Abcam ab5131 

Ser2p RNAPII ChIP 4 µg Abcam ab5095 

Rpb1 ChIP 5 µg Santa Cruz Biotechnology sc-900 

IRF4 ChIP 4 µg Proteintech  11247-2-AP 

PU.1 ChIP 16 µg Santa Cruz Biotechnology sc-3525 

Ser5p RNAPII WB 1 : 1,000 Santa Cruz Biotechnology sc-47701 

HA WB 1 : 2,500 Abcam ab9110 

Myc WB 1 : 2,500 Abcam ab9132 

β-tubulin WB 1 : 5,000 OriGene TA503129 

CD19 FACS 8 µl/ml BD Bioscience 553785  

CD43 FACS 8 µl/ml BD Bioscience 553271  
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J) Next generation sequencing datasets 

 

Table 2.2 – Published next generation sequencing datasets analysed in this 

study 

Factor Cell type Accession number Additional notes 

ATAC-seq Pro-B GSM1635407 N/A 

H3K27ac Pro-B GSM1463433; 

GSM1463439 

N/A 

H3K4me1 Pro-B GSM1463434; 

GSM1463439 

N/A 

H3K4me3 Pro-B GSM1463434; 

GSM1463439 

N/A 

IRF4 Pro-B GSM1296534; 

GSM1296537 

Rag2-/- 

PU.1 Pro-B GSM1290093 Haftl derived line c10 

Med1 Pro-B GSM1038263; 

GSM1038264 

v-Abl immortalized 38B9 

P300 Pro-B GSM1290115 Haftl derived line c10 

E2A Pro-B GSM546523; 

GSM546540 

Rag1-/- 

YY1 Pre-B GSM1897389; 

GSM1897390 

Express Igμ 

CTCF Pro-B GSM672401 Rag2-/- 

Rad21 Pro-B GSM672403 Rag2-/- 

CTCF Liver GSM722759 N/A 

CTCF Heart GSM722692 N/A 

CTCF Lung GSM722859 N/A 

CTCF Kidney GSM722698 N/A 

CTCF Spleen GSM722990 N/A 
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K) Oligonucleotides 

 

All primers used in this project were synthesized by Integrated DNA Technologies (IDT) 

and were diluted in ddH2O to a concentration of 100 μM before use.  

 

Table 2.3 - Oligonucleotides used for cloning 

All oligonucleotides used for cloning are shown with their respective Tm 

 

Oligonucleotide Sequence 5’-3’ Tm 

IRES_F ATACCATGGAACTACGGGCTGCAGGAATTC 62 °C 

IRES_R ATGTTGCCGTCCTCCTTGAAGTCGATGC 62 °C 

Jλ1p_F AGCGCTAGCGTTCCCATATCTATGCAACAC

C 

63 °C 

Jλ1p_R AGCACTCGAGGCACTGTGATATAGACTCAT

GC 

63 °C 

Eλ3-1_F GCAGTCGACTTCCACTATCATCTCCTGAGA

TG  

63 °C 

Eλ3-1_R GATGGATCCGGAAGGGTGTTTACAACCTTC   63 °C 

Eλ3-1_IRF4mut_F AATAGGAACTTCAACCAAGTCC 55 °C 

Eλ3-1_IRF4mut_R ATTTCTCTTTTTCTGTGACC 56 °C 

Eλ3-1_PU.1mut_F AGAAATAATACCAACTGAAACCAAGTCCATT

AG 

56 °C 

Eλ3-1_PU.1mut_R CTTTTTCTGTGACCATGAG 57 °C 

Med23_F CACCGGGCATAGTGATCGCTAAATC 60 °C 

Med23_R AAACGATTTAGCGATCACTATGCCC 60 °C 

YY1_F ATCAGAATTCATGGCCTCGGGCGAC 56 °C 

YY1_R AGTCCTCGAGTCGAGAAGGTCTTCTCTCTT

C 

56 °C 

IRF4_F CCGCTCGAGATGAACTTGGAGACGGGCAG

C 

58 °C 

IRF4_R GCTCTAGACTCTTGGATGGAAGAATGACGG 58 °C 

YY1_shRNA_F CCGGCGACGGTTGTAATAAGAAGTTCTCGA

GAACTTCTTATTACAACCGTCGTTTTTG 

N/A 

YY1_shRNA_R AATTCAAAAACTGTCCGGTGGAGGCATTAA

ACTCGAGTTTAATGCCTCCACCGGACAG 

N/A 
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Med23_shRNA_F CCGGTCTAAGAGATAAGTAAGTTACCTCGA

GGTAACTTACTTATCTCTTAGATTTTTG 

N/A 

Med23_shRNA_R AATTCAAAAATCTAAGAGATAAGTAAGTTAC

CTCGAGGTAACTTACTTATCTCTTAGA 

N/A 

Med1_shRNA_F CCGGCCAGAAAGCAATGAATAAATTCTCGA

GAATTTATTCATTGCTTTCTGGTTTTTG 

N/A 

Med1_shRNA_R AATTCAAAAACCAGAAAGCAATGAATAAATT

CTCGAGAATTTATTCATTGCTTTCTGG 

N/A 

CDK7_shRNA_F CCGGCTGTCCGGTGGAGGCATTAAACTCG

AGTTTAATGCCTCCACCGGACAGTTTTTG 

N/A 

CDK7_shRNA_R AATTCAAAAACTGTCCGGTGGAGGCATTAA

ACTCGAGTTTAATGCCTCCACCGGACAG 

N/A 

YY1HSCλ1_sgRNA_F CACCGATTCTTGCTCACAAGGGATA N/A 

YY1HSCλ1_sgRNA_R AAACTATCCCTTGTGAGCAAGAATC N/A 

SenseEλ3-1_shRNA_F CCGGCTCCTCCACAGAGCTTGTAATCTCGA

GATTACAAGCTCTGTGGAGGAGTTTTTG 

N/A 

SenseEλ3-1_shRNA_R AATTCAAAAACTCCTCCACAGAGCTTGTAAT

CTCGAGATTACAAGCTCTGTGGAGGAG 

N/A 

AntisenseEλ3-1_shRNA_F CCGGTCTGTACTTTCATTCACATTCCTCGA

GGAATGTGAATGAAAGTACAGATTTTTG 

N/A 

AntisenseEλ3-1_shRNA_R AATTCAAAAATCTGTACTTTCATTCACATTC

CTCGAGGAATGTGAATGAAAGTACAGA 

N/A 

 

 

 

 

 

 

 

 



84 

 

 
 

Table 2.4 - Oligonucleotides used for qPCR analysis of cDNA and genomic DNA 

All oligonucleotides used for PCR and qPCR assays of cDNA and genomic DNA are 

shown with their respective Tm. 

 

Oligonucleotide Sequence 5’-3’ Tm 

HRPT_F GGGGGCTATAAGTTCTTTGC 57 °C 

HRPT_R TCCAACACTTCGAGAGGTCC 57 °C 

U6_F CGCTTCGGCAGCACATATAC 59 °C 

U6_R TTCACGAATTTGCGTGTCAT 59 °C 

GAPDH_F ACTTTCTTGTGCAGTGCCAGC 56 °C 

GAPDH_R GCACACTTCGCACCAGCATC 56 °C 

Vλ1GT_F GTGAATTATGGCCTGGATTTCACT 58 °C 

Vλ1GT_R GAGCGACAAGTGAGTGTGAC 58 °C 

Jλ1GT_F ACTTGAGAATAAAATGCATGCAAGG 58 °C 

Jλ1GT_R TGTGGCCTTGTTAGTCTCGA 58 °C 

HSCλ1_YY1BS_F TGGGTCGACGATAGGCATGGAGATAGGGAGTG 58 °C 

HSCλ1_YY1BS_R TGGGTCGACGATAGGCATGGAGATAGGGAGTG 58 °C 
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Table 2.5 - Oligonucleotides used for qPCR analysis of chromatin 

immunoprecipitation samples 

All oligonucleotides used for qPCR analysis of ChIP samples are shown with their 

respective Tm. 

 

Oligonucleotide Sequence 5’-3’ Tm 

IntgeneIII_F CAAGGAAAGGCCAACCAATA 53 °C 

IntgeneIII_R TAACCCTTTCCCCAGCTCTT 53 °C 

Vλ1promoter_ChIP_F GAGTTATATTATGTCTGTCTCACAGC 55 °C 

Vλ1promoter_ChIP_R GCATTGTTGCATACCCACTGC 55 °C 

Jλ1promoter_ChIP_F GGCAATGATTCTACCTTGTGTAGG 57 °C 

Jλ1promoter_ChIP_R CCACCAGCTGTGTAAAGTCTATGC 57 °C 

HSCλ1_ChIP_F GCCAGGTGTTCAGGAAGTC 58 °C 

HSCλ1_ChIP_R GCTGCCATATCCCTTGTGAG 58 °C 

Eλ3-1_ChIP_F GACATTACAAGCTCTGTGGAG 56 °C 

Eλ3-1_ChIP_R GCTAATGGACTTGGTTTCAGTTCC 56 °C 

HS6_ChIP_F AGGCAGCATCAGGCCTTAGGACTA 60 °C 

HS6_ChIP_R AGCATGACAAACAGAACCAGGTGT 60 °C 

HS7_ChIP_F ACCTTCTCTTTGCTCTGCAGGCA 58 °C 

HS7_ChIP_R ACCCAGAGGCTTTCCTGCAATGT 58 °C 

HSVλ1_ChIP_F ACACTGTAAGGGGCCAATGA 58 °C 

HSVλ1_ChIP_R GCAGCTTGGCAAATAAATGTAGG 58 °C 
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Table 2.6 - Oligonucleotides used for qPCR analysis of chromosome 

conformation capture samples 

The primers for the nested PCR and qPCR assay are shown, with their respective Tm. 

In addition, the number of cycles used in the first round of PCR for the outer primers 

are shown. 

 

Oligonucleotide Sequence 5’-3’ Tm 

ERRC3_out_F CCAGAACTTCAAGCACAACCC 60 °C 

ERRC3_out_R GGAAAATGTATCTCAACAGTGGCTG 60 °C 

ERRC3_in_F GGGACTGTTTGTTTGGAAAACC 60 °C 

ERRC3_in_R AGGTGGAGTGACTCATTAGAAGG 60 °C 

Eλ3-1_out_F GACATTACAAGCTCTGTGGAG 60 °C 

Eλ3-1_in_R GAGGGTCAGGGGCCAGTTTT 60 °C 

HS6_out_F AGGCAGCATCAGGCCTTAGGACTA 60 °C 

HS6_in_F CCAAAGTGGCCAACAGAAATCTTG 60 °C 

HSCλ1_out_F CCAGGACTTAGCCAGTTCAG 60 °C 

HSCλ1_in_R ATCTTCAGTCCAGAGACAACCATCC 60 °C 

Vλ1_out_F ACCCTTTTCAGACCATTTCCC 60 °C 

Vλ1_in_R AACAGTCACACTCACTTGTCGC 60 °C 

Jλ1_out_F TGAATTGCTATCTCATGGAGAAGG 60 °C 

Jλ1_in_R AGAGCACAGAACATTCAGCACAG 60 °C 

Control_out_F AAGGAGGTAACTGCGTTGGAG 60 °C 

Control_in_F AAGGTGGAGGAATGGAGAGCATC 60 °C 

ERCC3_probe AGCCCTTTACTCTGAGGTAGTGTCTG 60 °C 

Eλ3-1_probe TGAATCCTGGAAGGTCATGTCCCA 60 °C 
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L) Plasmid maps 

 

Maps of plasmids used during this the work presented in this thesis are shown below. 

Plasmid maps were generated using SnapGene Viewer (Version 4.3.10). 

 

 

 

Figure 2.2 – Map of pGL3-IRES 

The sequence of IRES from EMCV was cloned in front of luciferase reporter gene in 

pGL3-Basic (Promega). All unique restriction sites with a recognition sequence of 6 

base pairs or more are shown. 
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Figure 2.3 – Map of pGL3-IRES-Jλ1p 

The sequences of Jλ1 promoter and IRES were cloned in front of luciferase reporter 

gene in pGL3-Basic (Promega). All unique restriction sites with a recognition sequence 

of 6 base pairs or more are shown. 
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Figure 2.4 – Map of pGL3-IRES-Jλ1p-Eλ3-1 

The sequences of Jλ1 promoter, IRES and Eλ3-1 were cloned in pGL3-Basic 

(Promega). All unique restriction sites with a recognition sequence of 6 base pairs or 

more are shown. 

 

 

 

 

 

 

 

 



90 

 

 
 

 

 

Figure 2.5 – Map of pDNA3.1-YY1 

Yy1 cDNA is expressed under the control of the cytomegalovirus (CMV) promoter, 

present in the pcDNA3.1 vector (Invitrogen). All unique restriction sites with a 

recognition sequence of 6 base pairs or more are shown. 
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Figure 2.6 – Map of pCS2MT-IRF4 

Irf4 cDNA was cloned into the pCS2MT vector (Rupp et al., 1994)., in frame with 6 x 

Myc tag, under the control of the cytomegalovirus (CMV) promoter. All unique 

restriction sites with a recognition sequence of 6 base pairs or more are shown. 
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Figure 2.7 – Map of pEFXC-Med23 

Med23 cDNA was cloned into the pEFXC vector (Mizushima et al., 1994)., in frame 

with 3 x HA tag, under the control of the elongation factor 1 alpha (EF-1α) promoter. 

All unique restriction sites with a recognition sequence of 6 base pairs or more are 

shown. 
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Figure 2.8 – Map of pLKO.1-puro 

pLKO.1 puro was a gift from Bob Weinberg (Addgene plasmid # 8453; 

http://n2t.net/addgene:8453; RRID:Addgene_8453). The pLKO.1-TRC cloning vector 

contains a 1.9 kb stuffer that is released upon digestion with EcoRI and AgeI. shRNA 

oligonucleotides are designed so that they are flanked with sequences that are 

compatible with the EcoRI and AgeI sticky ends. Forward and reverse oligos are 

annealed and ligated into the pLKO.1 vector, producing a final plasmid that expresses 

the shRNA of interest. All unique restriction sites with a recognition sequence of 6 base 

pairs or more are shown. 
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Figure 2.9 – Map of lentiCRISPR V2 

lenti-CRISPR V2 was a gift from Feng Zhang (Addgene plasmid # 52961; http://n2t.net/ 

addgene:52961; RRID: Addgene_52961).). The lentiCRISPR v2 vector contains a 1.9 

kb filler that is released upon digestion with BsmBI. sgRNA oligonucleotides are 

designed so that they are flanked by sequences that are compatible with the sticky 

ends of BsmBI. Forward and reverse oligos are annealed and ligated into the 

lentiCRISPR v2 vector, producing a final plasmid that expresses the Cas9 and a 

sgRNA of interest. All unique restriction sites with a recognition sequence of 6 base 

pairs or more are shown. 
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Chapter 3: Temporal analysis of Eλ3-1 mediated activation of 

unrearranged gene segments in the murine Igλ locus  
 

A) Introduction 

The spatiotemporal control of gene transcription is a highly intricate and tightly 

regulated process that is crucial for cell development in all eukaryotic organisms. 

Dysregulation of this process is associated with many diseases, such as 

MonoMAC syndrome which is characterized by monocytopenia as well as B, 

natural killer, and dendritic cell lymphopenia (Hsu et al., 2013; Mathelier et al., 

2015). Gene transcription starts with regulatory events at promoters, where 

transcription factors bind to specific motifs at core promoters that lie 

immediately upstream of TSSs and activate the assembly of the RNA 

polymerase II transcription pre-initiation complex. Whilst promoters play a role 

in controlling the basal transcription activity (Zabidi and Stark, 2016), much 

greater regulation relies on a second class of regulatory element, known as 

transcriptional enhancers. Transcriptional enhancers can reside many 

thousands of bases from the cognate gene promoters, either upstream or 

downstream, and are composed of concentrated clusters of recognition motifs 

for diverse transcription factors, often including pioneer factors, architecture 

factors and transcription activators (Long et al., 2016). Transcriptional 

enhancers physically interact with gene promoters and vastly increase the level 

at which the gene is transcribed (Vernimmen and Bickmore, 2015). Even 

though enhancers were discovered almost 30 years ago, and even though they 

outnumber promoters in the genome by approximately 50:1 and play such a 

crucial role in gene regulation, some very basic questions remain concerning 

how transcriptional enhancers work. For instance, how the enhancer 

specifically finds its correct promoter over huge distances within the densely 

packaged cell nucleus, how it then commits to activating transcription from a 

specific promoter and how it then vastly increases its transcription, are poorly 

understood. Given the huge energetic cost of transcribing a gene, to say 

nothing of the potentially life-threatening consequences of transcribing the 

wrong gene, at the wrong level and at the wrong time, it is vital that enhancers 

carry out their functions in an error-free way. 
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Figure 3.1 – The murine immunoglobulin lambda locus 

A simplified schematic of the murine Igλ locus; this appears to have arisen from gene 

duplication indicated by the dashed line. The green rounded rectangles depict constant 

(C) exons, cyan rounded rectangles depict V gene segments and blue rounded 

triangles depict J gene segments. Orange ovals depict enhancers. 70% of 

recombination occurs between the Vλ1 and Jλ1 gene segments. 

 

To address how the enhancer finds and commits to its cognate promoter, we 

used the murine Igλ locus as a model. The murine Igλ locus is ~ 230 kb in length; 

it is the smallest antigen receptor locus and is located on chromosome 16. It 

consists of three V and four J gene segments, where each J gene segment 

precedes a constant (C) region (Gerdes and Wabl, 2002). Expression of the Igλ 

light chain requires the recombinational joining of the V and J gene segments. 

Approximately 70% of recombination at the Igλ locus occurs between the Vλ1 

and Jλ1 gene segments (Boudinot et al., 1994). Previous studies showed that 

IRF4 is a transcription factor that plays essential roles at different stages of B 

lymphocyte development (Acquaviva et al., 2008). IRF4 has been shown to be 

enriched at Eλ3-1 in pro-B cells and its binding increases by ~3-fold as cells 

progress to the pre-B stage. Interestingly, overexpression of IRF4 alone in 

murine pro-B cells can activate the Igλ locus completely (Bevington and Boyes, 

2013). The mechanism by which IRF4 binding to the Eλ3-1 enhancer leads to 

the activation of non-coding transcription of Igλ is unknown.  

 

In this chapter, I describe the development of a system where I can induce the 

activity of an enhancer, which allows me to turn on the enhancer and follow its 
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activation of transcription temporally. I further describe the temporal analysis of 

activator binding to build a detailed picture of the stages of Igλ locus activation. 
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B) Results  

 

3.1 The distal enhancer, Eλ3-1, activates Jλ1 non-coding transcription in the 

presence of PU.1 and IRF4 

Activation of non-coding transcription of unrearranged gene segments is crucial 

for V(D)J recombination as this is thought to be central to increasing chromatin 

accessibility and to add crucial epigenetic marks (Jhunjhunwala et al., 2009). 

Jλ1 is involved in 70% of recombination in the murine Igλ locus and 

consequently is a good model to follow promoter activation. Eλ3-1 is a B cell-

specific transcriptional enhancer that is located within the 3’ half of the Igλ locus 

and has been demonstrated to be essential for Igλ activation (Hagman et al., 

1990; Haque et al., 2013). RT-qPCR was used to analyse the change of Jλ1 

transcription in murine pro-B and pre-B cells and, as can be seen in Figure 3.2A, 

Jλ1 transcription increases by ~12-fold from pro-B to pre-B cells. Recent 

published Hi-C data demonstrated that Eλ3-1 physically interacts with the Jλ1 

promoter through looping out of the ~35 kb intervening sequence between 

these two cis-acting elements (Krijger et al., 2016). This is also confirmed by 

3C-qPCR which showed that the interaction frequency between Eλ3-1 and Jλ1 

increased by ~4-fold from pro-B to pre-B cells (Figure 3.2B). 
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Figure 3.2 – The increase of Jλ1 transcription from pro-B to pre-B cells correlates 

with an elevated interaction frequency between Eλ3-1 and Jλ1  

A) The transcription level of Jλ1 in non-transgenic pro-B and pre-B cells was analysed 

by quantitative PCR. Data were normalized to the expression level of the 

housekeeping gene, Hprt. Error bars show standard error of the mean (SEM) from 

three biological replicates. * represents a p-value <0.05, ** a p-value <0.01 and *** a 

p-value < 0.001. 

B) The interaction frequency between Eλ3-1 and Jλ1 was determined by the 3C assay. 

Error bars show standard error of the mean (SEM) from two replicates for each cell 

type. The 3C experiments shown in this figure were performed by Sarah Bevington. 

 

Previous electrophoretic mobility shift assay (EMSA) demonstrated that PU.1 

(Eisenbeis et al., 1993), IRF4 (Eisenbeis et al., 1995) and E-box proteins (Rudin 

and Storb, 1992) directly bind to Eλ3-1. This was confirmed by ChIP data from 

the Boyes lab, who also showed that increased levels of IRF4 in pro-B cells 

lead to activation of the murine Igλ locus (Bevington and Boyes, 2013). It was 

previously demonstrated that PU.1 physically interacts with IRF4 to form a 

complex (Eisenbeis et al., 1995) and these proteins were further shown to play 

regulatory roles in the of transcription of IgL chain loci and B cell development 

(Batista et al., 2017). Furthermore, knockout of E-box proteins in mice reduces 

Jλ1 transcription (Beck et al., 2009). Therefore, from these data, it appears that 

Jλ1 transcription is activated by Eλ3-1 using these enhancer-bound 
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transcription factors. To test this idea, the dual luciferase assay was applied, 

which is a widely used method for studying regulated gene expression. To this 

end, sequences from the Jλ1 promoter and Eλ3-1 enhancer were cloned into 

the luciferase construct, pGL3-basic, which was then transfected into COS-7 

cells. To augment the expression of Firefly luciferase, the internal ribosome 

entry site (IRES) sequence from encephalomyocarditis virus (EMCV) 

(Martinez-Salas, 1999) was cloned in front of the Firefly luciferase gene in all 

luciferase reporter constructs. Viral IRESs are unique RNA sequences that 

enable ribosome recruitment and mRNA translation (Balvay et al., 2009). 

EMCV IRES is widely used in expression vectors due to its ability to increase 

the expression of target genes (Balvay et al., 2009). Because the Jλ1 promoter 

sequence has multiple transcription start sites (Engel et al., 2001) followed by 

translational start and stop codons, it seemed likely that these latter elements 

could prevent translation of the Firefly luciferase gene (data not shown). 

Therefore, to enable firefly luciferase expression levels to better reflect the true 

level of Jλ1 promoter activity, EMCV IRES was cloned into the all luciferase 

reporter plasmids just upstream of the Firefly luciferase cDNA. Expression 

constructs for IRF4, PU.1 and E47 were co-transfected into COS-7 cells 

together with the Firefly and Renilla luciferase reporter constructs. The results 

showed that the increase of luciferase activity driven by Eλ3-1 is very modest, 

indicating that other B cell-specific transcription factors could be involved 

(Figure 3.3A). 
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 Figure 3.3 – Eλ3-1 is an enhancer of Jλ1 transcription 

A) Luciferase activity driven by Eλ3-1 in COS-7 cells in the presence of PU.1, IRF4 

and E47 transcription factors. This shows only a limited increase of ~ 1.8-fold. The 

results of dual luciferase assay are expressed as the Firefly luciferase activity 

normalized to the reference, Renilla luciferase activity (FL/RL).  

B) Luciferase activity driven by wild type Eλ3-1 and mutant Eλ3-1 in temperature 

shifted 103/BCL-2 cells. The Jλ1 promoter increases luciferase activities by ~ 7-fold 

compared with the empty vector; Eλ3-1 gives a further 3-fold increase over the Jλ1 

promoter. To generate the PU.1mut and IRF4mut constructs, the core consensus of 

the PU.1 binding site “GGAA” was mutated to “TCAA” and the core consensus of the 

IRF4 binding site “GAAA” was mutated into “CCAA” within Eλ3-1. Both mutations lead 

to a significant decrease or even loss of luciferase activity compared to the wild type 

Eλ3-1.  

Error bars show standard error of the mean (SEM) from three experimental repeats.  

* represents a p-value <0.05, ** a p-value <0.01 and *** a p-value < 0.001. 

 

103/BCL-2 is a B cell line that was transformed with a temperature-sensitive 

Abelson murine leukaemia virus (A-MuLV). This cell line undergoes a transition 

from pro-B cells to pre-B cells when shifted from 33 °C to the non-permissive 
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temperature of 39 °C as the temperature sensitive Abl kinase is inactivated 

(Chen et al., 1994; Cocea et al., 1999; Shah et al., 2008). IRF4 levels increase 

upon temperature shift, leading to the activation of transcription and 

recombination of Ig light chain loci (Xu and Feeney, 2009). To test if natural 

levels of B cell transcription factors, found in 103/BCL-2 cells enable Eλ3-1 to 

activate Jλ1 transcription, 103/BCL-2 cells were electroporated with the 

luciferase reporter constructs and then subjected to temperature shift for 20 

hours at which time the Igλ locus is fully activated (Xu and Feeney, 2009). The 

results showed that the luciferase activity driven by the Jλ1 promoter increases 

by ~ 7-fold compared with the empty vector; addition of the enhancer, Eλ3-1, 

gives a further ~ 3-fold increase over the Jλ1 promoter alone (Figure 3.3B).  

 

Previous data from our lab indicated that Eλ3-1 exerts its function through the 

recruitment of PU.1 and IRF4. Therefore, the binding sites for PU.1 and IRF4 

within Eλ3-1 were mutated to examine the effects on Eλ3-1 activity. According 

to motif analysis using the Pfam database (El-Gebali et al., 2019), the core 

consensus motif sequences of PU.1 and IRF4 are “GGAA” and “GAAA” 

respectively. Previous studies showed that even single point mutations of these 

two core consensus motif sequences can lead to a significant decrease in the 

binding enrichment of the corresponding factors (Foxler et al., 2011; Li et al., 

2016a). In this study, the core consensus of the PU.1 binding site “GGAA” was 

mutated to “TCAA” and the core consensus of the IRF4 binding site “GAAA” 

was mutated to “CCAA” within the luciferase reporter construct. These mutant 

constructs were then electroporated into 103/BCL-2 cells followed by 

temperature shift for 20 hours. The results suggest that both mutations within 

the core consensus of these two TF binding sites lead to a significant decrease 

or even loss of luciferase activity driven by Eλ3-1 compared to the wild type 

enhancer (Figure 3.3B). 

 

3.2 IRF4 bound to Eλ3-1 facilitates Ser5 phosphorylation of the C-terminal 

domain (CTD) of RNAPII recruited to the Jλ1 promoter 

The luciferase assay above shows that binding of IRF4 and PU.1 to Eλ3-1 is 

important for Jλ1 transcription. Previous publications showed that equipping 
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pro-B cells with the elevated pre-B levels of IRF4 activates the Igλ locus 

completely in transgenic mice (Bevington and Boyes, 2013). To test if PU.1 also 

plays a role in the activation of the Igλ locus, chromatin immunoprecipitation 

followed by quantitative PCR (ChIP-qPCR) was conducted. As can be seen in 

Figure 3.4A, the level of PU.1 binding to Eλ3-1 does not change significantly 

from pro-B cells to pre-B cells. PU.1 shows a high level of occupancy at its 

genomic binding motif sequences, whereas IRF4 only shows low levels of 

occupancy at its cognate genomic DNA binding site in absence of PU.1 

(Escalante et al., 2002). These data therefore suggest that the main role of 

PU.1 in the activation of Jλ1 transcription is to facilitate IRF4 binding at Eλ3-1. 

 

 

Figure 3.4 – Binding of PU.1 and IRF4 in Eλ3-1 in pro-B and pre-B cells  

A) PU.1 binding was analysed by ChIP-qPCR in non-transgenic mouse pro-B and pre-

B cells. The fold enrichment over input DNA at Eλ3-1 and Intgene III (negative control 

region) is shown. Intgene III is an intergenic region located approximately 2 kb 

downstream of the Vλ1 gene segment. No transcription and transcription factor binding 

was observed within the Intgene III region, and therefore this region was used as a 

negative control to normalize the binding level of the transcription factors of interest. 

All values are normalized to binding at Intgene III as a negative control. The ChIP 

experiments shown in this Figure were performed by James Scott. 

B) IRF4 binding was analysed by ChIP-qPCR as above. The ChIP experiments shown 

in this Figure were performed by James Scott. 

Error bars show standard error of the mean (SEM) from three experimental repeats.  

* represents a p-value <0.05, ** a p-value <0.01 and *** a p-value < 0.001. 
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Previous studies showed that enhancers can deliver increased concentrations 

of transcription activators and components of basal transcription machinery to 

promoters (Calo and Wysocka, 2013; Deng et al., 2012; Pennacchio et al., 

2013). ChIP-qPCR analysis showed that IRF4 binding to Eλ3-1 increases ~3-

fold from pro-B to pre-B cells (Figure 3.4B). By contrast, only a limited level of 

IRF4 is enriched at the Jλ1 promoter in pro-B cells that does not increase 

dramatically in pre-B cells (Figure 3.4B). Therefore, to determine how the 

enhancer influences protein binding to the promoter, ChIP-qPCR analysis of 

RNAPII binding was initially carried out. The results show that RNAPII is already 

present at the Jλ1 promoter in pro-B cells where Jλ1 has only low levels of 

activity and its level also do not increase in pre-B cells, where Jλ1 is active 

(Figure 3.5A).  

 

 

Figure 3.5 – Binding of basal transcription machinery to the Jλ1 promoter in pro-

B and pre-B cells 

A) Total RNAPII binding was analysed by ChIP-qPCR in non-transgenic mouse pro-B 

and pre-B cells. The fold enrichment at the Jλ1 promoter and Intgene III (negative 

control region) is shown. All values are normalized to binding at Intgene III as a 

negative control. The ChIP experiments shown in this figure were performed by Sarah 

Bevington.  

B) Ser5 phosphorylated RNAPII binding to the Jλ1 promoter was analysed by ChIP-

qPCR in pro-B and pre-B cells as above. 

Error bars show standard error of the mean (SEM) from three experimental repeats. 

* represents a p-value <0.05, ** a p-value <0.01 and *** a p-value < 0.001. 
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Jλ1 transcription increases significantly from pro-B to pre-B cells despite the 

fact that there is no dramatic change in the enrichment of total RNAPII at the 

Jλ1 promoter from pro-B to pre-B cells (Figures 3.2A and 3.5A). Previous 

studies showed that activation of the murine Igλ locus leads to changes of 

epigenetic modifications at the unrearranged gene segments. Specifically, the 

level of H3K4me3 at the Jλ1 promoter increases significantly from pro-B to pre-

B cells (Bevington and Boyes, 2013). It is notable that TFIIH mediates serine 5 

(Ser 5) phosphorylation of RNAPII, that in turn is responsible for activating 

SETD1A/B methyltransferase activity, which methylates H3K4 at promoters 

(Ebmeier et al., 2017). Furthermore, phosphorylation of the Ser 5 residue of 

CTD of RNAPII is a pre-requisite for the release of the transcription initiation 

complex from TSSs (Phatnani and Greenleaf, 2006). Taken together, these 

data suggest that Ser 5 phosphorylated Pol II may be low in pro-B cells and 

increase in pre-B cells, activating SETD1A/B methyltransferase that in turn 

augments the level of H3K4me3 at promoters. To test this idea, ChIP-qPCR 

analysis of Ser 5 phosphorylated RNAPII was conducted and as can be seen 

in Figure 3.5B, the binding level of Ser 5 phosphorylated RNAPII indeed 

increases significantly from pro-B to pre-B cells, suggesting that Ser 5 

phosphorylation of RNAPII at the Jλ1 promoter constitutes part of the activation 

of Jλ1 transcription that is induced by increased levels of IRF4.  

 

3.3 Development of an inducible pro-B cell line to investigate the activation 

of the Igλ locus 

To test the hypothesis by which Jλ1 transcription is activated by IRF4, I 

generated an inducible pro-B cell line, in collaboration with my colleagues, 

which allows the temporal investigation of Jλ1 transcription. To establish a pro-

B cell line, bone marrow was firstly extracted from six-week-old mice and then 

immediately infected with the Abelson murine leukaemia virus (A-MuLV) for 

immortalization. Individual cell colonies were isolated using the semi-solid agar 

assay and viable colonies were then transferred from agar plates to RPMI 

media for expansion. To ensure the generated cell lines were at the pro-B stage 

of development, pro-B specific cell surface markers, CD19 and CD43, were 

used to screen target cells by flow cytometry (Figure 3.6A). Subsequently, the 
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expression levels of IRF4 and PU.1 were analysed in CD19+/CD43+ double-

positive pro-B cell lines. This is important as the correct levels of IRF4 and PU.1 

expression are essential for the activation of the Igλ locus. A cell line, 1D1, that 

exhibits similar levels of IRF4 and PU.1 expression to primary pro-B cells was 

selected for further experiments. 

 

 

 

Figure 3.6 – Generation and analysis of a pro-B cell line, 1D1 

A) Schematic diagram of generation of A-MuLV immortalized pro-B cell lines 

B) Cell surface marker analysis of 1D1 by flow cytometry. 1D1 cells express CD19 and 

CD43, which are characteristic of pro-B cells. The data shown in this figure was 

generated by Alastair Smith.  

C) Analysis of the levels of IRF4 and PU.1 expression using RT-qPCR. 1D1 cells 

displayed similar levels of expression of IRF4 and PU.1 to primary pro-B cells. The 

data shown in this figure was generated by Alastair Smith. 

 

To enable inducible activation of the Igλ locus in the 1D1 cell line, the estrogen 

receptor ligand binding domain (ERT2) was fused to the IRF4 cDNA and then 

cloned into the retroviral vector, MSCV-IRES-GFP. The corresponding 

retrovirus was produced by transfection of the construct, MSCV-IRF4-ERT2-

IRES-GFP, into the Phoenix packaging cell line (Grignani et al., 1998). The 
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resulting retroviruses were introduced into 1D1 cells by spinfection, to generate 

pro-B cell lines in which IRF4-ERT2 is stably expressed. The transduced 1D1 

cells with the highest expression of GFP were purified by flow cytometry and 

monoclonal clones were isolated by seeding cells into semi-solid agar; viable 

cell colonies were then transferred to RPMI media for further analysis. Twenty 

monoclonal cell lines were obtained and analysed by flow cytometry. The cell 

clones with the highest level of GFP expression were selected to analyse the 

activation of Jλ1 non-coding transcription following induction with the oestrogen 

mimic, 4-hydroxytamoxifen, for 8 hours. All cell lines displayed an increased 

level of Jλ1 non-coding transcription post induction (Figure 3.7). The 1D1-IRF4-

ERT2 pro-B cell clone 15 (referred to as 1D1-T215) shows the most substantial 

increase of Jλ1 non-coding transcription and was therefore chosen for further 

analysis.  

 

 

Figure 3.7 – Alteration in Jλ1 transcription in the 1D1 derivatives expressing 

inducible IRF4-ERT2 after induction 

Jλ1 non-coding transcription was analysed in 1D1 pro-B cell lines with high GFP 

expression using RT-qPCR. All cell lines exhibited an increased level of Jλ1 

transcription at 8 hours post induction (hpi) with 2 μM 4-hydroxytamoxifen. Clone 15 

displayed the highest increase. 

 

The level of IRF4 expression was also examined using RT-qPCR to test if the 

activation of Igλ in 1D1-T215 cells might be caused by the inducible IRF4. 

Remarkably, the results show that the 1D1-T215 cell line displayed similar 
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levels of IRF4 expression to primary pre-B cells (A. Smith, PhD thesis, 2018). 

Next, I sought to confirm that the 1D1-T215 cell line was a suitable model to 

investigate the enhancer-mediated activation of non-coding transcription of 

unarranged gene segments. Initially, I analysed the level of Jλ1 non-coding 

transcription in 1D1-T215 cells harvested at the time points post induction 

shown in Figure 3.8A using RT-qPCR. The results show that there is a modest 

increase of the level of Jλ1 transcription from 0 to 8 hours after IRF4 induction 

and a relatively sharp increase from 8 to 12 hours post induction (Figure 3.8A). 

Notably, the IRF4-ERT2 transgene in the 1D1-T215 cell line translocates to the 

nucleus following induction with 4-OH tamoxifen and reaches its highest level 

in nucleus at just 2 hours post induction (A. Smith, PhD thesis, 2018). I next 

performed the temporal chromatin immunoprecipitation (ChIP) analysis of IRF4 

binding to the Eλ3-1 enhancer to test the correlation between enhancer binding 

of the transcription activator and target gene activation. Remarkably, I found 

that the IRF4 binding to Eλ3-1 increases dramatically from 0 to 4 hpi, followed 

by only a slight increase from 4 to 12 hpi (Figure 3.8B). This suggests that IRF4 

binding in the Eλ3-1 enhancer is an early event during the activation of Jλ1 non-

coding transcription. Because the chromatin contraction occurs between the 

enhancer and its cognate promoter during the activation of gene transcription, 

the interaction frequency between the Eλ3-1 enhancer and Jλ1 promoter should 

be increased in 1D1-T215 cells post induction. Temporal chromatin 

conformation capture (3C) analysis was therefore conducted and the results 

demonstrate that the physical interaction between Eλ3-1 and Jλ1 displayed a 

substantial increase at 8 hpi just before enhanced Jλ1 transcription is observed 

(Figure 3.8C). This is consistent with the idea that bringing the enhancers and 

promoters into close proximity is a prerequisite for efficient transcription of 

target genes. The close relationship between increased IRF4 binding and 

enhanced Jλ1 transcription suggest that this is a suitable system to perform 

temporal ChIP analysis of candidate transcription activators to determine which 

is important for the activation of the Igλ locus.
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Figure 3.8 – The increase of Jλ1 non-coding transcription correlates with IRF4-

mediated Eλ3-1 - Jλ1 interactions 

A) The level of Jλ1 non-coding transcription was analysed by RT-qPCR in 1D1-T215 

cells following induction. This shows a sharp increase from 8 to 12 hours post-induction, 

indicating that transcription activation is a relatively late event. Data were normalized 

to the expression level of the housekeeping gene, Hprt. Error bars show standard error 

of the mean (SEM) from three experimental repeats.  

B) IRF4 binding to the Eλ3-1 enhancer was analysed by ChIP-qPCR in 1D1-T215 cells 

following induction. The fold enrichment at Eλ3-1 and Intgene III (negative control 

region) is shown. IRF4 binding at Eλ3-1 exhibited a sharp increase from 0 to 4 hours 

following induction and is relatively an early event in the activation of Igλ. All values 

are normalized to binding at Intgene III as a negative control. Error bars show standard 

error of the mean (SEM) from three experimental repeats. 

C) The interaction between Eλ3-1 and Jλ1 was analysed by 3C-qPCR in 1D1-T215 

cells following induction. The interactions between Eλ3-1 and Jλ1 show a clear 

increase from 4 to 8 hpi just before the large increase in Jλ1 transcription. Data were 

normalized using an interaction within the ERCC3 locus. Error bars show standard 

error of the mean (SEM) from three replicates. 

 

In light of the temporal changes in 3C interactions and Jλ1 transcription, it 

appears that an increased level of IRF4 binding at the Eλ3-1 enhancer triggers 

an interaction of the enhancer with the Jλ1 promoter, to cause efficient Jλ1 

transcription. If this is the case, we might expect to observe IRF4 binding at the 

Jλ1 promoter where a Eλ3-1-Jλ1 loop has been demonstrated to form in pre-B 

cells (Figure 3.4B). To verify the IRF4 binding in the Jλ1 promoter in 1D1-T215 

cells, temporal ChIP-qPCR analysis was conducted following induction. 

Unfortunately, however, a significant enrichment of IRF4 at the Jλ1 promoter 
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was not detected in induced 1D1-T215 cells (Figure 3.9A). To investigate why 

this might be the case, comparative analysis of the Jλ1 mRNA level in 1D1-

T215 cells and primary pre-B cells was carried out using RT-qPCR. The results 

show that in 1D1-T215 cells, Jλ1 transcription is substantially repressed by 

approximately 10,000-fold compared with pre-B cells (Figure 3.9B). 

Subsequent sequence analysis showed that there is a binding site for the 

transcription repressor, STAT5, located in the Jλ1 promoter. STAT5 has been 

shown to repress chromatin accessibility of the Igκ locus by binding as a 

tetramer and recruiting polycomb repression complex 2 (Mandal et al., 2011). 

STAT5 is activated by v-Abl kinase through the JAK1/3 signalling (Danial and 

Rothman, 2000) and it seems likely that this mechanism leads to repression of 

Jλ1 non-coding transcription in 1D1-T215 cells, which are an Abl-kinase-

derived cell line.  

 

 

Figure 3.9 – Jλ1 non-coding transcription is strongly repressed in A-MuLV 

immortalized pro-B cell lines 

A) IRF4 binding to the Jλ1 promoter was analysed by ChIP-qPCR in 1D1-T215 cells 

following induction. The fold enrichment at Jλ1p and Intgene III (negative control region) 

is shown. All values are normalized to binding at Intgene III as a negative control. Error 

bars show standard error of the mean (SEM) from three experimental repeats. 

B) The level of Jλ1 non-coding transcription was analysed by RT-qPCR in uninduced 

1D1-T215 cells and pro-B cells. Data were normalized to the expression level of the 

housekeeping gene, Hprt. 
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Vλ1-Jλ1 recombination accounts for approximately 70% of the total 

recombination events of the Igλ locus (Boudinot et al., 1994) and consequently, 

Vλ1 non-coding transcription is as important as Jλ1 transcription for Igλ 

recombination. Therefore, it seemed possible that Vλ1 might be used instead 

as a target gene for investigating Eλ3-1-mediated gene activation. The Vλ1 

promoter therefore was subjected to sequence analysis and conserved binding 

motifs for STAT5 were not found. The level of Vλ1 transcription in 1D1-T215 

cells and pre-B cells was examined and the results showed that the 1D1 cell 

line displays a similar level of Vλ1 transcription to pre-B cells (A. Smith, PhD 

thesis, 2018). To test if Vλ1 non-coding transcription is controlled by Eλ3-1, 

temporal 3C analysis was carried out in 1D1-T215 cells which suggested that 

the physical distance between Eλ3-1 and Vλ1 is reduced following induction 

(Figure 3.10A). This implies that Eλ3-1 is also an enhancer of Vλ1 transcription. 

Furthermore, temporal analysis of the level of Vλ1 transcription was conducted 

by RT-qPCR and the data demonstrate that Vλ1 transcription is increased 

similarly to Jλ1 following induction (Figure 3.10B) and correlates with the 

changes in 3C interaction between Eλ3-1 and Vλ1. Combined with the evidence 

that IRF4 binding in the Vλ1 promoter displays a gradual increase following 

induction (Figure 3.10C), it appears that Vλ1 is a more robust system than Jλ1 

to dissect the mechanism by which enhancer-mediated gene activation occurs. 
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Figure 3.10 – Vλ1 is an ideal model to investigate Eλ3-1-mediated promoter 

activation in 1D1-T215 cells 

A) The interaction between Eλ3-1 and Vλ1 was analysed by 3C-qPCR in 1D1-T215 

cells at the time indicated following induction. A clear increase is observed from 4 to 8 

hpi, which is just before Vλ1 becomes efficiently transcribed. Data were normalized by 

detecting an interaction within the ERCC3 locus. Error bars show standard error of the 

mean (SEM) from three replicates. 

B) The level of Vλ1 non-coding transcription was analysed by RT-qPCR in 1D1-T215 

cells following induction. Jλ1 transcription shows a relatively sharp increase from 8 to 

12 hours following induction. Data were normalized to the expression level of the 

housekeeping gene, Hprt. Error bars show standard error of the mean (SEM) from 

three experimental repeats. 

C) IRF4 binding at the Vλ1 promoter was analysed by ChIP-qPCR in 1D1-T215 cells 

following induction. The fold enrichment at Vλ1p and Intgene III (negative control 

region) is shown. All values are normalized to binding at Intgene III as a negative 

control. Error bars show standard error of the mean (SEM) from three experimental 

repeats. 

 

3.4 IRF4 increases the chromatin accessibility of the enhancer and promoter 

through recruiting E2A and p300 

The basic helix-loop-helix (bHLH) transcription factor E2A is known to interact 

with IRF4 (Lazorchak et al., 2006) and play a crucial role in promoting non-

coding transcription of unarranged Igλ gene segments in pre-B cells as 

demonstrated by knock-out studies (Beck et al., 2009) which also results in a 

significant decrease in the number of surface Igλ+ cells in bone marrow (Beck 

et al., 2009). To determine if E2A is involved in the regulation of Vλ1 non-coding 
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transcription, temporal ChIP-qPCR analysis of E2A binding to the Eλ3-1 

enhancer and Vλ1 promoter was performed in 1D1-T215 cells. As can be seen 

in Figure 3.11, E2A is clearly enriched at the Eλ3-1 enhancer and its binding 

increases gradually following induction. Although E2A binding is at low levels 

in the Vλ1 promoter, the enrichment in the promoter is reproducible and 

correlates with E2A binding to the enhancer (Figure 3.11). 

 

 

Figure 3.11 – E2A is recruited in both Eλ3-1 and Vλ1p in 1D1-T215 cells 

E2A binding to Eλ3-1 and the Vλ1 promoter was analysed by ChIP-qPCR in 1D1-T215 

cells following induction. The fold enrichment at Eλ3-1 and Vλ1p and Intgene III 

(negative control region) is shown. All values are normalized to binding at Intgene III 

as a negative control. Error bars show standard error of the mean (SEM) from three 

experimental repeats. 

 

E2A proteins play an essential role in recruiting histone-modifying activities 

(Sakamoto et al., 2012). p300 is a histone acetyltransferase that has been 

shown to exert its function in concert with numerous transcription factors and 

can acetylate histones close to transcriptional enhancers and promoters, 

facilitating the generation of more flexible and accessible chromatin (Vo and 

Goodman, 2001). Co-immunoprecipitation experiments demonstrated that E2A 

directly interacts with several histone acetyltransferases, including p300, that 

were also shown to act in synergy with p300 to activate the Igκ locus (Bradney 
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et al., 2003; Qiu et al., 1998). Consistent with this, E2A depletion in pre-B cells 

reduced the level of histone acetylation at enhancers within the Igκ locus 

(Lazorchak et al., 2006). Therefore, temporal ChIP analysis was performed to 

determine p300 binding at the Eλ3-1 enhancer and Vλ1 promoter to investigate 

if p300 is involved in the activation of Igλ. This showed that p300 is greatly 

enriched at the Eλ3-1 enhancer and displayed the largest increase from 0 to 4 

hpi following induction (Figure 3.12). A moderate but reproducible increase of 

binding was also observed at the Vλ1 promoter (Figure 3.12), indicating that 

chromatin accessibility at the enhancer and promoter is likely increased. In turn, 

this is expected to facilitate the recruitment of more diverse transcription factors. 

 

 

Figure 3.12 – p300 is recruited to both Eλ3-1 and Vλ1p in 1D1-T215 cells 

p300 binding to the Eλ3-1 and Vλ1 promoter was analysed by ChIP-qPCR in 1D1-

T215 cells following induction. The fold enrichment at Eλ3-1 and Vλ1p and Intgene III 

(negative control region) is shown. All values are normalized to binding at Intgene III 

as a negative control. Error bars show standard error of the mean (SEM) from three 

experimental repeats. 

 

3.5 IRF4 directly interacts with the Mediator complex to activate the Vλ1 non-

coding transcription 

The Mediator complex is an evolutionarily conserved, multi-subunit protein 

complex that plays an essential role in the regulation of enhancer-promoter 
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communications and PIC assembly (Lin et al., 2011; Malik and Roeder, 2016). 

The Mediator complex consists of more than 30 subunits which are organized 

into four distinct modules, termed the head, middle, tail and kinase modules 

(Allen and Taatjes, 2015). The head and middle modules carry out the most 

basic functions via interplay with RNAPII and other components of the 

preinitiation complex (Esnault et al., 2008; Robinson et al., 2012). Subunits of 

tail module physically interact with enhancer bound transcription activators 

(Ansari and Morse, 2012). Thus, it is thought that Mediator provides a physical 

bridge between transcription activators bound at enhancers and components 

of the preinitiation complex bound at promoters (Malik and Roeder, 2016). 

Med23 is the largest subunit in the tail module and has been shown to be 

essential for early B cell development (Chen et al., 2018). To investigate if 

Med23 is involved in the activation of Igλ non-coding transcription, co-

immunoprecipitation experiments were conducted, which revealed a physical 

interaction between IRF4 and Med23 (Figure 3.13A). To determine if Med23 is 

required for Igλ activation, knock-down of Med23 expression was performed by 

using a shRNA lentiviral system, pLKO.1 (Moffat et al., 2006). Western blotting 

analysis demonstrated that compared to 1D1-T215 cells expressing a 

scrambled shRNA (shSCR), Med23 protein levels are diminished dramatically 

in 1D1-T215 cells expressing a shRNA targeting Med23 (shMed23, Figure 

3.13B). Consistent with a role for Mediator in the regulation of transcription, I 

find that compared with shSCR 1D1-T215 cells, Vλ1 non-coding transcription 

is decreased significantly in shMed23 1D1-T215 cells (Figure 3.13C). Likewise, 

3C analysis revealed that the interaction between Eλ3-1 and Vλ1 is disrupted 

in shMed23 1D1-T215 cells (Figure 3.13D). These data indicate that the 

Mediator complex is indispensable for the activation of Vλ1 non-coding 

transcription.  
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Figure 3.13 – Med23 is essential for activation of Vλ1 non-coding transcription 

A) IRF4 physically interacts with Med23. IRF4 was overexpressed in 293T cells as a 

Myc-tagged fusion protein with HA-tagged Med23. Cells were harvested at 36 hours 

post transfection and approximately 5% of the cell lysate was used as input whilst the 

remaining lysate was immunoprecipitated with 1 μg of anti-HA antibody. Cell lysates 

and immunoprecipitated samples were resolved by 10% SDS-PAGE and western 

blotting analysis was conducted with the indicated antibodies.  

B) Western blot analysis of the level of Med23 expression in shSCR and shMed23 

1D1-T215 cells. The protein level of Med23 is diminished dramatically in shMed23 cells. 

β-tubulin was used as a loading control. 

C) RT-qPCR analysis of Vλ1 non-coding transcription in shSCR and shMed23 1D1-

T215 cells. Vλ1 non-coding transcription is reduced in Med23 knock-down cells. Data 

were normalized to the expression level of the housekeeping gene, Hprt. 

D) 3C analysis of interactions between Eλ3-1 and Vλ1 in shSCR and shMed23 1D1-

T215 cells. The interaction frequency between Eλ3-1 and Vλ1 is decreased in Med23 

knock-down cells. Data were normalized by detecting an interaction with the ERCC3 

locus.  

Error bars show standard error of the mean (SEM) from three replicates. * represents 

a p-value <0.05, ** a p-value <0.01 and *** a p-value < 0.001. 
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The data above demonstrate that Med23 is essential for the activation of Vλ1 

non-coding transcription, and to further investigate the role of Med23, temporal 

ChIP is required to test if Med23 binding to the enhancer and promoter 

correlates with the activation of transcription. Unfortunately, a commercial 

ChIP-grade antibody is not available that can be used for this analysis. Med1 

is the largest subunit of the Mediator complex and belongs to the middle module 

(Tsai et al., 2014). Given that a ChIP-grade antibody against Med1 is available 

and the middle module, to which Med1 belongs connects to both the head and 

tail module, I examined Med1 binding by ChIP analysis. To verify that Med1 is 

required for the activation of Vλ1 non-coding transcription and has similar 

effects to Med23, knock-down of Med1 expression was carried out using the 

shRNA lentiviral system outlined above. Western blotting analysis 

demonstrated that Med1 protein levels are diminished dramatically in shMed1 

1D1-T215 cells (Figure 3.14A). Combined with the reduced level of Vλ1 non-

coding transcription in Med1 knock-down cells (Figure 3.14B), Med1 appears 

to have a similar role in the activation of Vλ1 non-coding transcription to Med23. 

Therefore, temporal ChIP analysis of Med1 binding was conducted in 1D1-T215 

cells. The results show that Med1 occupancy at Eλ3-1 is significant and 

displays the biggest relative increase from 0 to 4 hpi following induction (Figure 

3.14C). Compared to the enhancer, Med1 binding to the Vλ1 promoter is low 

but it is reproducible and correlates with Vλ1 non-coding transcription (Figure 

3.14C). The high level of Med1 binding to the Eλ3-1 enhancer is possibly due 

to the strong binding of IRF4 to the enhancer, which leads to its recruitment. 

Together, these data suggest that Mediator complex recruitment by IRF4 to 

enhancers and promoters is indispensable for Igλ activation. 
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Figure 3.14 – Med1 is essential for the activation of Vλ1 non-coding transcription 

A) Western blot analysis of Med1 expression levels in sh-SCR and shMed1 1D1-T215 

cells. The protein level of Med23 is diminished dramatically in Med23 knock-down cells. 

β-tubulin was used as a loading control. 

B) RT-qPCR analysis of Vλ1 non-coding transcription in shSCR and shMed1 1D1-

T215 cells. Vλ1 non-coding transcription is significantly reduced in Med1 knock-down 

cells. Data were normalized to the expression level of the housekeeping gene, Hprt. 

C) Med1 binding in the Eλ3-1 and Vλ1 promoter were analysed by ChIP-qPCR in 1D1-

T215 cells following induction. The fold enrichment at Eλ3-1 and Vλ1p and Intgene III 

(negative control region) is shown. All values are normalized to binding at Intgene III 

as a negative control.  

Error bars show standard error of the mean (SEM) from three experimental repeats. 

* represents a p-value <0.05, ** a p-value <0.01 and *** a p-value < 0.001. 
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3.6 CDK7 directs Vλ1 non-coding transcription via phosphorylating the Ser 5 

residue of C-terminal domain (CTD) of RNAPII 

The data presented above indicate that the Mediator complex could be 

delivered from Eλ3-1 to the Vλ1 promoter. This then leads to the question of 

how increased levels of Mediator at the promoter facilitate transcription. Before 

addressing this, it is important to analyse the level of Ser 5 phosphorylated 

RNAPII at target gene promoters. Previously, I showed data using primary pre-

B cells that activation of non-coding transcription of unarranged gene segments 

of Igλ is tightly associated with the increased level of Ser 5 phosphorylated 

RNAPII binding at promoters (Figure 3.5B). It is well documented that CDK7 is 

responsible for phosphorylating the Ser 5 residue of CTD of RNAPII at the 

promoters of protein-coding genes (Valay et al., 1995). CDK7 is a subunit of 

the TFIIH complex which can be recruited by the Mediator complex to the 

promoters of target genes (Esnault et al., 2008). However, the Mediator 

complex itself contains a kinase subunit, CDK8, which forms part of the kinase 

domain. Previous studies have demonstrated that CDK8 is capable of 

catalysing the phosphorylation at the Ser 5 residue of CTD of RNAPII in vitro 

(Liao et al., 1995; Sun et al., 1998). To determine which kinase contributes to 

the activation of RNAPII in the Vλ1 promoter, knock-down of CDK7 expression 

was initially performed using the shRNA lentiviral system in 1D1-T215 cells. 

Western blotting analysis demonstrated that compared with the 1D1-T215 cells 

expressing a scrambled shRNA, CDK7 protein levels are diminished in 1D1-

T215 cells that express a shRNA targeting CDK7 (Figure 3.15A). However, the 

global level of Ser 5 phosphorylated RNAPII does not change significantly 

(Figure 3.15A). Consistent with this, analysis of the level of Vλ1 non-coding 

transcription showed that only a limited decrease is observed in the CDK7 

knock-down cells (Figure 3.15B). This is possibly due to the fact that the 

residual low level of CDK7 expression is sufficient to phosphorylate Ser 5 of 

RNAPII CTD.  
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Figure 3.15 – Knock-down of CDK7 leads to a limited decrease of Vλ1 non-coding 

transcription after induction 

A) Western blot analysis of the levels of CDK7 and Ser 5 phosphorylated RNAPII in 

sh-SCR and shCDK7 1D1-T215 cells. The protein level of CDK7 is clearly reduced in 

shCDK7 cells but no significant change of the level of Ser 5 phosphorylated RNAPII is 

observed in CDK7 knock-down cells. β-tubulin was used as a loading control. 

B) RT-qPCR analysis of Vλ1 non-coding transcription in shSCR and shCDK7 1D1-

T215 cells. Data were normalized to the expression level of the housekeeping gene, 

Hprt. Error bars show standard error of the mean (SEM) from three experimental 

repeats. 

 

To inhibit the catalytic activity of CDK7 to a much greater extent, a small 

molecule inhibitor, THZ1, was used to treat 1D1-T215 cells. THZ1 is a covalent 

CDK7 inhibitor which has the unprecedented ability to target a cysteine residue 

residing outside of the canonical kinase domain (Kwiatkowski et al., 2014). To 

optimise the amount used, 1D1-T215 cells were initially treated with different 

concentrations of the inhibitor for 8 hours. Western blotting analysis revealed 

that treating the cells with 125 nM of THZ1 does not change the protein level of 

CDK7 but is sufficient to diminish nearly all of the Ser 5 phosphorylated RNAPII 

(Figure 3.16A). Therefore, 1D1-T215 cells treated with 125 nM of THZ1, were 

harvested at different time points and subject to Western blotting analysis. The 

results showed that treating cells with the inhibitor for 2 hours dramatically 

reduces Ser 5 phosphorylated RNAPII and almost all of the Ser 5 

phosphorylated RNAPII is depleted after 8 hours treatment (Figure 3.16B). To 
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analyse the influence of CDK7 inhibitor on Vλ1 non-coding transcription, 1D1-

T215 cells were firstly treated with 125 nM THZ1 for 2 hours. After removal of 

the CDK7 inhibitor, cells were treated with 2 μM 4-hydroxytamoxifen for 12 

hours to activate IRF4-ERT2. RT-qPCR results demonstrate that Vλ1 non-

coding transcription is substantially repressed in inhibitor-treated cells (Figure 

3.16C), indicating that CDK7 is essential for RNAPII Ser 5 phosphorylation 

during the activation of Igλ locus transcription. 

 

 

 

Figure 3.16 – Inhibition of CDK7 severely impairs the Vλ1 non-coding 

transcription  

A) Western blot analysis of the level of CDK7 and Ser 5 phosphorylated RNAPII in 

cells treated with different concentrations of the CDK7 inhibitor THZ1 for 8 hours. THZ1 

does not change the protein level of CDK7 but is enough to diminish nearly all of the 

Ser 5 phosphorylated RNAPII at a concentration of 125 nM. β-tubulin was used as a 

loading control. 

B) Western blot analysis of the level of CDK7 and Ser 5 phosphorylated RNAPII in 

cells treated with the same amount of THZ1 inhibitor (125 nM) but harvested at 

different time points. THZ1 significantly reduces the level of Ser 5 phosphorylated 

RNAPII in cells treated with 125 nM THZ1 for 2 hours. β-tubulin was used as a loading 

control. 

C) RT-qPCR analysis of Vλ1 non-coding transcription in 1D1-T215 cells treated with 

CDK7 inhibitor, THZ1. Before induction with 4-hydroxytamoxifen, 1D1-T215 cells were 

treated with 125 nM THZ1 to repress the level of Ser 5 phosphorylated RNAPII. Vλ1 

non-coding transcription is substantially reduced in CDK7 inhibitor-treated cells both 
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before and after induction. Data were normalized to the expression level of the 

housekeeping gene, Hprt.  

Error bars show standard error of the mean (SEM) from three experimental repeats. 

* represents a p-value <0.05, ** a p-value <0.01 and *** a p-value < 0.001. 

 

To investigate if CDK8 catalyses the phosphorylation of the Ser 5 residue of 

CTD of RNAPII in 1D1-T215 cells, 1D1-T215 cells were treated with a small 

molecule CDK8 inhibitor, SEL120-34A, followed by induction with tamoxifen 

and analysis of the level of Vλ1 non-coding transcription. SEL120-34A is a 

potent, selective and competitive inhibitor that interferes with ATP binding to 

CDK8 (Rzymski et al., 2017). Low concentrations of the inhibitor (1-100 nM) 

are sufficient to substantially inhibit the catalytic activity of CDK8 in different 

cancer cells (Rzymski et al., 2017). To test if this CDK8 inhibitor inhibits the 

activation of Igλ in 1D1-T215 cells, 100 nM SEL120-34A was used to treat cells 

for 12 hours followed by the analysis of the level of Ser 5 phosphorylated 

RNAPII. Western blotting showed that there is no change of the global level of 

Ser 5 phosphorylated RNAPII in 1D1-T215 cells treated with SEL120-34A (data 

not shown). Analysis of the level of Vλ1 non-coding transcription in SEL120-

34A treated cells demonstrated that SEL120-34A treatment does not change 

the level of Vλ1 non-coding transcription (Figure 3.17A). By contrast, the mRNA 

level of CDK8 target genes, including STAT1 and IRF9 (Rzymski et al., 2017), 

decreased significantly in 1D1-T215 cells treated with SEL120 (Figure 3.17B). 

These data suggest that CDK7 mediates phosphorylation of the Ser 5 residue 

of CTD of RNAPII during Igλ locus activation. 
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Figure 3.17 – Inhibition of CDK8 does not change Vλ1 non-coding transcription 

A) RT-qPCR analysis of Vλ1 non-coding transcription in 1D1-T215 cells treated with 

CDK8 inhibitor, SEL120-34A. Before induction with 4-hydroxytamoxifen, cells were 

treated with a high level of SEL120-34A (100 nM) for 12 hours.  

B) RT-qPCR analysis of the mRNA level of CDK8 target genes STAT1 and IRF9 in 

1D1-T215 cells induced by the CDK8 inhibitor, SEL120-34A (100 nM). Data were 

normalized to the expression level of the housekeeping gene, Hprt.  

Error bars show standard error of the mean (SEM) from three experimental repeats. 

* represents a p-value <0.05, ** a p-value <0.01 and *** a p-value < 0.001. 

 

3.7 The change between the activating and elongating form of RNAPII in the 

enhancer-promoter loop during the activation of transcription 

Ser5 phosphorylated RNAPII represents the activated form of RNAPII which 

my data suggest is catalysed by CDK7 during the activation of Vλ1 non-coding 

transcription (Figure 3.16). To determine the point at which the activated form 

of RNAPII changes to the elongating form in the enhancer-promoter loop, 

temporal ChIP analysis of Ser 5 phosphorylated RNAPII binding was performed 

in 1D1-T215 cells. Remarkably, the level of Ser 5 phosphorylated RNAPII 

binding is enriched both at Eλ3-1 and Vλ1p. The binding of Ser 5 

phosphorylated RNAPII at Eλ3-1 displayed a gradual increase following 

induction (Figure 3.18), correlating with Mediator binding to the Eλ3-1 enhancer 

(Figure 3.14C). This suggests that the high level of binding of Ser 5 

phosphorylated RNAPII at Eλ3-1 may be due to the strong binding of Mediator 

to the enhancer. Compared to the gradual increase of binding at Eλ3-1, Ser 5 
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phosphorylated RNAPII bound at the Vλ1 promoter is highest at 8 hours post 

induction (Figure 3.18).  

 

 

Figure 3.18 – Phosphorylation of the Ser 5 residue of RNAPII CTD is activated at 

the Eλ3-1 enhancer and Vλ1 promoter in 1D1-T215 cells following induction 

Ser 5 phosphorylated RNAPII binding to the Eλ3-1 and Vλ1 promoter was analysed by 

ChIP-qPCR in 1D1-T215 cells following induction. The fold enrichment at Eλ3-1 and 

Vλ1p and Intgene III (negative control region) is shown. All values are normalized to 

binding at Intgene III as a negative control. Error bars show standard error of the mean 

(SEM) from three experimental repeats. 

 

Temporal analysis of Vλ1 non-coding transcription showed that the efficient 

transcription of Vλ1 begins at around 8 hours post induction and increases 

further by 12 hours (Figure 3.10B). These data suggest that the activating form 

of RNAPII at the Vλ1 promoter could be converted to the elongating form, 

namely Ser 2 phosphorylated RNAPII, from around 8 hours post induction. To 

test if this is the case, temporal ChIP analysis of Ser 2 phosphorylated RNAPII 

binding to the Vλ1 promoter was performed. Consistent with the observed 

changes in transcription, Ser 2 phosphorylated RNAPII bound to the Vλ1 

promoter undergoes the greatest change from 8 to 12 hpi (Figure 3.19). As the 

Ser 2 phosphorylated RNAPII is catalysed by the positive elongation factor, p-
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TEFb (Price, 2000) it is highly likely that a transcription activator functions in the 

late stages of the activation of Vλ1 non-coding transcription via activating p-

TEFb. 

 

 

Figure 3.19 – Phosphorylation of the Ser 2 residue of CTD of RNAPII is activated 

at the Eλ3-1 enhancer and Vλ1 promoter in 1D1-T215 cells after 8 hpi 

Ser 2 phosphorylated RNAPII binding to the Eλ3-1 enhancer and Vλ1 promoter was 

analysed by ChIP-qPCR in 1D1-T215 cells following induction. The fold enrichment at 

Eλ3-1 and Vλ1p and Intgene III (negative control region) is shown. All values are 

normalized to binding at Intgene III as a negative control. Error bars show standard 

error of the mean (SEM) from three experimental repeats. 

 

3.8 The architecture factor YY1 facilitates Vλ1 non-coding transcription at the 

late stage of activation 

YY1 is a ubiquitously expressed transcription factor that belongs to the zinc 

finger family of DNA binding proteins. It can activate or repress transcription, 

depending on the context in which it binds (Sarvagalla et al., 2019). YY1 also 

plays an important role in mediating the chromatin folding of the IgH locus as 

evidenced by a YY1 conditional knock-out which led to a decrease in chromatin 

looping events (Liu et al., 2007). According to published ChIP-seq data from 

pre-B cells (Kleiman et al., 2016), YY1 binding is enriched at the Eλ3-1 
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enhancer. To investigate if YY1 is involved in the activation of Vλ1 non-coding 

transcription and the regulation of chromatin organization of the Igλ locus, 

knock-down of YY1 expression was performed using the shRNA lentiviral 

system. Western blotting analysis showed that YY1 protein levels are 

diminished dramatically in shYY1 1D1-T215 cells (Figure 3.20A). Analysis of 

Vλ1 transcript levels was subsequently performed using RT-qPCR which 

showed that Vλ1 non-coding transcription is significantly repressed in 1D1-

T215 cells that express a specific shRNA against YY1 (Figure 3.20B). 

Furthermore, 3C analysis showed that interaction frequency between Eλ3-1 

and Vλ1 is reduced in YY1 knock-down cells (Figure 3.20C). These data 

therefore indicate that YY1 is essential for the activation of Vλ1 non-coding 

transcription and chromatin organization of the Igλ locus. 

 

 

Figure 3.20 – YY1 is essential for the activation of Vλ1 non-coding transcription 

A) Western blot analysis of YY1 expression levels in sh-SCR and shMed23 1D1-T215 

cells. YY1 protein levels are diminished dramatically in shYY1 1D1-T215 cells. β-

tubulin was used as a loading control. 

B) RT-qPCR analysis of Vλ1 non-coding transcription in shSCR and shYY1 1D1-T215 

cells. Vλ1 non-coding transcription is reduced in YY1 knock-down cells. Data were 

normalized to the expression level of the housekeeping gene, Hprt. Error bars show 

standard error of the mean (SEM) from three experimental repeats.  

C) 3C analysis of interactions between Eλ3-1 and Vλ1 in shSCR and shYY1 1D1-T215 

cells. The interaction frequency between Eλ3-1 and Vλ1 is decreased in YY1 knock-

down cells. Data were normalized by detecting an interaction with the ERCC3 locus. 

Error bars show standard error of the mean (SEM) from three replicates. 

* represents a p-value <0.05, ** a p-value <0.01 and *** a p-value < 0.001. 
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To determine the time at which YY1 starts to act in the activation of Vλ1 

transcription, temporal ChIP analysis was carried out in 1D1-T215 cells. 

Intriguingly, YY1 is enriched at both the Eλ3-1 enhancer and Vλ1 promoter and 

the level of binding increases from 8 to 12 hpi in both regions (Figure 3.21). To 

determine if the increased YY1 binding is directly caused by IRF4, co-

immunoprecipitation was performed. The results showed there are no direct 

interactions between YY1 and IRF4 (data not shown). Previous studies have 

demonstrated the physical interactions between YY1 and p300 (Lee et al., 

1995), and thus the increased level of YY1 may be caused by the increased 

recruitment of p300 to the enhancer and promoter as discussed further below. 

As the increase of YY1 binding to the enhancer and promoter is a late event 

during the activation of Vλ1 non-coding transcription and occurs in cells after 

the loop between Eλ3-1 and Vλ1 is already formed, as determined by temporal 

3C (Figure 3.10A), a potential function of YY1 in Igλ activation may be to secure 

the pre-formed the enhancer-promoter loop, thus facilitating the efficient 

transcription of the Vλ1 gene segment.  
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Figure 3.21 – YY1 is recruited in Eλ3-1 and Vλ1p at the late stage of Vλ1 non-

coding transcription 

YY1 binding to the Eλ3-1 and Vλ1 promoter was analysed by ChIP-qPCR in 1D1-T215 

cells following induction. The fold enrichment at Eλ3-1 and Vλ1p and Intgene III 

(negative control region) is shown. All values are normalized to binding at Intgene III 

as a negative control. Error bars show standard error of the mean (SEM) from three 

experimental repeats. 
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C) Discussion 

This chapter aimed to examine enhancer-mediated activation of transcription 

using the Eλ3-1 enhancer and Vλ1 gene segment of the mouse Igλ locus as a 

model. To this end, I have characterised an inducible IRF4-ER pro-B cell line 

which allows me to induce the Eλ3-1 enhancer and follow its activation of the 

Vλ1 gene segment temporally. Target gene transcription, activator binding and 

long-range interactions between the enhancer and promoter were determined 

using this system. I report here IRF4 potentially increases chromatin 

accessibility of the Eλ3-1 enhancer and Vλ1 promoter by recruiting E2A and 

p300. Mediator bound to the Eλ3-1 enhancer and Vλ1 promoter, through direct 

interactions with IRF4, might bridge the enhancer to the promoter and facilitate 

the Ser 5 phosphorylation of RNAPII CTD within the enhancer-promoter loop 

to achieve efficient transcription. In addition, the architecture factor YY1 

recruited to Eλ3-1 and the Vλ1 promoter could be involved in the stabilization 

of the enhancer-promoter loop. 

 

3.9 Incomplete assembly of basal RNAPII machinery at promoters of 

unarranged gene segments of the Igλ locus in pro-B cells 

Gene transcription is usually rate-limited at the levels of (a) preinitiation 

complex (PIC) assembly and/or (b) RNAPII release from promoter-proximal 

regions to productive elongation (Jonkers and Lis, 2015). To investigate how 

the Eλ3-1 enhancer activates the promoters of unarranged gene segments of 

the Igλ locus, it is important to know the initial state of RNAPII machinery 

present at the promoters of unarranged gene segments. Firstly, ChIP analysis 

of Rpb1 binding, the major subunit of RNAPII, was performed in primary pro-B 

and pre-B cells. Notably, Rpb1 binding to the Jλ1 promoter does not change 

from pro-B to pre-B cells, suggesting the RNAPII is already present at the Jλ1 

promoter in pro-B cells. However, this does not mean that the assembly of PIC 

is completed in pro-B stage as the hallmark of completion of assembly of PIC 

is the phosphorylation of the Ser 5 residue of RNAPII CTD, which requires 

CDK7 to be recruited at the promoter to catalyse this phosphorylation. It was 

previously demonstrated that phosphorylation of the Ser 5 residue of RNAPII 

CTD is tightly associated with levels of H3K4me3 at promoters (Ng et al., 2003). 
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Furthermore, the level of H3K4me3 at the Jλ1 promoter region in pro-B cells 

was shown to be significantly lower than that in pre-B cells (Bevington and 

Boyes, 2013), implying that the Ser 5 residue of RNAPII CTD at the Jλ1 

promoter is not phosphorylated in pro-B cell stage. ChIP analysis revealed that 

the binding of Ser 5 phosphorylated RNAPII to the Jλ1 promoter increases 

significantly from pro-B to pre-B cells. Thus, it is highly likely that the increased 

IRF4 binding to the Eλ3-1 enhancer plays an essential role in triggering the 

phosphorylation of the Ser 5 residue of RNAPII CTD bound to the Jλ1 promoter. 

 

3.10 The 1D1-T215 cell line represents an ideal system to investigate 

enhancer-mediated promoter activation 

To develop a pro-B cell line that expresses inducible IRF4, the ER ligand 

binding domain (Eng et al., 1997; Whitfield et al., 2015) was initially fused in 

frame with the N-terminus of IRF4. IRF4-ER was then cloned upstream of the 

IRES element in the MSCV-IRES-GFP construct for producing retrovirus. The 

pro-B cell line 1D1 was infected with this retrovirus for 48 hours and 

subsequently cells were selected by flow cytometry using the GFP reporter. 

The highest 10% of GFP expressing 1D1 cells were purified by flow cytometry 

and monoclonal cell lines were isolated using the semi-solid agar. However, 

IRF4-ER was found to be present in the nuclear extract of untreated cells by 

Western blotting (A. Smith, PhD thesis, 2018). This is likely due to the presence 

of contaminating estrogen and estrogen mimics in the foetal calf serum and 

phenol red in the cell culture media, resulting in the premature activation of 

IRF4-ER in 1D1 cells. In addition, previous publications demonstrated that the 

binding of β-estradiol to the ER can facilitate the degradation of fusion proteins 

by the proteasome (Alarid et al., 1999; Nawaz et al., 1999). Therefore, the 

different amounts of contaminating estrogen and estrogen mimics present in 

the culture media and serum make these cell lines an unreliable experimental 

system. To remove contaminating estrogen, dextran/charcoal-stripped serum 

and phenol red free media were used. However, this did not appear to be a 

viable strategy because the cells expanded poorly under these conditions. To 

generate a stable IRF4-ER pro-B cell line, the ER fused to IRF4 was mutated 

to ERT2. Compared with the original ER, ERT2 contains four point-mutations, 
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namely G525R, G400V, M543A and L544A (Feil et al., 1997). ERT2 shows 

decreased sensitivity to β-estradiol and responds only to the estrogen 

antagonist tamoxifen or its active metabolite 4-hydroxytamoxifen (Feil et al., 

1997). This successfully prevented the premature activation of IRF4 in 1D1-

T215 cells as evidenced the minimal presence of IRF4-ERT2 in the nucleus 

extract of untreated samples (A. Smith, PhD thesis, 2018). 

 

Addition of 4-hydroxytamoxifen to 1D1-T215 cells leads to the activation of Jλ1 

non-coding transcription. Intriguingly, the process of Jλ1 non-coding 

transcription can be classified into two stages, the early and late stage. During 

the early stage, namely from 0 to 8 hpi, Jλ1 transcription is maintained at a low 

level, whereas from 8 to 12 hpi, at the late stage, Jλ1 is efficiently transcribed. 

To determine if the low level of Jλ1 transcription during the early stage is caused 

by a delay in nuclear transportation of IRF4-ERT2, western blotting analysis of 

IRF4-ERT2 was performed using nuclear extracts of 1D1-T215 cells that were 

harvested at 1, 2, and 4 hours post induction. The results showed that the level 

of nuclear IRF4-ERT2 increases and reaches its highest level at 2 hours post 

induction (A. Smith, PhD thesis, 2018). IRF4 binding to Eλ3-1 was subsequently 

analysed in 1D1-T215 following induction. IRF4 appears to reach its highest 

levels at Eλ3-1 at 4 hours post induction. It is likely therefore, that only the first 

2 hour delay in induction is caused by the nuclear translocation of IRF4-ERT2. 

Furthermore, compared with primary pre-B cells, 1D1-T215 appears to have no 

gross alternations in chromosome number as verified by DNA content (A. Smith, 

PhD thesis, 2018). Taken together, these data suggest that the 1D1-T215 cell 

line is a highly suitable system that can be used to investigate enhancer-

mediated activation of gene transcription. 

 

Whilst the 1D1-215 cell line appears to be a viable model for investigating Eλ3-

1 mediated Igλ activation, there are three caveats. Firstly, Jλ1 non-coding 

transcription is substantially repressed in 1D1-T215 cells compared to primary 

pre-B cells (Figure 3.9). This is consistent with the limited level of IRF4 (Figure 

3.9) and Ser 5 phosphorylated RNAPII binding (data not shown) to the Jλ1 

promoter in 1D1-T215 cells both before and after induction. According to 
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sequence analysis of the Jλ1 promoter, a binding site for the transcription 

repressor, STAT5, resides in the Jλ1 promoter. STAT5 can be activated by the 

tyrosine kinase v-Abl encoded by the A-MuLV, used to transform these cells, 

and results in reduction of chromatin accessibility of antigen receptor loci and 

inhibition of V(D)J recombination (Danial and Rothman, 2000; Mandal et al., 

2011). Therefore, the repression of Jλ1 non-coding transcription may be caused 

by STAT5 binding and this could be confirmed by ChIP analysis of STAT5 

binding to the Jλ1 promoter. These data therefore suggest that Jλ1 is not 

suitable for investigating Eλ3-1 mediated gene activation in 1D1-T215 cells. 

Using CRISPR-Cas9 technology, the repression of Jλ1 transcription might be 

alleviated by mutating the binding motif of STAT5 to abolish STAT5 binding to 

the Jλ1 promoter. Alternatively, Vλ1 is another essential gene segment under 

the control of Eλ3-1, and Vλ1 non-coding is transcribed at a similar level in 1D1-

T215 cells to pre-B cells. This, combined with the significant enrichment of IRF4 

and Ser 5 phosphorylated RNAPII at the Vλ1 promoter (Figure 3.10C, 3.18), 

meant that Vλ1 was selected instead as the Eλ3-1-activated target gene for 

further analysis.  

 

It is also notable that V(D)J recombination of the Igλ locus is inhibited in the 

1D1-T215 cells. V(D)J recombination requires binding of the RAG1 and RAG2 

recombinase to accessible RSSs flanking target gene segments. The Jλ1 

prompter contains a functional RSS but STAT5 binding to the promoter may 

repress the generation of open chromatin, and thereby cause the RSS to be 

inaccessible to RAG proteins. Moreover, RAG proteins themselves may be 

repressed by STAT5, which has been shown to prevent FOXO1 binding to the 

Erag enhancer (Amin and Schlissel, 2008; Biggs et al., 1999). Consistent with 

this, RAG1 expression is reduced by ~25-fold compared with wild-type pro-B 

cells (X. Wang, PhD thesis, 2018). It is highly likely that RAG2 expression is 

repressed by the same mechanism because both promoters share the Erag 

enhancer. Therefore, the inaccessible RSS and reduced levels of RAG 

expression limit the utility of this cell line somewhat as it prevents the temporal 

analysis of Igλ recombination. With modifications to 1D1-T215 cells, it is highly 

likely that the V(D)J recombination can be achieved. For example, mutating the 
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binding motifs of STAT5 located in the Jλ1 promoter using CRISPR-Cas9 

technology as well as constitutively expressing exogenous RAGs using 

promoters that are insensitive to v-Abl signaling, such as EF1α, in lentiviral 

constructs. The final caveat of 1D1-T215 is that the retroviral integration sites 

of the IRF4-ERT2 transgene are unknown due to the random nature of virus 

insertion. This is could be improved by integrating IRF4-ERT2 transgene into 

the Rosa26 locus using CRISPR-Cas9 mediated homology directed 

recombination (HDR). However, due to the low efficiency of this procedure and 

time constraints, it was not possible to conduct targeted insertion of the 

transgene. Whilst the location of integration sites is unknown, flow cytometry 

analysis of GFP expression shows that the IRF4-ERT2 transgene is stably 

expressed in 1D1-T215 cells for at least three months (data not shown), 

indicating the retroviral integration sites are not prone to silencing. Therefore, 

this strategy has developed a stable cell line that allows the Eλ3-1 enhancer 

and Vλ1 promoter interactions to be examined and has the potential to be 

modified for the investigation of V(D)J recombination.  

 

3.11 Sequential order of recruitment of distinct transcription factors at 

enhancer-promoter loops 

The inducible IRF4-ERT2 system that was characterised in this chapter allows 

temporal analysis to be performed of the non-coding transcription of 

unarranged gene segments of the Igλ locus as well as transcription factor 

binding within enhancer-promoter loops. The data acquired support a model 

whereby activation of Vλ1 transcription can be divided into two stages in 1D1-

T215 cells, namely the early and late stages. In the early stage, Vλ1 non-coding 

transcription is maintained at only a low level, whereas efficient Vλ1 

transcription occurs at the late stage.  

 

During the early stage, generation of open chromatin at enhancers and 

promoters is essential for more transcription activators to be recruited. 

Accessible chromatin contains characteristic histone marks, such as H3K4me3 

at active promoters and H3K27ac at active enhancers. E2A is an essential 

transcription factor for the progression of B cell development and knock-out of 
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E2A disrupts the non-coding transcription and histone modification landscape 

of the Igλ locus (Beck et al., 2009). As E2A was previously demonstrated to 

interact with IRF4 directly (Lazorchak et al., 2006), it is likely that IRF4 exhibits 

its function in an E2A dependent manner. Consistent with this, published ChIP-

seq data from pro-B cell lines showed IRF4 (Schwickert et al., 2014) and E2A 

(Lin et al., 2010) are both enriched at the Eλ3-1 enhancer. This was further 

confirmed by ChIP-qPCR performed in primary pro-B, pre-B (J. Scott, PhD 

thesis, 2016) and 1D1-T215 cells (Figure 3.8B and 11). The acetyltransferase 

p300, which is responsible for the generation of H3K27ac at enhancers, has 

been demonstrated to be recruited to enhancers by E2A through direct 

interactions (Sakamoto et al., 2012). Re-analysis of published ChIP-seq data 

from a pre-B cell line, Haftl C10, showed that the majority of p300 binding is 

colocalised with E2A binding across the genome (van Oevelen et al., 2015). 

The increased chromatin accessibility across the Eλ3-1 enhancer could be 

directly confirmed by ChIP analysis of H3K27ac in 1D1-T215 cells, as well as 

by examining accessibility via DNaseI or restriction enzymes. Combined with 

the correlation in the temporal binding of IRF4, E2A and p300 at Eλ3-1, it is 

highly likely that IRF4 facilitates the generation of accessible chromatin at 

enhancers through recruiting E2A and p300 in the early stages of Vλ1 

transcription activation.  

 

In addition to this, the transcription activator, Mediator, seems to be recruited 

to enhancers and promoters at the early stage of Igλ activation (Figure 3.14C). 

The eukaryotic Mediator complex is comprised of approximately 30 subunits, 

which are classified into four modules, namely the head, middle, tail and kinase 

modules (Allen and Taatjes, 2015). The tail module is able to interact with 

different transcription cofactors at enhancer regions (Ansari and Morse, 2012). 

The head module is highly conserved compared with the other modules and 

has been shown to physically interact with RNA polymerase II and TFIIH at 

promoters (Esnault et al., 2008; Robinson et al., 2012). It is thus believed that 

the Mediator complex plays a role in bridging the enhancer to its cognate 

promoter. In my experiments, it was difficult initially to capture the interactions 

between the mediator and enhancer/promoter regions using conventional ChIP 
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methods, possibly because the subunits of the mediator bind DNA indirectly. 

Previous studies in the lab failed to detect binding of Med1 to the Eλ3-1 

enhancer and Vλ1 promoter regions. To capture the interactions, two 

crosslinkers, formaldehyde and disuccinimidyl glutarate, were used. With these 

modifications, a significant enrichment of Med1 was observed at Eλ3-1 and 

Vλ1p in 1D1-T215 cells following induction. Temporal ChIP analysis and knock-

down experiments further demonstrated the role of Mediator in bringing the 

enhancer and promoter into close proximity. The head module of Mediator was 

previously demonstrated to facilitate TFIIH binding to gene promoters to 

phosphorylate the Ser 5 of RNAPII CTD (Esnault et al., 2008). This is consistent 

with the coordinated binding of Med1 and Ser5 phosphorylated RNAPII to the 

Vλ1 promoter in the early stages of transcription activation. This could be further 

verified by ChIP-qPCR analysis of the binding of the catalytic subunit of TFIIH, 

CDK7, to the Vλ1 promoter. However, a ChIP-grade antibody for CDK7 is not 

available. Although this could be achieved by tagging the endogenous CDK7 

with HA or Myc epitopes in 1D1-T215 cells using CRISPR-Cas9 mediated HDR, 

it was not possible to do this due to time constraints. Together, the data 

presented above indicate the early events in Vλ1 activation include the binding 

of E2A, p300, Mediator and Ser 5 phosphorylated RNAPII to the Eλ3-1 

enhancer and Vλ1 promoter.  

 

In the late stage of Vλ1 transcription activation, Vλ1 is efficiently transcribed 

which correlates with increased binding of Ser2 phosphorylated RNAPII to the 

Vλ1 promoter. Phosphorylation of the elongating form RNAPII, to generate Ser2 

phosphorylated RNAPII, is catalysed by pTEFb; this facilitates RNAPII release 

from promoter-proximal regions (Adelman and Lis, 2012). This could be verified 

by ChIP-qPCR analysis of the binding of the catalytic subunit of pTEFb, CDK9. 

Furthermore, re-analysis of published ChIP-seq data of YY1 binding from pre-

B cells showed that YY1 is present at the Eλ3-1 enhancer (Kleiman et al., 2016). 

YY1 belongs to the C2H2 zinc finger family of transcription factors and has been 

demonstrated to be essential for B cell development (Kleiman et al., 2016). 

Notably, one of its functions is the regulation of long-distance chromatin 

interactions at the IgH and Igκ loci (Atchison, 2014). Notably, from sequence 



136 

 

 
 

analysis, I found YY1 binding motifs are not present in the Eλ3-1 enhancer nor 

Vλ1 promoter and co-immunoprecipitation experiments showed that there are 

no direct interactions between IRF4 and YY1 (data not shown). However, 

temporal ChIP analysis reveals that YY1 binds to Eλ3-1 and Vλ1p and that this 

increases from 8 to 12 hpi (Figure 3.21), suggesting that it is a late event. Such 

binding may facilitate the stabilization of the Eλ3-1-Vλ1p loop to achieve the 

efficient transcription at the late stage of Vλ1 activation. Although YY1 is 

capable of binding to p300 directly (Lee et al., 1995), YY1 binding to Eλ3-1 does 

not correlate with p300 binding in 1D1-T215 cells following induction. This may 

be explained if YY1 binding to the enhancer cannot take place until the level of 

p300 binding meets a minimum requirement. This could be tested by over-

expression of YY1 mutants that lack the p300 interacting domains in 1D1-T215 

cells, followed by analysis of YY1 binding to the enhancer. The delay of YY1 

binding may be also explained by YY1 binding to the enhancer-promoter loop 

being dependent on other transcription activators, such as enhancer RNAs 

(discussed in chapter 5). 
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Chapter 4: Dynamic activation of chromatin folding of the Igλ 

locus by IRF4 
 

A) Introduction 

The spatial topology of mammalian chromosomes within the nucleus has 

emerged as an essential player in fundamental processes such as transcription, 

replication, and DNA damage repair (Cavalli and Misteli, 2013). Functional 

enhancer-promoter communications are the determinant of tissue-specific 

gene transcription which are intimately associated with the way in which 

chromosomes are folded in three–dimensional (3D) space (Schoenfelder and 

Fraser, 2019). Mammalian chromatin is hierarchically folded at different levels, 

such as compartments, topologically associating domains (TADs) and insulated 

neighborhood domains (INDs), which have been postulated to represent 

structural and functional units of genome organization. Physical contacts 

between different cis-acting elements across the structural unit boundaries 

occur at relatively low levels. Efficient tissue-specific gene expression requires 

transcriptional enhancers to be constrained together with their cognate 

promoters within the same genome structural unit at the correct stage of 

differentiation. Therefore, to fully understand enhancer-mediated activation, it 

is important to unravel the mechanism by which chromatin folding facilitates 

enhancer-promoter interactions. 

 

Antigen receptor loci contain a great number of gene segments and regulatory 

DNA elements that normally span mega-base sized chromatin regions. 

Establishment of the appropriate chromatin environment is a prerequisite not 

only for recruiting the recombination machinery (RAGs) to the correct gene 

segments but also for facilitating interactions between gene segments and their 

corresponding enhancers to activate non-coding transcription. The 

spatiotemporal organization of antigen receptor loci is poorly understood, 

primarily because of the absence of a temporal system to determine the 

changes of chromatin conformation and binding of transcription activators that 

occur. Chromatin folding of IgH and Igκ loci have been extensively investigated 

by DNA fluorescence in situ hybridization (FISH) and 3C derivative 
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technologies. These studies proposed that in the poised state prior to V(D)J 

recombination, antigen receptor loci are organized into several compartments 

in which multiple genomic DNA loops form rosette-like structures 

(Jhunjhunwala et al., 2008). Those rosette-like chromatin domains are then 

collapsed into a single globule as cells develop to the next stage of 

development (Jhunjhunwala et al., 2008). This contraction process is tightly 

associated with binding of architecture factors or transcriptional activators, such 

as CTCF, cohesin, YY1, PAX5, p300 and E2A, at the interspersed regulatory 

DNA elements within the locus; this also correlates with non-coding 

transcription of unrearranged gene segments. However, these studies cannot 

explore the antigen receptor locus activation and chromatin folding in fine detail. 

Indeed, whilst analysis of chromatin folding in B cells at different stages of 

development enables predictions regarding the temporal order of events, these 

studies cannot truly identify the temporal order of locus folding in any detail. A 

problem for the temporal analysis of antigen receptor locus folding is the 

absence of a homogenous population of lymphocytes in which antigen receptor 

locus activation can be induced. In Chapter 3, I described the generation of an 

IRF4-ERT2 expressing pro-B cell line, 1D1-T215. Using this system, I have 

demonstrated that locus folding between the Eλ3-1 enhancer and its target 

genes Vλ1 and Jλ1 corelates with the activation of non-coding transcription of 

these unrearranged gene segments after induction. This inducible Igλ cell line 

enables, for the first time, the analysis of the binding of transcription activators 

at those regulatory DNA elements and changes in chromatin structure during 

the activation of the locus.  

 

In this chapter, I describe the characterization of additional cis-acting elements 

in the murine Igλ locus. I further examine the temporal binding of transcription 

activators, RNAPII machinery and architecture factors at these cis-acting 

elements, to decipher how the Eλ3-1 enhancer acts in concert with these 

regulatory DNA elements to activate the non-coding transcription of 

unrearranged gene segments. In addition, I determine which long-range 

interactions might be involved in bringing the enhancer elements and target 

gene segments into close spatial proximity, to build a more complete picture 
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how the chromatin organization and activation of non-coding transcription are 

coordinated. 
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B) Results  

 

4.1 An IND sealing the 3’ half of the Igλ locus is already formed at the 

pro-B cell stage 

The murine Igλ locus appears to have arisen from an evolutionary duplication 

event, giving rise to two recombination clusters. Each recombination cluster 

contains several gene segments and regulatory DNA elements with a similar 

organization (Figure 3.1). These two gene clusters seem to be relatively 

independent as V-J recombination primarily occurs between gene segments 

contained in the same cluster. This indicates that these two recombination 

clusters may reside in different chromosome environments. To investigate this, 

published Hi-C data from murine pro-B cells (Krijger et al., 2016) were re-

analyzed. Hi-C is a powerful technique, developed in 2009, that determines the 

3D architecture of the whole genome by combining proximity-based ligation and 

massively parallel sequencing (Lieberman-Aiden et al., 2009). As shown in 

Figure 4.1, chromatin interactions within the Igλ locus are separated into two 

INDs, sealing the 5’ half and 3’ half of the Igλ locus, respectively.  
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Figure 4.1 – Hi-C identifies enriched chromatin interactions within the 5’ half and 

3’ half of the Igλ locus 

Hi-C data from pro-B cells (Krijger et al., 2016) was analyzed using the Galaxy 

HiCExplorer web server (Wolff et al., 2020). Heatmaps showing chromatin interactions 

across the 260 kb of the Igλ locus are shown. Heatmap intensities indicate the 

interaction frequency detected in 10 kb windows. Importantly, clear interactions 

are constrained to the 5’ and 3’ halves of the Igλ locus.  

 

CTCF and cohesin are essential architecture factors that are involved in 

shaping the genome into diverse chromatin domains, such as TADs and INDs. 

INDs are a subtype of chromatin domain and genome-wide analysis of human 

chromatin loops suggest that INDs vary from 25 kb to 940 kb in length and each 

IND contains three genes on average (Hnisz et al., 2016). To test how the Igλ 

locus is organized into two INDs by these architecture factors, published CTCF 

ChIP-seq data from Rag2 deficient pro-B cells were processed and mapped to 

the Igλ locus. Analysis of CTCF binding indicated that in the 3’ half of the locus, 

CTCF is enriched at the hypersensitive sites located approximately 24 kb 

downstream of Eλ3-1 referred to as HS7 and 3 kb upstream of Vλ1, referred to 

as HSVλ1 (Figure 4.2).  
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Figure 4.2 – CTCF and cohesin binding across the murine Igλ locus 

CTCF and cohesin ChIP-seq data from pro-B cells (Ebert et al., 2011; McManus et al., 

2011) were re-analyzed using the Galaxy web server. Rad21 is a subunit of the 

cohesin complex. Within the 5’ half of the Igλ locus, regions downstream of Eλ2-4 

(HS7-1), regions upstream of Vλ2 (HSVλ2) and Vλx (HSVλx) clearly exhibit CTCF and 

cohesin binding. Likewise, regions upstream of Vλ1 (HSVλ1) and downstream of Eλ3-

1 (HS7) display CTCF and cohesin binding within the 3’ half of the Igλ locus. 

 

Likewise, four CTCF binding peaks were discovered in the 5’ half of the Igλ 

locus with a small peak residing at the Eλ2-4 enhancer itself and larger peaks 

at hypersensitive sites downstream of the enhancer Eλ2-4 (HS7-1), upstream 

of Vλ2 (HSVλ2) and upstream of VλX (HSVλX, Figure 4.2). Because IND 

boundaries are normally co-bound by CTCF and the cohesin complex, 

published ChIP-seq data from pro-B cells for the cohesin component, Rad21, 

was reanalyzed to determine if the cohesin complex is present at any of these 

CTCF enriched regions within the Igλ locus. As shown in Figure 4.2, with the 

exception of Eλ2-4, all the previously mentioned CTCF enriched regions are 

bound by cohesin, indicating that the Igλ locus is organized into different INDs 

by CTCF/cohesin at the pro-B cell stage. Because the majority of 

recombinations in the Igλ locus occur between Jλ1 and Vλ1, which are located 

in the 3’ half of the locus, I focussed on how the 3’ half of the locus is organized 

by the CTCF/cohesin complex. To this end, ChIP-qPCR analysis of CTCF 

binding at the Igλ locus in 1D1-T215 cells was performed and this revealed that 

CTCF is indeed enriched at HS7 and HSVλ1 (Figure 4.3A).  
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Figure 4.3 – CTCF binding to HS7 and HSVλ1 in 1D1-T215 cells 

A) CTCF binding to HS7 and HSVλ1 were analysed by ChIP-qPCR in 1D1-T215 cells 

at 0 and 12 hpi. The fold enrichment at HS7, HSVλ1 and Intgene III (negative control 

region) is shown. All values are normalized to binding at Intgene III as a negative 

control. Error bars show standard error of the mean (SEM) from three experimental 

repeats. 

B) The binding sites at HS7 and HSVλ1 are in a convergent orientation implying 

physical interactions between these two genomic fragments can occur. 

 

Notably, the majority of CTCF-mediated chromatin loops occur between CTCF 

binding sites that are in a convergent orientation (de Wit et al., 2015). Sequence 

analysis confirmed that the CTCF binding motifs discovered at HS7 and HSVλ1 

are in a convergent orientation (Figure 4.3B). This implies that HS7 and HSVλ1 

are likely to interact through a CTCF/cohesin loop. ChIP-qPCR analysis of 

cohesin binding further confirmed the enrichment of Rad21 at HS7 and HSVλ1, 

which adds support to the idea that these regions form chromatin contacts via 

a CTCF/cohesin loop (Figure 4.3B and 4.4).  
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Figure 4.4 – Cohesin binding to HS7 and HSVλ1 in 1D1-T215 cells 

A) Rad21 is a subunit of the cohesin complex. Rad21 binding to HS7 and HSVλ1 was 

analysed by ChIP-qPCR in 1D1-T215 cells at 0 and 12 hpi. The fold enrichment at 

HS7, HSVλ1 and Intgene III (negative control region) is shown. All values are 

normalized to binding at Intgene III as a negative control. Error bars show standard 

error of the mean (SEM) from three experimental repeats. 

 

Temporal analysis of CTCF and cohesin binding at the Igλ locus showed that 

there is no significant alteration in binding of these two architecture factors at 

HS7 and HSVλ1 in 1D1-T215 cells after induction (Figure 4.3A and 4.4). This 

is consistent with the CTCF/cohesin binding profiles in natural pro-B and pre-B 

cells (J. Scott, PhD thesis, 2016). Together, these data imply that 

CTCF/cohesin connects HS7 and HSVλ1 to form an 85 kb IND at the 3’ half of 

the Igλ locus, that this is formed by the pro-B cell stage where Igλ is inactive, 

and that this IND is maintained during the progression to pre-B cells where Igλ 

is activated. 
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4.2 Identification of additional regulatory elements in the 3’ half of the 

Igλ locus 

As mentioned above, CTCF/cohesin connects HS7 and HSVλ1 to form an IND, 

thus leading to contraction of the 3’ half of the Igλ locus and shortening the 

distance between the Eλ3-1 enhancer and its target genes. However, antigen 

receptor loci are normally in a more contracted state where they are activated 

(Jhunjhunwala et al., 2008). To identify additional regulatory elements which 

may be involved in the chromatin organization of the Igλ locus, chromatin 

accessibility across the 3’ half of the Igλ locus was examined as active 

regulatory elements are characterized by high levels of chromatin accessibility 

(Klemm et al., 2019). A powerful technology to probe DNA accessibility 

genome-wide is Assay for Transposase Accessible Chromatin using 

sequencing (ATAC-seq) (Buenrostro et al., 2015). Therefore, published ATAC-

seq data from pro-B cells were reprocessed and mapped to the 3’ half of the 

Igλ locus. As shown in Figure 4.5, three ATAC signal peaks were found at Eλ3-

1, HS7 and HSVλ1 and interestingly, two additional peaks were discovered 

approximately 27 kb upstream of Eλ3-1 and 5 kb upstream of HS7, which are 

referred to as HSCλ1 and HS6, respectively. Whilst examining open chromatin 

can identify functional DNA elements, I sought to also determine if any of these 

accessible DNA elements identified by ATAC-seq also display enhancer 

characteristics. Histone H3 lysine 4 mono-methylation (H3K4me1) is a hallmark 

of all transcriptional enhancers (Creyghton et al., 2010). Active enhancers are 

further characterized by acetylation of histone H3 lysine 27 (H3K27ac) which is 

catalyzed by p300 acetyltransferase (Creyghton et al., 2010). I therefore 

analyzed p300 ChIP-seq data from a pro-B like cell line, haftl derived C10 (van 

Oevelen et al., 2015), and H3K4me1 and H3K27ac ChIP-seq data from primary 

pro-B cells (Choukrallah et al., 2015), to locate enhancer-like elements within 

the 3’ half of the Igλ locus. These data reveal that, similar to the active Eλ3-1 

enhancer, HSCλ1 and HS6 are both occupied by high levels of H3K27ac and 

p300 binding (Figure 4.5).  
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As HSCλ1 and HS6 display the characteristics of active enhancers, I next 

examined if HSCλ1 and HS6 show a similar landscape of transcription factor 

binding as Eλ3-1. Firstly, HSCλ1, HS6 and Eλ3-1 were subjected to sequence 

analysis using an integrated web tool named LASAGNA-search. This online 

software scans an input sequence for putative transcription factor binding sites 

based on built-in transcription factor binding models (Lee and Huang, 2013).  

 

 

 

Figure 4.6 – Transcription factor motifs analysis at Eλ3-1, HS6 and HSCλ1 

Transcription factor binding site analysis of IRF4 (red), PU.1 (green), E2A (blue) and 

YY1 (yellow) at Eλ3-1, HS6 and HSCλ1 using the LASAGNA-search tool. A 1 kb 

window centred on each enhancer was subject to analysis. Coordinates of identified 

motifs are shown relative to each enhancer and the genomic coordinates of the regions 

analysed are shown. 

 

As can be seen in Figure 4.6, all three putative enhancers, Eλ3-1, HS6 and 

HSCλ1, contain binding motifs for similar transcription factors, including PU.1, 

IRF4 and E2A, with the exception of HSCλ1 which lacks a PU.1 binding motif. 

To unravel the transcription factor binding profile of the 3’ half of the Igλ locus, 

published IRF4, PU.1 and E2A ChIP-seq data (Lin et al., 2010; Schwickert et 

al., 2014; van Oevelen et al., 2015) from pro-B cells were reanalyzed. 

Consistent with the predicted transcription factor binding sites, IRF4, PU.1 and 

E2A are significantly enriched at all enhancers except HSCλ1 (Figure 4.5). To 

further confirm this, ChIP-qPCR analysis of IRF4, PU.1 and E2A binding was 

performed in induced 1D1-T215 cells. Consistent with ChIP-seq data, E2A is 

present at HSCλ1, HS6 and Eλ3-1 at similar levels of enrichment in 1D1-T215 

cells at 12hpi when Igλ is activated (Figure 4.7A). Similar ChIP-qPCR data 
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further confirmed PU.1 binding to HS6 and Eλ3-1 in induced 1D1-T215 cells (A. 

Smith, PhD thesis, 2018). Whilst no IRF4 signal peaks were observed at HSCλ1 

in pro-B ChIP-seq data, IRF4 binding is significantly and reproducibly enriched 

at HSCλ1 in 1D1-T215 cells after induction (Figure 4.7B). Compared with the 

low levels of IRF4 binding observed at HSCλ1, IRF4 is highly enriched at Eλ3-

1 and HS6 (Figure 4.7B) possibly due to its affinity being increased by pre-

bound PU.1 at these two sites (Eisenbeis et al., 1995; Escalante et al., 2002). 

Together, these data therefore imply that the newly identified enhancer-like 

elements HS6 and HSCλ1 may be essential for activation of the Igλ locus. 

 

Figure 4.7 – E2A and IRF4 binding at Eλ3-1, HS6 and HSCλ1 in induced 1D1-T215 

cells 

A) E2A binding to Eλ3-1, HS6 and HSVλ1 was analysed by ChIP-qPCR in 1D1-T215 

cells at 12 hpi. The fold enrichment at Eλ3-1, HS6, HSVλ1 and Intgene III (negative 

control region) is shown.  

B) IRF4 binding to Eλ3-1, HS6 and HSVλ1 was analysed by ChIP-qPCR in 1D1-T215 

cells at 12 hpi. The fold enrichment at Eλ3-1, HS6, HSVλ1 and Intgene III (negative 

control region) is shown.  

All values are normalized to binding at Intgene III as a negative control. Error bars 

show the standard error of the mean (SEM) from three experimental repeats. 

 

To test if these identified regulatory DNA elements can enhance gene 

transcription, I cloned HS6 and the promoter of Vλ1 into the pGL3-basic 

luciferase construct. Determination of the expression of Firefly and Renilla 

luciferase expression was performed as described in Chapter 2. The data 

shown in Figure 4.8 indicate that HS6 is indeed an enhancer of Vλ1 

transcription.  
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Figure 4.8 – HS6 is an enhancer of Vλ1 

Luciferase activity driven by HS6 in temperature shifted 103/BCL-2 cells. The Vλ1 

promoter increases luciferase activities by ~5-fold compared with the empty vector; 

HS6 gives a further ~15-fold increase over the Vλ1 promoter.  

 

Similar preliminary experiments to examine if HSCλ1 has enhancer activity 

were, however, negative (data not shown). This may be explained by the fact 

that compared to HS6 and Eλ3-1, IRF4 binds to HSCλ1 at only low levels 

(Figure 4.7) as a binding site for its co-factor, PU.1, is absent (Figure 4.6). 

 

4.3 Temporal analysis of chromatin interactions within the 3’ half of the 

Igλ locus 

Analysis of published Hi-C data from pro-B cells and pre-B cells suggested that 

a number of interactions occur during Igλ locus activation (A. Smith, PhD thesis, 

2018). Whilst an increased level of chromatin interactions was observed within 

the 3’ half of the Igλ locus in pre-B cells, the true temporal order of these 

interaction events cannot be deciphered from Hi-C data. The inducible 1D1-

T215 cell line described in Chapter 3, however, does allow the temporal order 

of chromatin interactions within the Igλ locus to be traced. Considering that 

efficient Vλ1 and Jλ1 non-coding transcription was achieved in 1D1-T215 cells 

from 8 hpi to 12 hpi (Figure 3.10), I conducted 3C experiments at four, eight 

and twelve hours post induction using the Eλ3-1 enhancer as a viewpoint.  
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Figure 4.9 – Temporal 3C analysis of chromatin interactions formed in the 3’ half 

of Igλ 

A) Analysis of the relative interaction frequency of Dpn II fragments from the Eλ3-1 

viewpoint in 1D1-T215 cells at 0, 4, 8 and 12 hpi. Error bars show the standard 

error of the mean (SEM) from three experimental repeats. 

B) Schematic diagram of chromatin interactions within the 3’ half of the Igλ locus using 

Eλ3-1 as the viewpoint. The height of curves between Eλ3-1 and other genomic 

fragments represents the average value of interaction frequency obtained from three 
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experimental repeats. Both plots are shown as the latter shows locus-wide interactions 

more clearly. 

As shown in Figure 4.9, the Eλ3-1 enhancer exhibits only minimal contacts with 

the unrearranged gene segments (Vλ1, Jλ1 and Jλ3) as well as other enhancer-

like elements (HS6 and HSCλ1) before Igλ activation. Following induction, no 

dramatic changes in chromatin contracts were observed within the 3’ half of Igλ 

using Eλ3-1 as a viewpoint before 4 hpi. Remarkably, a substantial increase in 

chromatin interaction frequency between Eλ3-1 and the gene segments within 

the 3’ half of the Igλ locus was observed between 4 hpi to 8 hpi, which is just 

prior to the substantial increase in transcription of unrearranged gene segments. 

These data are consistent with the idea that the establishment of chromatin 

environment is a prerequisite for the activation of target gene transcription. 

Notably, the chromatin interaction frequency between Eλ3-1 and HS6 as well 

as HSCλ1 appears to correlate well with changes in chromatin interactions 

between Eλ3-1 and the Igλ gene segments, suggesting that these two 

enhancer-like elements may be involved in the activation of the Igλ locus. All of 

these chromatin interactions increase further at the later 12 hpi time point.  

 

4.4 HS6 and HSCλ1 are indispensable for the activation of the Igλ locus 

The data presented above indicate that the physical distance between Eλ3-1 

and the newly identified enhancer-like element HS6 as well as HSCλ1 is 

decreased in 1D1-T215 cells following induction, indicating that HS6 and 

HSCλ1 may generate an enhancer-hub, together with Eλ3-1. To examine if HS6 

and HSCλ1 are important for maintenance of the chromatin structure organized 

by the putative Eλ3-1 enhancer hub, genetic mutations were separately 

introduced to HS6 and HSCλ1 in 1D1-T215 cells using CRISPR-Cas9 

technology. To disrupt the function of these enhancer-like elements, sgRNAs 

were designed to knock-out (KO) binding sites for key transcription factors, 

such as IRF4, PU.1, E2A and YY1, within HS6 and HSCλ1. Multiple monoclonal 

cell lines were obtained for HS6 and HSCλ1 KO, using semi-solid agar to obtain 

individual clones, as described in Chapter 2. However, only one cell line of each 

KO was subjected to further analysis. Mutations introduced at HS6 and HSCλ1 

were confirmed by Sanger sequencing. The sequencing results confirmed 
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deletions of binding sites for key transcription factors in HS6 (A. Smith, PhD 

thesis, 2018) and HSCλ1 mutant cell lines (Figure 4.10A).  

 

Figure 4.10 – Mutations in HSCλ1 introduced by CRISPR-Cas9 diminish the non-

coding transcription of Vλ1 

A) Mutations were introduced into HSCλ1 using the CRISPR-Cas9 technology. A 

sgRNA was designed to target a region that contains a binding motif for YY1. 

Monoclonal cell lines were obtained, and the mutations were confirmed by Sanger 

sequencing.   

B) RT-qPCR analysis of Vλ1 non-coding transcription in the HSCλ1 mutant cell line. 

Vλ1 non-coding transcription is significantly reduced in 1D1-T215 cells which contain 

mutations at HSCλ1. Data were normalized to the expression level of the 

housekeeping gene, Hprt.  

Error bars show standard error of the mean (SEM) from three experimental repeats. 

* represents a p-value <0.05, ** a p-value <0.01 and *** a p-value < 0.001. 

 

Next, examination of the level of non-coding transcription of unrearranged gene 

segments showed that Vλ1 transcription is completely disrupted in both cell 

lines (A. Smith, PhD thesis, 2018; Figure 4.10B), indicating that both HS6 and 

HSCλ1 are essential for the activation of non-coding transcription. To test if the 

establishment of the Eλ3-1 enhancer hub and Igλ locus folding is affected by 

HS6 and HSCλ1 mutations, 3C experiments were performed to determine the 

changes in chromatin interactions between Eλ3-1 and HS6, as well as with 

HSCλ1, in the HS6 and HSCλ1 mutant cell lines. A substantial decrease in 

these chromatin interactions was observed in the HS6 mutant cell line (A. Smith, 
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PhD thesis, 2018). Likewise, reduced levels of chromatin interactions between 

Eλ3-1 and the other two enhancer-like elements were also observed in the 

HSCλ1 mutant cell line (Figure 4.11). These data therefore imply that the 

chromatin structure organized by the Eλ3-1 enhancer hub is essential for the 

activation of the non-coding transcription of unrearranged gene segments of 

the Igλ locus, as disruption of the enhancer hub by deleting of critical elements 

within either HS6 or HSCλ1 inhibits the Igλ locus activation triggered by IRF4.  
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Figure 4.11 – 3C analysis of chromatin interactions formed in the 3’ half of Igλ in 

the HSCλ1 mutant cell line 

A) Analysis of the relative interaction frequency of Dpn II fragments from the Eλ3-1 

viewpoint in the HSCλ1 mutant 1D1-T215 cell line. Error bars show standard error of 

the mean (SEM) from three experimental repeats. 

B) Schematic diagram of chromatin interactions within the 3’ half of the Igλ locus using 

Eλ3-1 as the viewpoint. The height of curves between Eλ3-1 and other genomic 

fragments represents the average value of interaction frequency obtained from three 

experimental repeats. 
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4.5 Eλ3-1 shares the same transcription activators with HS6 and 

HSCλ1  

IRF4 was previously demonstrated to be the trigger for activation of the Igλ 

locus in pro-B cells (Bevington and Boyes, 2013). Combined published ChIP-

seq data and ChIP-qPCR data (Figures 4.5 and 4.7), identified two additional 

IRF4 binding sites at HS6 and HSCλ1. Moreover, removal of IRF4 binding sites 

at Eλ3-1 as well as HS6 leads to a substantial decrease in non-coding 

transcription of the unrearranged gene segments the Igλ locus (A. Smith, PhD 

thesis, 2018). These data therefore strongly imply that elevated levels of IRF4 

binding are essential for the activation of all three enhancers. Furthermore, 

temporal ChIP analysis of IRF4 binding in 1D1-T215 cells showed that IRF4 

binding to Eλ3-1 is an early event in Igλ locus activation that has already 

reached its highest level by 4 hpi (Figure 3.8). To test if the HS6 and HSCλ1 

elements are triggered by a similar mechanism, temporal analysis of IRF4 

binding was performed in 1D1-T215 cells after induction. This shows that IRF4 

binding to HS6 is also an early event that also reaches its maximal level at 4 

hpi, possibly because it utilises a similar mechanism of recruitment to that at 

Eλ3-1, namely, via pre-bound PU.1 (Figure 4.12). Although IRF4 binding to 

HSCλ1 occurs at only low levels, possibly due to the absence of PU.1, it 

nonetheless displayed a temporal pattern of recruitment similar to that at Eλ3-

1 and HS6 (Figure 4.12). Overall, this temporal analysis of IRF4 binding showed 

a simultaneous increase in IRF4 occupancy at Eλ3-1, HS6 and HSCλ1.  
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Figure 4.12 – IRF4 is recruited to HS6 and HSCλ1 in 1D1-T215 cells  

IRF4 binding to HS6 and HSCλ1 was analysed by ChIP-qPCR in 1D1-T215 cells 

following induction. The fold enrichment at HS6, HSCλ1 and Intgene III (negative 

control region) is shown. All values are normalized to binding at Intgene III as a 

negative control. Error bars show standard error of the mean (SEM) from three 

experimental repeats. 

 

As demonstrated in the previous chapter, increased IRF4 binding to Eλ3-1 

appears to allow the recruitment of E2A and p300, which could result in the 

increased chromatin accessibility. To examine if HS6 and HSCλ1 also facilitate 

increased transcription factor binding following IRF4 induction, temporal ChIP 

analysis of E2A and p300 binding to HS6 and HSCλ1 was carried out in induced 

1D1-T215 cells. As can be seen in Figures 4.13A and B, E2A and p300 binding 

to HS6 and HSCλ1 is substantially increased at 8 hpi and further increases at 

the subsequent 12 hpi time point; this is a similar pattern of recruitment as seen 

at Eλ3-1. These data together suggest that similar to Eλ3-1, IRF4 interacts 

directly with HS6 and HSCλ1 and increased IRF4 binding results in recruitment 

of E2A and p300 at these two enhancers. Given that p300 is a histone 

acetyltransferase (Vo and Goodman, 2001) this potentially generates an open 

chromatin structure. 
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Figure 4.13 – E2A and p300 is recruited to HS6 and HSCλ1 in 1D1-T215 cells  

A) E2A binding to HS6 and HSCλ1 was analysed by ChIP-qPCR in 1D1-T215 cells 

following induction. The fold enrichment at HS6, HSCλ1 and Intgene III (negative 

control region) is shown. 

B) p300 binding to HS6 and HSCλ1 was analysed by ChIP-qPCR in 1D1-T215 cells 

following induction. The fold enrichment at HS6, HSCλ1 and Intgene III (negative 

control region) is shown.  

All values are normalized to binding at Intgene III as a negative control. Error bars 

show standard error of the mean (SEM) from three experimental repeats. 
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4.6 Mediator is essential for chromatin folding of the Igλ locus 

The Mediator complex was previously shown to be involved in bridging 

enhancers to their cognate promoters (Malik and Roeder, 2016) and increasing 

evidence suggests that the Mediator complex plays a role in the regulation of 

long-range chromatin interactions (Chereji et al., 2017; Thomas-Claudepierre 

et al., 2016). Thus, it is not surprising that knock-down of Med23 in 1D1-T215 

cells disrupts the links between the Eλ3-1 enhancer and its target genes (Figure 

3.13). Establishment of the correct chromatin environment is a prerequisite for 

tissue-specific enhancer-promoter communications. Temporal 3C analysis of 

the Igλ locus architecture indicates that the formation of an enhancer hub by 

Eλ3-1, HS6 and HSCλ1 precedes the establishment of efficient transcription of 

target genes (Figures 3.10 and 4.9). From another perspective, the chromatin 

folding that is achieved by the formation of the enhancer-hub results in a 

shortening of the distance between Eλ3-1 and its target genes. To determine if 

Mediator is essential for chromatin interactions between Eλ3-1, HS6 and 

HSCλ1, Mediator binding was assessed by analyzing published ChIP-seq data 

of a core Mediator component, Med1, from pro-B cells (Whyte et al., 2013). As 

shown in Figure 4.5, Med1 is already present at HS6 and HSCλ1 prior to 

activation, as expected. Indeed, because both these elements contain IRF4 

binding sites, Mediator could be loaded onto HS6 and HSCλ1 through direct 

interactions with IRF4. ChIP-qPCR analysis further confirmed that Med1 

binding to HS6 and HSCλ1 shows a gradual increase after induction in 1D1-

T215 cells, which mirrors its binding to Eλ3-1 (Figure 3.14 and 4.14).  
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Figure 4.14 – Med1 is recruited to HS6 and HSCλ1 in 1D1-T215 cells  

Med1 binding to HS6 and HSCλ1 was analysed by ChIP-qPCR in 1D1-T215 cells 

following induction. The fold enrichment at HS6, HSCλ1 and Intgene III (negative 

control region) is shown. All values are normalized to binding at Intgene III as a 

negative control. Error bars show standard error of the mean (SEM) from three 

experimental repeats. 

 

To determine if Mediator is responsible for the establishment of chromatin 

interactions between Eλ3-1 and the other enhancers, temporal 3C analysis was 

performed in Med23 KD 1D1-T215 cells. This shows a substantial decrease in 

chromatin interactions between Eλ3-1, HS6 and HSCλ1 in 1D1-T215 cells 

expressing an shRNA targeting Med23 (Figure 4.15). Likewise, the interaction 

frequency between Eλ3-1 and other gene segments, including Jλ1, Vλ1 and 

Jλ3, is reduced in Med23 KD cells (Figure 4.15). These data therefore indicate 

that Mediator is essential for the regulation of chromatin interactions during the 

activation of Igλ gene transcription.  
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Figure 4.15 – 3C analysis of chromatin interactions formed in the 3’ half of Igλ in 

Med23 knock down cells 

A) Analysis of the relative interaction frequency of Dpn II fragments from the Eλ3-1 

viewpoint in 1D1-T215 cells expressing an shRNA targeting Med23. Error bars show 

standard error of the mean (SEM) from three experimental repeats. 

B) Schematic diagram of chromatin interactions within the 3’ half of the Igλ locus using 

Eλ3-1 as the viewpoint. The height of curves between Eλ3-1 and other genomic 

fragments represents the average value of interaction frequency obtained from three 

experimental repeats. 
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4.7 YY1 binding to HS6 and HSCλ1 is essential for the stabilization of 

the Igλ locus chromatin folding 

It has become well established that YY1 is a structural regulator of the majority 

of enhancer-promoter interactions (Weintraub et al., 2017). Consistent with this, 

YY1 has been shown to be involved in the regulation of chromatin folding of 

other antigen receptor loci (Liu et al., 2007). The data presented in Chapter 3 

reveal that YY1 is essential for Eλ3-1-Vλ1 chromatin interactions. Re-analysis 

of published YY1 ChIP-seq data showed that whilst a limited level of YY1 is 

present at Eλ3-1, YY1 is greatly enriched at HS6 and HSCλ1 (Figure 4.5) 

(Kleiman et al., 2016). To determine how YY1 regulates the chromatin folding 

of the 3’ half of the Igλ locus, temporal analysis of YY1 binding to HS6 and 

HSCλ1 was firstly performed in 1D1-T215 cells. As can be seen in Figure 4.16, 

there is a dramatic increase of YY1 binding to HS6 and HSCλ1 from 8 hpi to 12 

hpi, which mirrors YY1 binding to Eλ3-1 following induction (Figure 3.21). As 

formation of the Eλ3-1 enhancer hub is nearly completed at 8 hpi (Figure 4.9), 

this may imply that YY1 is not required for the initial stage of formation of the 

Eλ3-1 hub.  
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Figure 4.16 – YY1 is recruited to HS6 and HSCλ1 in 1D1-T215 cells  

YY1 binding to HS6 and HSCλ1 was analysed by ChIP-qPCR in 1D1-T215 cells 

following induction. The fold enrichment at HS6, HSCλ1 and Intgene III (negative 

control region) is shown. All values are normalized to binding at Intgene III as a 

negative control. Error bars show standard error of the mean (SEM) from three 

experimental repeats. 

 

Next, depletion of YY1 expression was conducted in 1D1-T215 cells using the 

pLKO shRNA system, followed by determination of the chromatin interactions 

between Eλ3-1 and the gene segments. This showed that the interaction 

frequency between Eλ3-1 and the gene segments is disrupted completely in 

1D1-T215 cells expressing an shRNA targeting YY1 (Figures 3.20 and 4.17), 

which correlates with the reduced levels of non-coding transcription of Igλ 

(Figure 3.20). Likewise, reduced levels of chromatin interactions between Eλ3-

1 and HS6 as well as HSCλ1 are also observed in YY1 KD cells (Figure 4.17). 
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Figure 4.17 – 3C analysis of chromatin interactions formed in the 3’ half of the 

Igλ locus in YY1 knock down cells 

A) Analysis of the relative interaction frequency of Dpn II fragments from the Eλ3-1 

viewpoint in 1D1-T215 cells expressing an shRNA targeting YY1. Error bars show 

standard error of the mean (SEM) from three experimental repeats. 

B) Schematic diagram of chromatin interactions within the 3’ half of the Igλ locus using 

Eλ3-1 as the viewpoint. The height of curves between Eλ3-1 and other genomic 

fragments represents the average value of interaction frequency obtained from three 

experimental repeats. 
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I previously introduced genetic mutations in the YY1 binding site located in 

HSCλ1 in 1D1-T215 cells using the CRISPR-Cas9 technology (Figure 4.10). 

Determination of the YY1 binding to the mutated HSCλ1 was subsequently 

performed and the results showed that although the YY1 binding motif was only 

partially mutated (Figure 4.10A), a significant decrease of YY1 binding was 

observed at HSCλ1 (Figure 4.18).  

 

 

Figure 4.18 – Mutations in YY1 binding sites leads to a reduced level of YY1 

enrichment at HSCλ1  

YY1 binding to HSCλ1 in the HSCλ1 mutant cell line was analysed by ChIP-qPCR. 

The fold enrichment at HSCλ1 and Intgene III (negative control region) is shown. All 

values are normalized to binding at Intgene III as a negative control. Error bars show 

standard error of the mean (SEM) from three experimental repeats. * represents a p-

value <0.05, ** a p-value <0.01 and *** a p-value < 0.001. 

 

To examine if the knock-out of the YY1 binding site within HSCλ1 influences 

the chromatin topology of the Eλ3-1 enhancer hub, 3C analysis was performed. 

This showed that chromatin interactions between Eλ3-1 and gene segments 

are all affected by mutation of the YY1 binding site (Figure 4.11). Consistent 

with this, non-coding transcription of Igλ is disrupted in the HSCλ1 mutant cell 

line (Figure 4.10B). Whilst the chromatin interactions between Eλ3-1 and 

HSCλ1 are disrupted by the mutations in the YY1 binding site within HSCλ1, 
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the level of chromatin interactions between Eλ3-1 and HS6 is maintained 

(Figure 4.11). These data therefore indicate that YY1 is essential for the 

chromatin structure of the Eλ3-1 enhancer hub. Whilst YY1 might not be 

required for the initial stage of establishment of the Eλ3-1 hub, it is likely needed 

to maintain the chromatin loops which are already formed.  
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C) Discussion 

This chapter aimed to examine how chromatin structure is reorganized to 

facilitate the activation of target gene transcription using the mouse Igλ locus 

as a model. By reanalysing published ATAC-seq and ChIP-seq datasets from 

pro-B and pre-B cells, I identified new potential regulatory DNA elements. 

Temporal 3C analysis was then performed using the inducible 1D1-T215 cell 

line to determine the changes in long range interactions among these cis-acting 

elements. I find that an IND sealing the 3’ half of the murine Igλ is already 

formed in the pro-B stage of B cell development where the Igλ locus is inactive. 

CTCF/cohesin mediates formation of the IND, resulting in chromatin folding and 

shortening of the distance between the Eλ3-1 enhancer and its target genes. 

Locus contraction of Igλ is further facilitated by two newly identified enhancer 

elements, HS6 and HSCλ1. Similar to Eλ3-1, both of HS6 and HSCλ1 contain 

binding motifs for IRF4 and are activated by increased levels of IRF4 binding. 

IRF4 appears to recruit E2A and p300 to HS6 and HSCλ1 to generate open 

chromatin. IRF4 also likely recruits the Mediator complex to HS6 and HSCλ1 to 

facilitate the establishment of the Eλ3-1 enhancer hub, which results in further 

locus contraction and shortening of the distance between the enhancers and 

target genes. In addition, the architecture factor YY1 is recruited to the 

constituent enhancers of the Eλ3-1 enhancer hub, HS6 and HSCλ1, to further 

cement the locus contraction.  

 

4.8 The IND that seals the Igλ locus is conserved 

Long-range interactions mediated by CTCF/cohesin are essential for chromatin 

contraction and rearrangement of the IgH, Igκ and T cell receptor loci by 

bringing regulatory DNA elements and recombining gene segments into close 

spatial proximity (Shih and Krangel, 2013). Previous studies showed that most 

of the CTCF-mediated chromatin loops occur between CTCF binding sites in a 

convergent orientation (Rao et al., 2014). Deletion or inversion of one of a pair 

of CTCF binding sites ablates the chromatin loop (de Wit et al., 2015). Using 

combined sequence analysis and ChIP-seq analysis, I found that the IND 

sealing the 3’ half of the Igλ locus is formed by the CTCF binding sites within 

HS7 and HSVλ1 that lie in a convergent orientation. Moreover, a high level of 
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CTCF binding to HS7 and HSVλ1 was confirmed by ChIP-qPCR in primary pro-

B (J. Scott, PhD thesis, 2016) and uninduced 1D1-T215 cells where the Igλ 

locus is poised (Figure 4.3A). Intriguingly, the binding levels do not change in 

pre-B cells (J. Scott, PhD thesis, 2016) nor in induced 1D1-T215 cells where 

Igλ is activated. Importantly, the cohesin component, Rad21, was confirmed to 

be present at HS7 and HSVλ1 in 1D1-T215 cells and its binding level also does 

change after induction. 3C data further demonstrate that the interactions 

between HS7 and HSVλ1 do not change from pro-B to pre-B cells (J. Scott, 

PhD thesis, 2016), suggesting that the 3’ half of the Igλ locus is already sealed 

in a chromatin loop in pro-B cells, formed by CTCF/cohesin binding at HS7 and 

HSVλ1.  

 

Recent evidence suggests that CTCF/cohesin mediated chromatin boundaries 

are conserved across diverse cell types (Essien et al., 2009). To examine if the 

IND that seals the 3’ half of the Igλ locus is present in different types of cells. I 

re-analyzed CTCF ChIP-seq data from different mouse cells including 

embryonic stem cells (ESCs) and differentiated tissues such as liver, kidney, 

lung, spleen and heart (Shen et al., 2012). 

 

 

Figure 4.19 – CTCF binding to HS7 and HSVλ1 in different tissues 

CTCF ChIP-seq data from different tissues (Shen et al., 2012) was re-analyzed and 

mapped to the 3’ half of the murine Igλ locus. 
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Intriguingly, CTCF binding to HS7 and HSVλ1 was observed in all selected 

tissues (Figure 4.20), implying that the HS7-HSVλ1 IND may be formed early 

in development. To verify this, I analyzed the Hi-C data from different tissues 

using the 3D Genome database (http://promoter.bx.psu.edu/hi-c/index.html). As 

shown in Figure 4.19, the Igλ locus is clearly divided into two chromatin 

domains in different cell types including ESCs, myoblasts (the C2C12 cell line) 

and neural progenitor cells (NPCs). The chromatin boundaries correspond to 

the peaks of CTCF/cohesin enrichment at the Igλ locus. These data therefore 

imply that the IND that constrains the 3’ half of the Igλ locus may be formed in 

the initial stage of development and is subsequently conserved during 

differentiation to various tissues. 

 

 

Figure 4.20 – Hi-C analysis of chromatin interactions within the Igλ locus in 

different cell types 

Hi-C data from mouse embryonic stem cells (mESCs), myoblasts (C2C12) and neural 

progenitor cells (NPCs) were obtained from the 3D Genome database (Wang et al., 

2018). Heatmaps of chromatin interactions across the 260 kb Igλ locus is shown. 

Heatmap intensities indicate the interaction frequency detected in 10 kb windows.  

 

http://promoter.bx.psu.edu/hi-c/index.html
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4.9 Eλ3-1, HS6 and HSCλ1 form a super-enhancer 

By analysing ATAC-seq from pro-B cells, I discovered two additional regulatory 

DNA elements, named HS6 and HSCλ1, within the 3’ half of the Igλ locus. 

Analysis of available pro-B and pre-B ChIP-seq data reveal that these two cis-

acting elements display classical characteristics of transcriptional enhancers, 

such as high levels of H3K27ac, p300 binding, H3K4me1 and contain binding 

motifs for transcription activators, in this case, IRF4 and E2A. The binding of 

these factors was confirmed by ChIP-qPCR in 1D1-T215 cells. KO of binding 

sites for key transcription factors within HS6 and HSCλ1 confirm that these two 

regulatory elements are essential for Igλ activation. In addition, re-analysis of 

published Hi-C data demonstrated that Eλ3-1 and HS6 as well as HSCλ1 are 

brought into close spatial proximity in pre-B cells where Igλ is active. This was 

confirmed by temporal 3C analysis in 1D1-T215 cells after induction. These 

data therefore indicate that Eλ3-1 could interact with HS6 and HSCλ1 to form 

an enhancer hub during activation of the Igλ locus. This type of enhancer hub 

could be potentially categorized as a super-enhancer. These are characterized 

by a large cluster of typical enhancers that are occupied by high levels of p300, 

H3K27ac, H3K4me1, master transcription factors and Mediator (Hnisz et al., 

2013; Pott and Lieb, 2015; Whyte et al., 2013). Genome-wide identification of 

super-enhancers was firstly performed by the Young lab in mouse ESCs 

(Whyte et al., 2013). Using a similar identification procedure, mouse B cell-

specific super-enhancers were identified in pro-B cells (Qian et al., 2014). 

Interestingly, the genomic region covering HS6, Eλ3-1 and HSCλ1 was 

identified as a B cell-specific super-enhancer. Super-enhancers rely on 

cooperativity between transcriptional regulators bound to constituent 

enhancers for their function (Hnisz et al., 2017). Consistent with this, KD of 

Mediator and YY1 resulted in a pronounced decrease of chromatin interactions 

within the Eλ3-1 hub, accompanied by reduced levels of transcription of target 

genes. Moreover, genetic deletion of constituent enhancers within super-

enhancers can disrupt the activities of other constituents within the super-

enhancer (Jiang et al., 2016; Shin et al., 2016), resulting in the collapse of an 

entire super-enhancer (Mansour et al., 2014). Consistent with this, the 

establishment of the Eλ3-1 enhancer hub is disrupted in HS6 and HSCλ1 
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mutant 1D1-T215 cell lines. These data therefore suggest that the formation 

and function of the Eλ3-1 enhancer hub involves cooperative processes that 

bring HS6 and HSCλ1 and their bound transcription regulators into close spatial 

proximity.  

 

4.10 YY1 binding to HS6 and HSCλ1 is essential to maintain the 

chromatin structure of the enhancer hub 

YY1 is not only an architectural factor that is involved in the regulation of long-

range DNA interactions (Atchison, 2014) but also an essential regulator of gene 

transcription (Sarvagalla et al., 2019). Sequence analysis showed that YY1 

binding motifs are present only in HS6 and HSCλ1 within the Eλ3-1 enhancer 

hub. However, YY1 binding to Eλ3-1 was confirmed by ChIP-qPCR. This is 

consistent with the fact that knock-down of YY1 can disrupt chromatin 

interactions between Eλ3-1 and the other two enhancers. Thus, YY1 binding to 

Eλ3-1 appears indirect and may be mediated by interactions with other 

transcription factors, such as p300 (Galvin and Shi, 1997) and Mediator (Luck 

et al., 2020). Whilst knock-down of YY1 results in a substantial decrease of 

interaction frequency between Eλ3-1 and unrearranged gene segments, only a 

limited decrease of chromatin interactions was observed between Eλ3-1 and 

the other two enhancers that contain strong YY1 binding sites. In addition, 

knock-out of YY1 binding sites within HSCλ1 leads to a substantial decrease of 

chromatin interactions between Eλ3-1 and HSCλ1. By contrast, the interaction 

frequency between Eλ3-1 and HS6 is maintained at a high level. These data 

imply that YY1 is capable of binding HS6 and HSCλ1 via the strong YY1 binding 

motifs and this may allow YY1 binding to HS6 and HSCλ1 when its levels are 

only low. This could be tested by examining the level of YY1 binding to HS6 

and HSCλ1 in YY1 KD cells.  

 

As mentioned above, YY1 can directly interact with transcription regulators 

including p300 and Mediator (Lee et al., 1995; Luck et al., 2020). Recruitment 

of those transcription regulators by IRF4 appears to be an early event during 

Igλ activation. By contrast, YY1 binding to enhancers and promoters is a late 

event. There are two possible explanations: Firstly, that YY1 recruitment by 
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p300 and Mediator occurs in a dose-dependent manner. In the initial stage of 

Igλ activation, the low levels of these YY1-interacting factors bound at the 

enhancers are insufficient to recruit YY1 but as their levels increase, so does 

YY1 binding. Secondly, YY1 recruitment may be mediated by other factors, 

such as enhancer RNAs (Sigova et al., 2015). In chapter 5, I show evidence 

that eRNAs produced by Eλ3-1 are tightly associated with YY1 recruitment to 

Igλ.  

 

Temporal ChIP analysis demonstrated that YY1 enrichment at the Igλ locus is 

a late event. This may indicate that YY1 is not required in the initial stage of Igλ 

activation. Consistent with this, no significant changes in chromatin interactions 

between Eλ3-1 and Vλ1 were observed in uninduced 1D1-T215 cells 

expressing an shRNA targeting YY1 (Figure 3.20C). However, reduced Vλ1 

non-coding transcription was observed in uninduced YY1 KD cells, implying 

that YY1 is important for maintaining the basal level of non-coding transcription 

of Igλ. Previous studies demonstrated that YY1 can regulate gene transcription 

by competing and preventing the binding of transcription repressors to gene 

promoters (Makhlouf et al., 2014). In addition, YY1 is also capable of recruiting 

chromatin remodelers to gene promoters to facilitate transcription (Cai et al., 

2007). Therefore, the decrease in non-coding transcription of unrearranged 

gene segments of Igλ may be caused by the altered transcription factor binding 

and chromatin accessibility at promoters due to reduced YY1 expression.  

 

4.11 A proposed model of chromatin folding of Igλ 

In conclusion, the data generated in this chapter builds a model of how the 3’ 

half of the Igλ locus is organized to achieve the efficient transcription of target 

gene segments (Figure 4.21). Initially, in uninduced 1D1-T215 cells where the 

Igλ locus is inactive, an IND is formed by CTCF/cohesin to bring HS7 and 

HSVλ1 together, sealing the 3’ half of the Igλ locus. Formation of such a 

chromatin loop is a prerequisite for the establishment of correct chromatin 

environment for further activation of the Igλ locus. Next, upon induction of 1D1-

T215 cells with 4-hydroxytamoxifen, the level of IRF4 increases in the nucleus 

and this allows a higher level of IRF4 binding to all three enhancers, Eλ3-1, 
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HS6 and HSCλ1. Increased levels of IRF4 binding to these enhancers results 

in recruitment of E2A and p300, facilitating the generation of open chromatin. 

Simultaneously, the Mediator complex is recruited to enhancers and promoters 

via direct interactions with IRF4, resulting in the locus contraction. After 8 hpi, 

YY1 binding to enhancers and promoters was observed and this correlates with 

the synthesis of enhancer RNAs (discussed in Chapter 5), facilitating the 

stabilization of folded chromatin and leading to the efficient transcription of gene 

segments within the Igλ locus.  
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Chapter 5: The role of enhancer RNAs in the activation of the 

Igλ locus 
 

A) Introduction 

Transcriptional enhancers are traditionally believed to function as a transporter 

for delivering pre-bound transcription factors, including general transcription 

factors, lineage specific transcription factors, architecture factors and chromatin 

remodelers, to their target promoters to establish tissue-specific enhancer-

promoter interplay. By using the next-generation technology, transcriptional 

enhancers have been demonstrated to encode enhancer RNAs in mammalian 

cells (Kim et al., 2010). It was initially assumed that enhancer RNAs are non-

functional and are merely by-products of the RNAPII machinery. However, 

recent studies have demonstrated that enhancer RNAs play diverse roles in the 

regulation of gene transcription. For instance, enhancer RNAs can directly bind 

to structural factors, including Mediator (Lai et al., 2013), YY1 (Sigova et al., 

2015) and cohesin (Tsai et al., 2018). Depletion of enhancer RNAs lead to the 

reduced enrichment of structural factors at enhancers and disrupted target 

gene transcription. In addition, enhancer RNAs can also facilitate the binding of 

transcription activators, such as c-Jun and NF-κB, to corresponding enhancers 

(Shii et al., 2017; Huang et al., 2018). 

 

Enhancer RNAs can be primarily classified into two groups in terms of the 

transcriptional directionality. Unidirectionally transcribed enhancer RNAs are 

generally long (>4 kb) and polyadenylated RNAs, whereas bidirectional 

transcribed enhancer RNAs are relatively short (<2 kb) and non-polyadenylated 

(Koch et al., 2011; Natoli and Andrau, 2012). Genome-wide analysis of the 

expression of long non-coding RNAs suggests that the majority of enhancer 

RNAs belong to bidirectional enhancer RNAs (Andersson et al., 2014). Due to 

the lack of polyadenylation signals, the 3’ end of each bidirectional enhancer 

RNAs is processed by the Integrator complex instead of CPSF to complete 

transcription termination (Lai et al., 2015). The integrator complex was initially 

demonstrated to be involved in the 3’ end processing of RNAPII dependent 

uridylate rich small nuclear RNAs (Baillat et al., 2005). Recent studies have 



175 

 

 
 

shown that apart from the control of transcription termination, Integrator also 

plays essential roles in the regulation of transcription elongation. For instance, 

pause-release is a general rate-limiting step of transcription elongation 

(Adelman and Lis, 2012). P-TEFb is an essential regulator of the pause-release 

process (Peterlin, 2010) and has been demonstrated to be recruited to paused 

RNAPII at immediate early genes by the Integrator complex through direct 

interactions (Gardini et al., 2014). In addition, Integrator can activate poised 

enhancers by recruiting the early growth response (EGR) transcription 

activators, such as EGR1/2, during monocytic differentiation (Barbieri et al., 

2018).  

 

Mammalian antigen receptor loci contain multiple enhancer-like elements. 

Enhancer-mediated regulation of locus folding and V(D)J recombination has 

been extensively investigated (Proudhon et al., 2015; Schatz and Ji, 2011). 

However, the roles of enhancer RNAs in the regulation of activation of antigen 

receptor loci are unknown. Recent chromatin interaction studies revealed that 

enhancers that are engaged in looping with cognate promoters of protein-

coding genes exhibit higher expression of enhancer RNAs and are occupied by 

subunits of the Integrator complex (Lai et al., 2015). Combined with the data 

regarding the active enhancer-promoter interactions described in Chapters 3 

and 4, it is highly likely that enhancer RNAs and Integrator play roles in the 

regulation of activation of the Igλ locus. 

 

In this chapter, I describe the characterization of the enhancer RNAs encoded 

by the Eλ3-1 enhancer within the Igλ locus in primary pro-B and pre-B cells. I 

further describe the temporal analysis of enhancer RNA expression and 

Integrator binding using the inducible IRF4 system to decipher if the alteration 

of levels of enhancer RNA expression and Integrator binding shows a 

correlation with the binding of other transcription activators. In addition, I knock-

down the expression of enhancer RNAs encoded by Eλ3-1 followed by 3C 

analysis to build a picture of how the chromatin folding of the Igλ locus is 

regulated by enhancer RNAs. 
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B) Results 

 

5.1 The Eλ3-1 enhancer encodes enhancer RNAs 

Enhancer RNAs are a subclass of non-coding RNAs that are transcribed from 

active enhancers and have been demonstrated to be involved in the formation 

of enhancer-promoter loops and the activation of target genes (Li et al., 2016b). 

Active enhancers can be characterized by enhanced chromatin accessibility, 

enrichment of H3K27ac, binding of transcription activators, and recruitment of 

RNAPII (Shlyueva et al., 2014). According to analysis of published ATAC-seq 

and ChIP-seq data from primary pro-B cells and pro-B like cell lines, the Eλ3-1 

enhancer displays the characteristics of an active enhancer at the pro-B stage 

of development (Figure 4.5), which implies that Eλ3-1 may encode enhancer 

RNAs in pro-B cells. To verify this, published RNA-seq data from pro-B cells 

were re-analyzed and the results show that a number of reads map to the Eλ3-

1 enhancer (Figure 5.1), suggesting that Eλ3-1 is indeed capable of producing 

enhancer RNAs. 

 

 

Figure 5.1 – RNA-seq analysis of the expression of Eλ3-1 enhancer RNAs 

RNA-seq data from pro-B cells (Bonelt et al., 2019) was re-analyzed using the Galaxy 

web server. Signal peaks of ATAC-seq and ChIP-seq data from pro-B cells (adapted 
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from Figure 4.5) indicate the central region of the Eλ3-1 enhancer. Visualization of the 

mapped reads was performed in IGV. Genomic coordinates of the Eλ3-1 enhancer are 

shown. 

 

To investigate if enhancer RNAs encoded by Eλ3-1 are associated with the 

activation of the Igλ locus, RT-qPCR was performed to examine the level of 

expression of Eλ3-1 enhancer RNAs in primary pro-B and pre-B cells. As shown 

in Figure 5.2, the level of Eλ3-1 enhancer RNAs increases significantly from 

pro-B to pre-B cells.  

 

 

Figure 5.2 – Enhancer RNAs encoded by Eλ3-1 increase dramatically from pro-

B to pre-B cells 

The transcription level of the Eλ3-1 enhancer in non-transgenic pro-B and pre-B cells 

was analyzed by quantitative PCR. Data were normalized to the expression level of 

the housekeeping gene, Hprt. Error bars show standard error of the mean (SEM) from 

three experimental repeats. * represents a p-value <0.05, ** a p-value <0.01 and *** a 

p-value < 0.001.  

 

5.2 Eλ3-1 enhancer transcription correlates with YY1 binding to Eλ3-1 

during the activation of the Igλ locus 

The data above suggest that the Eλ3-1 enhancer RNAs are highly likely 

involved in the activation of the Igλ locus. Previous publications demonstrated 

that the enhancer RNAs can interact with diverse transcription factors, including 
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cohesin (Li et al., 2013), Mediator (Lai et al., 2013), YY1 (Sigova et al., 2015) 

and p300 (Bose et al., 2017). To determine if the change in expression of 

enhancer RNAs encoded by Eλ3-1 correlates with these enhancer RNA binding 

partners, it is important to perform the temporal analysis of the expression of 

enhancer RNAs encoded by Eλ3-1 during the activation of the Igλ locus. 

Therefore, the level of expression of enhancer RNAs encoded by Eλ3-1 was 

determined using RT-qPCR in the inducible Igλ system, 1D1-T215. The data 

shown in Figure 5.3 reveal that the total level of enhancer RNAs encoded by 

Eλ3-1 starts to increase from 4 hpi, just prior to the increase of YY1 binding to 

Eλ3-1 during Igλ locus activation (Figure 3.21). The largest increase is between 

8 and 12 hours and correlates with the largest increase in YY1 binding. YY1 

has been previously demonstrated to be trapped by RNAs tethered at enhancer 

loci (Sigova et al., 2015). These data therefore may imply that the increase of 

YY1 binding to Eλ3-1 is caused by enhancer RNA transcription.  

 

 

 

Figure 5.3 – Temporal analysis of Eλ3-1 transcription in 1D1-T215 cells 

The transcription level of the Eλ3-1 enhancer was analysed by RT-qPCR in 1D1-T215 

cells following induction. This shows a gradual increase from 4 to 12 hours post-

induction. Data were normalized to the expression level of the housekeeping gene, U6. 

Error bars show standard error of the mean (SEM) from three experimental repeats. 

 



179 

 

 
 

5.3 Integrator is recruited to enhancers prior to enhancer transcription 

during Igλ locus activation 

The Integrator complex has been demonstrated to be essential for biogenesis 

of enhancer RNAs, establishment of enhancer-promoter interactions, and for 

facilitating the release of paused RNAPII (Lai et al., 2015; Shii et al., 2017). To 

investigate if the Integrator complex is involved in the regulation of interactions 

between Eλ3-1 and Vλ1, temporal analysis of the binding of a core Integrator 

subunit, IntS11, to the Eλ3-1 enhancer and Vλ1 promoter was carried out using 

ChIP-qPCR in 1D1-T215 cells. As shown in Figure 5.4, the level of Integrator 

binding to the enhancer increase significantly from 0 to 4 hpi and reaches its 

highest level at 4 hpi, which is just prior to the increase of expression of Eλ3-1 

enhancer RNAs. These data indicate that Integrator is an early event during the 

activation of non-coding transcription of Vλ1. This is consistent with the binding 

pattern of Integrator observed at enhancers for immediate early genes in HeLa 

cells induced with epidermal growth factor (Lai et al., 2015).  

 

Figure 5.4 – Integrator is recruited to both Eλ3-1 and Vλ1p in 1D1-T215 cells  

Integrator binding at the Eλ3-1 enhancer and Vλ1 promoter was analysed by ChIP-

qPCR in 1D1-T215 cells following induction. The fold enrichment at Eλ3-1, Vλ1p and 

Intgene III is shown. All values are normalized to binding at Intgene III as a negative 

control. Error bars show standard error of the mean (SEM) from three experimental 

repeats. 
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Rapid Integrator binding at enhancers following induction could explain the 

subsequent increase in the synthesis of enhancer RNAs. By contrast, Integrator 

binding to the Vλ1 promoter shows a gradual increase and seems to reach its 

highest level at 8 hpi (Figure 5.4). The difference in the Integrator binding 

pattern at enhancers and promoters may imply that Integrator plays a different 

role at gene promoters. Previous publications showed that Integrator can 

directly interact with regulators of RNAPII pause-release at protein-coding gene 

promoters, such as NELF (Stadelmayer et al., 2014) and p-TEFb (Gardini et al., 

2014). These data together indicate that Integrator may be essential for the 

regulation of non-coding transcription of Igλ through different mechanisms.  

 

5.4 Enhancer RNAs encoded by Eλ3-1 are bidirectional 

Genome-wide analysis of transcription at enhancers suggests that the majority 

of enhancers are transcribed bidirectionally (Andersson et al., 2014). Global 

run-on sequencing (GRO-seq) is a powerful approach to identify the location 

and orientation of all actively transcribing RNA polymerases across the genome 

(Core et al., 2008). To determine if the enhancer RNAs generated by Eλ3-1 are 

bidirectional, published GRO-seq data from mouse pro-B cells (Bonelt et al., 

2019) was re-analyzed. As shown in Figure 5.5, a number of reads were 

mapped to both the sense strand and anti-sense strand of the Eλ3-1 enhancer, 

implying that Eλ3-1 produces bidirectional enhancer RNAs in pro-B cells.  
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Figure 5.5 – GRO-seq analysis of the directionality of Eλ3-1 enhancer RNAs 

GRO-seq data from pro-B cells (Bonelt et al., 2019) was re-analyzed using the Galaxy 

web server. Signal peaks of ATAC-seq and ChIP-seq data from pro-B cells (adapted 

from Figure 4.5) indicate the central region of the Eλ3-1 enhancer. Arrows indicate the 

direction of the sense and anti-sense enhancer RNA transcription. Visualization of the 

mapped reads was performed in IGV. Genomic coordinates of the Eλ3-1 enhancer are 

shown. 

 

The data shown in Figure 5.3 suggest that the expression of the total level of 

Eλ3-1 enhancer RNAs starts to increase from 4 hpi when Integrator binding to 

the Eλ3-1 enhancer reaches its highest level following induction. However, the 

temporal expression pattern of the sense and anti-sense Eλ3-1 enhancer RNAs 

remains unclear. To investigate this, the sense and anti-sense Eλ3-1 enhancer 

RNAs were reverse transcribed with corresponding strand-specific primers 

(Figure 5.6A) and were subsequently subject to quantitative PCR analysis. The 

results showed that both of the sense and anti-sense Eλ3-1 transcription start 

to increase from 4 hpi (Figure 5.6B). 
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Figure 5.6 – Temporal analysis of Eλ3-1 sense and anti-sense transcription in 

1D1-T215 cells 

A) Schematic of reverse transcription of the Eλ3-1 enhancer RNAs using strand-

specific primers 

B) The expression level of the sense Eλ3-1 enhancer RNAs was analysed by RT-

qPCR in 1D1-T215 cells following induction. This shows a gradual increase from 4 to 

12 hours post-induction.  

C) The expression level of the anti-sense Eλ3-1 enhancer was analysed by RT-qPCR 

in 1D1-T215 cells following induction. This also shows a gradual increase from 4 to 12 

hours post-induction, albeit to a lower level than the sense RNA.  

Data were normalized to the expression level of the housekeeping gene, U6. Error 

bars show standard error of the mean (SEM) from three experimental repeats. 
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5.5 Anti-sense enhancer RNA is intrinsically repressive to gene 

transcription  

Previous publications demonstrated that enhancer RNAs are essential for the 

control of target gene transcription. To determine if enhancer RNAs encoded 

by the Eλ3-1 enhancer are required for the activation of Vλ1 non-coding 

transcription, knock-down of the sense and anti-sense Eλ3-1 enhancer RNAs 

were performed separately in 1D1-T215 cells using the pLKO.1 lentiviral 

system. RT-qPCR analysis demonstrated that, compared to 1D1-T215 cells 

expressing a scrambled shRNA (shSCR), the sense Eλ3-1 expression is 

diminished dramatically in 1D1-T215 cells expressing an shRNA targeting the 

sense Eλ3-1 transcripts (Figure 5.7A). Likewise, shRNA-mediated specific 

knock-down of Eλ3-1 anti-sense expression led to the degradation of more than 

70 % of Eλ3-1 anti-sense transcripts in 1D1-T215 cells (Figure 5.7B).  

 

Figure 5.7 – Knock down of the sense and anti-sense Eλ3-1 enhancer RNAs 

using shRNA 

A) RT-qPCR analysis of the level of Eλ3-1 sense transcripts in shSCR and shEλ3-

1sense 1D1-T215 cells. The level of Eλ3-1 sense transcripts is diminished dramatically 

in cells expressing shEλ3-1sense.  

B) RT-qPCR analysis of the level of Eλ3-1 anti-sense transcripts in shSCR and shEλ3-

1 anti-sense 1D1-T215 cells. The level of Eλ3-1 anti-sense transcripts is diminished 

dramatically in shEλ3-1anti-sense cells.  

Data were normalized to the expression level of the housekeeping gene, U6. Error 

bars show standard error of the mean (SEM) from three experimental repeats. * 

represents a p-value <0.05, ** a p-value <0.01 and *** a p-value < 0.001. 
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Next, I sought to determine the level of Vλ1 non-coding transcription in the 

sense Eλ3-1 enhancer RNA knock down (shEλ3-1sense) and anti-sense Eλ3-

1 enhancer RNA knock down (shEλ3-1anti-sense) 1D1-T215 cells, respectively. 

As can be seen in Figure 5.8A, Vλ1 non-coding transcription is reduced 

significantly in Eλ3-1 sense enhancer RNA knock-down 1D1-T215 cells, as 

might be expected. Intriguingly, compared with uninduced shSCR 1D1-T215 

cells, Vλ1 non-coding transcription increases significantly in uninduced shEλ3-

1anti-sense 1D1-T215 cells (Figure 5.8B). Likewise, a similar phenomenon was 

observed in induced shEλ3-1anti-sense and shSCR 1D1-T215 cells. 

 

Figure 5.8 – Eλ3-1 enhancer RNAs are essential for Vλ1 non-coding transcription  

A) RT-qPCR analysis of the level of Vλ1 non-coding transcription in shSCR and shEλ3-

1sense 1D1-T215 cells following induction. The level of Vλ1 transcription is diminished 

dramatically in shEλ3-1sense cells. 

B) RT-qPCR analysis of the level of Vλ1 non-coding transcription in shSCR and shEλ3-

1antisense 1D1-T215 cells following induction. The level of Vλ1 transcription is 

increased dramatically in shEλ3-1antisense cells. Data were normalized to the 

expression level of the housekeeping gene, Hprt.  

Error bars show standard error of the mean (SEM) from three experimental repeats. 

* represents a p-value <0.05, ** a p-value <0.01 and *** a p-value < 0.001. 

 

Previous publications showed that enhancer RNAs are essential for the 

establishment of enhancer-promoter interactions. Thus, the difference in 
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functionality of the sense and anti-sense Eλ3-1 enhancer RNAs may be 

reflected in the establishment of Eλ3-1 - Vλ1 chromatin loops. To verify this, 3C 

analysis of the interactions between Eλ3-1 and Vλ1 was performed in the 

shEλ3-1sense and shEλ3-1antisense 1D1-T215 cells, respectively. As shown 

in Figure 5.9A, Eλ3-1-Vλ1 interactions are completely diminished in shEλ3-

1sense 1D1-T215 cells at 12 hpi, indicating that the sense Eλ3-1 enhancer RNA 

is vital for the establishment of enhancer-promoter chromatin loops. 

Surprisingly, however, an increased interaction frequency between Eλ3-1 and 

Vλ1 was observed in shEλ3-1anti-sense 1D1-T215 cells (Figure 5.9B). This 

implies that anti-sense enhancer RNAs may be intrinsically repressive to target 

gene transcription. 

 

Figure 5.9 – Eλ3-1 enhancer RNAs are essential for the establishment of Eλ3-1 - 

Vλ1 interactions 

 

A) 3C analysis of interactions between Eλ3-1 and Vλ1 in shSCR and shEλ3-1sense 

1D1-T215 cells. The interaction frequency between Eλ3-1 and Vλ1 is decreased in 

sense Eλ3-1 enhancer RNA knock-down cells after induction.  

B) 3C analysis of interactions between Eλ3-1 and Vλ1 in shSCR and shEλ3-1antisense 

1D1-T215 cells. The interaction frequency between Eλ3-1 and Vλ1 is increased in anti-

sense Eλ3-1 enhancer RNA knock-down cells after induction. 

Data were normalized by detecting an interaction with the ERCC3 locus. Error bars 

show standard error of the mean (SEM) from three replicates. 

 



186 

 

 
 

5.6 Enhancer RNAs are essential for the establishment of the correct 

chromatin structure of the Igλ locus 

As establishment of the correct chromatin environment is a prerequisite for the 

activation of non-coding transcription of unrearranged gene segments in the Igλ 

locus, disruption of Vλ1 non-coding transcription in enhancer RNA knock down 

cells may have been caused by disruption of the normal programmed change 

in chromatin folding during Igλ activation. To verify this, 3C analysis using the 

Eλ3-1 as a viewpoint was firstly performed in shEλ3-1sense 1D1-T215 cells. 

This showed a substantial decrease in chromatin interactions within the Eλ3-1 

enhancer hub when sense Eλ3-1 enhancer RNA is knocked down (Figure 5.10). 

Likewise, the interaction frequency between Eλ3-1 and gene segments, 

including Jλ1, Vλ1 and Jλ3, is reduced in shEλ3-1sense 1D1-T215 cells. These 

data therefore indicate that the sense Eλ3-1 enhancer RNA is essential for the 

regulation of chromatin interactions during the activation of the Igλ locus.  



187 

 

 
 

 

 

Figure 5.10 – 3C analysis of chromatin interactions formed in the 3’ half of Igλ in 

shEλ3-1sense 1D1-T215 cells 

A) Analysis of the relative interaction frequency of Dpn II fragments from the Eλ3-1 

viewpoint in 1D1-T215 cells expressing an shRNA targeting the sense Eλ3-1 enhancer 

RNA. Error bars show standard error of the mean (SEM) from three experimental 

repeats. 

B) Schematic diagram of chromatin interactions within the 3’ half of the Igλ locus using 

Eλ3-1 as the viewpoint. The height of curves between Eλ3-1 and other genomic 

fragments represents the average value of interaction frequency obtained from three 

experimental repeats. 
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 As mentioned above, the anti-sense Eλ3-1 enhancer RNA is repressive to the 

activation of Vλ1 non-coding transcription. To examine if the anti-sense RNAs 

are repressive to the chromatin organization of the whole Igλ locus, 3C 

experiments were next performed in shEλ3-1antisense 1D1-T215 cells. As 

shown in Figure 5.11, the chromatin interactions between Eλ3-1 and other 

functional genomic elements increase substantially in anti-sense Eλ3-1 

enhancer RNA knock down cells. These data therefore suggest that the Eλ3-1 

anti-sense transcripts repress the establishment of correct chromatin folding 

within the Igλ locus.  
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Figure 5.11 – 3C analysis of chromatin interactions formed in the 3’ half of Igλ in 

shEλ3-1antisense 1D1-T215 cells 

A) Analysis of the relative interaction frequency of Dpn II fragments from the Eλ3-1 

viewpoint in 1D1-T215 cells expressing an shRNA targeting the anti-sense Eλ3-1 

enhancer RNA. Error bars show standard error of the mean (SEM) from two replicates. 

B) Schematic diagram of chromatin interactions within the 3’ half of the Igλ locus using 

Eλ3-1 as the viewpoint. The height of curves between Eλ3-1 and other genomic 

fragments represents the average value of interaction frequency obtained from two 

experimental repeats. 
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Previous publications demonstrated that enhancer RNAs exert their functions 

through interacting with the binding partners, such as p300, cohesion, Mediator 

and YY1. Temporal ChIP analysis performed in Chapter 3 and 4 showed that 

the increase of the level of Eλ3-1 enhancer RNAs occurs just prior to the 

increase of YY1 enrichment at Eλ3-1, which may suggest that expression of 

enhancer RNAs is a prerequisite for YY1 binding, and the disruption of the 

chromatin structure in enhancer RNA knock down cells may be caused by the 

altered YY1 binding. To test this, ChIP-qPCR analysis of YY1 binding to Eλ3-1 

was performed in the shEλ3-1sense and shEλ3-1antisense 1D1-T215 cells. As 

shown in Figure 5.12, knock down of the Eλ3-1 sense enhancer RNA leads to 

the decreased YY1 binding to Eλ3-1, suggesting that enhancer RNA mediated 

regulation of chromatin structure is indeed associated with YY1 binding. By 

contrast, YY1 binding to Eλ3-1 is not affected in the Eλ3-1 anti-sense enhancer 

RNA knock down cells, indicating that the anti-sense enhancer RNA likely 

exerts its regulatory function in a YY1 independent manner. 

 

Figure 5.12 – YY1 binding to Eλ3-1 in enhancer RNA knock down cells 

YY1 binding to Eλ3-1 was analysed by ChIP-qPCR in shEλ3-1sense and shEλ3-1 

antisense 1D1-T215 cells. The fold enrichment at Eλ3-1 and Intgene III (negative 

control) is shown. All values are normalized to binding at Intgene III as a negative 

control. Error bars show standard error of the mean (SEM) from three experimental 

repeats. 
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5.7 HS6 and HSCλ1 produce enhancer RNAs in B cells 

The data shown in Chapter 4 reveal that Eλ3-1 shows a similar transcription 

factor binding pattern to two newly identified enhancer-like elements, HS6 and 

HSCλ1. Eλ3-1 interacts with these two putative enhancers to form a super-

enhancer during the activation of the Igλ locus. This may imply that HS6 and 

HSCλ1 produce enhancer RNAs in pro-B and pre-B cells, like Eλ3-1. To verify 

this, GRO-seq data from pro-B cells was mapped to the HS6 and HSCλ1 

enhancers. As shown in Figure 5.13, a number of reads were mapped to both 

of the sense and anti-sense strands of HS6 and HSCλ1, suggesting that both 

HS6 and HSCλ1 produce bidirectional enhancers in pro-B cells.  

 

 

 

Figure 5.13 – GRO-seq analysis of HS6 and HSCλ1 enhancer RNAs 

GRO-seq data from pro-B cells (Bonelt et al., 2019) was re-analyzed using the Galaxy 

web server. Signal peaks of ATAC-seq and ChIP-seq data from pro-B cells (adapted 

from Figure 4.5) indicate the central region of the HS6 (A) and HSCλ1 (B) enhancers. 

Arrows indicate the direction of the sense and anti-sense enhancer RNA transcription. 

Visualization of the mapped reads was performed in IGV. Genomic coordinates of the 

HS6 and HSCλ1 enhancers are shown. 
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In addition, ChIP-qPCR analysis of Integrator binding to HS6 and HSCλ1 was 

performed in 1D1-T215 cells following induction. The results show that 

Integrator binding to HS6 and HSCλ1 reaches its highest level at 4 hpi, which 

is very similar to the binding pattern observed at Eλ3-1. These data therefore 

indicate that HS6 and HSCλ1 may share the same mechanism as Eλ3-1 to 

produce bidirectional enhancer RNAs and that these enhancer RNAs function 

in a similar way at all three enhancers. 

 

 

Figure 5.14 – Integrator is recruited to HS6 and HSCλ1 in 1D1-T215 cells  

Integrator binding at the HS6 and HSCλ1 enhancer was analysed by ChIP-qPCR in 

1D1-T215 cells following induction. The fold enrichment at HS6 and HSCλ1 and 

Intgene III is shown. All values are normalized to binding at Intgene III as a negative 

control. Error bars show standard error of the mean (SEM) from three experimental 

repeats. 
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C) Discussion 

 

This chapter aimed to examine how enhancer RNAs mediate the regulation of 

target gene transcription using the mouse Igλ locus as a model. By re-analyzing 

published RNA-seq and GRO-seq datasets, bidirectional enhancer RNAs 

encoded by the B specific enhancer, Eλ3-1, were found to be present in pro-B 

cells. Temporal analysis of the expression of these enhancer RNAs in the 

inducible 1D1-T215 cell line showed that the levels of both sense and anti-

sense Eλ3-1 enhancer RNAs start to increase at 4hpi, just after the increase in 

Integrator binding to Eλ3-1. Knock down of the sense Eλ3-1 enhancer RNA 

leads to the disruption of chromatin folding, accompanied by reduced non-

coding transcription of the Vλ1 promoter. Surprisingly, knock down of the anti-

sense Eλ3-1 enhancer RNAs results in the chromatin contraction and increased 

levels of non-coding transcription of the Vλ1 promoter. In addition, the 

constituent enhancers of the Eλ3-1 super-enhancer, HS6 and HSCλ1, also 

produce enhancer RNAs in pro-B cells. 

 

5.8 Eλ3-1 enhancer RNAs increase substantially from pro-B to pre-B 

cells 

The Eλ3-1 enhancer has been shown to be essential for the regulation of V(D)J 

recombination of the Igλ locus during the differentiation from pro-B to pre-B cells 

(Haque et al., 2013). Enhancer RNAs are transcribed from active enhancers 

which are characterized by high levels of transcription activator binding and 

specific histone modifications, such as H3K27ac and H3K4me1. Published 

ChIP-seq, RNA-seq and GRO-seq datasets confirm that Eλ3-1 is an active 

enhancer in pro-B cells and can generate bidirectional enhancer RNAs. RT-

qPCR analysis of the total level of Eλ3-1 enhancer RNAs shows that the 

expression of Eλ3-1 enhancer RNAs increases more than 10-fold from pro-B to 

pre-B cells (Figure 5.2). The expression of the Eλ3-1 enhancer RNAs also 

increases in 1D1-T215 cells following induction. However, only a 2-fold 

increase in these levels was observed at 12 hpi. As mentioned in Chapter 3, 

the 1D1-T215 cell line is a derivative of the 1D1 cell line which is immortalized 

by A-MuLV. It was previously demonstrated that the v-Abl tyrosine kinase 
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encoded by A-MuLV can repress antigen receptor loci via STAT5 signalling. 

Sequence analysis shows that a STAT5 binding motif is present in Eλ3-1 when 

LASAGNA-search is used with a relatively low stringency cut-off value. This 

may explain the reduced increase of Eλ3-1 enhancer RNAs observed in 1D1-

T215 cells. However, previous ChIP-qPCR data suggest that STAT5 is not 

bound to Eλ3-1 in pro-B cells. These data together indicate that the limited 

increase of Eλ3-1 enhancer RNAs may be not caused by STAT5 signalling. 

Consistent with this, an approximately 7-fold increase of Eλ3-1 enhancer RNAs 

was reproducibly observed in temperature shifted 103/BCL-2 cells (data not 

shown). These cells are immortalized by a temperature sensitive mutant of A-

MuLV and the v-Abl kinase is inactivated following temperature shift. The 

altered increase in enhancer RNA expression may alternatively be explained 

by the requirement for other changes in 1D1-T215 cells that occur much later 

following induction. Indeed, the Eλ3-1 enhancer RNAs increase by nearly 6-fold 

in 1D1-T215 cells at 24 hpi (data not shown). 

 

The total level of Eλ3-1 enhancer RNAs increases 2-fold in 1D1-T215 cells at 

12 hpi. To determine the expression pattern of sense and anti-sense enhancer 

RNAs, RT-qPCR analysis was performed, which showed that the sense Eλ3-1 

enhancer RNA is increased to a greater extent than the anti-sense Eλ3-1 

enhancer RNA. As the initial ratio of sense and anti-sense enhancer RNAs are 

unknown, how much each enhancer RNA contributes to the activation is 

currently unclear. This could be addressed using absolute quantitative qPCR, 

using standard curves with known copy numbers, to determine the copies of 

each enhancer RNA present. 

 

5.9 Integrator binding is essential for the activation of the Igλ locus 

The Integrator complex directs 3’ end processing of enhancer RNAs and 

facilitates their transcription termination. Temporal ChIP analysis of Integrator 

binding to Eλ3-1 shows that Integrator enrichment at Eλ3-1 reaches its highest 

level in 1D1-T215 cells at 4 hpi, indicating that Integrator recruitment is an early 

event during the activation of the Igλ locus. However, how Integrator is recruited 

to the Eλ3-1 is unknown. There is no evidence that IRF4 can physically interact 
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with the Integrator complex. However, among IRF4 binding partners, the 

Mediator complex has been shown to interact with Integrator directly. Thus, 

Integrator may be recruited indirectly by IRF4 via interacting with Mediator. This 

can be verified by examining the level of Integrator binding to Eλ3-1 in Mediator 

KD 1D1-T215 cells after induction with 4-hydroxytamoxifen.  

 

Integrator reaches its highest level at 4 hpi, which is just prior to the increase of 

the expression of enhancer RNAs. This is consistent with the role of Integrator 

in enhancer RNA end processing and transcription termination. However, 

Integrator binding to Vλ1 shows a gradual increase from 0 to 8 hpi and seems 

to reach its highest level at 8 hpi. The difference in the Integrator binding pattern 

may suggest Integrator exerts different functions at enhancers and promoters. 

Recent publications showed that Integrator can interact with the transcription 

elongation factor, p-TEFb, to facilitate the transition from paused Pol II to 

elongating Pol II, resulting in increased transcription efficiency at protein-coding 

gene promoters. Thus, enrichment of Integrator at the Vλ1 promoter may 

activate the p-TEFb to achieve efficient transcription. This could be verified by 

performing the temporal ChIP analysis of p-TEFb binding at the Vλ1 promoter 

to see if the p-TEFb binding to the Vλ1 promoter is a late event during the 

activation of the Igλ locus. If this is the case, further experiments can be 

conducted to knock down of Integrator followed by examination of the p-TEFb 

binding to the Vλ1 promoter. 

 

5.10 Enhancer RNAs are essential for the activation of the Igλ locus 

GRO-seq from pro-B cells suggests enhancer RNAs encoded by Eλ3-1 are 

bidirectional (Figure 5.5). Temporal analysis of the expression of Eλ3-1 sense 

and anti-sense enhancer RNAs showed that they both start to increase at 4 hpi 

(Figure 5.6), which is similar to the increase in total enhancer RNA levels. 

These data suggest that the enhancer RNAs play roles in the later stages of 

Igλ activation. However, knock down of Eλ3-1 sense enhancer RNA in 

uninduced 1D1-T215 cells results in a decrease in Vλ1 non-coding transcription 

(Figure 5.8A), indicating that basal enhancer RNA levels are still essential for 

the target gene transcription. This raises the question of how the basal 
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enhancer RNA levels contribute to target gene activation. Previous publications 

demonstrated that enhancer RNAs can facilitate enhancer-promoter 

interactions through interacting with architecture factors, such as cohesin (Tsai 

et al., 2018), Mediator (Lai et al., 2013) and YY1 (Sigova et al., 2015). However, 

3C analysis of the chromatin interaction frequency between the Eλ3-1 enhancer 

and Vλ1 promoter does not change in uninduced Eλ3-1 sense enhancer RNA 

knock down cells (Figure 5.9), implying that the reduced Vλ1 transcription in 

enhancer RNA knock down cells may not involve the architecture factors. 

Enhancer RNAs are also thought to regulate gene transcription via stimulating 

the acetyltransferase p300 (Bose et al., 2017). This could be verified by 

determining the chromatin accessibility and level of H3K27ac at Eλ3-1 in the 

Eλ3-1 sense enhancer RNA knock down cells compared to cells expressing the 

scrambled shRNA.  

 

Regulation of enhancer-promoter interactions is mediated by architectural 

factors, such as CTCF, cohesion, YY1 and Mediator (Schoenfelder and Fraser, 

2019). These architectural proteins have been demonstrated to bind to large 

numbers of endogenous RNAs (Lai et al., 2013; Pan et al., 2020; Saldana-

Meyer et al., 2019; Wai et al., 2016). Enhancer RNAs have been shown to be 

involved in the regulation of enhancer-promoter loops via facilitating recruitment 

of cohesion and Mediator (Lai et al., 2013; Tsai et al., 2018). Knock down of 

enhancer RNAs can lead to reduced enrichment of Mediator and cohesion at 

the corresponding enhancers and promoters, accompanied by disrupted 

enhancer-promoter interactions (Lai et al., 2013; Tsai et al., 2018). However, 

previous studies found that enhancer RNA knock down has no effect on loading 

of the cohesion complex at the corresponding enhancers (Hah et al., 2013; 

Mousavi et al., 2013; Schaukowitch et al., 2014). This may suggest that 

cohesion only contributes to the enhancer-promoter interactions mediated by 

enhancer RNAs at some loci. Consistent with this, no cohesion enrichment was 

detected at the Eλ3-1 enhancer and Vλ1 promoter (data not shown). It seems 

possible that enhancer RNAs which have no effects on cohesion loading may 

lack a specific binding domain for cohesion. Thus, enhancer RNA may interact 

with other architecture factors to facilitate the establishment of enhancer-
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promoter interactions, such as Mediator (Lai et al., 2013) and YY1 (Sigova et 

al., 2015). Temporal ChIP analysis of Mediator and YY1 binding to the Igλ locus 

reveal that only YY1 binding to the Igλ locus follows the synthesis of enhancer 

RNA (Figures 3.14 and 3.21), suggesting that enhancer RNA synthesis may be 

a prerequisite for YY1 recruitment to target enhancers and promoters within the 

Igλ locus. This can be verified by determining the level of YY1 binding to 

enhancers and promoters within the Igλ locus in Eλ3-1 enhancer RNA knock 

down 1D1-T215 cells following induction. 

 

The data presented in this chapter demonstrate that enhancer RNAs encoded 

by Eλ3-1 are essential for the chromatin organization of the Igλ locus. However, 

previous publications showed that inhibition of enhancer RNA production by 

flavopiridol, an inhibitor of CDK9, does not change the normal chromatin 

landscape nor inhibit looping to target gene promoters (Hah et al., 2013), 

suggesting enhancer RNA transcripts are not required in this case. Together, 

these data indicate that enhancer RNAs work in different ways at different 

enhancers.  

 

5.11 Anti-sense enhancer RNAs are repressive to target gene 

transcription 

Previous publications show that enhancer RNAs are essential for the 

establishment of enhancer-promoter interactions (Arnold et al., 2019). 

Consistent with this, knock down of the Eλ3-1 sense enhancer RNA disrupts 

the chromatin interactions between the Eλ3-1 enhancer and its target 

promoters, accompanied by reduced target gene transcription (Figure 5.10). 

However, increased Vλ1 non-coding transcription was observed in the Eλ3-1 

anti-sense enhancer RNA knock down cells (Figure 5.11), indicating that anti-

sense enhancer RNAs may be repressive to target gene transcription. This 

raises a question of how anti-sense enhancer RNAs work to repress target 

gene transcription. Single-stranded non-coding RNA molecules do not work in 

isolation in the complex nuclear environment. These molecules can form 

sophisticated functional domains to physically interact with diverse RNA binding 

proteins to exert their functions in different biological processes (Kung et al., 
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2013; Rinn and Chang, 2012). As the increased target gene transcription is 

accompanied by increased chromatin interactions within the Igλ locus in the 

anti-sense enhancer RNA knock down cells, the anti-sense enhancer RNA may 

play roles in the repressing the recruitment of architecture factors to the Igλ 

locus. This is could be verified by determining the level of architecture factors, 

such as Mediator and YY1, at Eλ3-1 in the Eλ3-1 anti-sense enhancer RNA 

knock down cells. In turn, this may raise the question of how the anti-sense 

enhancer RNA suppresses the recruitment of architecture factors. One 

possibility is this could be due to reduced chromatin accessibility. Previous 

publications show that numerous long non-coding RNAs are capable of 

recruiting transcription repressors, such as the heterogeneous nuclear 

ribonucleoproteins (Carpenter et al., 2013) and polycomb repressive complex 

(Brockdorff, 2013), thereby decreasing the chromatin accessibility at enhancers 

and promoters. Moreover, as the sense enhancer RNA facilitates recruiting 

architecture factors to enhancers via its functional domains, the anti-sense 

enhancer RNA may interact with the sense enhancer RNA to disrupt the 

interactions between the sense enhancer RNA and architecture factors. 

Consistent with this, computation analysis showed that the Eλ3-1 anti-sense 

enhancer RNA can hybridize with the sense enhancer RNA to form a stable 

structure (data not shown).  

 

Notably, however, knock-down of the anti-sense enhancer RNA makes a 

negligible difference to YY1 binding to Eλ3-1, which suggests that the anti-

sense enhancer RNA works via a mechanism independent of YY1 recruitment. 

It may also work independently of counteracting this aspect of sense enhancer 

RNA function. Nonetheless, these data indicate that the anti-sense enhancer 

RNA is essential for transcriptional regulation and that the interplay between 

the sense enhancer RNAs and anti-sense enhancer RNAs may represent a 

novel mechanism utilized by cells to achieve precise regulation of gene 

transcription.  
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Chapter 6: Discussion 
 

In this thesis, I characterized an inducible pro-B cell line, 1D1-T215, to 

investigate the dynamics of long-range enhancer-promoter contacts. This 

system led to three key discoveries, that enhance our understanding of the 

activation of enhancer-promoter interactions. Specifically, 1) I uncovered the 

temporal order of events leading to enhancer-promoter interactions; 2) I 

uncovered the temporal order of events that lead to chromatin folding of the Igλ 

locus; 3) I showed that antisense enhancer RNAs are repressive to enhancer-

promoter interactions and chromatin organization. 

 

6.1 Characterisation of an inducible system to investigate long-range 

enhancer-promoter contacts 

The gene model used to investigate long-range enhancer-promoter interactions 

in this study is the murine Igλ locus. The non-coding transcription and V(D)J 

recombination that occur within this locus are tightly regulated by the Eλ3-1 

enhancer (Haque et al., 2013). Previous publications from our lab showed that 

the Eλ3-1 enhancer contains binding motifs for diverse transcription factors, 

such as IRF4, PU.1 and E2A, and furthermore, equipping pro-B cells with a pre-

B level of a single transcription factor, IRF4, is sufficient to activate non-coding 

transcription of the Igλ locus and all associated chromatin changes (Bevington 

and Boyes, 2013). To temporally dissect the critical events in the activation of 

the murine Igλ locus, I describe the characterization of an inducible pro-B cell 

line, 1D1-T215, in Chapter 3, which is capable of activating non-coding 

transcription of Igλ gene segments upon induction with 4-hydroxytamoxifen.  

 

To generate immortalized pro-B cell lines, there are two well-established 

methods, including long-term pro-B cell growth in presence of IL-7 (Corfe et al., 

2007) and infection of pro-B cells with A-MuLV (Rosenberg and Baltimore, 

1976). These methods constitutively activate the signalling pathways that 

regulate pro-B cell proliferation and that are orchestrated by IL-7 signalling 

(Banerjee and Rothman, 1998; Clark et al., 2014; Shore et al., 2002). Previous 

data from our lab showed that immortalization of pro-B cells from transgenic 
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mice that express an IRF4-ER transgene was successfully achieved by long-

term cell culture in the presence of IL-7 (A. Smith, PhD thesis, 2018). However, 

the expression of the IRF4-ER transgene, which is driven by a λ5/VpreB 

promoter was not detected, even though the IRF4-ER transgene is integrated 

into the B cell genome (A. Smith, PhD thesis, 2018). The inability to detect the 

expression of IRF4-ER may be caused by transgene silencing. For instance, 

transgene silencing can be attributed to a repressive chromatin environment 

caused by nearby genomic sequences (Matzke and Matzke, 1998). Infection of 

pro-B cells with A-MuLV is an alternative, effective strategy for immortalization. 

The v-Abl tyrosine kinase encoded by A-MuLV leads to the constitutive 

activation of JAK1/3 which in turn mediates phosphorylation of STAT5 that is 

activated by IL-7, ultimately resulting in pro-B cells that can proliferate in the 

absence of IL-7 (Danial et al., 1995). Pro-B cells were highly efficiently 

immortalized by A-MuLV, resulting in a number of pro-B cell lines (A. Smith, 

2018, PhD thesis). These cell lines were then subject to analysis of the 

expression of endogenous IRF4 and PU.1. The cell line, 1D1, which displays a 

similar expression pattern of selected transcription factors to primary pro-B cells 

(A. Smith, PhD thesis, 2018), was used for further experiments. The IRF4-ERT2 

transgene was introduced into 1D1 cells and integrated into the cell genome 

via retroviral transduction, as described in Chapter 3. To select cells with 

transgene expression, two types of selection markers were used: fluorescence-

based (EGFP) and antibiotic-based (puromycin) markers. The advantage of 

using EGFP for cell selection is that the transgene expression can be monitored 

by checking the intensity of EGFP fluorescence. As cells may lose transgene 

expression during long-term cell culture due to epigenetic modifications, 

leading to transgene silencing (Jahner et al., 1982), flow cytometry can be used 

to re-select those cells that still express high levels of transgene. The 

advantage of using antibiotic selection is that the selection antibiotic (e.g. 

puromycin) can be added to culture media to kill those cells which lose 

transgene expression during long-term cell culture to thus generate a 

population with a high level of transgene expression. After three months of cell 

culture, there was no significant change in transgene expression in these two 

types of cell lines (data not shown). This means that both of these two types of 
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cell lines can be used for further experiments. The 1D1-IRF4-ERT2 pro-B cell 

clone 15 (referred to as 1D1-T215) shows the most substantial increase of Igλ 

transcription following induction (Figure 3.7) and was therefore chosen for 

further analysis. 

 

The major advantage of using the Igλ locus as a model to examine the 

activation of Igλ non-coding transcription is that this activation depends solely 

on the presence of pre-B cell levels of IRF4. This can be achieved in the 1D1-

T215 cell line via induction with 4-hydroxytamoxifen. This implies that the 

transcriptome and genome organizational changes in 1D1-T215 cells after 

induction may be a representative of the events that occurred in wide-type pre-

B cells. This is different from the inhibition of v-Abl in A-MuLV-transformed pro-

B cells using the ABL tyrosine kinase inhibitor, STI-571, or the inactivation of a 

temperature-sensitive v-Abl mutant by temperature shift, as these lead to a 

number of non-physiological alterations in gene expression (Chen et al., 1994; 

Muljo and Schlissel, 2003). In addition, since the IRF4-ER activity is tightly 

regulated, the exact effects of IRF4 on the establishment of enhancer-promoter 

interactions and chromatin organization within the Igλ locus can be examined 

with a high degree of detail. This is facilitated by the rapid expansion of the cell 

line and low variability between 1D1-T215 cells. Whilst there are many 

advantages to using the 1D1-T215 cell line to investigate enhancer-promoter 

interactions and chromatin folding, there are also several caveats. 

Immortalization with A-MuLV, as used to generate the parent cell line of 1D1-

T215 cells, represses Jλ1 non-coding transcription compared to primary pro-B 

cells. This may be mediated by direct binding of the transcription repressor, 

STAT5, to the Jλ1 promoter. Reduced expression of RAG proteins was also 

observed in 1D1-T215 cells; this is also likely caused by constitutively activated 

v-Abl signalling which prevents FOXO1 binding to the Erag enhancer (Amin and 

Schlissel, 2008; Biggs et al., 1999). Nonetheless, it seems possible that the 

V(D)J recombination could be achieved at the Igλ locus by mutating the STAT5 

binding motifs located in the promoters of Igλ gene segments and by 

overexpressing exogenous RAGs using promoters that are insensitive to v-Abl 

signalling. 
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6.2 What do enhancers deliver to their promoters to activate 

transcription? 

Efficient gene transcription depends on the establishment of tissue-specific 

enhancer-promoter contacts (Matharu and Ahituv, 2015; Schoenfelder and 

Fraser, 2019). Establishment of enhancer-promoter interactions raises two 

essential questions. Firstly, what do enhancers deliver to activate RNAPII 

machinery bound at their cognate promoters, and secondly, what is the 

structural basis for the formation of enhancer-promoter loops? 

 

To investigate how the Eλ3-1 enhancer activates non-coding transcription of 

the Igλ locus, I began to examine what Eλ3-1 delivers to the promoters of target 

gene segments. To address this, I examined the basal RNAPII machinery 

bound at the target gene promoters in primary pro-B and pre-B cells. The 

elevated levels of Ser 5 phosphorylated RNAPII observed at the Jλ1 promoter 

in pre-B cells compared to pro-B cells indicates that phosphorylation of the Ser 

5 residues of CTD of RNAPII pre-bound at Jλ1 promoter is an important part of 

the activation of this promoter (Figure 3.5). It has been already demonstrated 

that the Eλ3-1 enhancer recruits IRF4 during the differentiation of pro-B to pre-

B cells and just increasing IRF4 levels is sufficient to trigger the activation of 

the Igλ locus in pro-B cells (Bevington and Boyes, 2013). Therefore, the first 

question regarding enhancer-promoter interactions can be transformed to how 

IRF4 activates the phosphorylation of Ser 5 residues of RNAPII that is pre-

bound to the promoters of target gene segments of the Igλ locus.  

 

The IRF4 inducible pro-B cell line, 1D1-T215, enables the temporal analysis of 

critical events during the activation of the Igλ locus to be performed to address 

this question. Published ChIP-seq data regarding transcription regulators 

provides clues about what the Eλ3-1 enhancer may deliver to target gene 

promoters. Those candidate transcription regulators can be divided into three 

groups: lineage-specific transcription factors, histone modifiers and general 

transcription activators. IRF4, E2A and PU.1 are lymphocyte-specific 

transcription factors that play essential roles in the regulation of lymphocyte 

proliferation and differentiation (Bain et al., 1994; Lu et al., 2003; Mittrucker et 
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al., 1997; Scott et al., 1994). Temporal ChIP analysis confirmed the IRF4 

binding to the Eλ3-1 enhancer, and demonstrated that the increase of IRF4 

binding to Eλ3-1 is an early event during the activation of the Igλ locus (Figures 

3.8). p300 is an acetyltransferase that is responsible for the acetylation of 

H3K27, as well as other lysine targets (Ogryzko et al., 1996). Acetylated 

chromatin displays enhanced chromatin accessibility, allowing more 

transcription factors to be recruited to the regulatory regions (Li et al., 2007; Vo 

and Goodman, 2001; Watanabe et al., 2013). Specific interactions between 

lineage-specific transcription factors and histone modifiers may lead to histone 

modifications at cis-acting elements during cell development (Li et al., 2007). 

p300 has been demonstrated to interact with E2A directly (Qiu et al., 1998). 

Temporal ChIP analysis confirmed similar increases in the binding of these 

factors to Eλ3-1 during the activation of the Igλ locus (Figure 3.12), suggesting 

their co-recruitment. Mediator is a multiprotein complex that is vital for the 

regulation of gene transcription and is particularly important in mediating 

enhancer/promoter interactions (Allen and Taatjes, 2015). Whilst the head 

module of Mediator can directly activate the RNAPII machinery bound to gene 

promoters (Esnault et al., 2008; Robinson et al., 2012), the tail module interacts 

with lineage-specific transcription factors bound at enhancers (Ansari and 

Morse, 2012). The functionality of Mediator allows a link between enhancers 

and promoters to be established. Co-IP experiments confirmed such a direct 

interaction between IRF4 and Med23 (Figure 3.13A). Temporal ChIP analysis 

revealed further that Mediator recruitment at the Eλ3-1 is an early event during 

the activation of the Igλ locus (Figure 3.14). Notably, phosphorylation of the Ser 

5 residues of CTD of RNAPII is catalyzed by CDK7 which has been shown to 

be recruited to gene promoters by Mediator (Esnault et al., 2008; Valay et al., 

1995). These data therefore support a model of enhancer-mediated activation 

of target gene transcription: lineage-specific transcription factors IRF4, PU.1 

and E2A are firstly recruited to the Eλ3-1 enhancer during B cell differentiation, 

Eλ3-1 bound lineage-specific transcription factors subsequently interact with 

the histone modifier p300 and the transcription activator Mediator to establish 

accessible chromatin structure and activate the RNAPII machinery bound at 

target gene promoters. 
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Next, to investigate the structural basis of enhancer-promoter loops, published 

ChIP-seq data regarding architectural factors including CTCF, cohesin and YY1 

were analyzed. CTCF is an essential regulator of genome structure via binding 

to itself to form homodimers, which can cause the bound genomic DNA to form 

chromatin loops (Phillips and Corces, 2009). The cohesin complex plays an 

essential role in holding sister chromatids together during meiosis and mitosis 

(Klein et al., 1999; Nasmyth and Haering, 2009) and is capable of bringing two 

distant genomic fragments into close proximity (Nasmyth and Haering, 2009). 

Cohesin can directly interact with CTCF and usually colocalises with CTCF to 

form chromatin loops (Hansen et al., 2017; Merkenschlager and Odom, 2013; 

Wendt and Peters, 2009). However, published ChIP-seq data from pro-B cells 

show that there is no significant enrichment of CTCF and cohesin at the Eλ3-1 

enhancer nor at the promoters of Igλ gene segments (Figure 4.2). This was 

further confirmed in 1D1-T215 cells by ChIP-qPCR both before and after 

induction (Figure 4.3). YY1 is another structural regulator that has been 

demonstrated to interact with CTCF (Donohoe et al., 2007; Schwalie et al., 

2013) and cohesin (Pan et al., 2013) to establish chromatin loops. YY1 can also 

contribute to the establishment of chromatin loops independently, especially 

enhancer-promoter loops (Weintraub et al., 2017). Published YY1 ChIP-seq 

data from pro-B cells show that YY1 is enriched at the Eλ3-1 enhancer (Figure 

4.5). Temporal ChIP analysis demonstrates that YY1 binding to Eλ3-1 is a late 

event during the activation of the Igλ locus (Figure 3.21). Furthermore, knock 

down of YY1 disrupts Eλ3-1 and Vλ1 interactions completely, accompanied by 

reduced Vλ1 non-coding transcription (Figure 3.20). This suggests that YY1 is 

indispensable for maintaining the interactions between Eλ3-1 and Vλ1. YY1 has 

been previously demonstrated to directly interact with Mediator (Luck et al., 

2020) and p300 (Lee et al., 1995). However, Mediator and p300 binding to Eλ3-

1 are early events during the activation of the Igλ locus (Figures 3.12 and 3.14), 

in contrast to the binding pattern of YY1 (Figure 3.20). This may suggest YY1 

enrichment at Eλ3-1 is caused by other factors. Enhancer RNAs are a subclass 

of long non-coding RNAs that are involved in the regulation of enhancer-

promoter interactions (Arnold et al., 2019). It has been demonstrated that YY1 
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contains RNA binding domains and its binding to enhancers relies on enhancer 

RNAs tethered at enhancer regions (Sigova et al., 2015). Temporal analysis of 

the expression of the enhancer RNAs encoded by Eλ3-1 shows that the level 

of enhancer RNAs start to increase from 4 hpi (Figure 5.3), just prior to the 

increase of YY1 binding to Eλ3-1. Similar to mRNAs, enhancer RNAs are also 

transcribed by the RNAPII machinery. However, the 3’ end of enhancer RNA is 

processed by the Integrator complex instead of the cleavage and 

polyadenylation specificity factors, facilitating the maturation of enhancer RNAs 

and further release of enhancer RNAs from transcribing RNAPII (Lai et al., 

2015). Integrator binding to Eλ3-1 reaches its highest level at 4 hpi (Figure 5.4), 

which is just before the increase of enhancer RNAs. Integrator can interact with 

Mediator directly and its binding to Eλ3-1 is an early event, which may suggest 

that Integrator is recruited by Mediator during the activation of the Igλ locus. 

These data support the following model by which the enhancer-promoter loops 

are established: the lineage-specific transcription factor IRF4 facilitates the 

recruitment of Integrator to the Eλ3-1 enhancer, leading to the synthesis of 

enhancer RNAs. Enhancer RNAs encoded by the Eλ3-1 enhancer in turn 

contribute to the recruitment of the structural regulator YY1 to enhancers and 

promoters to stabilize the long-range interactions.  

 

6.3 Chromatin organization of the Igλ locus is triggered by IRF4 

Activation of the Igλ locus requires the establishment of the correct chromatin 

environment which culminates in bringing enhancers and promoters into close 

proximity. To determine how the chromatin structure of the Igλ locus is activated 

by a single transcription factor, IRF4, I reanalyzed published ATAC-seq and 

ChIP-seq data regarding architecture factors from pro-B cells. This led to the 

identification of two genomic elements, HS7 and HSVλ1 that display high levels 

of CTCF and cohesin binding in pro-B cells (Figure 4.5). Further ChIP-qPCR 

data confirmed that CTCF and cohesin are co-bound to HS7 and HSVλ1 and 

that the level of binding of both factors to HS7 and HSVλ1 does not change 

from pro-B cells to pre-B cells (J. Scott, PhD thesis, 2016). This was confirmed 

by temporal ChIP analysis in 1D1-T215 cells (Figures 4.3 and 4.4). 3C 

experiments further reveal that HS7 can interact with HSVλ1 and the interaction 
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frequency between these two elements does change from pro-B to pre-B cells 

(J. Scott, 2016, PhD thesis). These data suggest that HS7 and HSVλ1 may 

already establish a chromatin domain that seals the 3’ end of the Igλ locus in 

pro-B cells. According to the analysis of CTCF and cohesin ChIP-seq data from 

different tissues, I found that CTCF/cohesin mediated chromatin boundaries at 

HS7 and HSVλ1 are conserved across tissue types (Figure 4.19). These data 

reveal that the HS7-HSVλ1 chromatin loop may be formed early in development. 

Formation of the HS7-HSVλ1 chromatin loop results in the locus contraction, 

thus shortening the distance between the Eλ3-1 enhancer and unrearranged 

gene segments of Igλ. Similar chromatin loops are also formed in the 5’ half of 

the duplicated Igλ locus (data not shown). The formation of separate 5’ and 3’ 

chromatin domains within the Igλ locus seems to provide an explanation for the 

V(D)J recombination rarely occurs between gene segments located in the 5’ 

and 3’ halves of the Igλ locus (Sanchez et al., 1991).  

 

CTCF/cohesin mediated locus folding seems insufficient for the establishment 

of enhancer-promoter interactions within the Igλ locus. It has been 

demonstrated that equipping pro-B cells with a pre-B level of IRF4 can activate 

the Igλ locus completely (Bevington and Boyes, 2013). To investigate how IRF4 

further facilitate the chromatin organization of the Igλ locus, published IRF4 

ChIP-seq data from pro-B cells were reanalyzed. The results show that IRF4 is 

enriched at not only the Eλ3-1 enhancer but also an enhancer-like element, 

HS6 (Figure 4.5). Combined with IRF4 ChIP-qPCR data from 1D1-T215 cells, 

another IRF4 binding region was discovered within HSCλ1 (Figure 4.7). This 

raises the question of how IRF4 activates the Igλ locus via binding to Eλ3-1, 

HS6 and HSCλ1. E2A is essential for lymphocyte development and has been 

shown to increase the chromatin accessibility through interacting with the 

histone acetyltransferase, p300 (Qiu et al., 1998). Therefore physical 

interactions between E2A and IRF4 (Lazorchak et al., 2006) may facilitate p300 

binding to IRF4 bound enhancers, leading to enhancers that are more 

accessible to other transcription regulators. Temporal ChIP analysis of p300 

and E2A confirm that, similar to IRF4 binding, E2A and p300 binding to the Igλ 

locus are both early events during locus activation (Figures 3.11, 3.12 and 4.13). 
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Temporal 3C analysis of interactions between Eλ3-1 and HS6 as well as HSCλ1 

indicates that Eλ3-1, HS6 and HSCλ1 may form an enhancer hub during the 

activation of the Igλ locus (Figure 4.9). Mediator has been shown to be enriched 

at the constituent enhancers of enhancer hubs (Whyte et al., 2013). Published 

ChIP-seq data show that Mediator is present at Eλ3-1, HS6 and HSCλ1 in pro-

B cells (Figure 4.5), which was further confirmed by the ChIP-qPCR in 1D1-

T215 cells (Figure 4.14). Mediator has also been demonstrated to be involved 

in the regulation of chromatin structure especially enhancer-promoter 

interactions (Allen and Taatjes, 2015). The correlation between Mediator 

binding to the Igλ locus and 3C interactions within the Igλ locus implies that the 

locus contraction during the early stage of Igλ activation may be caused by 

Mediator which brings enhancers and promoters into close proximity via 

increased binding to these regulatory elements.   

 

As mentioned above, YY1 is essential for stabilizing the interactions between 

the Eλ3-1 enhancer and its cognate promoters at the late stages of activation 

of the Igλ locus. Published YY1 ChIP-seq data show that YY1 is present at HS6 

and HSCλ1 (Figure 4.5). Temporal ChIP analysis reveals that YY1 binding to 

all three constituent enhancers of the Eλ3-1 enhancer hub starts to increase in 

1D1-T215 cells from 8 hpi (Figures 3.21 and 4.16). Increased YY1 binding to 

enhancers can be attributed to the synthesis of enhancer RNAs (Lai et al., 

2015). Published GRO-seq data from pro-B cells reveal that all three 

constituent enhancers of the Eλ3-1 enhancer hub likely encode enhancer RNAs 

(Figures 5.5 and 5.13). Consistent with this, increased YY1 binding to Eλ3-1, 

HS6 and HSCλ1 is observed just after the increase of Eλ3-1 enhancer RNA 

expression. These data suggest that YY1 binding to cis-acting elements within 

the Igλ locus at the late stage of Igλ locus activation may be responsible for 

maintaining the chromatin structure formed at the early stage. Together, these 

data therefore support a three-step model to explain the chromatin structure 

formed during the activation of the Igλ locus: Step 1: Formation of the 

CTCF/cohesin mediated chromatin loop between HS7 and HSVλ1; Step 2: 

IRF4 facilitates locus contraction through interacting with Mediator; Step 3: This 

chromatin structure is maintained by YY1/eRNAs.    
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This model of the Igλ locus organization implies that the unrearranged gene 

segments are recruited to the Eλ3-1 enhancer hub during the activation of the 

Igλ locus. This provides an explanation for the coordinate upregulation of Vλ1 

and Jλ1 non-coding transcription. Previous publications showed that the 

majority of Igλ recombination events occur between the Vλ1 and Jλ1 gene 

segments (Boudinot et al., 1994). However, it is still unknown how the bias in 

recombination between Vλ1 and Jλ1 is achieved as Jλ3 is also recruited to the 

enhancer hub. 3C analysis of chromatin interactions using Vλ1 as the viewpoint 

was not performed and it is possible that the chromatin folding triggered by IRF4 

leads to Vλ1 being in closer proximity to Jλ1, which may explain the increased 

recombination. Another explanation for the biased recombination may be 

caused by the difference in RSS structure at Jλ1 and Jλ3 promoters. The 

recombination efficiency of RSSs can be evaluated by the recombination 

information content (RIC) score (Cowell et al., 2002). The RSS at the Jλ1 

promoter is scored as functional (pass) with RIC > -19.03, while RSS at Jλ3 

promoter pass with RIC > -19.55, suggesting RSS at the Jλ1 promoter is 

marginally more likely to be recognized by RAG machinery. 

 

6.4 Interplay between sense and anti-sense enhancer RNAs and 

transcription factor trapping 

Enhancer RNAs are a subclass of nuclear-localized long non-coding RNAs 

which are synthesized by tissue-specific enhancers during cell development 

(Arnold et al., 2019). Whilst an increasing number of publications demonstrate 

that enhancer RNAs are functional biomolecules, the precise mechanism of 

how enhancer RNAs are involved in transcriptional control remains enigmatic. 

Enhancer RNAs are generally believed to function via direct interactions with 

diverse transcription factors to contribute to the transcriptional control. These 

enhancer RNA binding partners include transcription activators, transcription 

repressors, histone modifiers and architectural factors (Arnold et al., 2019; 

Guttman and Rinn, 2012; Lam et al., 2014). To investigate the roles of the 

enhancer RNAs encoded by Eλ3-1 in the regulation of non-coding transcription 

of the Igλ locus, temporal analysis of the expression of enhancer RNAs was 
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performed. This showed that the expression of Eλ3-1 enhancer RNAs is a 

relatively late event (Figures 5.3 and 5.6). Enhancer RNAs have been shown 

to bind to the acetyltransferase p300 directly to stimulate histone acetylation, 

leading to the activation of gene transcription (Bose et al., 2017). Consistent 

with this, Vλ1 non-coding transcription was diminished in Eλ3-1 sense enhancer 

RNA knock down 1D1-T215 cells (Figure 5.8). However, p300 binding to Eλ3-

1 is an early event which does not correlate with the enhancer RNA expression. 

This suggests that interactions between enhancer RNAs and p300 may not be 

the main driver for target gene activation. Moreover, enhancer RNAs can 

facilitate the binding of transcription activators to target genes to activate 

transcription. The Mediator complex contains multiple subunits that are capable 

of binding enhancer RNAs, such as Med1 and Med12 (Lai et al., 2013). 

Depletion of enhancer RNAs results in a reduced level of Mediator binding to 

target genes, accompanied by a disrupted transcription of target genes (Lai et 

al., 2013). This may also explain the decrease in Vλ1 non-coding transcription 

in Eλ3-1 sense RNA knock down 1D1-T215 cells (Figure 5.8). Mediator has 

also been shown to be involved in bringing enhancers and promoters into close 

proximity (Malik and Roeder, 2016). Consistent with this, depletion of Med23 

disrupts the interactions between the Eλ3-1 enhancer and other cis-acting 

elements within the Igλ locus (Figure 4.15). However, the chromatin contacts 

between Eλ3-1 and other regulatory elements are also diminished in the Eλ3-1 

sense enhancer RNA knock down cells (Figure 5.10). It is unclear whether 

these disrupted chromatin interactions within the Igλ locus in Eλ3-1 sense 

enhancer RNA knock down cells are mediated by Mediator. To verify this, ChIP 

analysis of Mediator binding to the Igλ locus needs to be performed in the Eλ3-

1 enhancer RNA knock down 1D1-T215 cells. Enhancer RNAs have been 

demonstrated to also recruit architectural factors to enhancers and promoters 

to facilitate the establishment of chromatin interactions. Published ChIP-seq 

analysis shows that the structural factor YY1 is present at the Igλ locus (Figure 

4.5). Similar to the Eλ3-1 sense enhancer RNA, depletion of YY1 also disrupts 

the chromatin interactions formed within the Igλ locus (Figure 4.11). The close 

correlation found between YY1 binding to the Igλ locus and expression of the 

Eλ3-1 enhancer RNAs strongly implies that increased YY1 binding is caused 
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by the expression of enhancer RNAs. Consistent with this, the level of YY1 

binding to Eλ3-1 decreases in the Eλ3-1 sense enhancer RNA knock-down 

cells (Figure 5. 12).  

 

As mentioned previously, enhancer RNAs encoded by the Eλ3-1 are 

bidirectional. To explore if the anti-sense enhancer RNA plays a similar role in 

the regulation of the target gene transcription, knock down of the anti-sense 

enhancer RNA was conducted. Intriguingly, target gene transcription is 

increased in the Eλ3-1 antisense enhancer RNA knock down 1D1-T215 cells 

(Figure 5.8). This implies that the antisense enhancer RNA is repressive to 

target gene transcription. Consistent with this, chromatin interactions within the 

Igλ locus are increased in the Eλ3-1 antisense enhancer RNA knock down cells 

(Figure 5.11). This raises the question of how antisense enhancer RNAs 

repress target gene transcription and enhancer-promoter interactions. Previous 

publications show that RNAs are capable of recruiting transcription repressors. 

For instance, the long non-coding RNA RepA and HOTAIR can interact with the 

polycomb repressive complex directly to establish a chromatin structure that is 

repressive to transcription (Rinn et al., 2007; Yuan et al., 2012; Zhao et al., 

2008). In addition, anti-sense enhancer RNAs may hybridise with sense 

enhancer RNAs. Computation analysis of RNA-RNA interactions showed that 

the Eλ3-1 sense enhancer RNA can hybridise with the anti-sense enhancer 

RNA (data not shown). Previous publications demonstrated that sense 

enhancer RNAs can physically interact with YY1 and knock down of sense 

enhancer RNAs leads to reduced binding of YY1 at enhancers (Sigova, A., et 

al, 2015), implying that the sense enhancer RNA may form unique secondary 

or tertiary structures recognized by YY1. This is consistent with the data shown 

in Figure 5.12. However, knock-down of the Eλ3-1 anti-sense enhancer RNA 

does not affect YY1 binding to Eλ3-1. This indicates that the Eλ3-1 anti-sense 

enhancer RNA may repress target gene transcription in a YY1 independent 

manner. Together, these data support the following model of how the anti-

sense enhancer RNAs repress target gene transcription: The anti-sense 

enhancer RNA directly interacts with transcription repressors to inhibit target 
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gene transcription; it can also indirectly repress gene transcription through 

hybridizing with the sense enhancer RNA. 

 

Conclusions and further directions 

In this thesis, I describe the characterization of an inducible system to 

determine the temporal order of events of the activation of enhancer-promoter 

interactions and chromatin organization. Based on data generated in this thesis, 

I present a model by which the enhancer-mediated activation of gene 

transcription and chromatin folding: the initiation of the activation of the Igλ 

locus is achieved by increased binding of a single transcription factor IRF4 at 

three enhancer-like elements, Eλ3-1, HS6 and HSCλ1; increased binding of 

IRF4 facilitates the recruitment of E2A, p300, Mediator and Integrator to 

enhancers and promoters at the early stage of activation of the Igλ locus, 

accompanied by an increased chromatin interaction frequency between the cis-

acting regulatory elements; enhancer RNAs and YY1 binding are increased to 

stabilize the chromatin structure of Igλ at the late stage of the activation of the 

Igλ locus (Figure 4.21).  

 

Whilst the inducible pro-B cell line 1D1-T215 led to key discoveries regarding 

enhancer-promoter interactions and chromatin organization of the Igλ locus, 

genetic manipulation of STAT5 binding sites within promoters of Igλ gene 

segments and overexpression of RAG proteins need to be performed to 

determine the V(D)J recombination. Moreover, a more sensitive technique, 

such as Capture-C (Davies et al., 2016), should be used to detect the chromatin 

interactions within the Igλ locus. Because only ~5% of recombinations of mouse 

light chain antigen receptor genes occurs at the Igλ locus, combined with the 

low amount of amplifiable ligation products recovered by 3C, the assay has 

poor sensitivity. In addition, the interplay between sense enhancer RNA and 

anti-sense enhancer RNA needs to be investigated. For instance, investigation 

if the protein binding partners differ between the sense and antisense enhancer 

RNA; prediction and characterization of functional domains formed by the 

sense and anti-sense enhancer RNAs that may alter their binding to essential 

transcription regulators or their hybridization to each other.  
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