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Abstract 

The continuous growth in Internet-connected devices results in significant 

increase in data centres’ traffic which in turn necessitates the development of 

scalable, high bandwidth, low power consumption data centre architectures. 

Passive Optical Networks (PONs) with their proven performance in access 

networks can provide efficient solutions to support connectivity inside modern 

data centres. Recently, different novel PON architectures were proposed to 

manage the inter-rack and intra-rack communication in a data centre. 

In this thesis, we further studied one of the PON designs proposed 

earlier by our group where routing is performed by Arrayed Waveguide 

Grating Routers (AWGRs) and servers. This work is the first to analyse the 

AWGR and server-based PON data centre architecture. A Mixed Integer 

Linear Programming (MILP) model was developed, where the routing and 

wavelength assignment involving the AWGRs of the PON cell is optimised to 

support inter group interconnections. Also, the power consumption of this 

design was compared to a traditional server-based data centre architecture, 

BCube. Our study showed that the AWGR and server-based data centre 

architecture reduced the power consumption by 83% as compared to the 

standard BCube architecture. In addition, we further investigated this AWGR 

and server-based PON data centre architecture in cloud applications. We 

developed a MILP model along with a heuristic that minimise power 

consumption by optimising the embedding of virtual machine requests which 

is achieved by optimising the servers selected to host VMs. Our study showed 

that the AWGR and server-based PON data centre architecture reduced the 

power consumption by up to 34%, compared to the non-optimised embedding 

model of VMs which tries to fulfil all the requests by maximising the number 
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of VM requests served. Furthermore, a third MILP model was developed to 

evaluate the resilience of the AWGR and server-based PON data centre 

architecture modified designs. We also studied the impact of failure of the 

main components in the proposed PON data centre architecture. In particular, 

we evaluated the impact of different failure modes on the power consumption 

and delay of the proposed AWGR and server-based PON data centre 

architecture. Our study showed that duplicating the special servers reduces 

power consumption and delay compared to the option where the servers in 

each rack share a star coupler / backplane. However, choosing between these 

two resilient designs is a compromise between cost and performance. 
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Chapter 1 Introduction 

1.1 General overview 

Information and communication technology (ICT) has considerably 

changed our everyday life. Its ability to transcend time and space has made it 

possible to access, store, transmit, share, and manipulate data anytime and 

anywhere [1]. This has promoted a sharp increase in the number of 

applications and services that depend on ICT, which in turn is expected to 

cause exponential growth in Internet traffic in the coming years [2]. According 

to [3], in 2018, the global Internet traffic was three times higher than its value 

in 2015 and is likely to continue to increase to 4.2 Zetta Bytes per year by 

2022. In addition, the number of total Internet users in 2018 was 3.9 billion. 

This number is expected to become 5.3 billion by 2023 [4]. According to these 

trends, demands have rapidly increased for data centre which is a facility 

where computing and networking equipment is housed to collect, store, 

process, distribute, or allow access to large amounts of data. Companies and 

organizations rely heavily on the applications, services and data contained 

within a data centre, making it a crucial point for everyday operations. 

To respond to this dramatic increase in the internet traffic, further effort has 

to be dedicated to improving network architectures and technologies. This 

involves adding network devices, which will result in higher power 

consumption. The global energy usage of Internet data transmission networks 

in 2018 was approximately 260 TWh, which was around 1.1% of the total 

global electricity demand [3]. Moreover, the data centres’ global electricity 
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demand was approximately 198 TWh in 2018, which represented 1% of the 

total global electricity demand. A slight reduction in the global data centre 

energy demands to 191 TWh is expected in 2021 in spite of the probable 

increase of 80% in the data centre traffic and the expected increase of 50% in 

the data centre workload during the coming three years. This is attributed to 

the current developments in the efficiency of data centre infrastructure and 

hardware [3]. 

Over the last few decades, there has been an increasing interest [5-35] in 

designing energy-efficient core and access communication networks where 

the access network represents the last mile of telecommunication networks 

and the core network provides services to customers who are connected by 

the access network.  

Moreover, a significant number of energy-efficient solutions are 

concentrating on data centre architectures [36-43]. These efforts tend to 

enhance the legacy data centre network (DCN) architecture [44] by optimising 

the design and operations of the data centre network. This  legacy data centre 

network is based on tiered topologies that use equipment (switches and 

routers) to manage intra-data centre communications and inter-data centre 

communications. Although this equipment provides high performance, they 

are power-hungry and use high-priced devices that increase the deployment 

and maintenance costs and contribute to global warming. Hence, to satisfy 

the data centres’ demands in terms of scaling up, network designers have 

proposed new architectures with less cost and power consumption. Mainly, 

the research has progressed in three directions, namely the use of commodity 

switches, all-optical data centres, or hybrids [45]. 
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With respect to the use of commodity switches where their cost and power 

consumption is much lower than enterprise-level switches, architectures are 

classified as switch-centric or server-centric [46]. The factors to consider while 

designing these architectures include bandwidth capacity, latency, 

complexity, scalability, resilience, and cost. The all-optical data centre 

architectures are considered one of the most active areas in data centre 

architecture research nowadays. This is because of the high data rates, low 

power consumption and flexibility of photonic systems [47]. In contrast, an 

electronic data centre has many limitations although it has been widely used. 

These limitations include low throughput, high cost, high latency, management 

complexity, and limited scalability [47]. Therefore, the optical approach is seen 

as a solution to overcome the electrical data centre limitations. In particular, 

the use of a passive optical network (PON) [48]  for data centres has been 

one of the major interesting research subjects because of the low cost, low 

latency, and low power consumption as well as the high capacity and 

scalability of PONs [49].  

On the other hand, reducing data centres power consumption can be also 

achieved by using different energy efficient approaches which reduce data 

centre resources power consumption, maximise data centre utilisation, and 

balance data centre thermal load [52]. Reducing data centres power 

consumption can be achieved by using energy efficiency techniques such as 

dynamic speed scaling and traffic management. Also, there are different 

approaches used to maximise data centre utilisation such as energy aware 

virtual machines embedding. 
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In this thesis we investigate the performance of a passive Arrayed 

Waveguide Grating Router (AWGR) and server-based PON data centre 

design. This work is the first to analyse the AWGR and server-based PON 

data centre architecture and, hence, is concerned with designing and 

optimising its routing and wavelength assignment also optimising the 

embedding of the virtual machine requests in the servers. In addition, this work 

studies the resilience ability of the AWGR and server-based PON data centre 

architecture in the face of different kinds of failures. 

1.2 Thesis objectives 

The main research objectives of the work presented in this thesis are as 

follows: 

1. To study the traditional data centre architectures and review the main 

challenges facing traditional DCNs which motivates the introduction of 

new architecture designs;  

2. To study the PON-based data centre architectures proposed in [49], 

focusing on the AWGR and server-based PON data centre architecture; 

3. To optimise the routing and wavelength assignments within the AWGRs 

of a PON cell in the AWGR and server-based PON data centre 

architecture; 

4. To optimise virtual machine embedding for cloud applications in the 

AWGR and server-based PON data centre architecture to minimise power 

consumption; 

5. To evaluate the resilience of AWGR and server-based PON data centre 

architecture. 
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1.3 Thesis contributions 

The main contributions of this thesis are summarised as follows: 

1. A Mixed Integer Linear Programming (MILP) model is developed for the 

routing and wavelength assignments within the AWGR and server-based 

PON data centre architecture. 

2. A MILP model along with a heuristic are developed to investigate virtual 

machine placement for cloud applications in the AWGR and server-based 

PON data centre architecture. 

3. Improved designs of the AWGR and server-based PON data centre 

architecture are proposed for resilience against link failures. A MILP 

model is developed to optimise traffic routing over the proposed designs 

under failures scenarios.  

1.4 Publications 

The work in this thesis has resulted in the following publications: 

1. Alani, R., Hammadi, A., El-Gorashi, T.E. and Elmirghani, J.M., 2017, July. 

PON data centre design with AWGR and server based routing. In 2017 

19th International Conference on Transparent Optical Networks (ICTON) 

(pp. 1-4). IEEE. 

2. Alani, R.A., El-Gorashi, T.E. and Elmirghani, J.M., 2019, July. Virtual 

Machines Embedding for Cloud PON AWGR and Server Based Data 

Centres. In 2019 21st International Conference on Transparent Optical 

Networks (ICTON) (pp. 1-5). IEEE. 

3. Thabit, R.A., El-Gorashi, T.E. and Elmirghani, J.M.,2020. Resilient AWGR 

and server based PON data centre architecture. In 2020 22nd International 

Conference on Transparent Optical Networks (ICTON). IEEE. 
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4.  Thabit, R.A., El-Gorashi, T.E. and Elmirghani, J.M., Resource allocation 

in AWGR and server based PON data centre architecture, to be submitted 

to IEEE Access. 

5. Thabit, R.A., S. H. Mohamed, El-Gorashi, T.E. and Elmirghani, J.M., 

Resilient PON-based data centre architectures, to be submitted to IEEE 

Access. 

1.5 Thesis structure 

The reminder of the thesis is organised as follows: 

Chapter 2 reviews the current data centre architectures, including electrical, 

optical, and hybrid architectures along with their main advantages and 

limitations. 

Chapter 3 presents a review of the PON technology in access networks, 

including architectures, topologies, and components. Also, five PON based 

data centre architectures including an AWGR and server-based PON data 

centre architecture are described. 

Chapter 4 discusses the optimisation of the routing and wavelength 

assignments of the AWGR and server-based PON data centre architecture. 

In addition, a benchmark study to compare the power consumption of the 

AWGR and server-based PON data centre architecture against a traditional 

data centre architecture, BCube, is presented. 

Chapter 5 addresses the optimisation of virtual machine embedding in the 

servers of the AWGR and server-based PON data centre architecture. 

Moreover, a heuristic is developed to verify and validate the results of the 

MILP model. 



 

7 
 

Chapter 6 evaluates the resilience of the AWGR and server-based PON 

data centre architecture against link failure and introduces a MILP model to 

optimise traffic routing under link failures scenarios. 

Finally, Chapter 7 presents the conclusions and some future work directions. 

 
 
 
 
 
 
 
 
 
 
 
 
 



 

8 
 

Chapter 2 Review of data centre architectures 

2.1 Overview   

In this chapter, a review of the current data centre architectures, including 

electronic, optical, and hybrid architectures, is presented along with their main 

advantages and limitations. Electronic data centre architectures are classified 

into switch-centric and server-centric architectures, while optical data centre 

architectures are classified as hybrid or fully optical. 

2.1 Traditional data centre  

The dramatic growth of Internet services, such as social networks and cloud 

computing, has led to the need for cost-effective data centre infrastructures 

with scalable computing and storage resources [50]. A data centre consists of 

a large number of servers that are grouped into racks where each rack 

typically hosts 20 to 40 servers [51]. The servers in a rack are connected by a 

top-of-rack (ToR) switch, which is responsible for routing inter-rack and intra-

rack traffic. These ToR switches (also known as access switches) are 

interconnected by a network known as the data centre network (DCN), as 

shown in Figure 2.1 [52]. An effective and efficient DCN can help in reducing 

the cost of a data centre’s deployment and maintenance. Moreover, the DCN 

needs to be scalable, reliable, and energy efficient in order to serve the various 

applications and services in a data centre [53]. 
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Figure 2.1: Typical data centre architecture [52] 

2.2 DCN infrastructure 

The DCN is one of the main factors that specify the characteristics of a data 

centre, such as resilience, latency and scalability. There are three main types 

of DCNs, namely electronic, optical, and wireless DCNs [45, 54]. Electronic 

DCNs use twisted pair cables, which provide transmission rates of 10 Mbps, 

100 Mbps, 1 Gbps, and 10 Gbps. Optical DCNs are attracting increasing 

attention because of their high bandwidth and low power consumption. Optical 

fibres used in optical DCNs are light weight and small as compared to 

electrical cables and can support data rates up to 100 Gbps and beyond. 

Wireless DCNs mainly use the unlicensed 60-GHz frequency band, which 

offers a multi-gigabit data rate that makes it as a good alternative electronic 

DCN [44]. Our discussion in this Chapter is limited to electronic and optical 

data centres. 
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2.2 Electronic DCN 

DCNs based on commodity Electronic switches are classified as either 

switch-centric or server-centric [46]. The factors to consider while designing 

these architectures are bandwidth capacity, latency, complexity, scalability, 

resilience, and cost. 

 Switch-centric architectures 

These architectures depend on switches to provide connectivity and 

forward packets. The switches in these architectures are organised in a 

hierarchal topology with two-tier architecture for moderate data centres and 

three-tier architectures for large data centres [1]. The two-tier architecture is 

composed of edge-tier switches connected to core-tier switches, while the 

three-tier architecture adds aggregation-tier switches in the middle of the 

previous two, as shown in Figure 2.2  [45]. The following sections discuss 

some examples of switch-centric architectures. 

 

Figure 2.2: Three-tier data centre architecture  [45] 
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 Fat tree  

This architecture is depicted in Figure 2.3 [54]. It replaces the high-end 

switches used in traditional data centres with identical commodity Ethernet 

switches, which reduces the cost and power consumption. Moreover, it 

increases the number of core and aggregation switches, which in turn 

decreases the oversubscription ratio. Furthermore, increasing the number of 

core and aggregation switches increases the number of available paths 

between servers. Scalability is another advantage of this architecture because 

of its ability to host 𝐾3 4⁄  servers, where 𝐾 represents the number of switch 

ports [54].  

However, in this architecture, the cabling complexity and cost are higher than 

in traditional data centres. Moreover, this architecture requires modification in 

the IP addressing where manual location-based addressing is required along 

with a modification for the routing table structure of switches. 

 
Figure 2.3: Fat tree topology [54] 
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 VL2 

The Virtual Layer 2 (VL2) architecture, shown in Figure 2.4 [55], is similar 

to a fat tree in terms of the use of commodity switches but differs by assigning  

higher capacity to the switch-to-switch links than the server-to-switch links. 

Another difference is the reduction in the number of cables needed to connect 

the core layer to the aggregation layer. Moreover, flat addressing is used in 

this architecture to allow the allocation of services anywhere in the DCN 

without the need for manual addressing configuration. The VL2 architecture 

performs traffic flow load balancing for a high cross-section bandwidth. 

However, in this architecture, the directory services may become the 

bottleneck in case of heavy traffic load along with virtual relay and centralised 

management [55]. 

 

Figure 2.4: VL2 topology [55] 
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 Jellyfish  

This architecture connectivity is based on a random graph topology which 

allows incremental and heterogeneous growth [56]. The number of servers 

connected to ToR switches is random where these switches are directly 

connected in a random manner, as shown in Figure 2.5 [57]. Jellyfish is a 

scalable architecture that provides high bandwidth, random interconnectivity, 

and resilience. Compared with a fat tree, it offers shorter path lengths and less 

cost for the same number of servers. In contrast, Jellyfish requires more work 

on the routing schemes since no routing approach is provided by the 

developers[56]. 

 

Figure 2.5: Jellyfish topology [57] 

 Server-centric architectures 

Here, servers are assigned a role in data forwarding benefiting from the 

server hardware advancement in central processing unit (CPU) and network 

interface cards (NIC) ports [44]. Some of the server-centric architectures are 

described in the following sections. 
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 GRIN 

GRIN, as shown in Figure 2.6 [58], is the most basic solution that uses 

servers as relay nodes for traffic forwarding. It can simply be used over any 

topology by connecting the servers in the same or neighbouring racks to each 

other using their free ports. This will enable servers to benefit from the free 

bandwidth of the neighbouring servers connected to them. In this case, two 

paths are available for the server traffic: one provided by the topology itself, 

and the other through the servers connected to it. This is a cheap and easily 

deployed solution [58]. 

 

Figure 2.6: GRIN topology [58] 

 DCell 

This is a hierarchical architecture that is based on a basic unit, referred to 

as DCell, built by connecting 𝑛 servers to a switch [59]. A higher level of the 

network can be obtained by adding 𝑛 +  1 DCell units. In this architecture, 

each server in a DCell unit is connected to a server in a different DCell unit, 
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resulting in connecting the DCell unit to all the other DCell units, as depicted 

in Figure 2.7 [59]. Although it is a scalable, resilient, and cost-effective 

architecture, it increases the oversubscription ratio and the path length and 

decreases the cross-sectional capacity.  

 

Figure 2.7: DCell topology [59] 

 BCube 

Similar to the concept of the DCell topology, BCube repeats a basic BCube 

unit to scale up the network [60]. Here, the servers need to have multiple 

network ports to connect to multiple commodity switches. Intercell traffic is 

handled by switches instead of servers, and this is different from the DCell 

topology, as shown in Figure 2.8 [60]. The advantages of the BCube topology 

include high performance, resilience, and efficient support to one-to-one, one-
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to-several, and one-to-all communication. On the downside, BCube lacks 

scalability, as it is designed for container data centres and its cabling cost is 

high. 

 

Figure 2.8: BCube topology [60] 

2.3 Optical DCN 

Optical data centres are one of the most active areas in data centre 

architecture research today. This is because of its photonic systems that 

provide high data rates, low power consumption, and high flexibility [47]. In 

contrast, an electronic data centre architecture has many limitations, although 

it has been widely used in data centres. These limitations include throughput, 

high cost, latency, management complexity, and scalability. Therefore, optical 

approaches have been proposed as a solution to overcome the limitations of 

an electronic data centre [61]. In the following subsections we discuss the two 
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main categories of optical data centres; hybrid data centres and all optical 

data centres. 

 Hybrid DCN 

Hybrid data centre architectures made up of electronic and optical 

components were developed first by researchers who wished to develop all 

optical data centre architectures, but whose efforts were limited by the lack of 

optical memories that can be integrated in all optical switches in optical data 

centre architectures. They tended to combine electronic switches and cables 

with optical circuit switches (OCSs) and optical fibres [62]. This resulted in a 

significant reduction in power consumption and latency since OCSs do not 

need to perform packet processing. Moreover, this approach reduced cable 

complexity and enabled considerably higher data rates, as optical fibres can 

provide communication rates of up to hundreds of gigabits per second. The 

following subsection discusses some examples of hybrid architectures. 

 HyPaC 

This is a hybrid packet and circuit-switched data centre architecture that is 

based on a tree topology [63]. It was proposed to enhance the bandwidth for 

data centre applications by providing alternative optical connections between 

data centre racks in addition to the electronic packet switching between them, 

as shown in Figure 2.9 [63]. This is accomplished by connecting ToR 

electronic switches via a reconfigurable circuit-switched optical network. A 

rack can only be connected to one other rack at a time and uses the temporary 

high-capacity optical links.  
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Figure 2.9: HyPaC topology [63] 

 Helios 

Helios is a two-level multi-rooted tree architecture made up of electronic 

and optical switches [64]. The first level consists of pods with thousands of 

servers where each pod is connected to an electronic switch via short copper 

cables, as shown in Figure 2.10 [64]. In contrast, the second level, which is 

the core level, uses a mixture of electronic and optical switches. All the links 

between the pod switches and the core switches are optical, which requires 

the switches to have optical transceivers.  

To achieve a higher bandwidth, this architecture utilises two optical 

technologies, namely Micro Electro Mechanical Switches MEMS-based 

optical switches and WDM transceivers. Moreover, for enhanced 

performance, Helios selects the traffic path according to its size. Accordingly, 

large flows are sent to the optical core switches and small flows through the 

electronic core switches. In addition, this architecture reduces cost, 
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complexity, and power consumption as compared to a non-blocking electronic 

switch topology.  

 

Figure 2.10: Helios topology [64] 

 Fully optical DCN 

Although hybrid electronic/optical architectures have brought many 

advances to the data centre, they still consume considerable power because 

of the use of the power-hungry electronic-to-optical (E/O) and optical-to-

electronic (O/E) transceivers. Hence, researchers have begun to further study 

the feasibility of applying fully optical DCNs to reduce power consumption and 

latency and increase bandwidth [45].  

Typically, an all-optical DCN is obtained by directly connecting racks to an 

optical interconnection network. The optical interconnection network is a term 

which refers to any network topology that uses only optical switching. In these 

topologies, the top of the rack switches can be either optical switches or 

electronic switches [47].  
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 Compared with the previously mentioned DCN infrastructures, optical 

interconnection networks reduce power consumption and latency and 

increase bandwidth. Nevertheless, the replacement of all the commodity 

switches is considerably costly; hence, to reduce the cost, some optical 

interconnects use either OCSs or packet-based optical switches. 

 OSA 

The optical switching architecture (OSA) is an optical switching architecture 

for ToR switches that can modify its topology and link capacity dynamically 

and thus, introduces an exceptional flexibility to adjust to dynamically 

changing traffic patterns [65]. This is accomplished by benefiting from the 

reconfigurability of the optical devices used, such as MEMSs, wavelength 

selective switches (WSSs), optical circulators, and optical transceivers. 

In this architecture, each electronic ToR switch communicates with 𝑘 ports 

of MEMSs, where k specifies the number of other ToR switches it is directly 

connected to simultaneously, as shown in Figure 2.11 [65]. Accordingly, 

MEMS choose which sets of ToR switches are connected together on the 

basis of their configurations. Hence, to connect a set of ToR switches to the 

remaining ToR switches that are not directly connected to them, multi-hop 

routing is used. At each hop, the packet is converted from optical to electrical 

to read the packet’s header to determine its destination and then convert it 

back to optical and send it. 
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Figure 2.11: OSA topology [65] 

In contrast, link capacity flexibility is achieved through the use of the WDM 

technology and wavelength selective switch (WSS). The WDM technology 

enables the transmission of multiple wavelengths over a single fibre 

simultaneously, while WSS provides dynamic reconfigurability. The MEMS 

and WSS configurations are controlled by an OSA manager. 

Note that the value of 𝑘 affects the network size inversely and the 

performance proportionally. Moreover, the slow switching speed of MEMS (9 

ms) and WSS switches (12 ms) might affect the time-sensitive mice flows.  

  DOS 

This is a datacentre optical switch (DOS) that uses an array waveguide 

grating router (AWGR), tuneable wavelength converters (TWC), and a 

loopback-shared SDRAM buffer as its basic elements [66]. Moreover, a 

control plane is implemented to guarantee that each packet passes through 

the appropriate AWGR output port. This is done by setting the TWC 

wavelength based on the destination address of the packet that is obtained 
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using O/E/O converters. Although the delay in DOS is not dependent on the 

input load, it uses the power hungry O/E and E/O converters that increase the 

packet delay and the power consumption. 

2.4 Energy efficiency in data centres 

The sharp increase in the demand for applications and services, that 

depend on data centres, resulted in the exponential growth in data centres 

number and size. Accordingly, the data centre power consumption, cost and 

environmental impact are also increasing [53]. The main components of these 

large scaled data centres are servers, DCN and cooling system equipment 

which need to be addressed when considering energy efficiency. It was 

reported in [67] that 26% of data centres power consumption is caused by 

servers and storage equipment while cooling system consumes 50%. 

In order to achieve efficient data centre power consumption, researchers 

adopted different approaches. These approaches attempt to reduce data 

centre resources power consumption, maximise data centre utilisation, 

balance data centre thermal load, and develop performance metrics [53]. 

Reducing data centres power consumption can be achieved by using 

energy efficiency techniques such as dynamic speed scaling and traffic 

management. Dynamic speed scaling (also known as dynamic voltage and 

frequency scaling DVFS) is implemented by reducing the devices speed in 

order to save energy since power consumption is proportional to the device 

speed or the supply voltage as deployed in [68, 69]. As for traffic management 

[45, 50], it is achieved by determining the devices and links needed to satisfy 

the traffic demands and then by trying to reroute the traffic through these 
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devices and links and switch off the underutilised equipment as presented in 

[70]. Also, there are different approaches used to maximise data centre 

utilisation such as energy aware virtual machines embedding. Many studies 

[29, 71, 72] deployed VM embedding, which attempts to place VMs efficiently 

in servers in a way that uses as few servers as possible while satisfying the 

demands. In addition, the use of renewable energy sources such as 

geothermal and solar energy is a new trend in data centres in order to replace 

the traditional fossil fuel-based energy sources [53]. In addition, recent 

research investigates replacing the commonly used air conditioning units by 

other types of cooling systems such as heat exchanger pipes under data 

centre racks to maintain room temperature as in [73]. 

In order to evaluate the energy efficiency of a data centre, different metrics 

are used such as Power Usage Effectiveness (PUE), Data Centre 

infrastructure Efficiency (DCiE), and Data Centre energy Productivity (DCeP). 

PUE [74, 75] is the ratio of the total facility power consumption to the IT 

equipment power consumption. The lower the PUE, the more efficient is the 

data centre, which is achieved by enhancing the efficiency of the cooling and 

power distribution systems. DCiE [74] is the ratio of the IT equipment power 

usage to the total facility power. DCeP [53, 75] is used to identify the data 

centre computing efficiency and it is the ratio of useful work produced to total 

energy consumed to perform that work. Numerous studies have attempted to 

reduce the data centre’s power consumption as in [76-79]. 
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2.5 Summary  

This chapter provided a detailed review of the recent data centre 

architectures, including electronic, optical, and hybrid architectures. The 

electronic data centre architectures were classified into switch-centric and 

server-centric architectures. We reviewed switch-centric data centre 

architectures including fat tree, VL2, and Jellyfish and server-centric data 

centre architectures including GRIN, DCell, and BCube. The optical data 

centre architectures were classified as hybrid data centres and all optical data 

centre architectures. HyPac and Helios were studied as examples of hybrid 

data centre architectures whereas OSA and DOS represented all optical data 

centre architectures. In addition, approaches adopted for energy efficiency in 

data centres which attempt to reduce resources power consumption, 

maximise utilisation, balance thermal load, and develop performance metrics 

were illustrated. 
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Chapter 3 PON in data centre 

3.1 Overview  

This chapter reviews PONs in access networks, including architecture, 

topologies, technologies, and components. The goal is to provide sufficient 

background to motivate the use of PONs in optical data centre architectures 

where the traffic patterns and connectivity are different from those of the 

access networks. Detailed descriptions of five fully passive optical data centre 

architectures are presented explaining how inter-rack connectivity and intra-

rack connectivity are provided.  

 

3.2 Review of PON in access network 

The performance of Passive Optical Network (PON) technologies in terms 

of cost, energy consumption, and bandwidth is proven in access networks. 

The following subsections review PONs in access networks, including 

evolution, architecture, topologies, technologies, and components. 

3.2.1 PON evolution 

The access network represents the last mile of telecommunication 

networks. It connects the subscribers to a particular service provider. The 

bandwidth limitations in the deployed access solutions, such as data cable 

and Digital Subscriber Line (DSL) create bottlenecks. To overcome these 

bottlenecks, the largest carriers around the world started to invest in Fibre To 

The Premises (FTTP) solutions. One of the low-cost and high-bandwidth 

solutions is PON. In contrast to other wired solutions, such as Very High-

Speed Digital Subscriber Line (VDSL) and active optical networks, PON 
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utilises passive components, which reduces the network’s deployment and 

maintenance costs [80]. 

The literature shows that the first attempt to develop optical access 

networks was carried out by the major international carriers in the 1980s in 

small experimental scales. However, far too little attention has been paid to 

optical solutions at that time because of the high cost associated with 

deploying them by digging the streets and due to the low traffic demand. In 

the following two decades, the rapid development in the Internet urged the call 

for effective broadband solutions. This led, in 1995, to the initiation of the Full-

Service Access Network (FSAN) consortium, which was responsible for 

defining the optical access system’s requirements. Later on, FSAN/ 

International Telecommunication Union-Telecommunication (ITU-T) and 

Institute of Electrical and Electronics Engineers (IEEE) developed a series of 

standards to increase upstream and downstream bandwidths, as depicted in 

Figure 3.1 [80, 81].  

 

Figure 3.1: PON evolution in the access network [81] 
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3.2.2 PONs architecture 

Typically, a PON is composed of a single Optical Line Terminal (OLT), 

typically deployed in the service provider’s Central Office (CO), a number of 

Optical Network Units (ONUs) located near subscribers, and the Optical 

Distribution Network (ODN). The OLT connects the PON to the backbone 

network, while the ONUs provide the network interface to the subscribers. In 

order to connect the OLT to the ONUs, the ODN uses optical fibre and passive 

optical splitters, as shown in Figure 3.2 [82]. 

 

Figure 3.2: General PON architecture in the access networks [82] 

A PON performs point-to-multipoint (P2MP) communication, where the 

downstream signals from the OLT are split by a 1:N splitter into 𝑛 single fibres 

each connected to an ONU, whereas the upstream signals from ONUs are 

coupled onto one upstream fibre to the OLT. 

3.2.3 PON topologies 

There are three main types of topologies for PONs to choose from, namely 

tree, bus, and ring. The tree topology, shown in Figure 3.3(a), is preferred 

when the ONUs are close to the OLT and to each other, such as in urban 

areas. In contrast, the bus topology, shown in Figure 3.3(b), is used when 

ONUs are located far from the OLT and each other such as in rural areas. For 



 

28 
 

failure protection, a ring topology is chosen where two fibres are used to back 

each other up, as shown in Figure 3.3(c) [80]. 

 

Figure 3.3: Basic PON topologies [80] 

3.2.4 Technologies 

There are several technologies that are used in PONs as briefly described 

below [80, 82]. 

3.2.4.1 APON/BPON 

The first standardised technology deployed in PONs is APON or ATM-PON 

by FSAN, which uses the asynchronous transfer mode (ATM) switching 

technique. BPON is an enhancement of APON with higher performance. The 

APON/BPON transmission speed for the downstream is 155 Mbps or 622 

Mbps, while that of the upstream is 155 Mbps. 
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3.2.4.2 EPON/10G-EPON 

EPON was initiated by IEEE in order for the Ethernet to be adopted in 

access networks in addition to LAN networks. The downstream/upstream 

transmission speeds are symmetric at a rate of 1 Gbps over a transmission 

distance of 10–20 km. EPON is based on the P2MP tree topology that 

supports 16 ONUs per OLT. With a view to achieve a higher bandwidth, IEEE 

developed 10G-EPON with 10 Gbps downstream and a choice of 10 Gbps or 

1 Gbps for the upstream data rate. 

3.2.4.3 GPON 

The reason behind introducing GPON, by FSAN/ITU-T, was to increase 

the network’s capacity, reach, split ratio, and flexibility. It provides various 

transmission speeds: symmetric downstream and upstream of 622 Mbps, 

symmetric downstream and upstream of 1.244 Gbps, and downstream of 

2.488 Gbps with upstream of 1.244 Gbps. It provides transmission over 60 km 

with 128 ONUs per OLT and supports ATM, Ethernet, voice, TDM, and 

wireless extensions. 

3.2.4.4 NG-PON 

Aiming for a higher bandwidth, FSAN/ITU-T started investigating the next 

generation of PON (NG-PON). This involves two categories—NG-PON1 and 

NG-PON2—where NG-PON1 is compatible with GPON standards and 

considered as a mid-term upgrade. In contrast, NG-PON2 is a long-term 

solution, which is independent of GPON standards and can be used over new 

ODNs. 
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3.2.5 Components  

The optical network components are either active or passive devices. Active 

components require electronic control to operate whereas passive 

components does not [83]. Since active components are not used in a PON 

network, this section only describes the passive components. The main 

passive components used in PONs are described below. 

3.2.5.1 Splitter 

It is a 1 × N passive device that receives optical signals coming from a 

single input fibre and splits it into N output fibres. The number of output fibres 

affects the amount of loss in the splitter. A splitter with a desired splitting ratio 

of 1 : N can be obtained directly by using a 1 × N splitter [84]. 

 

Figure 3.4: Basic operation of a splitter [84] 

3.2.5.2 Coupler 

It is an N × N passive device which combines optical signals from N 

incoming fibres and sends them through N outgoing fibres, as shown in Figure 

3.5. There are two types of couplers: wavelength-independent and 

wavelength-selective. The former’s coupling ratio is independent of the 

wavelength, while in the latter, it is. In PONs, usually, the splitter and the 

coupler are considered one device that splits downstream signals and 

combines the upstream signals with a similar loss for both directions [84]. 
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3.2.5.3 Star coupler 

It is a multi-way coupler in which every input signal is received by every 

output fibre, as shown in Figure 3.5(a) [85]. Another type of a star coupler is a 

reflection star coupler in which the input signal can be on any fibre, whereas 

the output signal is split among all the fibres, as shown in Figure 3.5(b). 

 

Figure 3.5: Basic operation of star coupler (a) Generic star coupler (b) Reflective star 
[85] 

3.2.5.4 AWG 

It is a 1 × N passive device that multiplexes signals from N inputs into one 

output fibre and demultiplexes signals from a single fibre into N outputs, as 

shown in Figure 3.6 [80]. As shown in the figure, when AWG operates as a 

demultiplexer, the signals entering from the single fibre pass through different 

stages. First, signals traverse a splitter and then enter a number of 

waveguides. Then, the signals outgoing the waveguides travel across a 

combiner and leave the AWG through the output waveguides. Accordingly, 

each output port delivers only one wavelength. In contrast, the reverse steps 

are applied when the AWG operates as a multiplexer. 
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Figure 3.6: Basic operation of an AWG [80] 

3.2.5.5 FBG 

A fibre Bragg grating, as shown in Figure 3.7 [86], is a passive device that 

operates as a reflector for a specific wavelength (𝜆𝑏), while other wavelengths 

passing through FBG are not affected. 

 

Figure 3.7: Basic operation of FBG [86] 

3.2.5.6 Passive polymer optical backplane 

It is a meshed polymer waveguide architecture on Printed Circuit Board 

(PCB) as shown in Figure 3.8 [87]. Its links represent a mesh of non-blocking 

connections that connect line cards equipped with optical transmitter and 

receiver arrays. Each card can communicate with any other card at the 

transmission rate of 10 Gbps or even loop back with a low link loss and 

remarkable crosstalk performance. 



 

33 
 

 

Figure 3.8: Passive polymer backplane: (a) planar polymer 
waveguide routing and (b) backplane architecture [87] 

 

3.3 PON in data centre networks  

The deployment of PON technologies in a data centre architecture needs 

to take into account the differences in terms of the traffic patterns and 

connectivity between the data centres and access networks, where PON 

technology was first deployed. In access networks, traffic is mainly a north–

south flow between subscribers and the Optical Line Terminal (OLT) placed 

in the telecom office. Accordingly, no direct connection exists between 

subscribers; instead, they communicate through the OLT if needed. In 

contrast, in a data centre, the east–west traffic between servers is as 

important as the north–south traffic. Burdening the OLT with the intra-rack 

traffic and the inter-rack traffic will result in increased power consumption and 

increased delay. Therefore, it is necessary to redesign PON connections so 

that multiple routes are available between servers in a data centre [49]. 

Studies related to the design of fully passive interconnections for a data 

centre have been relatively scanty as compared to hybrid data centre 

architectures that use passive and active components. A hybrid approach is 
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proposed in [88], where the inter-rack communication is served by WDM PON, 

while Ethernet switches are still used for intra-rack connectivity. Another 

solution, in [89], focuses only on the ToR switch which is passive optical 

irrespective of the aggregation and core switches, which could be optical or 

electronic packet switches (EPS) switches. 

Recent studies proposed data centre architectures that are based on fully 

passive intra-rack and inter-rack interconnections [49, 90-94], which are 

described fully in the upcoming sections. 

3.3.1 PON-based data centre architectures  

In [49, 90-94], five novel fully passive optical architectures were proposed, 

which eliminate the need for aggregation and core switches. Consider using 

an OLT switch (adapted from the access network) of eight chasses, as 

depicted in Figure 3.9 [49], used to connect servers in a data centre. Each 

chassis hosts up to 16 cards, and each card has eight ports each supports a 

transmission rate of 10Gb/s and 128 subscribers [49]. Accordingly, each card 

can provide connectivity to 1024 servers, while each chassis can connect 

16,384 servers.  

 

Figure 3.9: OLT chassis architecture [49] 

The intra-rack and inter-rack connectivity in a PON data centre is 

redesigned so that other routes in addition to the route through the OLT are 
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available. The intra-rack connectivity of the five architectures in [90-94] is fully 

passive and has three possible options: star coupler, fibre Bragg grating 

(FBG), or passive polymer backplane. The inter-rack connectivity is what 

distinguishes each design. Therefore, in the following subsections we review 

the three intra-rack connectivity technologies that can be used in the five PON 

designs and the inter-rack connectivity for each design. 

3.3.2 Intra-rack connectivity options 

3.3.2.1 Reflection star coupler connectivity 

In this connectivity, servers in a rack are connected to each other using a 

reflection star coupler, as shown in Figure 3.10. It is a broadcast-based 

connection in which the power input into any port is divided equally to all the 

ports. Accordingly, the received power at each port is inversely proportional 

to the number of servers that are connected to the reflection star coupler. 

Every fibre connected to the reflection star coupler carries both the transmitted 

and the received data, which creates the need for a directional coupler or 

circulator to separate the two signals at each terminal. With the use of a 

reflection star coupler, the intra-rack traffic is separated from the inter-rack 

traffic and uses separate transceivers (although this is an architecture choice, 

but it is simpler to use different transceivers to couple to forward (inter-rack) 

or reverse (intra-rack) directions. This requires extra wiring and multi-

wavelength transceivers, and any fault in the links leading to the reflection star 

coupler or in the reflection star coupler itself affects only the intra-rack 

communication [49]. 
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Figure 3.10: Reflection star coupler for intra-rack communication [49] 

3.3.2.2 FBG connectivity 

In this connectivity, the FBG is located after the star coupler that connects 

the servers in the rack to the rest of the network, as illustrated in Figure 3.11. 

Accordingly, the intra-rack and inter-rack traffic use a shared link in which the 

intra-rack traffic is reflected by the FBG back to the rack, while the inter-rack 

traffic continues out of the rack. This is accomplished by using one wavelength 

for intra-rack communication and another for communicating with the rest of 

the network. Therefore, an additional transceiver is required in each server, or 

a single high-cost OFDM transceiver can be used to produce the two 

wavelengths by generating multiple carriers; However, this increases the 

deployment cost [28, 32].The use of a shared link for the intra-rack and the 

inter-rack traffic reduces the wiring needed, although any fault in links or FBG 

will affect both traffics [49]. 

Note that the reflected signal is divided equally among all the ports; 

therefore, the received power at each port is inversely proportional to the 

number of servers in the rack.  
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Figure 3.11: Fibre Bragg grating for intra-rack communication [49] 

3.3.2.3 Passive polymer optical backplane 

Similar to a reflection star coupler, a passive polymer optical backplane 

connects the servers in a rack in such a way that the intra-rack traffic is 

separated from the inter-rack traffic, as depicted in Figure 3.12. It offers a 

mesh of non-blocking connections that can connect typically up to ten or more 

server line cards [87], which means that the power input into any port is not 

divided among all the ports, as it is not broadcasted to all ports but transmitted 

to a specific port. Therefore, the number of servers in a rack does not affect 

the received power [49]. 

With the use of this backplane, the intra-rack traffic is separated from the inter-

rack traffic, where any fault in the backplane affects only the intra-rack 

communication. 
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Figure 3.12: Passive polymer optical backplane for intra-rack communication [49] 

3.3.3 Inter-rack connectivity 

All the five architectures eliminate the need for aggregation and core 

switches. Moreover, the servers in each rack are divided into groups, where 

in each group, servers are connected to a coupler. The distribution of servers 

in groups within a rack is implemented to minimise the oversubscription rate 

and maximise the server share of resources as compared to connecting all 

the servers in a rack with one coupler [49]. 

3.3.3.1 Cellular PON data centre architecture  

The data centre is divided into cells where each cell can have for example 

16 to 256 servers connected in a cell architecture. The work in [49] has 

proposed 5 such cell architectures. A large data centre that has thousands or 

millions of servers is then constructed by interconnecting many cells in an 

optical hierarchy using AWGRs for example [49] as shown in Figure 3.13. 

Here, the hierarchy of AWGRs leads to the core routers (CRs) that connect 

the data centre to the outside world. The AWGRs fan-out the traffic to several 

OLTs with the load being balanced through a control and management system 

that links to the OLTs via a switch (SW). Figure 3.13 shows the overall 
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proposed data centre architecture [49]. The focus of this thesis is on the cell 

architecture that fits in the “clouds” at the bottom of Figure 3.13. 

 

Figure 3.13: Cellular PON data centre Architecture [49] 

The cellular architecture is very attractive as it enables scalability by 

allowing wavelength (and time slot) resources to be reused in different cells in 

a fashion similar to wireless cellular communications where a limited spectrum 

is reused in cells to cover a nation that may have tens to hundreds of millions 

of cellular phones (servers in our case). The work in [49] investigated in detail 

two of the five proposed architectures, named PON 3 and PON 5 

architectures. Although [49] proposed the PON 4 architecture which reduces 

the number of tuneable lasers needed, it did not investigate PON 4. This thesis 

investigates PON 4 in detail. The five PON cell architectures are described 

next in detail for completeness. Each of the cell architectures described next 

replaces the cells structure at the bottom layer of Figure 3.13. 

3.3.3.2 TDM-based PON cell data centre architecture (PON 1)  

This architecture includes a TDM-based PON that is composed of only 

passive splitter and coupler devices that connect the cell’s racks to the OLT, 
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as illustrated in Figure 3.14 [49]. It uses two wavelengths only: one for 

upstream and the other for downstream. This architecture is very similar to 

that of PON in an access network, where all the inter-rack traffic has to pass 

through the OLT. 

 

Figure 3.14: PON 1 cell architecture [49] 

3.3.3.3 TDM/WDM-based PON cell data centre architecture (PON 2) 

This architecture uses both TDM and WDM PON techniques, where only 

passive splitters, couplers and AWGR devices are utilised, as shown in Figure 

3.15 [49]. Here, a specific wavelength for each rack’s uplink and downlink is 

used, which minimises congestion. Accordingly, high-cost laser diodes are 

required in the OLT and servers, although this can be avoided by using a 

multicarrier laser generator at the OLT, low cost multimode fibres and 
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multimode transceivers at the servers [49]. This architecture is also very 

similar to that of PON in an access network, where all the inter-rack traffic has 

to pass through the OLT. 

For TDM-based PON and TDM/WDM PON data centre architectures, 

having all the inter rack traffic passing through the OLT, where it needs to be 

buffered, processed, and rerouted to the desired rack, will result in additional 

unwanted delay and power consumption. The next three architectures were 

proposed in [49] to avoid this unnecessary action. 

 

Figure 3.15: PON 2 cell architecture [49] 
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3.3.3.4 AWGR-based PON cell data centre architecture (PON 3) 

In this architecture, the servers in each rack are either divided into groups 

or placed in one group [29]. Therefore, there are two types of traffic in this 

architecture: intra-group traffic and inter-group traffic. With respect to the intra-

group traffic, one of the previously described intra-rack connections is 

deployed. In contrast, the inter-group communication is achieved by 

connecting these groups via two N × N AWGRs, as shown in Figure 3.16, 

where N is the number of groups. Thus, the number of wavelengths needed 

for the inter-group communication is equal to the number of groups in the PON 

cell. In order for each server to reach the servers in the other groups, a 

tuneable PON optical network unit (ONU) or network interface card (NIC) has 

to be fitted in the server. Regarding the NIC, it needs to contain tuneable 

lasers for wavelength detection and selection, along with an array of fixed 

tuned receivers. 

The routing of the inter-group traffic is accomplished either by the OLT, 

which adds unnecessary delay and power consumption, or via the two N × N 

AWGRs, where a direct connection is possible because of the use of ONUs. 

The ONUs allow the servers to use a specific wavelength to communicate with 

a server in a specific group. 

This architecture reduces the power consumption and delay, as it only uses 

passive components for connectivity. However, it increases the deployment 

cost because of the use of an ONU for every server. 



 

43 
 

 

Figure 3.16: PON 3 cell architecture [29] 

3.3.3.5 AWGR and server-based PON cell data centre architecture 
(PON 4) 

  The aim of this architecture is to reduce the number of tuneable lasers 

used, thereby reducing the deployment cost. Here, as shown in Figure 3.17 

[49], the servers in each rack are either divided into groups or placed in one 

group. A group is made of multiple subgroups, and the number of servers 

hosted by a subgroup depends on the splitting ratio of the TDM PON 

connected to it. For example, a group can host 16 servers placed into two 

subgroups of eight servers each.  
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Figure 3.17: PON 4 cell architecture [49] 

This architecture involves two types of communication: intra-group and 

inter-group communication. The intra-group communication can be either 

between the servers in a subgroup (intra-subgroup communication) or 

between the servers in the different subgroups in the group (inter-subgroup 

communication). The subgroups in each group are connected to a special 

server whose task is to maintain the inter-subgroup and inter-group 

communication. These special servers are equipped with tuneable lasers in 

the ONUs, which make it possible for the special servers to use a specific 

wavelength to direct the traffic from a server in its group to a server in another 

group. The rest of the servers do not have tuneable lasers and this significantly 
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reduces the number of tuneable lasers needed in the architecture as the 

number of special servers (gateway servers) is small, with one such server 

per group. 

The intra-subgroup communication is achieved using a fibre Bragg grating 

(FBG), which reflects only the wavelength assigned for the intra-subgroup 

communication. All the subgroups can use the same wavelength for the intra-

subgroup communication because of the fact that this wavelength does not 

pass through the FBG to the other groups. Accordingly, the design of the 

servers’ transceivers will be simplified and unified as the same wavelength is 

used for transmitting and receiving. The servers should get permission from 

the special server (that lies after the FBG) for the intra-subgroup 

communication wavelength. This will help eliminate collision and control the 

channel access contention.  

Each subgroup uses only two wavelengths for the inter-group and the inter-

subgroup communication: one for uplink communication and the other for 

downlink communication. For the inter-subgroup communication, the 

wavelength passes the FBG to the special server that sends it back to the 

same group. As for the inter-group communication, each special server is 

connected to two AWGRs: one for sending to other groups and the other for 

receiving from them. The number of wavelengths needed for the inter-group 

communication is equal to the number of groups in the PON cell. In order for 

special servers to perform effectively, they keep a database which contains 

the server addresses in the groups and the wavelength assigned to each 

group. The special server manages the inter-group communication by 

applying wavelength conversion and connects to other AWGRs or the OLT 

card. In addition, these special servers share information with each other, 
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which is done directly or via the OLT, in order to update their databases. This 

architecture is a scalable design that can be expanded to support hundreds 

of thousands of servers. 

3.3.3.6 Server-based PON cell data centre architecture (PON 5) 

This architecture [37] further reduces the deployment cost by completely 

eliminating the need for tuneable ONUs. It however relies on server forwarding 

and is therefore slower in terms of throughput. It depends on the data centre’s 

servers themselves to implement the routing inside the PON cell. In this 

architecture, the servers in each rack must be divided into groups. The 

number of groups in each rack is equal to the number of racks in the PON cell.  

  Regarding the intra-rack traffic, one of the previously described intra-rack 

connections can be deployed. For the inter-rack traffic, each group in a rack 

is responsible for connecting the rack to one of the other racks, as shown in 

Figure 3.18. Moreover, one of the groups in a rack should only be responsible 

for connecting the rack to the OLT. The OLT is connected to the racks either 

via a star coupler or by using an AWGR. For example, if a server in Rack 1 

wants to communicate with a server in Rack 2, the traffic is routed through a 

server in Group 2 of Rack 1 and is then delivered to a server in Group 2 of 

Rack 2 and then passed to the destined server.  



 

47 
 

 

Figure 3.18: PON 5 cell architecture [37] 
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3.3.4 Significance of the AWGR and server-based PON cell data 
centre architecture (PON 4) 

To sum up, the AWGR-based PON data centre (PON 3) architecture has 

a high  deployment cost because of the use of an ONU that has a tuneable 

laser in every server. It has high throughput though as it avoids routing via 

servers. The server-based PON data centre architecture (PON 5) reduces the 

deployment cost, as it eliminates the use of ONUs and AWGRs. However, it 

increases the delay, as it requires hopping between servers for routing traffic. 

On the other hand, the AWGR and server-based PON data centre architecture 

(PON 4) achieves a trade-off between cost and delay by equipping only the 

special servers with ONUs that have tuneable lasers and assigns the routing 

responsibilities to the special servers which reduces the delay. In this thesis, 

the AWGR and server-based PON data centre architecture is considered for 

further thorough investigation.  

3.4 Summary 

This chapter discussed the use of PONs in access networks starting by 

giving a historical overview and then describing the architecture, topologies, 

technologies, and components. The PON topologies studied included tree, 

bus, and ring and the technologies studied included APON, BPON, EPON, 

10G-EPON, GPON, and NG-PON. The components of PONs reviewed were 

the splitter, coupler, AWG, FBG, and the passive polymer optical backplane. 

This chapter also discussed the deployment of PON in data centre 

architectures. A detailed description of five recently proposed fully passive 

optical architecture options was presented. The intra-rack connectivity in 

these designs could be one of three types, namely reflection star coupler, 
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FBG, and passive polymer optical backplane. The inter-rack connectivity 

proposed in these designs include TDM-based PON cells, TDM-WDM-based 

PON cells, AWGR-based PON cells, server-based PON cells, and AWGR and 

server-based PON cell data centre architectures. The AWGR and server-

based PON data centre architecture is chosen for further thorough 

investigation, as it gives a trade-off between the features of the AWGR-based 

PON and server-based PON data centre architectures.  
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Chapter 4 Wavelength Assignment in PON Data 

Centre Design with AWGR and Server-Based 

Routing 

4.1 Overview  

In this chapter, the wavelength routing and assignment within the AWGRs 

of the cell of the AWGR and server-based PON data centre architecture, 

described in Section 3.3.3.5, are optimised using an MILP model. 

Furthermore, a benchmark study is presented to compare the power 

consumption of the AWGR and server-based PON data centre architecture 

against a traditional server-centric data centre architecture, BCube.  

4.2 Communications in the AWGR and server-based PON data 

centre cell 

When a server in the AWGR and server-based PON data centre cell, 

depicted in Figure 4.1, needs to talk to another server in the same subgroup, 

it transmits the data to the connected FBG. Then, the FBG reflects the data 

back to the subgroup to be received by the destination server. On the contrary, 

if the server needs to talk to another server in another subgroup, it first talks 

to the special server (gateway) to ask for a grant. Accordingly, the special 

server replies to the requesting server to offer the grant and tunes its 

transceiver to the destination wavelength. In order for the special server to 

communicate with the servers, TDMA over WDM or any other orthogonal 

technique can be used to route data to a given destination server. 
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This work is the first to analyse the AWGR and server-based PON data 

centre architecture and, hence, is concerned with the lowest layer, i.e., the 

WDM layer. Accordingly, this work designs and optimises the routing from a 

group to another group. 

 

Figure 4.1: Simplified AWGR and server-based PON data centre architecture 
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4.3 MILP model description for wavelength routing and 

assignment  

This work is the first to analyse the AWGR and server-based PON data 

centre architecture and, hence, is concerned with designing and optimising its 

routing and wavelength assignment. A Mixed Integer Linear Programming 

(MILP) model is developed to optimise the routing and wavelength assignment 

using the AWGRs of the PON cell shown in Figure 4.1 to support inter-group 

connections and connections between the OLT and the groups. The sets, 

parameters, and variables used in this model are as follows: 

Sets: 

𝑁  Set of nodes (AWGRs’ ports, PON groups, and the OLT) 

𝑃  Set of PON groups and OLT, where 𝑃 ⊂ 𝑁 

𝑊 Set of wavelengths 

𝑁𝑚 Set of neighbouring nodes of node 𝑚 ∊  𝑁 that receive from node 𝑚 

𝑁𝐵𝑚 Set of neighbouring nodes of node 𝑚 ∊  𝑁 that transmit to node 𝑚 

Variables: 

µ𝑠𝑑
𝑗

        µ𝑠𝑑
𝑗  = 1 if wavelength 𝑗 is used for the connection (𝑠, 𝑑); otherwise, 

µ𝑠𝑑
𝑗

 = 0, where 𝑗 ∊  𝑊 and 𝑠, 𝑑 ∊  𝑃. 

𝜑𝑠𝑑
𝑗𝑚𝑛

 𝜑𝑠𝑑
𝑗𝑚𝑛  = 1 if wavelength 𝑗 on link (𝑚, 𝑛) is used for a connection 

(𝑠, 𝑑); otherwise, 𝜑𝑠𝑑
𝑗𝑚𝑛

= 0, where 𝑗 ∊  𝑊, 𝑠, 𝑑 𝑃 and 𝑚 ∊

 𝑁 𝑎𝑛𝑑 𝑛 ∊  𝑁𝑚. 

The model is defined as follows: 
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Objective: 

Maximise: 

∑ ∑ ∑  

𝑗∈𝑊𝑑∈𝑃
𝑠≠𝑑

𝑠 ∈𝑃

µ𝑠𝑑
𝑗

 (4.1) 

Equation (4.1) states the model objective, which is to maximise the number 

of connections supported by the AWGRs. This equation works under two 

conditions — if the physical topology has a physical link or possible physical 

route from every source to every destination and if there are enough 

wavelengths—both of which are satisfied in our model. 

Subject to: 

∑ µ𝑠𝑑
𝑗

   ≤    1

𝑗∈𝑊

 

∀ 𝑠, 𝑑 ∈ 𝑃, 𝑠 ≠ 𝑑 

(4.2) 

Constraint (4.2) guarantees that only a single wavelength is used for a 

connection among the PON groups and between PON groups and OLT. 

∑ µ𝑠𝑑
𝑗

   ≤    1
𝑠∈𝑃
𝑠≠𝑑

 

∀ 𝑑 ∈ 𝑃, ∀ 𝑗 ∈ 𝑊 

(4.3) 

Constraint (4.3) ensures that different source nodes use different 

wavelengths to communicate with a destination node. Hence, each 

destination receives a different wavelength from each transmitting source. 

In addition, we introduce: 
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∑ µ𝑠𝑑
𝑗

   ≤    1
𝑑∈𝑃
𝑠≠𝑑

 

∀ 𝑠 ∈ 𝑃, ∀ 𝑗 ∈ 𝑊 

(4.4) 

Constraint (4.4) ensures that each source node uses different wavelengths 

to communicate with different destination nodes. Hence, each source 

transmits to different destinations on a different wavelength. 

∑  𝜑𝑠𝑑
𝑗𝑚𝑛

  
𝑛∈𝑁𝑚
𝑚≠𝑛

−  ∑ 𝜑𝑠𝑑
𝑗𝑛𝑚

𝑛 ∈𝑁𝐵𝑚
𝑚≠𝑛

  =  {

µ𝑠𝑑
𝑗

, 𝑚 = 𝑠

−µ𝑠𝑑
𝑗

, 𝑚 = 𝑑

0       𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

∀ 𝑠, 𝑑 ∈ 𝑃 , ∀ 𝑚 ∈ 𝑁 , ∀ 𝑗 ∈ 𝑊, 𝑠 ≠ 𝑑 

 

(4.5) 

Constraint (4.5) represents the wavelength continuity flow conservation 

constraint following the flow conservation law [95]. It guarantees that the flow 

entering a node at a certain wavelength departs the node at the same 

wavelength for all the nodes apart from the source and the destination. 

∑ ∑ 𝜑𝑠𝑑
𝑗𝑚𝑛

𝑑∈𝑃
𝑠≠𝑑

𝑠 ∈𝑃

    ≤    1     

∀ 𝑚 ∈ 𝑁 , ∀𝑛 ∈ 𝑁𝑚 , ∀ 𝑗 ∈ 𝑊 

(4.6) 

Constraint (4.6) ensures that a wavelength is only used once on a link. 

∑ ∑ ∑ ∑ 𝜑𝑠𝑑
𝑗𝑖𝑛

𝑗∈𝑊𝑛∈𝑁𝑖𝑑 ∈𝑃𝑠 ∈𝑃

 −   ∑ ∑ µ𝑖𝑑
𝑗

𝑗∈𝑊𝑑 ∈𝑃
𝑑≠𝑖

  ≤ 0 

∀ 𝑖 ∈ 𝑃 

(4.7) 

Constraint (4.7) prevents relaying flows by PON groups by ensuring that a 

PON group relays only the traffic generated by itself. The first term gives the 

traffic traversing output links from a PON group, and the second term gives 
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the traffic originating from the PON group. The difference between the two 

terms should always be zero. 

4.4  Wavelength routing and assignment results 

We consider a PON cell composed of 96 servers divided into six groups of 

16 servers. Each group is divided into two subgroups, as shown in Figure 4.2. 

Table 4.1 shows the resulting wavelength assignment for the inter-group 

communication and the communication between PON groups and the OLT, 

which is also shown in Figure 4.2. 

Table 4.1: Optimised wavelength assignment for the proposed architecture obtained 
from the MILP 

       Destination 

Source 
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PON Group 1  λ5 λ3 λ2 λ1 λ4 λ6 

PON Group 2 λ2  λ1 λ4 λ6 λ5 λ3 

PON Group 3 λ5 λ1  λ3 λ2 λ6 λ4 

PON Group 4 λ6 λ4 λ5  λ3 λ2 λ1 

PON Group 5 λ4 λ2 λ6 λ1  λ3 λ5 

PON Group 6 λ1 λ3 λ4 λ6 λ5  λ2 

OLT  λ3 λ6 λ2 λ5 λ4 λ1  
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Figure 4.2: Optimised wavelength assignment for the proposed architecture 

4.5 Power consumption benchmark 

A benchmark study which compares the power consumption of our design 

to a server-centric traditional data centre architecture (BCube) is presented in 

this section. 
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4.5.1 BCube architecture 

The BCube architecture is characterised by the use of servers for routing 

and forwarding decisions along with the switches. As shown in Figure 4.3, this 

recursive architecture’s elementary unit is called BCube0. Accordingly, the 

number of servers, 𝑛, hosted by BCube0 matches the number of ports of the 

single commodity switch connecting them. Furthermore, combining 

𝑛 𝐵𝐶𝑢𝑏𝑒0s is achieved by connecting them via 𝑛 commodity switches which 

forms 𝐵𝐶𝑢𝑏𝑒1, where the switches are only connected to the servers and not 

allowed to connect to another switch. In general, a BCube data centre 

architecture is referred to as 𝐵𝐶𝑢𝑏𝑒𝑘, which is composed of 𝑛 𝐵𝐶𝑢𝑏𝑒𝑘 − 1s, 

(𝑘 + 1)𝑛𝑘 switches, and 𝑛𝑘+1  servers, where 𝑘 is the level number [60].  

 

Figure 4.3: BCube architecture when n = 4, k = 1 [60]. 

The power consumption of the BCube architecture (𝑃𝐵𝐶𝑢𝑏𝑒) is calculated 

assuming that all the servers participate in the routing, (as many routes cannot 
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be spanned by using switches only), as expressed in the following equation 

[96]: 

𝑃𝐵𝐶𝑢𝑏𝑒 =   𝑃𝑇  𝑁𝑠  𝐿 +  𝜌 𝑃𝑆𝑠 𝑁𝑠 +    𝑃𝑊  𝑁𝑤  (4.8) 

where 𝑃𝑇, 𝑃𝑆𝑠, and 𝑃𝑊 represent the server’s transceiver power 

consumption, server’s maximum power consumption, and the switch power 

consumption, respectively. Furthermore, 𝐿 is the number of levels, and 𝜌 is 

the fraction of the server power used for communication which is a 

dynamically changing variable. In addition, 𝑁𝑠 and 𝑁𝑤 are the total number of 

servers and the total number of switches used in the BCube architecture, 

respectively, and are calculated as follows: 

 𝐿 = 𝑘 + 1  (4.9) 

𝑁𝑠 = 𝑛𝐿  (4.10) 

𝑁𝑤 = 𝐿 𝑛𝑘  (4.11) 

4.5.2 The AWGR and server-based PON data centre architecture 

The power consumption of this architecture (𝑃) is calculated using the 

following equation: 

𝑃 =  𝑁𝑐  𝑁𝑟  ( 𝛽 𝑃𝑅𝑟  + 𝑃𝑂 )   +    𝑁𝑃   𝑂𝑀𝑃 +   𝑁𝑐   𝑁𝑟𝑁𝑔   𝑃𝑇  (4.12) 

where 𝑃𝑅𝑟 and 𝑃𝑂 represent the power consumption of special servers and 

the power consumption of a tuneable ONU device. Moreover, 𝑂𝑀𝑃 is the 

power consumption of an OLT port, while 𝑃𝑇 is the server’s transceiver power 

consumption. 𝑁𝑐 represents the number of cells, and 𝑁𝑟 is the number of 
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special servers needed in a cell. Furthermore, 𝑁𝑝 is the number of OLT ports 

needed for connectivity, whereas 𝑁𝑔 is the number of servers per group; 𝛽 is 

used to ensure that the special server power used for communication in the 

AWGR and server-based PON data centre architecture is comparable to the 

server power used for communication in the BCube architecture and is 

calculated as follows: 

  𝛽 =  𝜌 
𝑁𝑔

𝑛 − 1
 (4.13) 

where 𝑛 is the number of servers hosted in BCube0. 𝑁𝑐, 𝑁𝑟 , 𝑎𝑛𝑑 𝑁𝑃 are 

determined as follows: 

  𝑁𝑐  =  
𝑁𝑎

𝑁𝑒
 (4.14) 

where 𝑁𝑎 is the total number of servers used and 𝑁𝑒 is the number of servers 

per cell. 

  𝑁𝑟  =  
𝑁𝑒

𝑁𝑔
 (4.15) 

According to the design, each PON cell is connected to an OLT port. 

Therefore, 

  𝑁𝑝  =  𝑁𝑐 (4.16) 

4.5.3 Benchmark results 

Here, we compare the power needed to provide connectivity for 512, 4096, 

and 32768 servers using the BCube and the AWGR and server-based PON 

data centre architecture. The BCube architectures are based on 𝑛 = 8 and 𝑘 

= 2, 3, and 4. The values used for 𝜌 are 0.05, 0.1, 0.2, and 0.3. The AWGR 

and server-based PON data centre architectures are considered using 
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different PON cell sizes of 64, 96, and 128 servers, where 128 is the maximum 

number of servers supported by an OLT port, to evaluate the impact of cell 

size on power consumption. Each PON cell is composed of a number of 

groups, where each group hosts 16 servers. 

The power consumption of the devices of the AWGR and server-based 

PON data centre architecture used in this benchmark study are shown in 

Table 4.2. Furthermore, the power consumption of the devices of the BCube 

architecture used in this benchmark study are shown in Table 4.3. 

Table 4.2: the AWGR and server-based PON data centre architecture component 
power consumption 

Device Power Consumption 

10-Gb/s tuneable ONU 2.5 W [97] 

Special server’s full power 457 W [98] 

10-Gb/s OLT port 14.3 W [99] 

Server’s transceiver power 3 W [96] 

Table 4.3: : BCube architecture component power consumption 

Device Power Consumption 

Server’s transceiver 3 W [96] 

Cisco 2960-8TC-L 12 W [100] 

Server’s full power 457 W [98] 

Regarding the OLT power consumption [99], the OLT considered in this 

model has 16 XG-PON cards, where each card has 8 ports and the OLT port 

power consumption is calculated on the basis of the maximum power 

consumption of the OLT switching, power cards, and the fan card. 
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As for the ONU power consumption [49], note that the power consumption 

of the ONU used in the PON data centres differs from that of the ONU used 

in access networks (FTTx) because of the differences in the architecture and 

the services provided. Regarding architecture differences, ONUs 

(subscribers) in FTTx access networks can be positioned up to 20 km away 

from the OLT, while in PON data centres, the distance between ONUs and 

the OLT does not exceed 1 km typically, even for a large data centre, and is 

usually under 100m. The distance between ONUs and the OLT has a direct 

effect on the ONU’s transceiver power consumption. As the ONU’s transceiver 

power consumption used in FTTx access networks is 3.5 W, and when a linear 

profile is assumed, the ONU’s transceiver power consumption used in the 

PON data centre is 17.5 mW. 

As for the services provided, FTTx access networks support video, audio, 

and data services, while in PON data centres, only data services are required, 

which eliminates the need for a subscriber line interface (SLIC) and the 

Multimedia Over Coax (MoCA) used for audio and video services, 

respectively. In addition, a passive GbE switch can replace the GbE switch to 

reduce the power consumption. Accordingly, the total power consumption of 

the ONU used in a PON data centre is 2.72 W considering all the ONU 

components needed. Figure 4.4 shows the architecture of the ONU used in 

an FTTx access network, while Figure 4.5 shows the architecture of the ONU 

used in a PON data centre. Furthermore, Table 4.4 presents the power 

consumption of the main components of an ONU used in an FTTx access 

network.    
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Table 4.4: 10-G ONU components’ power consumption [49] 

Component  Power Consumption 

Transceiver  3.5 W 

DDR 0.7 W 

System-on-chip (SoC) 2 W 

 

Figure 4.4: ONU architecture in FTTx access network [49, 101] 

 

Figure 4.5: ONU architecture in PON data centre [49] 

Figure 4.6 shows the power savings of the AWGR and server-based PON 

data centre architecture over those of the BCube data centre considering the 
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different cell sizes of 64, 96, and 128 servers for 𝜌 = 0.05 case to study the 

impact of cell size at a given value of 𝜌. This figure reveals several points.  

Firstly, it shows that as the number of servers increases, the AWGR and 

server-based PON data centre architecture power savings compared to 

BCube’s increase. This is attributed to the linear increase in the AWGR and 

server-based PON data centre architecture’s power with an increase in the 

number of servers, while BCube’s power consumption increases 

exponentially. This is due to the fact that the BCube architecture depends on 

servers for routing in addition to the commodity switches. This results in the 

servers having multiple transceivers to handle connectivity with all the levels. 

Therefore, as the number of levels increases in the BCube topology, the 

power consumption increases, because more transceivers are needed to 

establish connections to switches at every level. Hence, the power savings of 

our proposed design as compared to those of BCube increase with an 

increase in the number of BCube’s levels.  

  Secondly, the AWGR and server-based PON data centre cell size impact 

on the power consumption savings is limited as compared to the BCube data 

centre. This is because the main contributor to the power consumption of the 

AWGR and server-based PON data centre architecture compared to BCube 

architecture is the special servers. The number of special servers is a function 

of the number of groups (a group is composed of 16 servers for the different 

cell sizes). The only impact of the cell size is on the OLT port power 

consumption, which is considerably lower than the special server’s power 

consumption. Accordingly, for 𝜌 =  0.05, the AWGR and server-based PON 
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data centre architecture succeeds in minimising the power consumption by 

80% compared to a BCube topology of 512 servers, by 82% as compared to 

a BCube topology of 4096 servers, and by 83% as compared to a BCube 

architecture of 32768 servers. 

 

Figure 4.6: Power consumption benchmarking study comparing the AWGR and 
server-based PON data centre architecture to BCube architecture using 𝝆 = 𝟎. 𝟎𝟓 

Note that the larger the number of servers in a PON cell is, the smaller is 

the resource share that they can have. Moreover, as the cell size effect on the 

power consumption savings as compared to the BCube architecture’s is 

limited, we considered the cell size of 96 servers. Figure 4.7 presents a 

comparison of the power savings of the AWGR and server-based PON data 

centre architecture and the BCube data centre considering different values for 

𝜌, which represent the fraction of the server power used for communication in 

the BCube architecture and affect the special server power used for 

communication in the AWGR and server-based PON data centre architecture, 

as shown in equation (4.16). In this figure, the results show that the different 

values of 𝜌 have a limited effect on the power savings of the AWGR and 
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server-based PON data centre architecture as compared to those of the 

BCube data centre. The reason behind this is that 𝜌 effects only the power 

consumption of the special servers in the AWGR and server-based PON data 

centre architecture, while it has effect on the power consumption of all the 

servers in BCube data centre. 

 

Figure 4.7: Power consumption benchmarking study comparing the AWGR and 
server-based PON data centre architecture to BCube architecture using different 

values of 𝝆 

4.6 Summary  

In this chapter, the development of an MILP model to optimise the 

wavelength routing and assignment using the AWGRs of the cell of the AWGR 

and server-based PON data centre architecture was discussed. In addition, a 

benchmark study was conducted to compare the power consumption of the 

AWGR and server-based PON data centre architecture versus a traditional 

server-centric data centre architecture, BCube. The results revealed that the 

proposed architecture reduced the power consumption by 80% as compared 

70%

75%

80%

85%

90%

95%

512 4096 32768

P
o
w

e
r 

c
o
n
s
u
m

p
ti
o
n
 s

a
v
in

g
 %

Total number of servers

ρ = 0.1 ρ = 0.2 ρ = 0.3



 

66 
 

to a BCube topology of 512 servers, by 82% as compared to a BCube topology 

of 4096 servers, and by 83% as compared to a BCube architecture of 32768 

servers using 𝜌 = 0.05. Moreover, the use of different values of 𝜌 resulted in 

a slight difference in the power savings of the AWGR and server-based PON 

data centre architecture as compared to those of the BCube data centre. 
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Chapter 5 Optimal Virtual Machine Placement in PON AWGR 

and Server-Based Data Centres 

5.1 Overview  

As discussed in Chapter 2, virtualisation techniques are used to offer better 

control and improved resource utilisation. In this chapter, we further 

investigate the AWGR and server-based PON data centre architecture by 

developing an MILP model along with a heuristic to minimise the power 

consumption of the AWGR and server-based PON data centre architecture by 

optimising the embedding of the virtual machine requests in the servers of the 

AWGR and server-based PON data centre architecture. 

5.2 Power optimisation of virtual machine embedding in PON 

data centre 

An MILP model is developed to minimise the power consumption of the 

AWGR and server-based PON data centre cell by optimising the embedding 

of virtual machine requests in servers. The sets, parameters, and variables 

used in this model are as follows: 

Sets: 

𝑁 Set of all nodes (servers and special servers) 

𝑆 Set of servers, where 𝑆 ⊂ 𝑁 

𝑆𝑆  Set of special servers, where 𝑆𝑆 ⊂ 𝑁 

𝑁𝐵𝑚 Set of neighbouring nodes of node 𝑚 in the topology, where 𝑚 ∊

 𝑁 

Parameters: 
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𝑇𝐷𝑣𝑤   Traffic demand between VMs 𝑣 and 𝑤, where 𝑣 , 𝑤 ∊ 𝑉 

𝐿 Capacity of a physical link 

𝑀        Sufficiently large number 

𝑃𝑆𝐼  Idle power consumption of a server 

𝑃𝑆𝑀  Maximum power consumption of a server 

𝑃𝑇 Transceiver power consumption 

𝑂𝑃  Maximum ONU power consumption 

𝐶𝑉𝑣   Processing capacity requirement of request 𝑣, where 𝑣 ∊ 𝑉 

𝐶𝑆𝑠   Maximum processing capacity of server 𝑠, where 𝑠 ∊ 𝑆 

𝑀𝑉𝑣  Memory requirement of request 𝑣, where 𝑣 ∊ 𝑉 

𝑀𝑆𝑠  Memory capacity of server 𝑠, where 𝑠 ∊ 𝑆 

𝑂𝑅  Maximum ONU data rate 

𝐷𝑅 Maximum data rate that server 𝑠 ∊ 𝑆 can support 

𝛾𝑓  Fraction of a special server processing capacity used for 

forwarding one request 

𝑆𝑁        Maximum number of servers for embedding a VM request 

𝐾  Traffic bifurcation degree 

Variables: 

𝑇𝑠𝑑        Traffic demand of server pair (𝑠, 𝑑), aggregated from all VMs 

placed in these servers, where 𝑠, 𝑑 ∊ 𝑆 

𝑋𝑚𝑛
𝑠𝑑              Traffic demand of server pair (𝑠,𝑑) passing through link (𝑚,𝑛) in 

the topology, where 𝑠, 𝑑 ∊ 𝑆, 𝑚 ∊ 𝑁 and 𝑛 ∊ 𝑁𝐵𝑚 

 𝜂 𝑚𝑛
𝑠𝑑    Binary equivalent of  𝑋𝑚𝑛

𝑠𝑑 ,  𝜂 𝑚𝑛
𝑠𝑑   = 1 if there is a traffic demand 

between node pair (𝑠,𝑑) passing through link (𝑚,𝑛); otherwise, 

 𝜂 𝑚𝑛
𝑠𝑑  = 0, where 𝑠, 𝑑 ∊ 𝑆, 𝑚 ∊ 𝑁, and 𝑛 ∊ 𝑁𝐵𝑚 
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𝑇𝑅𝑟    Total traffic forwarded (relayed) by special server 𝑟, where 𝑟 ∊

 𝑆𝑆 

𝑇𝑆𝑠 Total traffic transmitted by server 𝑠, where 𝑠 ∊  𝑆  

𝑁𝑅𝑓𝑟   Number of requests forwarded by special server 𝑟 , where 𝑟 ∊ 𝑆𝑆 

𝛼𝑠   𝛼𝑠 = 1 if server 𝑠 is activated; otherwise, 𝛼𝑠 = 0, where 𝑠 ∊  𝑆 

𝛼𝑅𝑟   𝛼𝑅𝑟 = 1 if special server 𝑟 is activated; otherwise, 𝛼𝑅𝑟 = 0, where 

𝑟 ∊  𝑆𝑆 

𝜔𝑠
𝑣    𝜔𝑠

𝑣  = 1 if request 𝑣 is served by server 𝑠; otherwise, 𝜔𝑠
𝑣  = 0, 

where 𝑣 ∊ 𝑉 and 𝑠 ∊  𝑆 

𝜀𝑠𝑑
𝑣𝑤  𝜀𝑠𝑑

𝑣𝑤 is the ANDing of 𝜔𝑠
𝑣 and 𝜔𝑑

𝑤, 𝜀𝑠𝑑
𝑣𝑤 = 1 if VMs 𝑣 and 𝑤 are 

embedded in different servers (𝑠 and 𝑑) ; otherwise, 𝜀𝑠𝑑
𝑣𝑤 = 0, 

where 𝑣, 𝑤 ∊  𝑉 and  𝑠, 𝑑 ∊  𝑆 

𝑉𝑁𝑠    Number of VMs placed in server 𝑠, where 𝑠 ∊  𝑆 

𝑃𝑆𝑠 Total power consumed by a server 𝑠 ∊  𝑆 

𝑃𝐹𝑟 Power consumed by the CPU of a special server 𝑟 ∊ 𝑆𝑆 for 

request forwarding 

𝑂𝑃𝑟 Power consumption of an ONU attached to special server 𝑟 ∊ 𝑆𝑆 

𝑃𝑅𝑟
 Power consumed by the special server 𝑟 ∊ 𝑆𝑆 

The total power consumption is composed of the power consumed by the 

servers hosting VMs and the power consumed by the special servers that 

route the traffic and the ONUs attached to the special servers. The power 

consumed by the server (𝑃𝑆𝑠) is composed of (i) the server’s idle power; (ii) 

the proportional power, which is a function of the CPU utilisation due to 

embedding VMs; and (iii) the power consumed by the server’s transceiver for 

communication. It is calculated as follows: 
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𝑃𝑆𝑠 = 𝛼𝑠 𝑃𝑆𝐼 + (𝑃𝑆𝑀 − 𝑃𝑆𝐼) ∑ 𝜔𝑠
𝑣   

𝑣∈𝑉

𝐶𝑉𝑣

𝐶𝑆𝑠
 +    𝛼𝑠  𝑃𝑇   (5.1) 

The power consumed by the special server (𝑃𝑅𝑟) consists of the special 

server’s idle power; the proportional power, which is a function of the CPU 

utilisation resulting from forwarding requests; and the power consumed by the 

ONU for communication. The power consumed by the CPU of a special server 

(𝑃𝐹𝑟) for request forwarding is calculated as follows: 

𝑃𝐹𝑟 =  𝑁𝑅𝑓𝑟   𝛾𝑓   (𝑃𝑆𝑀 − 𝑃𝑆𝐼)   (5.2) 

The power consumed by an ONU (𝑂𝑃𝑟) for communication is assumed to 

follow a linear profile and is expressed as follows: 

 𝑂𝑃𝑟 =   
𝑂𝑃

𝑂𝑅
    𝑇𝑅𝑟  

(5.3) 

𝑃𝑅𝑟 is determined as follows: 

𝑃𝑅𝑟 =   𝛼𝑅𝑟 𝑃𝑆𝐼 + 𝑃𝐹𝑟 +  𝑂𝑃𝑟 (5.4) 

On the basis of the types of communication mentioned in Section 3.3.3.5 

and the VM placement, there will be three levels of traffic:  

1. Traffic between VMs: This is the requested traffic demand between VMs 

and is expressed as 𝑇𝐷𝑣𝑤. 

2. Traffic between servers 𝑇𝑠𝑑: This results from aggregating the traffic 

between the VMs hosted in these servers. 

3. Traffic between servers on different subgroups that needs to be forwarded 

by special servers 𝑇𝑅𝑟. 
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The model is defined as follows: 

Objective: 

Minimise: 

∑ 𝑃𝑆𝑠 

𝑠∈𝑆

 +   ∑ 𝑃𝑅𝑟 

𝑟∈𝑆𝑆

 
(5.5) 

where equation (5.5) states the model objective, which is to minimise the total 

power consumed by the servers and the special servers. This is achieved by 

optimising the servers selected to host VMs. 

Subject to: 

1) VM constraints: 

∑  𝑀𝑉𝑣    

𝑣∈𝑉

𝜔𝑠
𝑣   ≤   𝑀𝑆𝑠  

∀ 𝑠 ∈ 𝑆 

(5.6) 

Constraint (5.6) ensures that the memory requirements of the demands 

hosted by a server do not exceed the server’s memory capacity. 

∑  𝐶𝑉𝑣    

𝑣∈𝑉

𝜔𝑠
𝑣   ≤   𝐶𝑆𝑠  

∀ 𝑠 ∈ 𝑆 

(5.7) 

Constraint (5.7) ensures that the CPU requirements of the demands 

hosted by a server do not exceed the server’s CPU capacity. 

𝑉𝑁𝑠  = ∑  

𝑣∈𝑉

𝜔𝑠
𝑣  

∀ 𝑠 ∈ 𝑆 

(5.8) 

Constraint (5.8) determines the number of VMs embedded in a server. 
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∑  

𝑠∈𝑆

𝜔𝑠
𝑣  =   𝑆𝑁   

∀ 𝑣 ∈ 𝑉 

(5.9) 

Constraint (5.9) controls the number of servers that can be used to host a VM. 

In this work, we set 𝑆𝑁 = 1. 

2) Traffic constraints: 

𝑇𝑠𝑑 = ∑ ∑ 𝑇𝐷𝑣𝑤   𝜀𝑠𝑑
𝑣𝑤

𝑤∈𝑉
𝑤≠𝑣

𝑣∈𝑉

 

∀ 𝑠, 𝑑 ∈ 𝑆:  𝑠 ≠ 𝑑 

(5.10) 

Constraint (5.10) gives the traffic between a pair of servers where 𝜀𝑠𝑑
𝑣𝑤 is 

expressed as follows: 

𝜀𝑠𝑑
𝑣𝑤 = 𝜔𝑠

𝑣  𝜔𝑑
𝑤 

∀ 𝑣, 𝑤 ∈ 𝑉: 𝑤 ≠ 𝑣, ∀ 𝑠, 𝑑 ∈ 𝑆: 𝑠 ≠ 𝑑 

(5.11) 

Equation (5.11) contains the multiplication of two binary variables, which 

makes the model nonlinear. In order to maintain the linearity of the model, it 

is replaced by the following three constraints (5.12) – (5.14). 

 

 

𝜀𝑠𝑑
𝑣𝑤 ≤ 𝜔𝑠

𝑣 

∀ 𝑣, 𝑤 ∈ 𝑉: 𝑤 ≠ 𝑣, ∀ 𝑠, 𝑑 ∈ 𝑆: 𝑠 ≠ 𝑑 

(5.12) 

𝜀𝑠𝑑
𝑣𝑤 ≤ 𝜔𝑑

𝑤 

∀ 𝑣, 𝑤 ∈ 𝑉: 𝑤 ≠ 𝑣, ∀ 𝑠, 𝑑 ∈ 𝑆: 𝑠 ≠ 𝑑 

(5.13) 

𝜀𝑠𝑑
𝑣𝑤 ≥ 𝜔𝑠

𝑣 + 𝜔𝑑
𝑤  − 1 (5.14) 
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∀ 𝑣, 𝑤 ∈ 𝑉: 𝑤 ≠ 𝑣, ∀ 𝑠, 𝑑 ∈ 𝑆: 𝑠 ≠ 𝑑 

 

∑ 𝑋𝑚𝑛
𝑠𝑑

𝑛∈𝑁𝐵𝑚
𝑛≠𝑚

 − ∑ 𝑋𝑛𝑚
𝑠𝑑

𝑛∈𝑁𝐵𝑚
𝑛≠𝑚

 =  {
𝑇𝑠𝑑               𝑖𝑓 𝑚 = 𝑠
−𝑇𝑠𝑑           𝑖𝑓 𝑚 = 𝑑

0                   𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 

   

∀ 𝑠, 𝑑 ∈ 𝑆 ∶ 𝑠 ≠ 𝑑, ∀ 𝑚 ∈ 𝑁 

(5.15) 

Constraint (5.15) represents the flow conservation constraint for the traffic 

flows in the network following the flow conservation law [95]. 

𝑋𝑚𝑛
𝑠𝑑   ≥  𝜂 𝑚𝑛

𝑠𝑑  

∀ 𝑠, 𝑑 ∈ 𝑆: 𝑠 ≠ 𝑑, ∀ 𝑚 ∈ 𝑁, ∀ 𝑛 ∈ 𝑁𝐵𝑚: 𝑚 ≠ 𝑛 

(5.16) 

𝑋𝑚𝑛
𝑠𝑑  ≤  𝜂 𝑚𝑛

𝑠𝑑      𝑀 

∀ 𝑠, 𝑑 ∈ 𝑆: 𝑠 ≠ 𝑑, ∀ 𝑚 ∈ 𝑁, ∀ 𝑛 ∈ 𝑁𝐵𝑚: 𝑚 ≠ 𝑛 

(5.17) 

Constraints (5.16) and (5.17) relate 𝑋𝑚𝑛
𝑠𝑑  to its binary equivalent  𝜂 𝑚𝑛

𝑠𝑑 , where 

𝑀 is set to 1000. 

∑  𝜂 𝑚𝑛
𝑠𝑑  ≤ 𝐾

𝑛∈𝑁𝐵𝑚
𝑚≠𝑛

 

∀ 𝑠, 𝑑 ∈ 𝑆: 𝑠 ≠ 𝑑, ∀ 𝑚 ∈ 𝑁 

(5.18) 

Constraint (5.18) specifies the number of routes a traffic demand can be 

bifurcated through. In this work, we have set 𝐾 = 1, so a single path is used; 

i.e., traffic bifurcation is not allowed; however, the model is general. 

𝑇𝑆𝑠 = ∑ 𝑇𝑠𝑑

𝑑∈𝑆
𝑠≠𝑑

 

∀ 𝑠 ∈ 𝑆   

(5.19) 

Constraint (6.19) computes the total traffic transmitted by a server. 

𝑇𝑆𝑠 ≤ 𝐷𝑅 

∀ 𝑠 ∈ 𝑆   

(5.20) 
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Constraint (5.20) ensures that the total traffic of a server is within its data 

rate. 

𝑇𝑅𝑟 =  ∑ ∑ ∑ 𝑋𝑛 𝑟
𝑠𝑑

    𝑛∈𝑁𝐵𝑟    𝑑∈𝑆
𝑠≠𝑑

𝑠∈𝑆

 

∀ 𝑟 ∈ 𝑆𝑆 

(5.21) 

Constraint (5.21) calculates the total traffic forwarded by a special server. 

𝑁𝑅𝑓𝑟   𝛾𝑓   ≤   1 

∀ 𝑟 ∈ 𝑆𝑆 
(5.22) 

Constraint (5.22) guarantees that the special server’s processing used for 

request forwarding does not exceed the special server’s capacity. 

𝑁𝑅𝑓𝑟 =  ∑ ∑ ∑  𝜂 𝑛 𝑟
𝑠𝑑

    𝑛∈𝑁𝐵𝑟    𝑑∈𝑆
𝑠≠𝑑

𝑠∈𝑆

 

∀ 𝑟 ∈ 𝑆𝑆 

(5.23) 

Constraint (5.23) computes the number of requests forwarded by a special 

server. 

∑ ∑ 𝑋𝑚𝑛
𝑠𝑑

    𝑑∈𝑆
𝑠≠𝑑

𝑠∈𝑆

  ≤   𝐿 

∀ 𝑚 ∈ 𝑁 , ∀ 𝑛 ∈  𝑁𝐵𝑚 

(5.24) 

Constraint (5.24) ensures that the total traffic passing through a link does 

not exceed the capacity of the link. 

𝑇𝑅𝑟  ≤  𝑂𝑅   

∀ 𝑟 ∈ 𝑆𝑆 

(5.25) 

Constraint (5.25) ensures that the traffic forwarded by a special server does 

not exceed its ONU data rate. 
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3) Server constraints: 

𝛼𝑠  ≤  𝑉𝑁𝑠   

∀ 𝑠 ∈ 𝑆 

 

(5.26) 

𝑀 𝛼𝑠  ≥  𝑉𝑁𝑠   

∀ 𝑠 ∈ 𝑆 
(5.27) 

Constraints (5.26) and (5.27) are used to relate the binary variable 𝛼𝑠 to the 

non-binary variable 𝑉𝑁𝑠. 

4) Special server constraints: 

𝛼𝑅𝑟  ≤  𝑁𝑅𝑓𝑟    

∀ 𝑟 ∈ 𝑆𝑆 

 

(5.28) 

𝑀 𝛼𝑅𝑟  ≥  𝑁𝑅𝑓𝑟   

∀ 𝑟 ∈ 𝑆𝑆 
(5.29) 

Constraints (5.28) and (5.29) are used to relate the binary variable 𝛼𝑅𝑟 to 

the non-binary variable 𝑁𝑅𝑓𝑟. 

5.3 Results and discussions 

In this subsection, the network settings, parameter values, and the results 

of the MILP model are presented and discussed in detail. The network 

considered for this model is composed of 16 servers, where the intra-group 

and the inter-group communication between these servers are covered by this 

reduced architecture. Here, we focus on the traffic within the cell, East–West 

traffic, which is typically 76% of the total traffic [102]. The extension to the 

North–South traffic is a straightforward extension. The server’s data rate is 

1Gbps, while the special servers provide a data rate of up to 10Gbps. A 

number of VM requests (5, 10, 15 and 20) are considered, and each VM can 

communicate with 1–3 other VMs. The processing, memory, and traffic 
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demands for VMs are randomly and uniformly distributed. Table 5.1 shows 

the input parameters used in this model. Two scenarios are studied; (i) the 

first investigates the effect of the number of servers in a subgroup on the 

power consumption of the AWGR and server-based PON data centre 

architecture; (ii) the second compares the AWGR and server-based PON data 

centre architecture optimised model to a non-power-optimised model (whose 

goal is to serve all the demands) for embedding VMs. 

 

Table 5.1: Input data for the model 

Parameter Value 

Traffic demand between VMs (𝑇𝐷𝑣𝑚) 

200–500 Mb/s, 

random and 

uniformly distributed 

Capacity of physical link (𝐿) 10 Gbps 

Idle power consumption of a server or special server (𝑃𝐼) 301.6 W [98] 

Maximum power consumption of a server or a special server (𝑃𝑀) 457 W [96] 

Processing capacity requested by a client in CPU cycles (𝐶𝑉𝑣) 

500–3000 MHz, 

random and 

uniformly distributed 

Maximum processing capacity of server (𝐶𝑆𝑠) 3.9 GHz [103] 

Portion of a server or special server's processing capacity used for 

forwarding one request ( 𝛾𝑓) 
5% 

Total ONU power consumption 2.5 W [97] 

ONU data rate 10 Gbps 

VM request requirements of RAM 

500–3000 MB, 

random and 

uniformly distributed 

Memory capacity (RAM) of server 50 GB [103] 

Server’s data rate 1 Gbps 
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5.3.1 Effect of number of servers per subgroup on power 

consumption 

First, we will examine the effect of the number of servers per subgroup on 

the total power consumption, the number of activated special servers, the 

special servers’ utilisation, and the ONU’s utilisation. We consider placing the 

16 servers of the studied architecture into 2, 4, and 8 subgroups, as depicted 

in Figures 5.1–5.3. 

 

Figure 5.1: The AWGR and server-based PON data centre architecture with two 

servers in each subgroup 
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Figure 5.2: The AWGR and server-based PON data centre architecture with four 

servers in each subgroup 

The power consumption associated with hosting VMs in the AWGR and 

server-based PON data centre architecture is presented in Figure 5.4. As 

shown in this figure, the power consumption of placing VMs is inversely 

proportional to the number of servers in each subgroup. The idea behind this 

is that whenever VMs having traffic between them are placed in one subgroup, 

there will be no need for activating the special servers connected to the 

subgroup. This is more likely to happen when the number of servers in a 

subgroup is large. Moreover, even if some VMs are distributed over more than 

one subgroup, the model tries to allocate the VMs with a high traffic in the 
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same subgroup as far as possible. Accordingly, a small amount of traffic 

traverses the special servers connecting these VMs. 

 

Figure 5.3: The AWGR and server-based PON data centre architecture with eight 

servers in each subgroup 

This is important because the amount of power consumed by special 

servers is affected by the amount of traffic traversing them. In other words, 

with a small number of servers in a subgroup, the communicating VMs will 

need to be distributed over more than one subgroup, which activates the 

special servers and consumes more power. Note that the increase in the 

number of servers in a subgroup is limited by the splitting ratio of the TDM 
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PON connected to it. Moreover, the oversubscription rate and the server’s 

share of resources are affected by the number of servers in the subgroups. 

 

Figure 5.4: VM power consumption considering different number of servers per 
subgroup; with 16 servers in total per PON cell 

To get a detailed view of the impact of changing the number of servers in 

each subgroup on each term of the objective function and, hence, the total 

power consumption, their values are presented in Figures 5.5–5.8. It is clear 

from Figure 5.5 that the number of activated servers for the VM placement is 

affected by the number of VMs allocated irrespective of the number of servers 

in each subgroup. On the contrary, the number of activated ‘special servers’ 

(Figure 5.6) is inversely proportional to the number of servers in each 

subgroup and directly proportional to the number of VMs placed.  

The special server’s CPU utilisation is affected by the number of requests 

traversing through it irrespective of their traffic (Figure 5.7). Reducing the 

number of servers in each subgroup increases the likelihood of having more 

requests that need to pass through the special servers. Having a small 

number of servers per subgroup along with a large number of VMs increases 

the special server’s CPU utilisation, as shown in Figure 5.7.  
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Figure 5.5: Number of activated servers (𝜶𝒔) based on the number of servers in each 
subgroup, with 16 servers in total per PON cell 

 

Figure 5.6: Number of activated special Servers (𝜶𝑹𝒓) based on the number of 
servers in each subgroup 

 

Figure 5.7: Special servers CPU utilisation (𝑵𝑹𝑭𝒓   𝜸𝒇) based on the number of servers 

in each subgroup, with 16 servers in total per PON cell 
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Figure 5.8: ONU utilisation (𝑻𝑹𝒓/𝑶𝑹 ) based on the number of servers in each 
subgroup, with 16 servers in total per PON cell 

Regarding Figure 5.8, note that in general, increasing the number of VMs 

means that more communication may be needed between the VMs in the 

different subgroups passing through the special server (gateway). Moreover, 

with few servers per subgroup, the use of the special sever increases. More 

importantly, minimising the total relaying power consumption is about 

minimising the sum of the special server’s power consumption and the ONU’s 

power consumption, as shown by equation 5.4. 

Regarding the power consumption of the special server, it is dictated by 

the number of requests relayed through the relay server, as expressed by 

equation (5.2), where the number of relayed requests (jobs) determines the 

CPU power consumption. As for the ONU power consumption, it is dictated 

by the data rate, as shown in equation (5.3). 

As the power consumption of the special server dominates that of the ONU, 

the optimisation minimises the number of requests (most of the time) and not 

the data rate of the requests relayed. As such, at 5 VMs in Figure 5.8, the data 
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rate of the requests may be high, and hence, the ONU may consume more 

power than the 10-VM case shown in Figure 5.8. In all the cases, the sum of 

the power consumption is minimised, but this may sometimes involve a higher 

ONU power consumption. 

5.3.2  Optimised and non-optimised VM embedding  

Here, the number of servers in each subgroup is set to 4. The power 

consumption resulting from the optimised VMs embedding is compared to that 

resulting from non-optimised VM embedding. The non-optimised VM 

embedding model tries to fulfil all the requests using the following cost function 

whose objective is to maximise the number of VM requests served: 

∑ ∑ 𝜔𝑠
𝑣

𝑠∈𝑆𝑣∈𝑉

 (5.30) 

Figure 5.9 shows that the optimised VM embedding reduces the power 

consumption by 34%, 21%, 34%, and 18% compared to the non-optimised 

VM embedding of 5, 10, 15, and 20 VMs, respectively. It is worthy to mention 

that the non-optimised VM embedding maximises the number of VM requests 

served regardless of the hosting servers’ number or location in the network. 

This behaviour explains the unstable variation in their power consumption 

while increasing the number of VMs.  

The main reasons for the power savings are the minimised number of 

servers and the use of the special server for hosting VMs and providing 

communication, as shown in Figures 5.10 and 5.11. Furthermore, minimising 

the number of requests traversing the special servers reduces their CPU 

utilisation, as shown in Figure 5.12. Moreover, minimising the traffic passing 
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through the special servers reduces their operational power and ONU power 

consumption, as depicted in Figure 5.13. This is done by allocating VMs that 

communicate with each other considering the following priority order: same 

server, subgroup, or group as much as possible.  

 

Figure 5.9: VM power consumption for optimised embedding and non-optimised 
embedding, with 16 servers in total per PON cell 

 

 

Figure 5.10: Number of activated servers (𝜶𝒔) for optimised embedding and non-
optimised embedding, with 16 servers in total per PON cell 
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Figure 5.11: Number of activated special servers (𝜶𝑹𝒓) for optimised embedding and 
non-optimised VM embedding, with 16 servers in total per PON cell 

 

 

Figure 5.12: Special servers’ CPU utilisation (𝑵𝑹𝑭𝒓   𝜸𝒇) for optimised embedding and 

non-optimised embedding, with 16 servers in total per PON cell 

 

 

Figure 5.13: ONU utilisation (𝑻𝑹𝒓/𝑶𝑹) for optimised embedding and non-optimised 
embedding, with 16 servers in total per PON cell 
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5.4 VM placement heuristic 

A heuristic is developed to verify and validate the VM placement MILP 

model. Using the heuristic, results for larger problems (networks having a 

large number of servers and a large number of VMs) can be obtained. The 

flowchart presented in Figure 5.14 shows the steps that have been adopted 

in this heuristic. 

The inputs to the heuristic are the data centre network topology; the 

servers processing (𝐶𝑆𝑠), memory (𝑀𝑆𝑠), and link capacity (𝐿); and the special 

servers processing (𝐶𝑅𝑟)  and memory (𝑀𝑅𝑟) capacities. Furthermore, the 

VM requirements of processing capacity 𝐶𝑉𝑣 , memory capacity 𝑀𝑉𝑣, and 

traffic  𝑇𝐷𝑣𝑤 are provided to the heuristic. 

The processing of these input data begins with creating groups by placing 

all the VMs that receive traffic from a certain VM in a group; i.e., the number 

of groups is equal to the number of VMs sending traffic and each VM receiving 

traffic can exist in multiple groups depending on the number of VMs that it 

receives traffic from. This grouping process is essential to attempt hosting VM 

with inter-VM traffic in the same server if possible, if not, then the VMs should 

be hosted in the same subgroup, or finally in the same group if the former two 

options are not possible. This reduces the power consumed by the servers 

and the special servers. The groups are sorted in descending order according 

to the total traffic aggregated from each VM group to other VMs.  

The heuristic then arranges the VMs in the group according to their CPU 

demand size and arranges the servers in the subgroup or the group according 

to the remaining available space. It then picks the largest VM and tries to fit it 

in the smallest remaining available space that can accommodate it. The 
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heuristic does this by checking whether the VM’s group requirements of 

memory, CPU, and uplink data rate can fit in any of the servers with available 

CPU and memory capacity. If a server that can host the VM group is found, 

the server’s capacity is updated and the VMs of the group are removed from 

the other VM groups. Then, the servers are ordered in an ascending order on 

the basis of their remaining capacity.  

If the VM group requirements of memory, CPU, and uplink do not fit into a 

server, the heuristic checks whether the VM group requirements can fit into 

one subgroup of servers. If a subgroup with sufficient capacity is found, then 

the VM group is placed in it and the subgroup servers’ capacity is updated and 

the VMs are removed from the other VM groups.  

If the VM group requirements of memory, CPU, and uplink do not fit into a 

server subgroup, the heuristic checks whether the VM group requirements 

can fit into a group of servers. If a group of servers with sufficient capacity is 

found, then the VM group is placed into it and the group servers’ capacity is 

updated and the VMs are removed from the other VM groups.  

If the VM group does not fit into any group of servers, the heuristic moves 

to place the next VM group. After attempting to place all the VM groups, the 

heuristic places any remaining VMs individually, i.e. not as groups. This is 

done by ordering the remaining VMs according to their CPU demand size and 

then trying to fit the largest first into the smallest remaining space in a server. 

Finally, the total power consumption of placing VMs is calculated. 
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Figure 5.14: Flowchart of the heuristic for VM placement in the AWGR and server-
based PON data centre architecture 

Figures 5.15 shows the results obtained from the heuristic for different 

numbers of VMs (10, 20, 40, 60, 80, and 100). The heuristic results are 

compared to the MILP results in terms of the power consumption for 5, 10, 15, 

and 20 VMs for verification. As the heuristic results provide acceptable 

agreement with the MILP results (the gap in performance is limited to 20% 

maximum). Note that the difference between the heuristic and MILP results is 

due to the sequential nature of the heuristic which takes sequential decisions 

that cannot be reversed, while the MILP carries out a global optimisation and 

hence provides the optimum results. The heuristic is used to study the power 

consumption of the AWGR and server-based PON data centre architecture, 

as the network size and VM number expand. The expanded network is 

composed of 32 servers placed into four groups each of eight servers, while 

the numbers of VMs used are 40, 60, 80, and 100. 
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Figure 5.15: Power consumption of placing VMs using the heuristic 

5.5 Summary 

This chapter investigated the placement of VMs in the AWGR and server-

based PON data centre architecture. We optimised the power consumption of 

virtual machines allocation by using an MILP model and presented a range of 

results. The results showed that the power consumption was affected by the 

number of servers in each subgroup because of the change in the number of 

activated special servers. Our study showed that the proposed model reduced 

the power consumption by 34%, 21%, 34%, and 18% compared to the non-

optimised embedding model of 5, 10, 15, and 20 VMs, respectively. In 

addition, a heuristic was developed to place the VM requests in the AWGR 

and server-based PON data centre architecture taking into account the power 

consumption for the expanded network size, VM number and VM 

requirements. 
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Chapter 6 Resilient AWGR and server-based PON 

data centre architecture 

6.1 Overview   

In this chapter, we investigate the resilience of the AWGR and server-based 

PON data centre architecture against different link failures scenarios and 

propose modified designs for improved resilience. A MILP model is developed 

to optimise traffic routing under different failure scenarios. The performance is 

evaluated in terms of delay and power consumption.  

6.2 Resilience approach 

Resilience in general represents the ability of a system to function during and 

after a disruption. Many disciplines such as ecology, health, and engineering 

use the concept of resilience yet in different contexts to evaluate and enhance 

their systems under disruption [104, 105].   

For engineering, namely communication networks, resilience stands for 

the ability to deliver a service of sufficient quality under failure circumstances 

[106]. The main sources of failures in communication networks are link cuts, 

wear out, overload, malicious attacks and environmental disasters [107, 108]. 

To achieve enhanced network resilience, different techniques are used [30, 

107, 109]. One of these techniques is prevention where measures are 

introduced to stop failures from happening by placing the network components 

in secured locations and also by providing backup power supplies. Traffic 

restoration techniques can be used to improve network resilience by rerouting 

demands and reducing the effect of a failure. These techniques are used to 

maximise the proportion of traffic carried under single or multiple failures. 
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In addition, an important performance metric regarding network resilience 

is availability which is the likelihood that a network component is available 

when needed. It is calculated as follows [110]: 

𝐴𝑣𝑎𝑖𝑙𝑎𝑏𝑖𝑙𝑖𝑡𝑦 =  
𝑀𝑇𝑇𝐹

𝑀𝑇𝑇𝐹 + 𝑀𝑇𝑇𝑅
 (6.1) 

where 𝑀𝑇𝑇𝐹 represents mean time to failure and 𝑀𝑇𝑇𝑅 is the mean time to 

repair [107, 110]. This availability metric makes it possible to assess and 

enhance the network designs in terms of resilience. Availability is suitable for 

dynamic operation but, since our focus is on long term design, this method is 

not used here. 

Another technique is resilient network design where diversity and 

redundancy are the focus. For example, connecting the network nodes to 

multiple network interfaces. This technique is used when the probability of 

multiple simultaneous link and node failures is very low. Here, redundancy is 

introduced so that each link and each node has protection and the routes 

selected are disjoint [107]. 

In our PON cell, the loss of a link in a 4-group PON cell can cause 75% 

loss in traffic. In this chapter we consider varying the design of the AWGR and 

server-based PON data centre to provide resilience, then a MILP model is 

used to route traffic over these designs. 

 

6.3 Methodology  

The PON data centre architectures in Chapter 4 and in Chapter 5 are not 

resilient and can suffer from single points of failure. These failures can happen 

in two broad areas; active components and passive components. Regarding 
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passive components such as AWGRs and fibres, they have very high 

reliability and are housed mostly within the rack and exclusively within the data 

centre, therefore accidental fibre cuts are not very likely; unlike fibres installed 

outdoors. Therefore, in this work, no additional protection/redundancy will be 

provided for AWGRs, but we examine the impact of link disruptions as 

transceivers can fail and even when fibres are not cut in the data centre, links 

can thus fail. 

As for active components, in the AWGR and server-based PON data 

centre architecture, they include the special relay servers, the backplane, the 

optical transceivers in normal servers and the normal servers. We do not 

consider the failure of normal servers and the failure of transceivers in such 

servers because failing servers in data centres are very common, and are 

usually not repaired but left in place until it is time to replace them in the normal 

replacement cycle every year. Therefore, this work considers the failure of the 

special servers, backplanes (which contain active components) and fibre link 

disruptions (due to transceiver failures) in the AWGR and server-based PON 

data centre architecture. Our approach to these three forms of failure are 

described below. 

To deal with the possible failure of the special server we modified the 

architecture and added special server redundancy in the form of additional 

special servers. Regarding backplane failure, here we consider the backplane 

to provide different levels of connectivity and we study the impact of its failure 

on the PON data centre architecture in terms of increased power consumption 

and delay. As for link failures, we consider these fibre link failures in a fashion 

similar to backplane failure and consider their impact in terms of increased 

power consumption and increased delay. 
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6.4 The impact of different intra rack connectivity techniques 

on the resilience of the AWGR and server-based PON data 

centre architecture 

Different intra-rack physical connections are investigated to find out which 

one will provide resilient connectivity for the AWGR and server-based PON 

data centre architecture. The intra-rack connections studied are the ones 

described in Section 3.3.2. 

6.4.1 FBG connectivity 

 

Figure 6.1: FBG connectivity for subgroup in AWGR and server-based PON data 
centre architecture 
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Regarding FBG connectivity, servers in each subgroup are connected by 

an FBG as shown in Figure 6.1. The intra and inter-group traffic use a shared 

link in which intra subgroup traffic is reflected by the FBG back to the rack 

while inter-subgroup and inter group traffic continues to the special server. 

Regarding intra group and inter-group traffic, any fault in wiring or FBG will 

affect both inter-group and intra-group traffic. This architecture can survive 

only two out of eight possible types of link failures as illustrated in Table 6.1. 

Accordingly, for failure scenario 8 (S8) where the failure is between any two 

AWGRs, traffic will use the other PON groups as a relay to reach its 

destination. Also, the architecture can survive S5, where the failure is in the 

link connecting the splitter to the normal server, by using another normal 

server in the same subgroup as a relay then the traffic continues to the special 

server and back to its destination. 

All other kinds of link failure will affect the inter or intra-subgroup 

communication or both. For example, if the link connecting a server to TDM 

PON coupler fails (S2), then there is no other way for that server to send traffic 

for intra and inter-subgroup servers. In addition, if the link connecting a special 

server to a splitter fails (S4), then all servers in the related group will not be 

able to receive inter subgroup / group traffic. Moreover, if the link connecting 

a special server to AWGR or the opposite fails (S6 and S7), then the inter-

group traffic is lost. Also, if the link connecting a TDM PON coupler to FBG 

fails (S9), then there is no other way for all servers connected to that TDM 

PON coupler to send traffic for intra and inter-subgroup servers which is also 

the case when the link connecting FBG to a special server fails (S10). 
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Table 6.1: Resilience of a connection against link failure 

 

Link failure 
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Duplicating the special 

servers 
Yes Yes Yes Yes Yes Yes Yes Yes NA NA 

FBG connecting a 

subgroup 
NA No NA No Yes No No Yes No No 

Star coupler/backplane 

connecting a subgroup 
Yes Yes No No Yes No No Yes NA NA 

Star coupler/backplane 

connecting a group 
Yes Yes Yes No Yes No No Yes NA NA 

Star coupler/backplane 

connecting a rack 
Yes Yes Yes Yes Yes Yes Yes Yes NA NA 

 

6.4.2 Reflection Star coupler and passive polymer optical 

backplane 

Architectures using a reflection star coupler or a passive polymer optical 

backplane to provide connectivity are affected by failures in the same way. 

Therefore, they are discussed together. In the following, we show different 

variations of the AWGR and server-based PON data centre architecture 

where a reflection star coupler or a passive polymer optical backplane is used 

to connect a subgroup, group, or rack. 
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6.4.3 Connecting a subgroup 

 

Figure 6.2: Backplane connectivity for a subgroup in AWGR and server-based PON 
data centre architecture 

Here, servers in each subgroup are connected by a star coupler/ backplane 

as shown in Figure 6.2 (the figure shows connections using a backplane). In 

this connection, intra-subgroup is separated from inter subgroup traffic where 

intra-subgroup traffic passes through the backplane and inter-subgroup traffic 
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traverses through the special server. This choice is resilient against only four 

out of eight possible types of link failures as illustrated in Table 6.1. 

Accordingly, if the link connecting a server to the backplane fails (S1), the 

architecture can still allow communication between the affected server and 

servers in the same subgroup by using multi-hop routing through the special 

server. Also, if the link connecting the server to TDM PON coupler fails (S2), 

then the server affected can reach another server in the subgroup through the 

backplane and can use it as a relay to reach the TDM PON coupler for inter-

subgroup communication. As for S5, where the failure is in the link connecting 

a splitter to a server, the splitter can overcome it by sending the traffic to a 

server in the same subgroup as a relay, then the traffic will pass through the 

backplane to reach its destination. Regarding S8, where the failure is between 

any two AWGRs, the traffic will use the other PON groups as a relay to reach 

its destination. 

It is worth mentioning that all the modified architectures we designed will 

survive (S1), (S2), (S5) and (S8) in a similar way. These will be discussed in 

the next sections. 

All other kinds of link failure will affect the inter-subgroup communication. 

For example, if the link connecting a TDM PON to a special server fails (S3), 

then all servers in the related subgroup will not be able to send inter subgroup 

traffic. Also, if the link between a special server to splitter fails (S4) then all 

servers in the related group will not be able to receive inter-subgroup/group 

traffic. In addition, if the link connecting a special server to AWGR or the 

opposite fails (S6 and S7), then the inter-group traffic is lost. 
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6.4.4 Connecting a group 

As for this choice, servers in each group are connected by a star coupler/ 

backplane as shown in Figure 6.3. In this connection, intra-group is separated 

from inter-group traffic where intra group traffic passes through the backplane 

and inter-group traffic traverses through the special server. This choice can 

survive only five out of eight possible types of link failure as illustrated in Table 

6.1. Accordingly, S1, S2, S5 and S8 are survived as mentioned in Section 

6.4.3.  Also, if the link connecting a TDM PON coupler to special server fails 

(S3), then the server affected can reach another server in the group through 

the backplane and use it as a relay to reach the other TDM PON coupler in 

that group for inter-group communication. All other kinds of link failure will 

affect the inter group communication. For example, if the link connecting a 

special server to a splitter fails, then all servers in the relevant group will not 

be able to receive inter-group traffic. Also, if the link connecting a special 

server to AWGR or the opposite fails (S6 and S7), then all servers in the 

relevant group will not be able to send or receive inter group traffic. 
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Figure 6.3: Backplane connectivity for a group in AWGR and server-based PON data 
centre architecture 

6.4.5 Connecting a rack 

Considering this choice, servers in each rack are connected by a star 

coupler/ backplane as shown in Figure 6.4. In this connection, intra-rack traffic 

is separated from inter-rack traffic where intra rack traffic passes through the 

backplane and inter-rack traffic traverses through the special server. This 

connection makes AWGR and server-based PON data centre architecture 

resilient since it survives all the 8 possible types of link failure as illustrated in 



 

101 
 

Table 6.1. Accordingly, (S1), (S2), (S5) and (S8) are survived as mentioned 

in Section 6.4.3, whereas (S3) is survived as mentioned in Section 6.4.4. 

Furthermore, if a link between a special server and AWGR or the opposite 

fails (S6 and S7), then the traffic will use the other special server in that rack 

as a relay to reach its destination. Also, if the failure is in the link connecting a 

special server to a splitter (S4), the traffic will use the other special server in 

that rack as a relay to reach its destination. 

 

Figure 6.4: Backplane connectivity for a rack in AWGR and server-based PON data 
centre architecture 
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6.5 The impact of duplicating the special servers on the 

resilience of the AWGR and server-based PON data 

centre architecture  

The concern about the design given in Figure 6.4 is that the server’s share 

of resources decreases when a link failure occurs. For example, when link 

failure occurs, it may not be possible to reach a special server in a rack. As a 

result, there will be only one special server to serve all servers in the affected 

rack instead of two. Based on this concern, we considered duplicating the 

special servers and the link connecting each special server to the 

coupler/splitter and AWGR to avoid this limitation. Here, the servers in each 

subgroup are connected by a backplane and servers in a group are connected 

to two special servers instead of one. One of these two special servers serves 

the group in the normal state, and the other is a backup in case the first one 

fails. However, this option will increase the deployment cost since more 

special servers will be added to the architecture. Therefore, the choice 

between duplicating the servers and using a backplane per rack is a 

compromise between cost and performance since both of them can survive 

link failures. The architecture with duplicated special servers is depicted in 

Figure 6.5. 

In this connection, the intra-subgroup traffic is separated from inter-

subgroup traffic where intra-subgroup traffic passes through the backplane 

and inter-subgroup traffic traverses through the special server. This choice is 

resilient against all the 8 possible types of link failure as illustrated in Table 

6.1. Accordingly, (S1), (S2), (S5) and (S8) are survived the same way as 

mentioned in Section 6.4.3. For link failure between TDM PON coupler and 
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special server (S3), the TDM PON coupler will send traffic through the backup 

special server. When the failure is in the link connecting a special server to 

AWGR or the opposite (S6 and S7), then the backup special server is used 

instead to deliver traffic which is also the case if the failure is in the link 

connecting a special server to a splitter (S4).   

 

Figure 6.5: Duplicating the special servers in AWGR and server-based PON data 
centre architecture 
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6.6 MILP model for evaluating the resilient modified AWGR 

and server-based PON data centre architectures 

Based on the study in the previous sections, connecting the servers in 

each rack via a star coupler/ backplane or duplicating the special servers are 

the most resilient options. A MILP model is developed to optimise routing over 

these designs considering different failure scenarios. The sets, parameters 

and variables used in this model are: 

Sets: 

𝑁 Set of nodes (servers, special servers, AWGR, splitters, couplers, 

backplanes and the OLT). 

𝑆 Set of servers, where 𝑆 ⊂  𝑁. 

𝑆𝑆  Set of Special servers, where 𝑆𝑆 ⊂  𝑁. 

𝑂𝐿𝑇 Set of OLT’s ports, where 𝑂𝐿𝑇 ⊂  𝑁. 

𝑇 Set of servers’ transceivers connected to the backplane ports, 

where 𝐵 ⊂  𝑁 . 

𝑆𝑃 Set of splitters, where 𝑆𝑃 ⊂  𝑁. 

𝐶 Set of couplers, where 𝐶 ⊂  𝑁. 

𝑆𝑂𝐿𝑇 Set of 𝑆 ∪ 𝑂𝐿𝑇. 

𝑌  Set of traffic demands for servers. 

𝑌𝑂 Set of traffic demands for OLT ports. 

𝑁𝑚 Set of neighbouring nodes of node 𝑚 ∊  𝑁 that receive from node 

𝑚. 

𝑁𝐵𝑚 Set of neighbouring nodes of node 𝑚 ∊  𝑁 that transmit to node 

𝑚. 
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Parameters: 

𝑇𝑠𝑑   Traffic demand between servers 𝑠 and 𝑑 ∊   𝑆𝑂𝐿𝑇. 

𝐿𝑚𝑛  Capacity of physical link between 𝑚 and 𝑛 ∊  𝑁. 

𝑀   Large enough number. 

𝑃𝑆𝐼   Idle power consumption of a server. 

𝑃𝑆𝑀   Maximum power consumption of a server. 

𝑂𝐼𝑃   Idle power consumption of an OLT port. 

𝑂𝑀𝑃  Maximum power consumption of an OLT port. 

𝑃𝑇 Transceiver power consumption. 

𝑂𝑃  Maximum ONU power consumption. 

𝐷𝑅  Maximum data rate that server 𝑠 ∊ 𝑆 can support. 

𝑂𝑅  Maximum ONU data rate. 

𝑂𝐿𝑇𝑅 Maximum data rate of an OLT port. 

𝛾𝑓  Fraction of a server or special server processing capacity used 

for forwarding one traffic demand. 

𝛾𝑠  Fraction of a server's processing capacity used for transmitting 

one traffic demand. 

𝛾𝑑  Fraction of a server's processing capacity used for receiving one 

traffic demand. 

𝐾 Traffic bifurcation degree. 

𝑈𝑍 Allowed utilization fraction for server’s CPU. 

𝑇𝐻𝑂𝑖 OLT port forwarding threshold; i.e. upper bound on OLT port 

capacity dedicated for forwarding. 

𝑇𝐻𝑆𝑠 Server’s forwarding threshold; i.e. upper bound on server 

capacity dedicated for forwarding.  

𝑄𝜆    Server’s Delay for each traffic load. 

𝑄𝑂𝜆 Special server or OLT’s Delay for each traffic load. 
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𝜎 Fraction of server’s total power used for relaying. 

𝜏 Fraction of special server’s total power used for relaying. 

Variables: 

𝑃𝑆𝑠 Total power consumed by server 𝑠 ∊  𝑆. 

𝑃𝐹𝑟 Total power consumed by the CPU of special server 𝑟 ∊ 𝑆𝑆 for 

requests forwarding. 

𝑃𝑂𝑖 Total power consumed by OLT port 𝑖 ∊  𝑂𝐿𝑇 for requests 

forwarding. 

𝑃𝑅𝑟 Power consumed by the special server 𝑟 ∊ 𝑆𝑆. 

𝑋𝑚𝑛
𝑠𝑑    Amount of traffic demand between node pair 𝑠 and 𝑑 ∊  𝑆𝑂𝐿𝑇 

passing through link 𝑚 and 𝑛 ∊  𝑁 in the substrate network. 

𝜂 𝑚𝑛
𝑠𝑑    Binary equivalent of  𝑋𝑚𝑛

𝑠𝑑  . 

𝑇𝑅𝑟    Total traffic forwarded (relayed) by special relay server 𝑟 ∊  𝑆𝑆. 

𝑇𝑆𝑠    Total traffic forwarded and received by node 𝑠 ∊ 𝑆𝑂𝐿𝑇. 

𝑁𝑠𝑠   Number of traffic requests originated and transmitted by server 

𝑠 ∊  𝑆𝑂𝐿𝑇. 

𝑁𝑑𝑠   Number of traffic requests destined to server 𝑠 ∊  𝑆𝑂𝐿𝑇. 

𝑁𝑓𝑠   Number of traffic requests forwarded by server 𝑠 ∊  𝑆𝑂𝐿𝑇. 

𝑁𝑅𝑓𝑟    Number of traffic requests forwarded by special server 𝑟 ∊  𝑆𝑆. 

𝛼𝑠   𝛼𝑠  = 1 if server 𝑠 is activated, otherwise, 𝛼𝑠 = 0, where  𝑠 ∊  𝑆. 

𝛼𝑂𝑖   𝛼𝑂𝑖  = 1 if OLT’s port 𝑖 is activated, otherwise, 𝛼𝑂𝑖 = 0, where 

 𝑖 ∊  𝑂𝐿𝑇. 

𝛼𝑅𝑟   𝛼𝑅r  = 1 if special server 𝑟 is activated, otherwise, 𝛼𝑅𝑟 = 0, 

where  𝑟 ∊  𝑆𝑆. 

𝛼𝐵𝑏 𝛼𝐵𝑏  = 1 if a transceiver 𝑏 is activated for intra rack (in BPPRD) 

or intra subgroup (in SSBD) communication, otherwise, 𝛼𝐵𝑏 = 

0, where  𝑏 ∊  𝑇. 
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𝛼𝑇𝑠 𝛼𝑇𝑠  = 1 if a transceiver in server 𝑠 is activated for inter rack (in 

BPPRD) or inter subgroup (in SSBD) communication, 

otherwise, 𝛼𝑇𝑠 = 0, where 𝑠 ∊  𝑆. 

𝑁𝑏𝑏 Total number of active transceivers connecting servers to the 

backplane, i.e. servers’ transceivers used for intra rack (in 

BPPRD) or intra subgroup (in SSBD)  communication, where 

𝑏 ∊ 𝑇. 

𝑁𝐶𝑠 Total number of requests sent by server 𝑠 to the couplers, i.e. 

requests sent for inter rack (in BPPRD) or inter subgroup (in 

SSBD) communication, where 𝑠 ∊ 𝑆. 

𝑁𝑃𝑠 Total number of requests received by server 𝑠 from the 

splitters, i.e. requests received from inter rack (in BPPRD) or 

inter subgroup (in SSBD) communication, where 𝑠 ∊ 𝑆. 

𝑁𝑇𝑠 Total number of requests using server’s transceiver for 

sending and receiving inter rack (in BPPRD) or inter subgroup 

(in SSBD) communication, where 𝑠 ∊ 𝑆. 

𝑈𝑂𝑖   Utilization of OLT’s port 𝑖 ∈ 𝑂𝐿𝑇 . 

𝑈𝑆𝑠   Utilization of server ∈ 𝑆 . 

𝑈𝑅𝑟   Utilization of special server 𝑟 ∈ 𝑆𝑆 . 

𝐷𝑆𝑠   Delay for each server 𝑠 ∈ 𝑆. 

𝐷𝑅𝑟   Delay for each special server 𝑟 ∈ 𝑅. 

𝐷𝑂𝑖   Delay for each OLT port 𝑖 ∈ 𝑂𝐿𝑇. 

𝐼𝑠𝜆   Traffic load indicator: 𝐼𝑠𝜆= 1 when the traffic load of server 𝑠 is 

equal to  𝜆 , otherwise, 𝐼𝑠𝜆 = 0, where  𝑠 ∊  𝑆 and 𝜆 ∊  𝑌. 

𝐼𝑅𝑟𝜆   Traffic load indicator: 𝐼𝑅𝑟𝜆=1 when the traffic load of special 

server 𝑟 is equal to 𝜆  , otherwise, 𝐼𝑅𝑟𝜆 = 0, where  𝑟 ∊  𝑆𝑆 and 

𝜆 ∊  𝑌. 

𝐼𝑂𝑖𝜆   Traffic load indicator: 𝐼𝑂𝑖𝜆= 1 when the traffic load of OLT port 

𝑖 is equal to 𝜆  , otherwise, 𝐼𝑂𝑖𝜆 = 0, where  𝑖 ∊  𝑂𝐿𝑇 and 𝜆 ∊  𝑌. 
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𝐷𝑆𝑥𝑛
𝑠𝑑 Delay experienced at server 𝑥 by demand between node pair 

𝑠 and 𝑑 ∊  𝑆𝑂𝐿𝑇 passing through link 𝑥 and 𝑛 where 𝑥 ∈ 𝑆 and 

𝑛 ∈ 𝑁𝑥 in the substrate network. 

𝐷𝑅𝑥𝑛
𝑠𝑑 Delay experienced at special server 𝑥 by demand between 

node pair 𝑠 and 𝑑 ∊  𝑆𝑂𝐿𝑇 passing through link 𝑥 and 𝑛 where 

𝑥 ∈ 𝑆𝑆 and 𝑛 ∈ 𝑁𝑥 in the substrate network. 

𝐷𝑂𝑥𝑛
𝑠𝑑 Delay experienced at OLT port 𝑥 by demand between node 

pair 𝑠 and 𝑑 ∊  𝑆𝑂𝐿𝑇 passing through link 𝑥 and 𝑛 where 𝑥 ∈

𝑂𝐿𝑇 and 𝑛 ∈ 𝑁𝑥 in the substrate network. 

𝐷𝑠𝑑    Delay for each demand between node pair 𝑠 and 𝑑 ∈ 𝑆𝑂𝐿𝑇 . 

𝐷 Total delay. 

𝑁𝑅 Total number of demands. 

The total power consumption is composed of the power consumed by the 

servers, special servers, and OLT ports. It is worth mentioning that ONUs are 

only attached to the special servers. Regarding the power consumed by a 

server (𝑃𝑆𝑠), it involves the server’s idle power, and the power consumed by 

the CPU utilisation due to transmitting, processing and forwarding traffic. It is 

calculated as follows:  

𝑃𝑆𝑠 = [ 𝛼𝑠  𝑃𝑆𝐼 + (𝑃𝑆𝑀 − 𝑃𝑆𝐼)  𝑈𝑆𝑠] 𝜎  + 𝑃𝑇 𝛼𝑇𝑠  (6.2) 

Here, 𝜎 is applied to the idle power and the operational power of the server 

because these general servers are there primarily to do processing and only 

𝜎 of their total power is used for relaying. The power consumed by OLT’s port 

for traffic forwarding (𝑃𝑂𝑖) is given as: 
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𝑃𝑂𝑖 =  𝛼𝑂𝑖  OIP + (𝑂𝑀𝑃 − 𝑂𝐼𝑃) 𝑈𝑂𝑖 (6.3) 

As for the power consumed by the special servers (𝑃𝑅𝑟), it includes the 

special servers’ idle power, the power consumed by the CPU utilisation for 

traffic forwarding and the power consumed by ONUs for communication which 

is assumed as a linear profile. It is given as: 

𝑃𝑅𝑟 = [ 𝛼𝑅𝑟  𝑃𝑆𝐼 + (𝑃𝑆𝑀 − 𝑃𝑆𝐼)  𝑈𝑅𝑟 ] 𝜏 +     
𝑂𝑃

𝑂𝑅
    𝑇𝑅𝑟 (6.4) 

Accordingly, the model is defined as follows: 

Objective: 

Minimise:  

∑ 𝑃𝑆𝑠

𝑠∈𝑆

+   ∑ 𝑃𝑅𝑟

𝑟∈𝑆𝑆

+ ∑ 𝑃𝑂𝑖

𝑖∈𝑂𝐿𝑇

  + 𝑃𝑇 ∑ 𝛼𝐵𝑏

𝑏 𝜖 𝑇

 (6.5) 

Equation (6.5) gives the model’s objective which is to minimise the power 

consumed by servers, special servers, and OLT ports.   

Subject to: 

1) Traffic constraints: 

∑ 𝑋𝑚𝑛
𝑠𝑑

𝑛∈𝑁𝑚
𝑛≠𝑚

 − ∑ 𝑋𝑛𝑚
𝑠𝑑

𝑛∈𝑁𝐵𝑚
𝑛≠𝑚

 =  {
𝑇𝑠𝑑               𝑖𝑓 𝑚 = 𝑠
−𝑇𝑠𝑑           𝑖𝑓 𝑚 = 𝑑

0                   𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 

   

∀ 𝑠, 𝑑 ∈ 𝑆𝑂𝐿𝑇 ∶ 𝑠 ≠ 𝑑,   ∀𝑚 ∈ 𝑁  

(6.6) 

Constraint (6.6) represents the flow conservation constraint for the traffic 

flows in the network following the flow conservation law [95]. 

𝑋𝑚𝑛
𝑠𝑑   ≥  𝜂 𝑚𝑛

𝑠𝑑  

∀ 𝑠, 𝑑 ∈ 𝑆𝑂𝐿𝑇: 𝑠 ≠ 𝑑, ∀ 𝑚 ∈ 𝑁, ∀ 𝑛 ∈ 𝑁𝑚: 𝑚 ≠ 𝑛 

(6.7) 

𝑋𝑚𝑛
𝑠𝑑  ≤  𝜂 𝑚𝑛

𝑠𝑑      𝑀 

∀ 𝑠, 𝑑 ∈ 𝑆𝑂𝐿𝑇: 𝑠 ≠ 𝑑, ∀ 𝑚 ∈ 𝑁, ∀ 𝑛 ∈ 𝑁𝑚: 𝑚 ≠ 𝑛 

(6.8) 
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Constraints (6.7) and (6.8) relate 𝑋𝑚𝑛
𝑠𝑑  to its binary equivalent  𝜂 𝑚𝑛

𝑠𝑑 , the value 

used for 𝑀 in the model is 100000. 

∑ ∑ 𝑋𝑚𝑛
𝑠𝑑

𝑑∈𝑆𝑂𝐿𝑇
𝑠≠𝑑

𝑠∈𝑆𝑂𝐿𝑇

  ≤   𝐿𝑚𝑛 

∀𝑚 ∈ 𝑁 , ∀𝑛 ∈  𝑁𝑚 

(6.9) 

Constraint (6.9) ensures that the total traffic traversing link 𝑚 and 𝑛 does 

not exceed the links capacity. 

∑  𝜂 𝑚𝑛
𝑠𝑑  ≤ 𝐾

𝑛∈𝑁𝑚
𝑚≠𝑛

 

∀ 𝑠, 𝑑 ∈ 𝑆𝑂𝐿𝑇: 𝑠 ≠ 𝑑, ∀ 𝑚 ∈ 𝑁 

(6.10) 

Constraint (6.10) specifies the number of routes a traffic demand can be 

bifurcated through. In this work, we have set 𝐾 = 1, so a single path is used, 

i.e., traffic bifurcation is not allowed however the model is general. 

𝑁𝑠𝑠 =  ∑ ∑  𝜂 𝑠𝑛
𝑠𝑑

𝑛∈𝑁𝑠𝑑∈𝑆𝑂𝐿𝑇
𝑠≠𝑑

  

∀ 𝑠 ∈ 𝑆𝑂𝐿𝑇 

(6.11) 

Constraint (6.11) calculates the total number of traffic requests originated by 

node 𝑠. 

𝑁𝑑𝑠 =   ∑ ∑  𝜂 𝑛𝑠
𝑑𝑠

𝑛∈𝑁𝐵𝑠𝑑∈𝑆𝑂𝐿𝑇
𝑠≠𝑑

  

∀ 𝑠 ∈ 𝑆𝑂𝐿𝑇 

(6.12) 

Constraint (6.12) calculates the total number of traffic requests destined to 

node 𝑠. 

𝑁𝑓𝑠 =  ∑ ∑ ∑  𝜂 𝑛𝑠
𝑚𝑑

    𝑛∈𝑁𝐵𝑠    𝑑∈𝑆𝑂𝐿𝑇
𝑚≠𝑑

𝑚∈𝑆𝑂𝐿𝑇

−  ∑ ∑  𝜂 𝑛𝑠
𝑚𝑠

𝑛∈𝑁𝐵𝑠𝑚∈𝑆𝑂𝐿𝑇

 

∀ 𝑠 ∈ 𝑆𝑂𝐿𝑇 

(6.13) 
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Constraint (6.13) calculates the total number of traffic requests forwarded by 

node 𝑠. 

𝑁𝑅𝑓𝑟 =  ∑ ∑ ∑  𝜂 𝑛𝑟
𝑠𝑑

    𝑛∈𝑁𝐵𝑟    𝑑∈𝑆𝑂𝐿𝑇
𝑠≠𝑑

𝑠∈𝑆𝑂𝐿𝑇

 

∀ 𝑟 ∈ 𝑆𝑆 

(6.14) 

Constraint (6.14) calculates the total number of traffic requests forwarded by 

special server 𝑟. 

𝑁𝑓𝑠   𝛾𝑓 ≤ 𝑇𝐻𝑆𝑠 

 ∀ 𝑠 ∈ 𝑆 

(6.15) 

Constraint (6.15) controls the total CPU portion used for forwarding traffic 

by a server which should not exceed the 𝑇𝐻𝑆𝑠 value. 𝑇𝐻𝑆𝑠 value used in the 

model is 1. 

𝑈𝑂𝑖 ≤ 𝑇𝐻𝑂𝑖 

∀ 𝑖 ∈ 𝑂𝐿𝑇 

(6.16) 

Constraint (6.16) controls the total link capacity used for forwarding traffic 

by OLT port which should not exceed the 𝑇𝐻𝑂𝑖 value. 𝑇𝐻𝑂𝑖 value used in 

the model is 1. 

𝑇𝑆𝑠 = ∑ ∑ ∑ 𝑋𝑠𝑛
𝑚𝑑

𝑛∈𝑁𝑠𝑑∈𝑆𝑂𝐿𝑇
𝑚≠𝑑

𝑚∈𝑆𝑂𝐿𝑇

+  ∑ ∑ ∑ 𝑋𝑛𝑠
𝑚𝑑

𝑛∈𝑁𝐵𝑠𝑑∈𝑆𝑂𝐿𝑇
𝑚≠𝑑

𝑚∈𝑆𝑂𝐿𝑇

 

∀ 𝑠 ∈ 𝑆𝑂𝐿𝑇 

(6.17) 

Constraint (6.17) calculates the total traffic of a node 𝑠 whether it is 

originated, destined or forwarded by node 𝑠.  

𝑇𝑆𝑆 ≤ 𝐷𝑅 

∀ 𝑠 ∈ 𝑆 

(6.18) 
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Constraint (6.18) ensures that the total traffic of a server 𝑠 does not 

exceed its data rate. 

𝑇𝑆𝑆 ≤   𝑂𝐿𝑇𝑅  

∀ 𝑠 ∈ 𝑂𝐿𝑇 

(6.19) 

Constraint (6.19) ensures that the total traffic of an OLT port 𝑠 does not 

exceed its data rate. 

𝑇𝑅𝑟 = ∑ ∑ ∑ 𝑋𝑛𝑟
𝑠𝑑

𝑛∈𝑁𝐵𝑟𝑑∈𝑆𝑂𝐿𝑇
𝑠≠𝑑

𝑠∈𝑆𝑂𝐿𝑇

 

∀ 𝑟 ∈ 𝑆𝑆 

(6.20) 

𝑇𝑅𝑟 ≤ 𝑂𝑁𝑈𝑅 

∀ 𝑟 ∈ 𝑆𝑆 

(6.21) 

Constraint (6.20) calculates the total traffic outgoing of a special server 𝑟 

while constraint (6.21) ensures that the total traffic of a special server 𝑟 does 

not exceed its fitted ONU data rate. 

 

Server constraints 
𝑈𝑆𝑠 =  𝑁𝑠𝑠   𝛾𝑠 + 𝑁𝑑𝑠    𝛾𝑑 +  𝑁𝑓𝑠    𝛾𝑓 

∀ 𝑠 ∈ 𝑆 

(6.22) 

𝑈𝑆𝑠 ≤ 𝑈𝑍  

∀ 𝑠 ∈ 𝑆 

(6.23) 

Constraint (6.22) calculates the CPU utilisation of a server which results 

from sending, receiving, and forwarding traffic requests, while constraint 

(6.23) controls the total portion of CPU utilisation of a server which should not 

exceed the 𝑈𝑍 value. The 𝑈𝑍 value used in the model is 0.9 [49]. 

𝛼𝑠  ≤  𝑈𝑆𝑠   

∀ 𝑠 ∈ 𝑆 

(6.24) 
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𝑀 𝛼𝑠  ≥  𝑈𝑆𝑠 

∀ 𝑠 ∈ 𝑆 

(6.25) 

Constraints (6.24) and (6.25) are used to relate the binary variable 𝛼𝑠, to the 

non-binary variable 𝑈𝑆𝑠. 

𝑁𝑏𝑏 =  ∑ ∑ ∑  𝜂 𝑏𝑛
𝑚𝑑

    𝑛∈𝑁𝑏    𝑑∈𝑆𝑂𝐿𝑇
𝑚≠𝑑

𝑚∈𝑆𝑂𝐿𝑇

 

∀ 𝑏 ∈ 𝑇 

(6.26) 

Constraint (6.26) is used to calculate the total number of requests passing 

through a transceiver  𝑏. 

𝛼𝐵𝑏  ≤  𝑁𝑏𝑏   

∀ 𝑏 ∈ 𝑇 

(6.27) 

𝑀 𝛼𝐵𝑏  ≥  𝑁𝑏𝑏 

∀ 𝑏 ∈ 𝑇 

(6.28) 

Constraints (6.27) and (6.28) are used to relate the binary variable 𝛼𝐵𝑏, to 

the non-binary variable 𝑁𝑏𝑏. 

𝑁𝐶𝑛 =  ∑ ∑  𝜂 𝑛𝑐
𝑚𝑑

    𝑑∈𝑆𝑂𝐿𝑇
𝑚≠𝑑

𝑚∈𝑆𝑂𝐿𝑇

 

∀ 𝑐 ∈ 𝐶, ∀ 𝑛 ∈ 𝑁𝐵𝑐 

(6.29) 

Constraint (6.29) is used to calculate the total number of requests sent by 

a server 𝑛 to a coupler 𝑐.  

𝑁𝑃𝑛 =  ∑ ∑  𝜂 𝑠𝑝 𝑛
𝑚𝑑

    𝑑∈𝑆𝑂𝐿𝑇
𝑚≠𝑑

𝑚∈𝑆𝑂𝐿𝑇

 

∀𝑠𝑝 ∈ 𝑆𝑃, ∀ 𝑛 ∈ 𝑁𝑠𝑝 

(6.30) 

Constraint (6.30) is used to calculate the total number of requests sent by 

a splitter 𝑠𝑝 to one of its neighbouring servers 𝑛. 
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𝑁𝑇𝑠 =  𝑁𝐶𝑠 + 𝑁𝑃𝑠 

∀ 𝑠 ∈ 𝑆 

(6.31) 

Constraint (6.31) is used to calculate the total number of requests using the 

server’s transceiver for sending and receiving inter rack (in BPPRD) or inter 

subgroup (in SSBD) communication. 

𝛼𝑇𝑠  ≤  𝑁𝑇𝑠   

∀ 𝑠 ∈ 𝑆 

(6.32) 

𝑀  𝛼𝑇𝑠  ≥  𝑁𝑇𝑠 

∀ 𝑠 ∈ 𝑆 

(6.33) 

Constraints (6.32) and (6.33) are used to relate the binary variable 𝛼𝑇𝑠, to 

the non-binary variable 𝑁𝑇𝑠. 

Special server constraints 
𝑈𝑅𝑟 =   𝑁𝑅𝑓𝑟    𝛾𝑓 

∀ 𝑟 ∈ 𝑆𝑆 

(6.34) 

𝑈𝑅𝑟 ≤ 1 

∀ 𝑟 ∈ 𝑆𝑆 

(6.35) 

Constraint (6.34) calculates the CPU utilisation of a special server which 

results from forwarding traffic requests, while constraint (6.35) controls the 

total portion of CPU utilisation of a special server. 

𝛼𝑅𝑟  ≤  𝑁𝑅𝑓𝑟   

∀𝑟 ∈ 𝑆𝑆 

(6.36) 

𝑀 𝛼𝑅𝑟  ≥  𝑁𝑅𝑓𝑟 

∀ 𝑟 ∈ 𝑆𝑆 
(6.37) 

Constraints (6.36) and (6.37) are used to relate the binary variable 𝛼𝑅𝑟, to 

the non-binary variable 𝑁𝑅𝑓𝑟. 
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OLT constraints 

𝑈𝑂𝑖 =
𝑇𝑆𝑖

𝑂𝐿𝑇𝑅
 

𝑖 ∈ 𝑂𝐿𝑇 

(6.38) 

Constraint (6.38) calculates the utilisation of an OLT port which results from 

sending, receiving, and forwarding traffic requests. 

𝛼𝑂𝑖  ≤  𝑈𝑂𝑖 𝑀   

∀ 𝑖 ∈ 𝑂𝐿𝑇 

(6.39) 

𝑀 𝛼𝑂𝑖  ≥  𝑈𝑂𝑖 

∀ 𝑖 ∈ 𝑂𝐿𝑇 

(6.40) 

Constraints (6.39) and (6.40) are used to relate the binary variable 𝛼𝑂𝑖, to 

the non-binary variable 𝑈𝑂𝑖. 

Delay constraints 

Delay in these architectures is in four main parts which are queueing delay, 

propagation delay, transmission delay (time to transmit a packet) and 

reception delay (time to receive a packet) [111]. We ignored propagation delay 

as the distances between racks are in metres and we ignored the transmission 

delay and reception delay as these are common to all data centre 

architectures. We have used the Ethernet maximum packet size of 1500 bytes 

(12,000 bits) as the packet size, since this is the most popular packet size in 

the Internet.  

The queueing delay was modelled based on queuing theory where the mean 

delay through an G/G/1 queuing system [112] is the mean time a packet takes 

to pass through the queue plus the node as in equation (6.41). 

        𝑀𝑒𝑎𝑛 𝑠𝑦𝑠𝑡𝑒𝑚 𝑑𝑒𝑙𝑎𝑦 (𝑄) =
1

𝜇 − 𝜆
 

(6.41) 
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where 𝜇 is the server processing rate in packet/s and 𝜆 is the mean arrival rate 

in packet/s; and the delay Q is in second per packet.  

∑ 𝜆   

𝜆∈𝑌

𝐼𝑠𝜆 =  𝑇𝑆𝑠 

∀ 𝑠 ∈ 𝑆 

(6.42) 

Constraint (6.42) is used to relate the server traffic load 𝑇𝑆𝑠 with the 

corresponding 𝜆. 

∑ 𝐼𝑠𝜆

𝜆∈𝑌

≤  1 

∀ 𝑠 ∈ 𝑆 

(6.43) 

Constraint (7.43) ensures that only one value of 𝜆 is corresponding to server 𝑠. 

𝐷𝑆𝑠 =  ∑ 𝑄𝜆   

𝜆∈𝑌

𝐼𝑠𝜆 

∀ 𝑠 ∈ 𝑆 

(6.44) 

Constraint (7.44) is used to determine the delay of server 𝑠. 

𝐷𝑆𝑥𝑛
𝑠𝑑  =   𝜂 𝑥𝑛

𝑠𝑑    𝐷𝑆𝑥 

∀ 𝑠, 𝑑 ∈ 𝑆𝑂𝐿𝑇: 𝑠 ≠ 𝑑, ∀ 𝑥 ∈ 𝑆, ∀ 𝑛 ∈ 𝑁𝑥 

(6.45) 

Constraint (6.45) is used to relate the delay of node 𝑥 to the traffic between 

nodes 𝑠 and 𝑑 passing through node 𝑥. Constraint (6.45) represent a non-

linear equation that is replaced by constraints (6.46) - (6.48). 

𝐷𝑆𝑥𝑛
𝑠𝑑 ≤  𝜂 𝑥𝑛

𝑠𝑑   𝑀 

∀ 𝑠, 𝑑 ∈ 𝑆𝑂𝐿𝑇: 𝑠 ≠ 𝑑, ∀ 𝑥 ∈ 𝑆, ∀ 𝑛 ∈ 𝑁𝑥 

(6.46) 

𝐷𝑆𝑥𝑛
𝑠𝑑 ≤ 𝐷𝑆𝑥 

∀ 𝑠, 𝑑 ∈ 𝑆𝑂𝐿𝑇: 𝑠 ≠ 𝑑, ∀ 𝑥 ∈ 𝑆, ∀ 𝑛 ∈ 𝑁𝑥 

(6.47) 

𝐷𝑆𝑥𝑛
𝑠𝑑 ≥  𝜂 𝑥𝑛

𝑠𝑑   𝑀 +  𝐷𝑆𝑥  − 𝑀 

∀ 𝑠, 𝑑 ∈ 𝑆𝑂𝐿𝑇: 𝑠 ≠ 𝑑, ∀ 𝑥 ∈ 𝑆, ∀ 𝑛 ∈ 𝑁𝑥 

(6.48) 
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∑ 𝜆   

𝜆∈𝑌

𝐼𝑅𝑟𝜆 =  𝑇𝑅𝑟 

∀ 𝑟 ∈ 𝑆𝑆 

(6.49) 

Constraint (6.49) is used to relate the special server traffic load 𝑇𝑅𝑟 with 

the corresponding 𝜆. 

∑ 𝐼𝑅𝑟𝜆

𝜆∈𝑌

≤  1 

∀ 𝑟 ∈ 𝑆𝑆 

(6.50) 

Constraint (6.50) ensures that only one value of 𝜆 is corresponding to 

special server 𝑟. 

𝐷𝑅𝑟 =  ∑ 𝑄𝑂𝜆   

𝜆∈𝑌

𝐼𝑅𝑟𝜆 

∀ 𝑟 ∈ 𝑆𝑆 

(6.51) 

Constraint (6.51) is used to determine the delay of special server 𝑟. 

𝐷𝑅𝑥𝑛
𝑠𝑑  =   𝜂 𝑥𝑛

𝑠𝑑     𝐷𝑅𝑥 

∀ 𝑠, 𝑑 ∈ 𝑆𝑂𝐿𝑇: 𝑠 ≠ 𝑑, ∀ 𝑥 ∈ 𝑆𝑆, ∀ 𝑛 ∈ 𝑁𝑥 

(6.52) 

Constraint (6.52) is used to relate the special server 𝑥 delay to the traffic 

between nodes 𝑠 and 𝑑 passing through special server 𝑥. Constraint (6.52) 

represent a non-linear equation that is replaced by constraints (6.53) - (6.55). 

 

𝐷𝑅𝑥𝑛
𝑠𝑑 ≤  𝜂 𝑥𝑛

𝑠𝑑   𝑀 

∀ 𝑠, 𝑑 ∈ 𝑆𝑂𝐿𝑇: 𝑠 ≠ 𝑑, ∀ 𝑥 ∈ 𝑆𝑆, ∀ 𝑛 ∈ 𝑁𝑥 

(6.53) 

𝐷𝑅𝑥𝑛
𝑠𝑑 ≤ 𝐷𝑅𝑥 

∀ 𝑠, 𝑑 ∈ 𝑆𝑂𝐿𝑇: 𝑠 ≠ 𝑑, ∀ 𝑥 ∈ 𝑆𝑆, ∀ 𝑛 ∈ 𝑁𝑥 

(6.54) 
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𝐷𝑅𝑥𝑛
𝑠𝑑 ≥  𝜂 𝑥𝑛

𝑠𝑑   𝑀 +  𝐷𝑅𝑥  − 𝑀 

∀ 𝑠, 𝑑 ∈ 𝑆𝑂𝐿𝑇: 𝑠 ≠ 𝑑, ∀ 𝑥 ∈ 𝑆𝑆, ∀ 𝑛 ∈ 𝑁𝑥 

(6.55) 

∑ 𝜆   

𝜆∈𝑌𝑂𝐿𝑇

𝐼𝑂𝑖𝜆 =  𝑇𝑆𝑖 

∀ 𝑖 ∈ 𝑂𝐿𝑇 

(6.56) 

Constraint (6.56) is used to relate the OLT traffic load 𝑇𝑆𝑖 with the 

corresponding 𝜆. 

∑ 𝐼𝑂𝑖𝜆

𝜆∈𝑌𝑂𝐿𝑇

≤  1 

∀ 𝑖 ∈ 𝑂𝐿𝑇 

(6.57) 

Constraint (6.57) ensures that only one value of 𝜆 corresponds to OLT port 𝑖. 

𝐷𝑂𝑖 =  ∑ 𝑄𝑂𝜆   

𝜆∈𝑌𝑂𝐿𝑇

𝐼𝑂𝑖𝜆 

∀ 𝑖 ∈ 𝑂𝐿𝑇 

(6.58) 

Constraint (6.58) is used to determine the delay of OLT port 𝑖. 

𝐷𝑂𝑥𝑛
𝑠𝑑  =   𝜂 𝑥𝑛

𝑠𝑑     𝐷𝑂𝑖 

∀ 𝑠, 𝑑 ∈ 𝑆: 𝑠 ≠ 𝑑, ∀ 𝑥 ∈ 𝑂𝐿𝑇, ∀ 𝑛 ∈ 𝑁𝑥 

(6.59) 

Constraint (6.59) is used to relate the OLT port 𝑥 delay to the traffic 

between nodes 𝑠 and 𝑑 passing through OLT port 𝑥. Constraint (6.59) 

represent a non-linear equation that is replaced by constraints (6.60) - (6.62). 

𝐷𝑂𝑥𝑛
𝑠𝑑  ≤  𝜂 𝑥𝑛

𝑠𝑑  𝑀 

∀ 𝑠, 𝑑 ∈ 𝑆𝑂𝐿𝑇: 𝑠 ≠ 𝑑, ∀  𝑥 ∈ 𝑂𝐿𝑇, ∀ 𝑛 ∈ 𝑁𝑥 

(6.60) 

𝐷𝑂𝑥𝑛
𝑠𝑑  ≤ 𝐷𝑂𝑥 

∀ 𝑠, 𝑑 ∈ 𝑆𝑂𝐿𝑇: 𝑠 ≠ 𝑑, ∀  𝑥 ∈ 𝑂𝐿𝑇, ∀ 𝑛 ∈ 𝑁𝑥 

(6.61) 

𝐷𝑂𝑥𝑛
𝑠𝑑  ≥  𝜂 𝑥𝑛

𝑠𝑑   𝑀 +  𝐷𝑂𝑥  − 𝑀 (6.62) 
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∀ 𝑠, 𝑑 ∈ 𝑆𝑂𝐿𝑇: 𝑠 ≠ 𝑑, ∀  𝑥 ∈ 𝑂𝐿𝑇, ∀ 𝑛 ∈ 𝑁𝑥 

𝐷𝑠𝑑 =    ∑ ∑ 𝐷𝑆𝑥𝑛
𝑠𝑑  

𝑛∈𝑁𝑥𝑥∈𝑆

 +  ∑ ∑ 𝐷𝑂𝑥𝑛
𝑠𝑑

𝑛∈𝑁𝑥𝑥∈𝑂𝐿𝑇

 + ∑ ∑ 𝐷𝑅𝑥𝑛
𝑠𝑑  

𝑛∈𝑁𝑥𝑥∈𝑆𝑆

 

∀ 𝑠, 𝑑 ∈ 𝑆𝑂𝐿𝑇: 𝑠 ≠ 𝑑 

(6.63) 

Constraint (6.63) calculates the total delay per request. 

𝐷 =   ∑ ∑ 𝐷𝑠𝑑

𝑑∈𝑆𝑂𝐿𝑇
𝑠≠𝑑

𝑠∈𝑆𝑂𝐿𝑇

 (6.64) 

Constraint (6.64) calculates the total delay for all the traffic requests. 

𝑁𝑅 =  ∑ 𝑁𝑠𝑠  

𝑠∈𝑆𝑂𝐿𝑇

 (6.65) 

Constraint (6.65) calculates the total number of traffic requests. 

Then, the average delay per request is obtained as: 

𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝐷𝑒𝑙𝑎𝑦 =  
𝐷

𝑁𝑅
 

(6.66) 

6.7 Results and discussion: 

In this subsection, the network settings, parameters’ values along with the 

results of the MILP model are presented and discussed in detail. The network 

considered for this model consists of 16 servers placed into two racks each 

hosting 8 servers. Each rack contains two groups which are further divided 

into subgroups. 

Table 6.2 presents the input parameters used for the model while Table 6.3 

provides the values of 𝑄𝜆 and 𝜆 used in queuing delay calculation for servers. 

Also, Table 6.4 provides the values of 𝑄𝑂𝜆 and 𝜆 used for queuing delay 

calculations for special servers and OLT ports. 
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Table 6.2: Input data for the model 

Parameter  Value  

Traffic demand between servers 𝑇𝐷𝑠𝑑   200-800 Mbps 

random and 

uniformly 

distributed 

Capacity of physical link 𝐿𝑚𝑛 10 Gbps 

Large enough number 𝑀 100000 

Idle power consumption of a server 𝑃𝑆𝐼              301.6 W [98] 

Maximum power consumption of a server 

𝑃𝑆𝑀              
457 W [98] 

Idle power consumption of an OLT port 𝑂𝐼𝑃. 2 W [99] 

Maximum operational power consumption of an 

OLT port. 

14.3 [99] 

Fraction of a server's processing capacity used for 

forwarding one traffic demand. 

1.5% 

Fraction of a server's processing capacity used for 

transmitting one traffic demand 

0.3% 

Fraction of a server's processing capacity used for 

receiving one traffic demand 

0.2% 

Server’s Data rate 1 Gbps 

OLT’s port data rate 10 Gbps 

Total ONU power consumption 2.5 W [97] 

ONU data rate 10 Gbps 

Fraction of server’s total power used for relaying 

(𝜎) 

0.05 

Fraction of special server’s total power used for 

relaying (𝜏) 

0.15 
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Table 6.3: Traffic load and corresponding delay for a server 

λ (Mb/s) Q (µsec/packet) 

200 15 

400 20 

600 30.1 

800 60.2 

Table 6.4: A sample of Traffic load and corresponding delay for a special server or 
OLT 

λ (Mb/s) Q (µsec/packet) 

200 1.22 

400 1.25 

600 1.27 

800 1.30 

1000 1.33 

1200 1.36 

1400 1.39 

The power consumption and delay in AWGR and server-based PON data 

centre architecture are reported as performance metrics that can be used to 

evaluate the two resilient modified AWGR and server-based PON data centre 

architecture designs. The performance is evaluated in the presence of 

different types of link failures. These two resilient modified designs connect 

the servers in each rack via a star coupler / backplane and duplicate the 

special servers. 

For backplane per-rack design (BPPRD), in the normal state, the path for 

any inter-rack demand starts from the source server then traverses through 
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two special servers (one connected to source and one connected to 

destination) and finally reaches its destination. In contrast, for intra-rack 

communication there are two path choices for any demand; (i) traversing 

through the backplane or (ii) acting similar to inter-rack traffic and reaching the 

destination through the special servers. This path choice is based on reducing 

power consumption, however it has to be noted that, traversing through a 

backplane, switches on the source and destination transceivers that are 

connected to the backplane. 

As for the special server duplication-based design (SSBD), when running 

in the normal state, the path for any inter-subgroup demand starts from the 

source then traverses through two special servers (one connected to the 

source server and the other connected to the destination server), and finally 

reaches its destination. On the contrary, for intra-subgroup communication 

there will be two path choices for any demand: (i) traversing through the 

backplane; or (ii) acting similar to inter-subgroup and reaching the destination 

through special servers. This path choice will depend on which path consumes 

less power, noting that traversing through the backplane, switches on the 

source and destination transceivers that are connected to the backplane. 

Accordingly, power consumption in the normal state, Figure 6.6 shows that 

the power consumption of the SSBD is higher than the backplane-based 

design since more demands need to be forwarded through two special 

servers. Here, half of the servers send to the other half, hence all the servers 

are active and all the special servers are active. Therefore, the power 

consumption difference between the two designs results from the power 

consumption of special servers dedicated for forwarding demands which is 
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considerably small. From the aforementioned reasons, the difference in power 

consumption between the two designs is too small. 

 

Figure 6.6: Power consumption for the two modified architectures (BPPRD and 
SSBD) under different failure scenarios 

Regarding link failure S1, for both designs, the demands of the affected 

server need to traverse through the corresponding special server and back to 

their destination. This will add special server’s power consumption for 

forwarding demands which is considerably small. This results in a slight 

difference in power consumption compared to the normal state. 

Link failures S2 and S5 have similar effect on both designs causing the 

demands affected to relay through one more server. This increases  power 

consumption due to adding the server forwarding power consumption which 

is small. This explains the slight difference in power consumption compared 

to the normal state of each design.  

Link failures S3, S4, S6 and S7 cause the SSBD to only use the backup 

special server which results in no added power consumption to the normal 

case. On the contrary, these link failures cause the affected demands in the 
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backplane-based design to relay through only one additional server. Again, 

this relaying (forwarding) power consumption is too small which causes slight 

difference in power consumption between the two designs. Regarding link 

failure S8, both designs react in the same way by using a relay PON group to 

recover from this failure which causes them to consume almost similar amount 

of power. 

It is worthy to mention that the slight difference of both designs’ power 

consumption under failure compared to the normal state (NF) represent a 

strength point of the improved designs. This is due to the ability of these 

improved designs to resist link failures with a very low power consumption 

cost. 

Figure 6.7 shows the queuing delay for the two modified architectures. 

Here, the queuing delay of the SSBD is higher than the queueing delay of 

BPPRD. This is because in SSBD more demands will need to be forwarded 

through two more special servers compared to BPPRD. Since the queuing 

delay in a special server is too small compared to servers’ queuing delay (as 

shown in Tables 6.3 and 6.4), therefore, there is a slight difference in queuing 

delay between the two designs. 
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Figure 6.7: Delay for the two modified architectures (BPPRD and SSBD) under 
different failure scenarios 

For link failure S1, in both designs, only the affected server demands need 

to relay through one more special server and back to their destination. This 

causes slight queuing delay difference compared to the normal state of each 

design. 

As for link failures S2 and S5, in both designs, only the affected server 

demands need to be relayed through one more server which causes extra 

queuing delay compared to the normal state of each design. Here, the 

difference between the two designs is because the demand in backplane-

based architecture has more relaying server options to choose from since all 

servers in a rack are connected by the backplane, so they can relay through 

a server with less queuing delay while in the SSBD this choice is limited to the 

servers in the corresponding subgroup.  

Regarding link failures S3, S4, S6 and S7, the special server duplication-

based design experiences no difference in queuing delay compared to the 

normal state since the effected demands use the backup special server. On 

the contrary, the backplane-based design reacts differently to these failures. 
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For S3, this influences the demands of the affected subgroup which need to 

traverse through the backplane, and has to be relayed by other servers in the 

same rack. This increases the queuing delay compared to the normal state. 

As for S4, S6, and S7, these failures influence all the inter-group demands 

transmitted and destined to the affected group servers, which causes them to 

be relayed by the other special server and servers in the corresponding rack 

to reach their destination. This, in turn, causes considerable difference in 

queuing delay compared to the normal state. 

As for link failure S8, the affected demands in both designs; SSBD and 

BPPRD, need to be relayed through only one extra special server. The 

relaying special server choice depends on which one causes lower added 

power consumption. Here, for BPPRD, the special server with lower power 

consumption which is used to relay the traffic is the one in the same rack of 

the affected special server. The relaying continues through relay server(s) 

using the backplane to reach the destination. This is why there is considerably 

higher queuing delay compared to the normal state and the SSBD.   

with regards to the performance, we considered the following metrics: 

a) The ratio of the total traffic served by servers under failure scenario 𝑖 to 

total traffic served in normal state which is calculated as 

𝑆𝑖 =  
∑ 𝑇𝑆𝑠|𝑐 = 𝑖𝑠∈𝑆

∑ 𝑇𝑆𝑠|𝑐 = 0𝑠∈𝑆
 

(6.67) 

b) The ratio of total traffic served by special servers under failure scenario 𝑖 to 

total traffic served in normal state which is calculated as: 

𝑅𝑖 =  
∑ 𝑇𝑅𝑟|𝑐 = 𝑖𝑟∈𝑆𝑆

∑ 𝑇𝑅𝑟|𝑐 = 0𝑟∈𝑆𝑆
 (6.68) 
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c) The ratio of total traffic served by OLT ports under failure scenario 𝑖 to total 

traffic served in normal state which is calculated as 

𝑂𝑖 =  
∑ 𝑇𝑆𝑖|𝑐 = 𝑖𝑖∈𝑂𝐿𝑇

∑ 𝑇𝑆𝑖|𝑐 = 0𝑖∈𝑂𝐿𝑇
 

(6.69) 

d) The ratio of total traffic served under failure scenario 𝑖 to total traffic served 

in normal state which is calculated as 

𝐴𝑖 =  
𝑇𝐴𝑎|𝑐 = 𝑖

𝑇𝐴𝑎|𝑐 = 0
 

(6.70) 

where 𝑇𝐴𝑎 is calculated as  

𝑇𝐴𝑎 =  ∑ 𝑇𝑆𝑠 + 

𝑠∈𝑆𝑂𝐿𝑇

∑ 𝑇𝑅𝑟

𝑟∈𝑆𝑆

 (6.71) 

The results for these performance metrics are shown in Figures 6.8 - 6.11. 

Regarding metrics 𝑆𝑖 and 𝑅𝑖 , it is clear that under failures and under BPPRD, 

servers carry more traffic than special servers as shown in Figures 6.8 and 

6.9.  Also, Figure 6.10 shows that OLT ports traffic is not affected under 

failures in both designs. This means that the OLT did not relay any affected 

traffic under failures in both designs, and the affected traffic was rerouted 

within the PON cell. The metric that is most sensitive to failures is 𝐴𝑖 , which 

reflects the fact that under failures and under BPPRD, the backplane carries 

more traffic as shown in Figure 6.11. 
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Figure 6.8: The ratio of the total traffic served by servers under failure scenario 𝒊 to 
total traffic served in normal state for the two modified architectures (BPPRD and 

SSBD) 

 

Figure 6.9: The ratio of total traffic served by special servers under failure scenario 𝒊 
to total traffic served in normal state for the two modified architectures (BPPRD and 

SSBD) 
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Figure 6.10: The ratio of total traffic served by OLT port under failure scenario 𝒊 to 
total traffic served in normal state for the two modified architectures (BPPRD and 

SSBD) 

 

 

Figure 6.11: The ratio of total traffic served under failure scenario 𝒊 to total traffic 
served in normal state for the two modified architectures (BPPRD and SSBD) 
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in each rack via a star coupler / backplane or duplicating the special servers 

are the most resilient options. 

A MILP model was developed to evaluate the performance of these two 

modified designs considering different failure scenarios. The results show that 

duplicating the special servers reduces power consumption and delay 

compared to the servers in each rack sharing a star coupler / backplane. 

However, choosing between these two resilient designs is a compromise 

between cost and performance. 
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Chapter 7 Conclusion and future work 

This chapter provides the conclusions for the work presented in this thesis 

and highlights some aspects which are suggested as possible future research 

directions. 

7.1 Conclusions  

The DCN infrastructure is one of the main factors that specify the 

properties of a data centre, such as its resilience, latency, and expansion 

complexity. Chapter 2 introduced the traditional electronically-switched data 

centre architectures,  described the all optical and hybrid data centre 

architectures, and presented a review of their main advantages and 

limitations. Chapter 3 presented an overview of PON in access networks, with 

respect to its architecture, topologies, technologies, and components. This 

was followed by a detailed description of five recently proposed fully passive 

optical architecture options. Important conclusions can be drawn regarding 

these five architectures. First, for the TDM-based PON and TDM-WDM-based 

PON data centre architectures (i.e., PON 1 and PON 2), all the inter-rack traffic 

passes through the OLT, resulting in additional unwanted delay and power 

consumption because of the buffering, processing, and rerouting that has to 

be carried out by the OLT. Second, the AWGR-based PON data centre 

architecture (PON 3) minimises the power consumption and delay, as it 

provides direct high data rate routes for inter-rack traffic using tuneable lasers 

in ONUs. However, it has a high deployment cost, as it uses an ONU with a 

tuneable laser for each server. Third, the server-based PON data centre 

architecture (PON 5) has a low deployment cost, as it eliminates the use of 

ONUs that have tuneable lasers and AWGRs: However, the delay increases 
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as traffic needs to hop between servers for routing traffic. Fourth, the AWGR 

and server-based PON data centre architecture (PON 4) is a trade-off 

between cost and delay. Compared with the AWGR-based PON data centre 

architecture, it reduces the number of ONUs by equipping only the special 

servers with ONUs that have tuneable lasers which reduces cost. On the 

contrary, compared with the server-based PON data centre architecture, no 

hopping is required, as the special servers are responsible for routing which 

reduces delay. Therefore, the AWGR and server-based PON data centre 

architecture was chosen for a further thorough investigation.  

In Chapter 4, the AWGR and server-based PON data centre architecture 

wavelength routing and assignment for the inter-group communication was 

optimised using a MILP model. A benchmark study showed that the AWGR 

and server-based PON data centre  architecture reduced the power 

consumption by 80% compared to a BCube topology of 512 servers, by 82% 

compared to a BCube topology of 4096 servers, and by 83% compared to a 

BCube architecture of 32768 servers. 

Chapter 5 presented an investigation of the embedding of VMs in the 

AWGR and server-based PON data centre architecture servers. We 

minimised the power consumption of cloud applications allocation by using a 

MILP model and presented a range of results. The results showed that the 

power consumption is affected by the number of servers in each subgroup 

because of the change in the number of activated special servers. Our study 

showed that the proposed model reduced the power consumption by 34%, 

21%, 34%, and 18%, compared to the non-optimised embedding model of 5, 

10, 15, and 20 VMs, respectively. 
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In Chapter 6, a MILP model was developed to evaluate the resilience of 

the modified PON data centre architecture design based on the AWGR and 

server-based PON data centre architecture. The impact of the main active 

components’ failure is analysed in terms of the power consumption and the 

delay. Consideration was given to link failure (due to active i.e., electronics 

and/or photonics transceiver components failure) and the failure of the special 

server (which is an active component with active components). 

7.2 Contributions to knowledge 

The main contributions to knowledge from this study help to investigate the 

performance of the AWGR and server-based PON data centre design. The 

contributions of the current work are summarised as follows: 

1. It is the first to analyse the AWGR and server-based PON data centre 

architecture and, hence, is concerned with designing and optimising its 

routing and wavelength assignment. 

2. It optimises virtual machine placement for cloud applications in the AWGR 

and server-based PON data centre architecture. 

3. It studies the resilience ability of the AWGR and server-based PON data 

centre architecture in the face of different kinds of failures. 

7.3 Future research directions  
 

1. Experimental demonstration: The work in Chapters 4, 5, and 6 is based 

on mathematical models and computer simulations. A possible future 

direction can be to develop experimental demonstrations to validate and 

verify the results obtained from the MILP models and the developed 

heuristic. 
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2. Deployment cost reduction: The architectures of the server-based PON 

and the AWGR and server-based PON data centre architectures were 

proposed in [48] to reduce or eliminate the need for ONUs that have 

tuneable lasers, which in turn reduced the power consumption and cost. A 

possible further research direction is to reduce the deployment cost by 

reducing or eliminating the AWGRs (which reduces the number of fibre-

polymer complex links) used in the AWGR and server-based PON data 

centre architecture. The proposed architectures in Figures 7.1 and 7.2 have 

the potential to address the above-suggested future work. 

Further, the proposed architecture in Figure 7.1 (proposed PON 6) is 

derived from the AWGR-based PON and the AWGR and server-based 

PON data centre architectures, where it combines the rack structure of the 

AWGR and server-based PON data centre architecture with the connection 

between the racks of the AWGR-based PON data centre architecture. The 

servers in a rack are distributed in a manner similar to that used in the 

AWGR and server-based PON data centre architecture, where a special 

server is used for the inter-rack communication, while the connection 

between racks is performed by using only two AWGRs. Note that this 

architecture (PON 6) uses fewer AWGRs compared to PON 4, however 

these fewer AWGRs have a larger number of ports similar to PON 3. 

The proposed architecture in Figure 7.2 (proposed PON 7) eliminates 

the use of AWGRs in the AWGR and server-based PON data centre 

architecture. Here, the servers in a rack are distributed in a manner similar 

to that used in the AWGR and server-based PON data centre architecture, 

where a special server is used for the inter-rack communication, while the 
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connection between racks is performed by using a passive polymer 

backplane. 

These two architectures need to be studied in terms of their impact on 

scalability, per-server share of wavelength, resilience, and latency. 

3. Software Defined Network (SDN) adoption: In the AWGR and server-

based PON data centre architecture, the special servers are responsible 

for routing the inter-group traffic based on a database of server addresses 

and the assigned wavelength of each group. In addition, these special 

servers share information with one another, which is done directly or via the 

OLT, in order to update their databases. Therefore, these special serves 

can adopt and benefit from SDN features such as load balancing. These 

special servers can include application programming interfaces (API) which 

can then interface with an SDN controller that can compose cells, 

disintegrate cells and assign tasks (load) to cells to balance the processing 

and networking loads. 
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Figure 7.1: Proposed PON 6 architecture 
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Figure 7.2: Proposed PON 7 architecture 
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