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ABSTRACT

Renewabk energy technologes can be usedor clean dectricity generation, rapid
rural electrification and cost-effective supply ofreliable electricity. In this thesis, the
study of the effect of integrating biomass and photovoltaic generators for rural
electrification will involve survey and modelling ofrural householdsload profiles,
investigation ofthe optimal combination of PV, biomassnd battery energy systems
for reliable supply of electricity and a power flow study d the impact of load
aggregationon the operation of a regional gridThe studied location solaradiation
and biomassavailability data are used when selecting the optimal combination of

componentsin the hybrid renewable energy system (HRESIesign space

An occupancybased stochastic loadprofile model is developedwith the use of
survey dataon the number of bedrooms ina household, household population and
classification, T A A O bativit) &chedule and appliance ownership Analysis of
simulated load profles show that the studied location average daily energy
consumption was 3.13 kWh During solar radiation assessment performance
evaluation of meteorological parameters used for constructing solar radiation
estimation models show that temperature is an important meteorological
parameter that should be used toestimate studied location solar radiation. Whilst,
the minimum required duration of measured data toestimate past solar radiation
shows that 2 years of recentlata is required o achieve R? greater than 0.75, and
more than 5 years & recent solar radiation data is required to achievdr? greater
than 0.9 Biomass availability assessment showthat the quantity of recoverable
household and animal biewaste in the studied locationis limited. To reducethe
quantity of outsourced bio-waste and minimize anaerobic digester volumgbiogas
generator is only used when energy demand is greater than 50% of its rated
capacity. Study on how different combinations of PV, biogas generator and dttery
systemsaffectthe optimal sizing ofbattery shows that an optimally designedHRES
requires a muchsmaller battery capacitythan when abiogas generatorand battery

or aPVand battery are integrated for rural electrification in the studied location

Techno-economic analysis of the HRES shawthat for 0% loss of power supply
probability (LPSB, the levelized cost of energy (COB is $0.1657/kWh, but the



LCOEfor a diesel aloneenergy system was$0.62/kWh. Despite the national grid
unreliability , its 2019 residential customers reflective tariff (i.e.,a tariff without
subsidizes) forthe studied locationwas $0.164/kWh.HRES aalysisalsoshows that
if the HRES_LPSPis increased to 3.7%its LCOE is reduced to $0.1623/kWhSo for
a LPSP of 3.7%, the HRES LC®kess than theLCOE of the national gridPower flow
study of the effect of aggregating5 regional loads show that load aggregation
reduced the 5 regions peak load by23%. Furthermore, power flow study of the
regional grid showsthat power losses minimization will be achieved when installed
generators are notcentralized but distributed in terms of the amount ofapparent
power drawn by eachof the regional grid load buses Overall, this study shows that
integrated biomass and photovoltaic generatorgan be usedor rural electrification
becausethe HRESguaranteesthe supply ofclean and sustainable electricity and its
LCOEcan compete withnational grid LCCE. Meanwhile, uture work will profit from
the development ofan electricity pricing plan that allows for the shifting of peak

loads and a study of how the electricity pricing plan affectsLCOE
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Chapter 1 INTRODUCTION

This chapter introdu ce the research works performed in this thesis. The chapter
begins by presenting abackground to the research,then the motivation for the
research and aclear definition of the scope of the researchNext,the research aim
and research objedves are presented. But before the research objectives are
presentedin this chapter, aseries ofun-answeredresearch questionsare presented
Finally, this chapter ends with an outline of the research focus of theremaining

chapters.
1.1 Research background

1.1.1 Energy and growth in demand consumption

Energy is a vital instrument that enables sustainable economic prospeity and
improvesthe standard of living of a nation. Thealesire for energycan beexpressed
by the continuous growth in world energy consumption. According to British
Petroleum (BP) 2018 international energy outlook global primary energy demand
will incre asefrom 13.276 billion tonnes of oil equivalent (btoe)in 2016 to 17.983
btoe in 2040 [1]. Therefore,global primary energy demandincreasedat a rate of
1.27% per aanum (p.a.) The key energy demand driversused to undeipin projected
growth in primary energy demand are energy demandtrends data, population
growth data, and global posperity data|1].Past and projected growthin primary

energy demandis presented inFig. 1.1.
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Fig. 1.1 shows that the rise in global primary energy demand is linked to fast-
growing emerging economiesincreased demandfor energy. By 2040, Asia Pacific
countries (i.e.,China, Indiaand other emergingAsia countries)will account for two-
thirds of the growth in global primary energy demand [1]. This is becauseAsia
Pacificcountries primary energy demand increaseby 57% between 2016 and 2040.
Fig. 1.1 also shows tha Organization for Economic Cepperation and Development
(OECD)countries has a flatprimary energy demandgrowth during the projected

period.

Non-OECDcountries strong economic growthand the desire by these countriesto
improve their standard of living are responsible for the rapid growth in primary
energy demand|1]. International Monetary Fund (IMF) economic gowth chart
shows that since themillennium, non-OECDcountries have maintained a faster
economic growth rate in comparisonto the economic gravth rate of the world and
OECD economieg’| . Specifically, 2018IMF report shows thatthe economic growth

rate z as measured by the gross domestic product (GDR)for non- OECDcountries



is 4.9%, while the economic growth rate fothe world and OECD countries ar8.9%

and 2.5% respectvely [2].

1.1.2 Electricity outlook

Electricity is the world fastestgrowing form of end-use enegy [1]. Electricity plays
an important role in the development and industriaization of a country. As the
world continues to electify, the rapid increase inelectricity generation (specially in
developing countrieg is motivated by the desire to supply electricity to growing
demand and/or the desire to improve electricity access BP 2018 international
energy outlook reports that global electricity consumption will rise from 64942
terawatt hour (TWh) in 2017 to 102507 TWh by 2040[1]. The rise in electricity
consumption is at a rate of 1.9% per anum (p.a.) Overthis period, the growth in
electricity demandwill be three timesmore thanthe growth in other end-useenergy

demands|[1].

International energy agency (IEAR018 report shows that global electricity demand

experienced a rapid growth in 2017 becauseglobal electricity demandgrew by 3.1%
or 780 terawatt hours (TWh) over the previous year3].IEA 2018 report also show
that in 2017, global energy demand grew by 2.1%, the energy demand ohon-OECD
countries grew by 2.5% and the energy demand ofOECDcountries (with more

matured infrastructure and relatively slowor declining population growth) grew by
1.2% [3]. The higher growth rate recorded in 2017 for global electricity demand in
comparison to global energy demandvas because of the increasé demand for
electricity. Cleaner electricity generation resources such asrenewable energy
sources, natural gas, and nuclear power are expected tmake substantial
contribution in meeting the increase demand for electricity [1]. Past and pojected
share of generation resources that are used to suppgtobal electricity is presented

inFig.1.2.
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Fig.1.2.1970 z 2040 global share ofelectricity generation resources|1].

Due to global environmental concerns and theesire to reduce globalgreenhouse
gas(GHG)emissions,Fig.1.2 shows that there will be more drastic shift towards the
use of renavables for electricity generation. Over the projected period, half of the
newly installed generators will be powered by renewables therefore, global

percentage use brenewablesfor electricity generation will increase from 7%in

2016 to a quarter in 2040.

It is evident from Fig. 1.2 that the increase inrenewables will have the most impact
on the usage ofcoal becausein comparison to the previous 35 years where coal
accounts for 40% of newly installed generatorsgoal will account for13% of newly
installed generators in theprojected period [1]. The continuous rise experienced
over the past 35 yearsin natural gas share willbe affected by enewaldes usage

during the projected periodbecause natural gas shareill flatten during this period.

1.1.3 Trends in global electricity access

The paceof progress in universal electricity access has accelerated, resulting in the

number of people without electricity access fallingrom 1.6 billion people in 2000
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to about 1.1 billion for the first time in 2016, and with nearly 1.2 billion people
having gained access since @O0 [4]. Despite the impact of growing world
population, global desire to ensure access to affordable, reliabéaend modern energy
for all by 2030 will generally be successful in most regions, due to thgace of
progress in uriversal electricity accesg4| . Between 2000 and 2016, globaprogress
made andthe progress made bysomelocationswith high number of people without

electricity is presented inFig.1.3.
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Fig. 1.3. Aggregates of electricity access, (a) Electrification access in the Wwband
some developingnations/regions, (b) 2016 electricity access in urban and rural
areas in the world andsome developing nations/regions. Data source5]

Trends in global electricity accessollectedfrom IEA database shows that significant
progress has been madglobally. For example, nearly 1.2 billion people have gained
access to electricity betwea 2000 and 2016, out ofvhich 870 million people gained
access in developing Asia, with India alone accountirigr 500 million of those that
gained access4|. As a result, many countries in developing Asia are aroursein

reaching universal electricity access by 2030, while India is on cours@ reaching

-5-
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the global goal of having 100% electricity accesly the early 2020s.However, 674
million people of global populationare expected to remain without electricity access
in 2030 beause ofgrowing population, and sub-Saharan Africa (SSA) is wher90%
of them will live [4]. It is worrying that SSA projectedoercentagecontribution to the
population without electricity access will increase from 50% in 2016 to 90% in
2030.

Meanwhile, dectricity access rate is notlow for all SSA countres becausein
countries such asMauritius, Seychelles, Cape Verde and Gahoational electricity
accesgate was more 90% as at2016 [5]. Sgnificant progress hare alsobeen made
in improving the rate of electricity accesdy many SSA countriebecausebetween
2000 and 2016, Fig. 1.3 shows that electricity accessrate in SSAgrew by 87%.
Continuous gowth in SSAelectricity accessrate has madeits annual increase to
outpace its fast growing population rate since 2014 [4]. Due to rapid growth in
population, electricity accessrate in many SSA countriess uneven and slowhence,
there were more peope without electricity in 2016 (588 million people) than there
were in 2000 (516 million people) [5]. The use ofelectricity accessrate for
comparing the electrification levels of countries might be a misleadingbecausethe
number of people without electricity accessn a country canbe morethan in another

country despite having a highelectricity acces rate thanthe other country.

In Nigeria (this study country of focus), although the percentage of people with
electricity accessgrew from 40% in 2000 to 61% in 2016 there are still more people
without electricity in 2016 than there were in 2000 becauseNigeria population
grew from 122 million in 2000 to 190 million in 2016 [5]. Other challenges with
Nigeria drive towards universal access for all is the poor quality of elegtity supply
to customers 6], and the uneven eledticity distribution between Nigeria urban and
rural areas Whilst it is far from complete, Fig. 1.3 shows 2016 uneven electicity
distribution betweenurban and rural areasin Nigeria. Low electricity access raten
rural areas is a glokal concern because 84%of the 1.06 billion people without

electricity access in 201divein rural areas|4].

The wide disparity betweenurban and rural areaselectricity access rateis evident

in many SSA countrieg-or example 90% of Gaborese had electricity access i016,
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but the percentage of urban and rural dwellers with electricity access were 97% and
38% respectively[5]. Similarly, Fig. 1.3 showsthat 61% of Nigerians had electricity
access in 2016, but the percentage of urban and rural dwellers with electricity
acces were 86% and 3% respectively. Becauserural areas are usually least
electrified, research on rural electrification solutions can help achieveuniversal

electricity access for all.

1.1.4 Rural electrification: Benefits, challenges and way forward

Direct and indirect benefits of rural electrification spursrural development because
it createsanavenue forincreaseincome generation, greater educationattainment,
improve hedth services, higher quality of life, access to information, increased
gender equality,and several other social welfare benefits required for sustainable
economnic and social developmeni7]z[15]. Daily benefits of rural electrification are
evident in different sectors of life. In the agricultural secta, rural electrification
directly spurs high productivity with the use of electric motors and pumps driven
machines, and the indirect benefit of rural electrification includes the use of
information received fromtelevision and radioto make informedplanning decisions
on weather conditions and crop prices Despite the many benefits of rural
electrification, the rate of rural electrification in developing countriesis still slow
[13].Lack of commitment by many @veloping countriesis often seenas responsible

for the slow progress n rural electrification [16].

Regional crises such adevelopment imbalance, excessive rural to urban migration

and rapid failure of existing infrastructures, that arisefrom population growth can

be mitigated byrural electrification, therefore, overloading of the already stressed
electricity network can be avoided|[17], [18]. Scaling up electricity accessin
developing economiesis an enormous responsibility [16]. More so, it makes less
business sense to supplyAl AAOOEAEOQOU Ol t Aopulsiio®iAAOUB O
understanding of the diverse challenges affecting rapid rural electrification is
important for spurring rapid rural electrification growth in many developing

countries.



Several factas have beenreported as responsible forthe slow progress in rural
electrification. For example, Yadoo and Cickshank [19] reported that there are
usually limited financial investment on rural electrification because rural
electrification projects often offer littl e or no market in@ntives to profit-seeking
private companies.Some aher barriers that limits rapid rural electrification include
low population density, roughness of terrains, low load densities, i@ economic
activities, irregular subsidies, poor performance on the part & contractors, little or
no supervision, and procurement difficulties [9], [12], [13], [20]z[23]. These
challenges can be grouped into technical, financial, institutional and governance
barriers [24]. Meanwhile different country -wide studies on rural electrification
emphasisethat there are no short-cut solutions, therefore, the ideal pathway for
providing electricity services in rural areasinvolves the design of avell-structured
local context-based support schemesthat offers financial, training and advisay
support at a micro-level, and offers broader level support, by ensuringthat there is
favourable policy environment,an effective regulatory mechanisms thatonsiders
diversity in local needs and wider institutional levelsubsidiesis appropriate [13],
[19], [25], [26].

Design ofa localisedrural electrification scheme is vitabecausédt canenable energy
system cost reduction, acurate load prediction, and the deployment of renewable
energy technologies. For example, é€ssons from successi rural electrification
programs show that optimaldesign and sizingof an energy systentan reducethe
energy system cost by 20-30% [27]. Therefore, technical strategy of a rural
electrification program is important for the optimal design of an energy system
becausethe total lossesof an energy systemnfluence its unit cost of energy For
example, World Bank(with a history of several successfulplanned, designed and
commissionedrural electrification projects) have reported that technical related
issues canmake up to50% of the total energy generated by a system to be losas
wasthe experiencein Albania and Rajasthan in Indiall]. Typically, grid extension
and off-grid systems are the two technical approaches for increasing the rate of
electricity access in rural area.Also, the two design options for offgrid
electrification are communal grids and stand-alone/individual microgeneration

systems The selectionof the most suitable approach for rural electrification is
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dependent on several factors such asthe closenessof the rural area from the

national grid, the surrounding terrain of the area, anddad density [11], [28].

Generally, grid extensions araecommended when the rural area has high load
density, when it is close b the high voltage (HV) national transmission lines (Tx)
and when its surrounding terrain is economically viabk to extend the national grid
lines [28]. Unlike grid extension, where an HV transmission line archite¢are is
required, communal grid or small autonomous electricity network rejuires a low
voltage (LV) power architectureto supply dectricity that can be used for productive
engagementFurthermore, communal gridis recommendedwhen there areclusters
of loads, there is no nearbynational grid lines and the surrounding terrain is not
viable for national grid extension. Stanehlone miaogeneration systems are small
power off-grid systems and are recommended for rural areas, wherepotential
electricity customers are few dispersed and their main electricity use is domestic
lighting [28].

Despite the urge upfront investment of centralised energy systems many
developing countries selecs grid extension as their preferred option for rural
electrification, becausecentralised energy systemscan offer a better economies of

scale [29]. Therefore, off-grid systems are sometimes less appealingin many
countries [30]. However, oftgrid systems are the quickest approach toachiewe

5T EOAA . AOET 1860 3O0O0O0OAET AAtaflve petalso@ the £l O
challengesof electrify many remote areasby grid extension. Sometimes, ¢&-grid
systemscompliment the national grid, by ensuing thatin remote areasglectricity is
available many years in advanceand there is the existence ofan energy customer

base[11].

To spur rapid rural electrification, decentralised electricity infrastru ctures canuse
availablerenewable erergy resourcesin arural areato generate useable electricity
One of theadvantages of a decentralised electricity infrastructures is that they can
be interconnected. This implies thatelectrical load aggregation andlocal energy
control can be performed on the network. Globally, for easy integration of
decentralised technologies into existing centralized energy system, many

governmentshave made urge investment so thatcentralized grid infrastructure are

-9-



retrofit into decentralized energy system [31]. Meanwhile, in rural areas with
unreliable electricity supply or no access toelectricity, decentralized energy
systems can compete technically and economially againg centralized energy

systens.

1.1.5 Communal grid electrification

Communal grd is a localised dectricity infrastructure . In rural areas, it can be
deployed because of its flexible desigmrchitecture. Asa decentralised installation,
communal grids generates ekctricity near customer load, therefore, it canspur the
growth of rural areas econony, aggregation of loads,energy system rdiability,

environmental sustainability and mitigates electricity supply imbalance in acountry
[28].

1.1.5.1 Communal grid techno-economic advantage

Typically, grid-extension electrification solutions are used for electrifying many
countries rural areas but grid-extension electrification solutions will be less
desirable when the cost of transmitting electricity to rural areas exceed
decentralised solutions [28]. Also, grid-extension electrification solutions are

associated with ahigher transmission and distribution (T&D) line losses therefore,
there is an increase in theunit of electricity. For instance, Kenyaaverage cost for
connectingahouseholdto the grid is $1900 (USD) but the cost of connectingemote

and sparsely populatedareasto the grid is much higher[32]. Therefore,due to the
high cost of transmitting electricity to remote and sparsely populatedareas,
communal grid can be a cost effective solutionfor rural areaselectrification [33],

[34].

Furthermore, wmmunal grid system ha comparative advantage over other
decentralized technologies such as solar home syster(8HS) because their flexite
architecture allows for load aggregation Also, larger electrical network can be
created by either integrating acommunal gird and the natonal grid or integrating
communal grids[14]. Therefore, there is an opportunity for the integrated grids to
sell their excessgeneratedelectricity in alarger network and avoid less profitable

electricity generation by buying electricity from the larger network. Apart from
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buying and selling generated electricity in a larger network, electrical load
aggregationin a larger network unlocks greater economies of scaland provide an
opportunity for better management ofgenerated electricity. Meanwhile, because of
communal grid architectural flexibility , there can be an improvement in energy
system security if theenergy systemis designed withthe required functionality that
allows it operate in islanded mode whenever it is interconnected [14]. Sq the
prevalent blackouts that occurs when electricity is supplied by an unreliable
national grid can be mtigated by operating the decentralized energy systemin

islanded mode.

1.1.5.2 Communal grid and development

In rural areas, national gid -quality electricity generated by communalgrid energy
systems can beapplied for productive energy use or to drive sustainable
development However, psewo-electricity generated by decentralized energy
technologies such as SHSgannot be applied to drive sustainable development.
Because national grid-quality electricity has the potential to drive poverty
alleviation and food seltsufficiency in rural areas, some developing countries like
India, recommends the use of communal grid energy systemsfor rural

electrification [8].

Report on lighting electrification experience show that SH#itiatives can be used
to spur rapid lighting electrification of rural areas.For example between 2012 and
2016, a companycalled MKOPA electrified 300,000 homes in East Africa through
the use d their small 8W SHS initiative[35]. The 8W SHS initiative wadesignedto
supply electricity to LED lights, a cell phone charger, and a radio. However,
eledricity generated by the small SHS initiatives is limited therefore, the pseude
electricity generated cannot be used topower productive engagements such as
refrigeration, mills and food processing, sewing machines, and electric tools for
carpentry and canstruction, that stimulate rural economies and enable poverty
reduction [14]. Another advantage of gridquality electricity generated by
communal grid energy systemsis that it helps to avert extreme customer

dissatisfaction that would acconpany decentralised energy installations in the
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future when grid-quality electricity is supplied to a nearby location from the

national grid [36].

1.1.5.3 Communal grid and environment

Globadly, there is growing concern that human activities, espeally burning fossil
fuels, results in the increase of the level of carbon dioxide (CQ) and other

greenhouse gagGHG)in the atmosphere.Increasing the level ofGHGemission leads

to rising temperaturei £ OEA %AOOES O AOI I Ob EMo& Afkhe |

GHG release fronmuman activities are from the energy sectof37]. For example, it
is reported that 2018 global energyrelated CQ emission was 1.7% higher than
2017 global energyrelated CQ emission, therefore,reaching a historic high of 33.1
giga tonnes (Gt) of C®[3]. The power sector was responsiblefor 67% of the CQ
emitted in 2018 because there was an increase in the usefotsil fuelsfor electricity

generation[3].

The amount of GHG emitted byleveloping countriesis usually low when compared
to developed countries but if developing countries are to usefossil fuelbased
solutions for supplying electricity to their growing energy demands, global
environment concerns with climate changewill be exacerbatedby the continuous
growth in developing countries energy demand [38]. Currently, developing
countries are facing the greatest consequences of climatchangebecausethey are
less prepared to combat the impact of climate changél4|. The use ofcommunal
grid energy systems for rural electrification can mitigate CQ emission from
centralized energy system, becaus¢he design architecture of communal grid
energy systemsallows the use of local renewable energy resources such asind,
solar, small hydropower and biomass system&onsequently the use of renewable
energy technologiesby communal grid energy systens provides an opportunity for
the supply of environmentally friendly and grid-quality electricity for rural

electrification.

1.1.6 Nigeria rural electrification and communal grid

Nigeria is Africa most populous nation and the®most populous nation in the world

[39]. The ountry is a developing nation witha rising population growth. In 2018,
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the population of Nigeria was 195.9 million6]. Based orcurrent population growth
rate, Nigeriais projected to nove fromthe 7t most populouscountry in 2018 to the
3rd most populous country by 2050 [40]. Nigeria population are spread acrossthe
country six geopolitical zone or across the36 states and federal capital territoryof

the country. A map showing Nigeria 36 states and federal capital territory is
presented inFig.1.4.
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Fig. 1.4. Map of Nigeria showing 36 states and the Federal Capital Territory (FCT)
[41]

As earlier mentioned, there is fast growth in Nigerigpopulation, but there has not
been corresponding growth in developmental infrastructures like electricity
generation. Forinstance, a study on the electricity consumption per capitalof 21
African countries shows that Nigeria with an electricity consumption per capital of
164 kWh is at the lower end of the spectrum in Africd42]. In rural areas where
about 51% of the population live in 20176], electricity consumption per capitalwill

be lower because these areas of the country has muldwer electricity assessrate

[5].
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Rapid electrification of rural areas through grid extensionis lesslikely in Nigeria,
because it is perhaps more techneeconomically sensiblgor a national grid operator
to channel most, if not all, of the available electricity to urban areas with high load
density and greater economy potentials thamo rural areaswith difficult terrain and
low demand density.Transmissionenergy lossesduring national grid extension will
aggravate the pressure on thaleplorable power network. It is a serious concern
becauseNigeria electricity transmission lossesis high (i.e.a network transmission
loss 0f7.4% loss as compared to the benchmark 0f26% for developingcountries)
[43]. Nigeria power network is also confronted byincessantenergy system failures,
and this isacritical operational challengeaffecting the efficient supply of electricity
from the national grid [43]. Beyond the incessant system failureghe growing gap
between electricity generation capacity and demandyasincreases the pressure on
Nigeria power network. For example, over thepast two decadesthe national grid
supplies unstable and epilepticelectricity to householdfor less than6 hours per
daily [44].

Currently, 85% of the total electricity generatedin the national grid is from fossil
fuel [43]. From an environmental perspective,electricity generation from unclean
energy sources and extending the nationajrid to rural areas with no electricity
accesswill increase theamount of GHGemitted from the country power sector.Sq
if the national grid were to be extended to rural areas with no electricity access, it
will be difficult to comply with international donors request that clean energy
resources (with low CQ emission) are used for rural electrification becausethe
integration of renewable energy technologies into the national grid congeat a

higher cost.

Nigeria large population without access to electricityand/or low electricity
consumption per capital, andthe national grid deplorable state, bows that the
country power sector is in a crisis.Research on the benefits of usinglternative
electrification solution for rapid rural electrification is necessary becausethe
unreliable national grid is perhaps notan efficient wayfor rapid rural electrification
in Nigeria. Oftgrid energy systemsare viable electrification options for rapid rural

electrification, and they also allows for easy deployment of cleaner energy
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technologies [14], [26], [45], [46]. As earlier mentioned, ommunal grid energy
system is a moreviable off-grid option for rural electrification than other off-grid
energy systems becausethe national grid-quality electricity it supplies can be
applied for productive energy use(i.e. beyond lighting) and to drive sustainable

development.

1.1.7 Renewable energy technologies for rural electrification

Rural electrification with renewable energy technologiesis used to drive
environment sustainability since rural areas of developing countries are least
prepared to combat the challenges of climate change Furthermore, financial
incentives required to spur rapid rural electrification can be secured becausmany
international donors prefer rural electrification with renewable energy
technologies. Evidence from literature show that renewable energy technologies
can be used to drive rural electrification because they can compete with
conventional energy technologied47]z[49]. To resolveNigeria power sector crises
and minimise the release of GHG emissionthere is growing clamour for the
deployment of renewable energytechnologiesinto the country energy mix.2016
report on the roadmap to solving NIfA OEAS O DI x AO staleAtdadT O A
incremental growth in electricity capacity is achievable when all generated
megawatts of electricity are efficiently harnessed andlistributed to customers,then
after, the push for steady supply of electricity, and finally the supply of

uninterrupted electricity [50].

In Nigeria, the agency responsible for theelectrification of rural and unserved
communities is called Nigerian Rural Elestrification Agency (REA. To achieve
incremental growth in electricity capacity,REAalsorecommendsthat all generated
megawatts of electricity are efficiently harnessedanddistributed to customers Urge
progress has been made byREA on the deployment d renewable energy
technologiesfor rural electrification [51]. Futhermore, to provide electricity access
to economic clusters such as markets, shopping complexes and
agricultural/industrial clusters , REA has recently launched the energizing
economiesinitiative (EEI) [51]. REAmainly emphasisesthe use ofPV systemsfor

electricity generation[51].
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In literature, many authours support the use ofenewable energy technologiedor
electricity generation. For example,Shaaban and Petinrin52] recommended that
renewable energy technologiesshould be deployedfor the supply of reliable
electricity to rural areas and toavoid the immenient collapse of the power network
because the available fossil fuel usefr national grid electricity generation is near
depletion. Due to Nigeriarapid population growth, increase need for industrial
growth and rising energy consumption levels Agbongiarhuoyi[53] recommended
that renewable energy technologieshould be deployedinto Nigeria energy mixin
order to avoid the devastating environmental pollution and survive current

economicrealities.

Despite clamour forincrease deployment ofrenewable energy technologiesits
integration into Nigeria energy mix is still in its nascehstage[53]. Thereason for
the slow deployment of renewable enegy technologies is attributed to
technological and economic drawbacks, as well as deep rooted policy inerii@’] z
[54]. Despite renewable energy technologieslow deployment, Nigeria rerewable
energy master planprovide the required assurance thatfederal government of
Nigeria (FGN is committed towards the deployment of solar, wind, hydro-power
and biomass resources in the short, medium and long terro5], [56]. A brief
AOOAOOI AT O T E&£ . ECAOEAS8O OI 1 AOare pgeegehted

below:

Nigeria lies within a high sunshine belt57], [58]. Therefore, the deployment of PV
energy systems has the potentialof improving Nigeria energy security and
reliability as well as enlargng Nigeria solar market.Several studiesstatesthat PV
energy system $ technically andeconomically viable energy technology for rural
electrification [59]7[61] . Furthermore, authors such as Chakralréi and Chakrabarti
|62] and Moharil and Kulkarni [63] have arguedthat when the unit cost of national
grid electricity is low, the deployment of off-grid PV energy system can be justified
on the basis of its indirect benefits in the social, economic dnenvironmental

spheres.
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Large hydropower systems account for 15% of Nigeriaational grid generation
capacity[43].The current large hydropower system installed capacity in Nigeria can
be increased by adequate mapping @vailable water resourcesnto large and small
hydropower system [64], [65]. Annual rainfall is about 3400mm depth in the south
central shores of the Niger Delta, about 1400mm aund the Plateau in the midbelt
region and about 500mm over the northern boundaries of the caury [55].
Precipitation last over 8 months of the year in the southern areas, whereas at the
extreme north annual rainfall duration can be less than 3 month$Small hydropower
(SHP) has the potentiabf driving rapid rural electrification, but its deploymentin
Nigeria is limited because it is droughisensitive, weather and season dependent,
and requires site specificdesign [55]. Therefore, if SHP are deployed for rural
electrification in Nigeria, it canonly operate all year round in the soutlern and the
south-eastern regions of Nigeria because their rivers and streams flows are

perennial [55].

Nigeria wind speed is generally lowPeak wind speedfor most locations in Nigeria
occurs between April and August[57]. Nigeria annual wind resource iglependent
to the rain-bearing south-western windsthat blow strongly from the month April to
the month of October and the dry and dusty northeast trade winds which blow
strongly from the month of November to the month of March [55]. Because of
Nigeria low wind speeal, wind power is projected to contribute the least amount of
renewable energy ino Nigeria energy mix|[57]. In Nigeria, the drawbacks with the
deployment of wind power for rural electrification are wind power intermittency
and the countrylow wind speed,therefore, all year electricity generation in many

locations is eitherunlikely or very expensive[55].

Biomass energy resources includes fuelwood, animal wastes, agricultural residues,
and energy crops/57]. Nigeria biomass resources assessment shows that biomass
can be used toincrease Nigeria electricity generation capacityand supply clean
domestic cooking fuel [66], [67]. Large deposits of biomass resurces are
distributed across Nigeria different regions [68]. When the water content of bio
waste is high, aaerobic digester is the most suitable technology for praacing

biogas [52]. For efficient anaerohbic digestion, all necessary system inputs and
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outputs such as feedstock (bio-waste) and digester waste (i.e.for fertilizer
production) should be coordinated to avoid inefficient biogas production and the

disruption of living things food supply chain

1.2 Research motivation

Most of the people wihout access to electricity live in rural areasFor example, 84%
of the 1.06 billion people without electricity access in 2018ive in rural areas [4].

Low electricity access rate isisually experience inrural areas because they ardghe

least electrified areas of developing countries Therefore, development of rural
electrification solutions is required to guaranteeuniversal electicity access for all

In developing countries like Nigeriaalternative solution to national grid extension

is required becausethe national grid is in adeplorable state and incessanblackout

is experienced inthe power network. Communal grid energy sygems are attractive
off-grid energy solutions because they can be usedor supplying grid-quality

electricity, the deployment of renewable energy technologies anthe aggregaton of

load [14], [34], [36].

In literature, studies on the viability of renewable energy driven communal grid
energy systemshave been conducted4 7] z[49], but the development of a stochastic
load profile that is representative of the energy consumption behaviour ofural
areasoccupants was not existent, nor washe investigation of the impact of load
aggregation on a communal or regional grid considered in thesstudies.So, itwill
be usefulto develop a househa occupancy demand model for rural areas, before
calculating the minimum cost of supplyingclean energyto rural households and
studying the effect of load aggregation in a communal and regional gritk is
therefore hoped that outcomes from this researchwill contribute to on-going
research geared towards the development of clean alternative solutions for rapid

rural electrification.

1.3 Scope

This researchstudies the optimal combination of PV, biomass andattery energy

systems that guarantees reliable supply of electricity to rural households at
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minimum system cost To simulate the energy consumption pattern ofrural
households, a household survey that investigate occup@nCaétivity schedule is
performed so that the effect of occupancy behaviour on energyossumption
patterns can be predicted.In this research, hgh-resolution models are developed
because of thestochastic natureof load profiles and solaradiation data. The effect
of load aggregation on a communal grid and a regional grid is algovestigated in

this thesis.

In this study, Nigeria is selected as the referenceountry. Although located within a
high sunshine belt[57], [58], the amount of solar radiaton that can be harnessed
from different locationsin Nigeria varies widely. Out of Nigeria 36 states and federal
capital territory, research data collected from Edo state @ used in this study
because Edo state is one of the states with the least soladration potentials in the
country. Household occupamy and appliance ownershipsurvey is carried out in
EsanNorth-East local government area (LGApf Edo state Biomass availability is
assessed by calculating the quantity of recoverable household and aral bio-waste
in the studied location. Household and animal biavaste were selected because they
are usually disposed indiscriminately in rural areas. Thereforehie use of household
and animal biowaste for energy production will not disrupt living things food
supply chain. Household and animal bievaste has high moisture content, so,
anaerobic digester is the most suitable technology for converting these bivastes

into biogas[52].

1.4 Aim and objectives

To study the effectof integrating biomass and photovoltaic generators for rural
electrification, the aim of this research ighe survey and modeling of households
load profiles, investigation of the optimal combination of PV ,biomassand battery
energy systemsfor reliable supply of electricity and a power flow study of the

impact of load aggregation on the operation of a regional grid

To formulate this thesis research objectives, relevant research questions were
considered. For the research questions andesearch objectives presented below,
the research questions align ongo-one with the research objectives
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14.1

Vi)

1.4.2

Vi)

Research questions

What is Nigeria renewable energy potential andhow does Nigeria energy
policies influence the deploymentof renewable energy technologs?

What isthe energy consumptionbehaviour of rural areas?

What is the amount of solar radiation that can be receiveth the studied

location when a PV panelis permanently fixed horizontally, permanently

fixed atits optimal annualangle, oradjusted seasonally b its optimal angle?

What is the studied location bianasspotential ?

Canthe integrated PV, biomass, and battergnergy system LCOEcompete
with the LCOE of a diesel only energy systeand the LCOE of thenational

grid?

What is the effect ofload aggregatedon aregional grid?

Research objectives

An assessmentof Nigeria renewableenergy potential and evaluation of how
Nigeria energy policies influence the deployment of renewable energy
technologies

Surveyof rural householdd éhergy consumption patterns and development
of a stochastichouseholdload profile model.

Estimation of the studied locationhourly global solar radiation data and
evaluation of the minimum time span of measured meteorologicaldataset
that is required to estimate the solar radiation ofthe studied location
Assessment of the studied location lbmasspotential

Investigation of the optimal size of PV, biogas generator and battery
capacities that should be integrated in order to guarantee cost-effective
supply ofrreliable electricity.

Sudy of the effect of load aggregated onragional grid and evaluation of the
best approach for siting generators ina regional grid in order to ensure

power lossesminimization .
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1.5 Contributions of the research

Same of thespecific contributions of this thesis can be summarized as:

)] Survey and evelopment of an occupancyased stochastidoad model. The
developedload model can beusedto simulate the load profiles of households
when measured national time usedata is not available in developing
countries.

i) Evaluation of the minimum time span of measured meteorologicaldataset
that is required to accuraely estimate hourly global solar radiation.

1) Development of a powerflow study model that can study theeffect of load
aggregated on a regionagrid and evalude the best approach for siting

generators in a regional grid in order to ensurg@ower lossesminimization.

1.6 Thesis outline

AEEO OEAOEOUYEPABGRABARAAERAODEA OEAOEO 00O«
A 11701 Al OO0OADP AU MOMPADBOGEICOIADIOEOET T O OE
OAOAAOAE £&ET AET ¢O8

#EAD ®ORA AT OO AT ET OOT AGAOEIT 1T &£ OEA OAOA
sets out with an overview of the background of the research problem, in order to

provide a justification for the research. The chapter clearly articulates the problem

and purpose statements, as well as the research questions that emanate from the
research problem. This chapter also presents the research objectives and concludes

with an outline of the remaining chapters in this thesis.

#EADOROOG 1 00 xEOE AT 1T OAOOEAx 1T &£ OAT AxA
AOAROOAET OATAxAAIT A OAOI GOAA bi OAT OEAT |
Il ECEOET ¢8 '1 0T h EO AT T OAET O AOCAU OB AFANAT IA
pi 1 EAEAOh ET 1T OAAO O1 AAOAOIETA OEA AOI
OAAET I 1T GCEAO ET . EGCAOEA8O A1 AOGCU i E®S8

#EADPOAOEIcA EADOARAICAHADOAD BOT OEAET C A AOEOD

I EOAOAOOOA ET OAlI AOCEATIA QIACGEHE A DRAOABEDAE OB
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| EOAOAOOOA OAOEAx AT OAOO OEA OAOEAx 1 &
AT AOCU OUOOAIT ArbvievEst dere@lFopetating ch@dctristic of

PV technology and the different approaches fanodelling solar radiatonh OEA OAOE
I £ AT AAOT AEA AECAOOEIT DHOT AAOO Altedhnddi AA O]
economic characterization of energy storage systeths OEA OAOEAx | £

i TAATTET C APPOT AAEAOh OEA OAOEIAG A A EAH /
ET AEAAOT OOh Afltde difbeeAt hybrfd CeBefgy syste design and
simulation optimization techniquess

#EAPOMOE IAEAD VO boOAOAT OET ¢ OEA 1T AOET AT I T «
OEA EUAOEADADAACO8 OOEEO AEADPOA®EITAIOII CB
Al 1 TUAA A& O CAT AOAOET ¢ @UAOA A GOH A ERALDA(
OOAE AO 1T AA Ai1 0O DPOETOGEIEIT PEIOD GG OMAD AAd A
AT 601 AAOU AT 1T AEOQOEIT T Oh AOOOI POETT O AT A 1EI
EUAJEMOQQU OUOOAI AOA KEIA®IOCADBAOAT OAA ET OE
#EAPOBOAAOET ATTT CcU £ ©OOAAEAOOEMOEIKMNAAAT A
DOl A£E1 AORDARDAAD EAD ADBIBEOMAB M OO000AU 1 OC
AR OOCAET I A AABOEEARTAU ADBIARDMERAD DEA 11 AAI
' i1 KO O@ERET T AO AT A Al 1 ixBIORAO Ub OAIORA OB AT

#EADOBAAO®AOOIEAICOI UACOEAAT OI 1 AO OAAEAOQEI
PDEI O1T OT 1 OAEA ADDI4EAAD EI 10 IWHo@eteanAid /HikeR QM A 8
mathematical expressions and meteorological parameters that should be
considered when developing a new solar radtion estimation model. The duration

of datato purchasefrom a weather stationor the duration that aninstalled weather

station should monitor data to guarantee accurate estimation osolar radiation is
calculated Assessment of theoptimal angle to position panelsfor maximum solar

radiation yield was also performed.

AOOEI AOAA AAEI Ui AER GA & A D®ROWARE IOEA D O £E |

#EADGAAAOEOAA ET OO 10A@ E A & KIAD G&ddsturly how
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an integrated PV biomass and battery storagecommunity project can compete
economically againsta diesel only system, and against a subsidized and unreliable

national grid, as wellasto DAU ET x OEA ACCOACAOEI T 1T & |

loads affects the sizing and operation of a regional grid

&ET MEIALNOA®I iJAOEUAO OEA >OEGEEDE EDALR A OKIE (
I OOAT i A OEdZHEO df Nigeria renewable energymarket, survey of rural

EIl OOAET 1 A60O AT AOCU,dAvelbpdént obdiséhbld I@ad @@l OT O
estimation of hourly global solar radiation, evaluation of theminimum time span of
measured meteorologicaldataset required to estimate solar radiation, assessment

of the studied location biowaste potential, investigation of the optimal size of PV,

biogas generatorand battery capacties that should be integratedstudy of the effect

of load aggregated on a regional grid and evaluation of theest approach for siting
generatorsin a regional gridwere summarized in this chapte8 2 AAT I i AT AAO
IAEOOOOA x1 OEO OROGRAT ARODGAKADOABHI OEEO
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Chapter 2 NIGERIA RENEWABLE ENERGY RESOURCE ASSESSMENT

In this chapter, . E C A ®dfidwéb® energy potential is studied, and existing
renewable energypolicy is reviewed in order to determine the possibility of using
renewable enggy technologiesto resolve existing energy crisesin the country. In
this chapter, the studied enewable energy technologiesre selectedbasedon the

country renewable energy master plan

2.1 Overview

Globally,conventional technologies that burns fossil fel are still commonly usedor

electricity generation becausdossil fuel hashigh energy capacity anccaneasly be

transported from one location to another [1], [3], [69]. However,the drawback to
the continuous use of fossil fuel for electricity generation include its negative
contribution to ozone depletion, acid rain and global warming/0], [71].Renewable
energyresourcescan beused togenerate clearand affordableelectricity , therefore,

it canserve as a viablealternative to fossil fuel [69], [72]7[74]. For example it is

reported that over 17 countries generated more than 90% of theiannual electricity

consumption in 2017 from renewable energy technologies 75] . Sudies haveshown

that the use of renewable energy tehnologies is a technicallydeveloped option

[76]7[79]. Some other studies performed from a social, economic and
environmental perspectiveshave also reported that the use ofrenewable energy
technologies for electricity generation is a viable alternative to conventional
technologies|73], [80], [81].

Some of the advantages of using renewable energy technologiesfor electricity
generation is to guarantee energysecurity and promote economic advancement
[74],to minimise fossil fuelrunning costs and conservats finite fuel deposit|72],to
develop a sustairable approach for meetinggrowing global energy demand|[382],
and to enable environmental sustainability [73]. Therefore, the favorable
deployment of renewable energy technologiesn Nigeria can be a clean and

sustainable way of developing Nigeria energy sector.However, becausecurrent
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trends in Nigeria population show that there is rapid increase in the country
population growth and there are few installations of new technologies into the
country national grid, existing crises in the country energy sector might not be

resolved soonwithout a committed effort by all energy players

Nigeria rural areas are the most affected, with 65% oht people having no access
to electricity in 2016 [5]. This does not suggest that Nigeria urban areagith a
higher percentage of electricity access, are exempted since electricity supply from
the country national grid is very unreliable, that is electricity supplied from the
national grid is characterized by long-duration of no electricity availability. For
example, sirvey outcomes of a researchcarried out in the urban area of Ibadan,
shows that over 50% of gid-connected households received less than 4 hours of
electricity on a daily basis [83]. Because national gridsupplied electricity is
unreliable, many persons use diesel generators to generate their electrical energy
despite the high negative environmental and social impact that arises from fumes
and noise producedduring the operation of diesel generators.From an economic
perspective,Nigerian governmentrecentremoval of subsidyfrom the sales of diesel
fuel has madethe use ofdiesel generatorfor electricity generation less desirablein
the country becausediesel generator userswill have to pay for the high diesel fuel
cost[84]. In fact,Ohijeagbon and Ajay|85] reported that because of the high cost of
purchasing diesel fuel, the levelized cost of energy oftéesel standalone systemss
0.62 USD/kWh

2.2 Nigeria’s renewable resource potential

The Federal Government of Nigeria (FGN) has identified the use of renewable
energytechd 1 T CEAO AO A T AAT O T £ AAAOAOOET ¢
the renewable energy master plan (REMP) wadevelopedin 2005 with set targets
to drive the deployed of renewable energy technologie&5]. Table 2.1 outlines the
proposed renewable power targets that are expected to contributéo overcoming

Nigeria power shortage.
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Table 2.1. Nigeria renewable power targets 56|, [86]

Resources Short term (MW) Medium term (MW) Long term (MW)
(2008) (2015) (2030)

PV 5 120 36,750

Wind 1 20 50

Large Hydro 1930 5930 11,250

Small Hydro 100 734 3,500

Biomass 1 100 1,300

Total 2,038 6,906 68,350

As shown inTable 2.1 there is a renewable power target frame work in Nigeria, but
actualization of renewable energy expectation has remained unfilled or slowly be
met over the years based on international renewable energy agency (IRENA)
renewable energycapacity statistics|87]. Therefore, this research will benefit from
studying the renewable energy resources presentedn Table 2.1 and from a review

of Nigeria current renewable energy support system, since the progress ithe
country renewable energy system islow when comparedwith the progress made
by many countries. Reduction in manufacturing cost,technology improvements and
the deployment of favourable policies are some of the factors that havepurred a
fast pace increase inglobal renewable power generationcapacity. 2011z 2017

global installed renewable power generationcapacityis presentedin Fig.2.1.

20Mm 2012 2013 2014 2015 2016 2017
¢ Hydropower and Ocean Solar @ Wind ¢ Bioenergy # Geothermal

2,500 ow

2,000
1,500

1,000

500

Fig.2.1. Global renewable power generation capacity37]
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Current trends show thatannual growth of about 8.3% was experienced in 2017, as
global renewable power generation capacity increased by 167 GW and reached
2,179 GW worldwide[87].

2.2.1 Biomass resource potential for modern energy generation

Biomass is a chemically biodegradable material with the characteristaf producing
energy carriers, which can be transformed into electdity, heat or fuel. Bioenergy
is a versatile energy source becausi, comparison to other energy sources, biomass
can be converted into solid, liquid and gaseous fuels. Globally, biomasshe largest
renewable contributor to total final energy consumpton (TFEC) as well as the®
largest primary energy source, providing nearly 13% of the final energy
consumption in 2017 [75]. Traditional use of biomass in developing countriegfor
cooking and heating) accounts for almost 8% of thtotal, and nodern use accounts
for the remaining 5%. Specifically, modern use of bioenergy for electricity
generation experienced an annual increase of 11% in 20175]. Globally, Brazil,
USA China, India, and Germany are taking the lead in the use of bioamnefor
electricity generation, with a combined share of about 53% of the 109,213 MW total
generation capacity in 2017[87]. Whilst African nations are not part of the leading
nations in the use of bioenergy for power generation, however, substantial progress
has been made in Ethiopia, South Africa, and @&&n, with a combined share of 38%

within the region [87].

In Nigeria, according to statistics on world bank developmenindicators, biomass
accounts for above 80% of TFEG], but biomass consumption is mainly through
traditional means. Specifically, for electricity generation, a 2018 report by the
international renewable energy agency (IRENA) shows that bioenergy is currently
not a part of Nigeria energy mix for grid powe generation [87]. However, there is

the possibility of harvesting significant amount of modern bioenergy from the

1Bioenergy is theenergy derived from biofuels, which are fuels derived from biomass
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counOOUG O AET T AOO AT AOCU OAOT Gofahdreskies A E
animal waste, forest waste and municipal solid wasteé56], [86]. In terms of
electricity generation, Nigeria renewable energy master plan offers the assurance
that bioenergy has the potentials to contribute to improving Nigeria electricity
sector. Therefore, the government of Nigeriabelievethat electricity generated from
biomasscan beashigh as 13,40 GWh by 203588] .

2.2.1.1 Agricultural crop residues

Agricultural crop residues are organic matters, which are produced either by
harvesting or processing of agricultural products. As an agrarian nation, Nigeria has
the potential of generating substantial quantities of agricultural crop residues from
their large arable land. Accordig to statistics from World Bank development
indicators, the country has 34 million hectares of arable land, which is about 48% of
their agricultural land [6]. Despite the fact that crop residues are usually generated
at different stages of a crop production cycle, residues are usually derded, mostly
by onsite burning or allowed to rot, with consequent release of greenhouse gases
[89]. Within a household, some of therop residues generaed from crop processing
activities are used as domestic fuel, especially in rural communities-or example,
for direct burning in a traditional 3-stone scheme While the remaining portion,
which makes up a fraction of domestic municipal solid waste, aragposed at formal
and informal dump sites [67]. Annual production quantity of different crops in
Nigeria varies significantly from one crop to another, which means that the quantity

of residue poduced by different crops also varies.Sq Food and Agriculture

/| OCAT EUAOET T j&!'/ qQ | A& Oorttthe podudiconfuantity ANOET 1

kg) of Nigeria main crop residuesbetween 2000 and 2016 are presented inTable
2.2.
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Table2.2. Production quantity (kg) of Nigeria main crops residues$90|

Year Maize Millet Rice Sorghum  Soybeans

2000 43,958,883 73,044,550 67,544,402 1.25E+08 9,838,695

2001 48,125,988 65,079,930 61,749,748 1.16E+08 9,923,136

2002 50,311,670 69,207,068 64,411,625 1.23E+08 10,414,611
2003 53,434,388 73,371,372 66,345,071 1.27E+08 10,852,511
2004 56,188,023 78,265,880 70,669,303 1.32E+08 11,526,157
2005 59,558,468 83,468,352 75,262,510 1.39E+08 12,013,027
2006 69,409,450 89,651,855 83,353,435 1.44E+08 12,703,310
2007 66,773,772 93,956,448 71,490,605 1.44E+08 12,580,781
2008 72,321,253 104,453,187 77862,609 1.43E+08 12,333,422
2009 68,987,063 58,013,217 62,549,900 85,576,642 10,704,553
2010 74,740,008 61,262,762 81,102,794 1.01E+08 6,503,661

2011 89,221,865 16,943,648 79,069,980 87,721,445 11,366,929
2012 89,101,876 15,439,523 96,776,652 93,221,397 13,546,978
2013 87,122,360 11,545,946 93,346,750 92,978,118 12,538,579
2014  1.02E+08 16,926,703 1.05E+08 1.07E+08 12,902,375
2015 1.07E+08 17,962,134 1.08E+08 1.10E+08 12,315,847
2016 1.05E+08 17,933,737 1.04E+08 1.08E+08 12,353,150

The data presened in Table 2.2 shows that substantial crop residues are generated
annually in Nigeria. With the year 2016 statistics taken fromable 2.2 as the base

year, Table 2.3 summarise the energy potential of the base year crops residues

Table 2.3. Energy potential of crops residues for 2016

Residue ~ R€SIU€  \ioisture Energy content Energy
Crop (103 kg) type content (%) - EC potential (TJ)
Maize 105,262 Stalk 150 19.660 1759
Millet 17,9342 Straw 150 12.38 189
Rice 104,236~ Straw 12.71° 16.020 1458
Sorghum 108,312 Straw 150 12.38 1140
Soybeans 12,353 Straw 15b 12.38 130

Source2[90] b[66] whereE G Is the mass of dry matter
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From this empirical analysisin Table 2.3, the total estimated energy potential for
these five crops residues is 4676TJ. Currently, thereis an increased use of
agricultural residues such as bagasse (sugarcane residue) in cogeneration plants to
increase electricity generation. Successful cases have been recorded in Asia (e.g.
India) and in countries such as Mauritius, Kenya, and Ethiopia in Africa, whereetre

is govanment supported policy [75]8 ' 1 OT h AOEAAT AA &EOT 1
residues usage shows that out of the 49 TWh electricity generated from their 14.6
GW total bioelectricity capacity in 2017, bagasse (sugarcane residue) accounts fo
nearly 80% of the biofuel employed|75]. Apart from bagasse, other agricultural
residues have also been used in countries with substantial residue deposit. For
example, a 1.8 MW plant fuelled with rice residue (rice husk) is being developed in
the Ayeyarwady region of Myanmar[75]. Theincreaseduse of agricultural residues

for electricity generation can generally be attributed to the fact that modern energy
production has little or no threat to food security as well as the fact that benergy

systems are becoming more cost competitivé39)] .

In Nigeria, agricultural residues fuelled power plants is currently not commo,
especially for rural householdelectrification, due to economic and technological
constraints [91]. However, for industrial purpose, a 32 kW demonstration offjrid
power plant fuelled by rice husk was established in Ebonyi State, by United Nation
Industrial Organisation (UNIDO) in collaboration with the Ebonyi stée government

to supply electricity to a palm kernel processing outfif information and
communication technology (ICT) centre, local cottage health centre, and for street
lighting [92]. Consequently, the Ebonyi state government intends to implement a 5
MW power plant project worth $ 14.6 million (USD) in the staté92]. However, due
to economic and technological bottlenecks the 5 MW plant is yet to be implemented.
In view of the substantial deposit of agricultural resilue in Nigeria coupled with the
advances made worldwide ints use for power generation, it, thereforemeansthat
research-based policies can reduce the economic and technological bottlenecks

restraining the use of agricultural residues for power generatn.
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2.2.1.2 Animal Waste

Animals waste are obtained in the processf animal husbandry as well as during
livestock consumption. In general, daily animal wastes are generated from animal
dungs as well as from abattoirs in Nigeria. The quantity of manure producedom
livestock usually depends on the type of feed consumetthe quality of the feed, and
the weight of the animal[66]. The main livestock reared in Nigeria are cattle, pigs,
goats, chicken, and sheefb4]. In rural areas of Nigeria, livestock rearing is one of
the main sourcesof income, with most rural households having at least 3 different
types of these common domesticated animals67]. Food and Agriculture
Organization (FAO) of the United Nations statistic for the quantity of livestock

production in Nigeria since 2000 is presentedn Fig.2.2.
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Fig.2.2. Nigeria livestock production. Data source[90]

It is evident from Fig. 2.2 that apart from chicken, thee were noticeable increment
in the population of the livestock between 2000 and 2016. For the chicken,
noticeable incremental growth was also mainly experience except for the years
between 2009 ard 2013. Using 2016 as the reference year, the energy potential from

Nigeria livestock can besstimated as follow:
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For the reference year 2016), the population of livestock were 3,193,334 (cattle),
212,335,000 (chicken), 25,167,866 (goat), 6,139,547 (pigand 17,141,531 (sheep).
The equivalent dry dung output in kilograms per head per day are 1.8 (cattle), 0.06
(chicken), 0.4 (goat), 0.8 (pig), and @.(sheep)[67]. While the correspondingcaloric
values for cattle, chicken, goat, pig and sheep are 18.5 ©11.0' * 014.0' * Q
11.0' * Qand 14.0' * Qrespectively [67]. Thus, the total energy potentials for
cattle, chicken, goat, pig and sheep for the reference year corresmsnto 38.8 PJ,
51.2 PJ, 51.4 PJ, 19.7 PJ and 35 PJ respectiltaly.evident from the FAO statisics
AT A OEA Ai PEOEAAI AT Al UOEO OEAO . EGCAOEAG
and 212,335,000 respectively, have greater potentials for producing amure.
However, Cattle, generates the highest total energy per tonnes, therefore, greater
energy pdentials can be derived from cattle when they are reared in larger

numbers.

For modern energy generation purposes, the manure is best utilized by first
converting it to a methanerich fuel called biogas through anaerobic digestiofe3],
[94]. Anaerobic digestion B a matured technology and it is well suited for treating
the organic matter from animals during errgy production, despite animal waste
high moisture content [94]. This is because it has the potential for manure
stabilization, sludge reduction,odour control, and energy prodiction [95]. In the
anaerobic digestion process, biogas is produced alongside anaerobically organic
manure. The manure produced is often very rich feilizers and they can be aplied

to an agricultural field after drying [96], [97]. The biogas can either be used for
household cooking or for generatiig heat and electricity ina combined heat and

power (CHP) plant, as widely used in European countries.

Anaerobic digestion is different from the traditional approach of burning livestock
waste for heat energy production, a practice that is widely used iniria [67].
Although traditional approach of drying and burning animal residues in locally
constructed three-stone stoves for a direct source of energy is common,
experimental evidence from conparative analysis of the traditional approach
(direct burning) and anaerobic digestion, reveals that th traditional approach

produces about 2.5 times lesser final heat energy than anaerobic digesti¢#g] .

-32-



Because of the high moisture contentye traditional approach of directburning has
very low conversion efficiency (10% to 20%)89]. Therefore, efficient utilization of

livestock waste through modern approachess required.

To optimise the amount of biogas produced in rural areas;entralised anaerobic
digestion (CAD) scheme can be adopte®9], since it might not make techne
economic sense for all households to hava digester. Thus, taking advantage of CAD
scheme, because it has the potential benefits of technologl improvement, effective
management of the digester by more skilled personnel within or outside the
community as well as the fact that large bialigesters benefit from economies of
scale[100], [101]. Also, CAD dbrds the opportunity for the digester to be operated
as a corporative schemé102], which reduce the capital expenses of a biogas plant
investment as well as supply a large number of consumers at domestic é&\or to

run a bigger generator for electricity production.

In Nigeria rural areas, where households engage in animal husbandry that involves
more than 3 different forms of domesticated animal$67], substantial waste can be
generated from a corporative scheme operating CAD system. The corporative
scheme is such that many farmers combine in feeding a single, largeale digester
with a single or varieties of substrates[99], [102]. The process of combining
different feedstocks for the operation of CAD is known as a <bgestion process.
Apart from wider reach to feedstock, cedigestion increases bioga yield in
comparison with single digestion, by enhancing the biodegradation of long chain
fatty acid, increasing the rate of organic loading, synergistically effecting micro
organisms as well agmproving buffer capacity and the balance of nutrient§96],
[103], [104].

2.2.1.3 Forest Biomass

Forest biomass is another biomass resource for bioenergy generation. The most
recent World Bank documentation on Nigeria developmenindicators reveals that,

in 2015, Nigeria forest area coves 7.4% (69,9306 i @ T £ OEA AT g5 060U O
Woods can be generated from diverse forest products (e.g. branches, stump, roots,

low-grade and/or decayed wood, slashing etc.) as well as from different industrial
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activities such as sawmillig, plywood production, andparticleboard production.

Typically, several forms of wood, such as fuelwood, industrial round wood, and

sawn wood are used for bioenergy productioni-uelwood is the most used resource

for cooking as well as the most widely usedbioenergy resource in Nigeria/105],

[106]. It is estimated hat fuelwood is used by over 70% of Nigerians living in the

rural areas and the country use more 50 million tonnes of fuelwood annually.05] .
Mohammed et al [91] argued that the high reliance on conventional biomass for

AT Aocu OOAI O &£O0Ti1 .ECAOEA8O0 AT AOCU AOEOA
depend directly on forestbased biomass thereby causin@dverse effecton the

ecos/stem.

Despite theuse of forestbased biomass for bioenergy production, the worrying rate

of deforestation arising from the excessive harvesting of fuelwood, coupled with
illegal logging, mining, and seasonal fire is a major concern to the current levels
dissertation in the country, since reforestation is estimated at only about 10% of the
deforestation rate [105]. This is because development indicators statistics reveals
OEAO OEA Al O1 OOUBO A1 OAOGO AOARI BAWtOAAOA
69,930E i in 2015 and specifically from 74,026 | in 2014 to 69,930E | in 2015

6], at a deforestation rate of 3.54% and 5.53% respectivelylThus, with the
AOOOI POETT OEAO OEA Ai1 O1 OOUs80O pPiI BOI AGET 1
forest area remains 4096E | , and that there is a commitment to ensure annuia
reforestation of 10% of 2015 deforested area, Nigeria might have no forestea as

early as 2035, If the current trends of deforestatiompersist8

The high reliance on forestbased biomass is the major cause of the unsustainable
rate of deforestation, therefore, more sustainable solutions should be provided in
order to limit or address the current devastating effect of desertification on the
AT 01 O0OUBd O AI7OSmilbrly, Oyedefd105] has argued that the sourcing
of fuelwood for domestic and commercial uses is a major cause of desertification in
the arid-zone states and erosion in the southern part of Nigeria. Therefore, to
combat environmental degradation arising from the high reliane on conventional
forest-based biomass for bioenergy generation, rapid reforestation and

afforestation should beemphasized along with the push for the use of alternative
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(modern) bioenergy generation technologies with little or no impact on the

environment.

2.2.1.4 Municipal Solid Wastes

Municipal solid waste MSW) is another biomass resource, with the potential of
generating aOOAOOAT OEAT Ai T 01T O 1T &£ AET AT AOCgU
commercial, and industrial sectors.lt is estimated that approximately 74,428.85
tonnes of MSWs are generated in Nigeria daily, which httge potential of generating
2.04 million I  of biogas daily [108]. However, these solid wastesra disposed
indiscriminately or in landfills, from which biogenic waste methane and Cfare
emitted uncontrollably into the atmosphere, as the biodegradable fraction of the
waste decomposes anaerobically91], [106], [108]. Renewable energy recovery
technology options have become a sustainable mitigating sdion in developed and
developing economies for improving waste management and energy generation, as
well as the potential of controlling antropogenic gases emissions from MS\W 5],

[91].

In China, for improved waste management, producing energy from waste is a
common practice, and the deployment of wastéo-energy plants in other parts of
Asia and in Africa is on the increasé/5]|. For example, in Addis Ababa, Ethiopia,
construction of a wasteto-energy plant that will process 1,400 tonnes of waste per
day and generate 185 GWh of electricity anrally began in 2017[75]. Specifically
for electricity generation, in 2017, sold waste was used for generating 89,992 MW
of electricity worldwide, which was 82.4% of the total bioenergy generating capacity
for the same year{87]. Also, in 2017, global annual electricity generating capacity
from solid waste increased by 5%87]. Thus, accounting for 90.44% of the total

increase in bioenergy generating capacity for the same year.

In Nigeria, studies have shown that substantial eneygcan be generated from the
OTTEA xAOOAh ET OAOIT 1 OET Cexdipld, lyAding D.880US O
E C A ABPA U as the average MSW generatior§omorin et al [109] showed that
electricity generating potential from MSW in Ngeria is 3,053 MW. An amount that

is about onequarter of the total grid installed capacity of 12,522 MWI|[43]. The
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electricity generating potential was calculated with the assumption that
incineration with energy recovery was the preferred choice of thermal treatment

[109]. Because othe low industrial activities in Nigeria, there is also high methane

CAT AOAOET ¢ bl OAT OE Aghly BEQdgiadab@ kvdste RT0D FA®DOUGS O
instance, it is reported that87% of Nigeria MSWs are biodegradablg&6] .

Mohammed et al[91] showed that 913.44 Gg of methane is the estimated annat

of methane that can be emitted from Nigeria major cities landfill sites and at a plant
efficiency of 30%, 482.4 MW of electrical power can be generated from the landfill

sites [91]. However, sustainable management and utilization of Nigeria MSWs that
canboostOEA AT O1 OOU8 O AET Al Alinited by@awbAokesitE T T E
as poor legal framework, unclear vision and strategies, and imbalance of

corporation between the various entities of governmen{106], [108], [109].

2.2.2 Hydropower resource potential

Hydropower is the process of harnessing energy fronfialling water to create
electricity. This is achieved by controlling the flow of water through a turbine,
thereby rotating the turbine blades. The capacity of the hydropower plant is a
function of the heightof fall and the volume of water discharged. Thus, ruof-the-
river (ROR) are used for smaikcale hydropower plants while for largescale
hydropower plants dams are constructed to confine a large volume of water within
a barrageBHydroelectric power is thelargest and most used renewable resource for
electricity generation by a wide margin. In 2017, 22 GW of hydropower was added
worldwide, bringing total capacity to about 1,270 GW, thereby accounting for 58%
of global renewable power capacity for 201787]. China remained the perennial
leader in commissioning new hydropower capacity, accounting for about 40% of
new installations in 2017, and was followed by Brazil, India, Arala and Turkey[75],
|87]. The commissioning of new hydropower systems in China and other emerging
and/or developing economies will enable theincrease in the utilization of global

untapped hydropower technical potentiaB

In developed countries, therds the extensive implementation of hydropower (over

50% utilization of the technically feasible hydropower potental) in comparison to
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emerging ecaomies were about 20% to 30% of technically feasible hydropower
potential hasbeen utilized[111]. Therefore, there is gossibility for more utilization

of hydropower technology in developing than in developed economies. Africa is an
extreme case of the uneven development of hydropower technical potential, where
only 7% of economically feasible hydropower potential has been developed (sé&j.
2.3).

\ \
.
~

Fig. 2.3. Regional development of hydropower as a percentage of hydropower
potential [111]

Therefore, since developed countries have already exploited most of their
hydropower potential, emphasis on hydropower utilization can be directed towards
emerging and/or developing countries with more hydropower utilization
potentials. Nigeria is signifiantly endowed with hydropower resources from a
topographical and hydrological perspective[112]7z[114]. The development of
hydropower systems has a great economic prospect in the countryud to its high
system efficiency, and long lifesparn91]. The rivers Niger and Benue and their
several tributaries constitute the core of he Nigerian river system. River Niger is

Africa third longest river and fifth largest in terms of discharge, and it flows across
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several regions of the country ( such thatlaout two-thirds of the country lies in its

watershed) before it empties into the Alantic in the Niger Delta region44].

Kainji, Jebba, and Shirorpower stations are Nigeria hydropower stations and they
commenced operation in 1968, 1985 and 1900 respectivel{p1]|. These stations
account for the entire 1,930 MW of hydroelectric power connected to Nigeria
national grid [42], [43], [115]. This constitutes about 15% of the country's total
installed capacity of 12,522 MW/[43]. However, based on assessments of the
potential of the different sites across the Nigerian river basins for small and large
scale hydropower, only asmallfra@ET 1T | £ OEA AT O owpoud O DI C
generation has been utilized65], [112], [114]. According to energy commission of
Nigeria (ECN), although the total exploitable hydropower potential for large and
small systems are estimated at about 14,120 MW and 3,500 MW respectively, only
about 13.5% and 1.7% of the estimated potetial for large and small systems have
been developed57]8

Therate of development of hydropower system in Nigeria has been slow and this is
due to challenges such as the lack of local research and development strategies, lack
of technical knowledge for equipment manufacturing, difficulties in finaning
energy infrastructure, lack of intensive feasibility studies[91]. Although large
hydropower systems have been mostly used in Nigeria because of its economies of
scale, small hydropower system which is geographically dispersible systems can
enable rapid electrification of rural areas|65], [113]. The deployment of small
hydropower (SHP) for rural electrification offers the possibility for the supply of
power for productive engage, which in turn spur development. Also, SHP has the
potential limiting ecological am environmental footprint associated with large
hydropower systems [116]. Whilst from a social and ecological perspective, SHP
reduces operdional issues such as those associated with large hydropower plants
(e.g. loss of habitat by several plant and animal species, displacement of human
population, soil erosion, a differerce in oxygen levels and water warmth) that could
potentially create animbalancein the ecosystem Furthermore, in comparison to
large hydropower, SHP enables the reduced production ofiethane gas, a highly
potent greenhouse gasts], [113].
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2.2.3 Solar resource potential

Solard AOGCU EO OEA AT AOcU bDOT AOGAAA ££EOT I
Thus, a substantial amount of solar energy strikes the surface of the earth crust on
daily basis. However, thanagnitude of solar energy received at a point on the earth
surface (ie. solar radiation), depends on parameters such as the sunshine duration,
cloud cover index, geographical location of the receiving spot and atmospheric
absorption or reflection behaviaurs [117]7[119]. Solar energy can be convid into
thermal or electrical energy depending on the system of conversion available and
the purpose of utilization. Examples of suitable technologies for converting solar
energy to thermal or electrical energy includes solar thermal technologies, solar
architectural system, and solar photovoltaic moduleOn a global scale, solar energy
applications haveincreased over the past decade. Specifically, electricity generating
solar photovdltaic (PV) capacity grew from about 8 GW in 2007 to 402 GW in 2017
(seeFig.2.4).
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Fig.2.4.PV global capacity and annual additions’5]

In 2017, the world witnesses a landmark capacity addition of 9&W, increasing total
capacity to nearly onethird of the capacity of 2016, which was more than the
addition from any other type of power generating technology. In fact, more PV was
installed in 2017 than the net capacity additions of fossil fuels and nucleapower

combined [75] 8The global acceptance of solar energy was again echoed by the fact
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that by the endof 2017, every continent had installed at least 1 GW and at least 29
countries had 1 GW or rore of capacity| 75| . Despite the signicant market increase

in new installations in Asia (about 75% of global additions), and the market
doubling recorded in China and India to be specifiso,the leadng countries for PV
capacity per inhabitart in 2017 remains Germany, Japan, Belgium, Italgnd

Australia [75].

"U . ECAOEAJ O JbB.6v&3D Btiedr the equaitar i mountryis in a high
sunshine belt, with the potential of exploiting asubstantial amount of solar energy.
Nigeria irradiation values varies from north to south (SeeFig.2.5). Specifically, the
north-eastern axis of Nigeria has the highest global irradiation potential, while the

south-south has the lowest global irradiation potential.

't 19 15¢

Long term average of GHI, period 1994-2018
Daily totals: &2 46 5.0 54 58 6.2
O N R/

Yearly totals: 1534 1680 1826 1972 218 2264

Fig.2.5. Nigeria global horizontal irradiation [120]

Nigeria solar radiation varies from one location toanother. Based on long term
average global horizontal irradiation (GHI) datal-ig.2.5 shows that average anual
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GHIlranges between 1534 and 2264 7 E . Therefore,for a PV gstem of 1 E 7
and aperformance ratiot of 0.75, electricity between1150 and 1700E 7 EE 7 can
be generatedannually. Several factors such as PV panel temperature, inefficient
system components, PV panel soiling, and PV panebsing affect the peformance
ratio (PR) of PV system$121]7[124]. In this study, PR of 0.75 was selectedelsause
Nigeria hashigh temperature, the potential of accumulating duston PV pane$ and
the potential of using substandard systeminstallation components such as wires

and inverters.

In literature, there are noticeable discrepancies inNigeria reported GHI valuesFor
example, Nigerian renewableesnergy master planreported that Nigeria daily GHlis
3577.0E7 E A AU[55], butin [119], it was reported that Nigeriadaily GHlis
35z65E7 E A AU while Fig. 2.5 shows that Nigeria dail\GHlis 4.27 6.2
E7HE A AU Thesediscrepanciesalso exist in the values reported for average
daily GHL For example, the average dailsHI for Nigeria was estimatel in [84],
[125] as 525 E7E AAU while in [48] it was estimated as 5.75
E7H&E AAU Despite these discrepancies in reported GHI values, Nigeria has
substantially high sdar potential, and when adequately deployed, itan improve
E C A Gefldrdbl® state of electricity.So, br a PV system PRf 0.75, a solar panel
efficiency of 17% and alaily averaged GHbf 4.2E 7 E A A U, more than 4 times
the current peak operatonal generation of 4811MW can be generateftiom 0.1% of
ECAOEAGO 1 AT Bi BBAA T £ wpmhyxxm

Although the commitment of all energy players (i.e. the government, policymakers,
investors and researchers)is necessaryfor optimum utilization of solar energy
technology, solar assessment of the energy potential of a location is important

because i helps authorities make informed policy and investment decisions as well

1 Performanceratio (PR) is a qualityfactor that compare the energy output of a power
system with that of other systemsby calculating the overall effect of energy losses on a
system output. PR is independent of the system location and it is defined by the ratio
between an energy system finkyield and its reference yield
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as to underscore the techneeconomic and environmentd benefits of solarenergy
technology.In Nigeria were the government intends to disburs&225 million (USD)
out of the $350 million (USD)electricity fund received from world bank in 2018 on
solar technology related offgrid electricity project [126], [127], accurate
assessnent of the country solar radiation has the potential to spur increased access
to rural electrification. Consequently estimation of the studied rural community

solar radiation will be carried out in Chapter 6 in order to ensure accurate design
2.2.4 Wind resource potential

Wind turbines convert the kinetic energy of moving air to electricity by rotating the
turbine blades. Wind turbines are scalable and substantially space efficient. Thus,
depending on the available wind speed, electricity is generated from angle turbine

or from a group of turbines in a wind farm. Wind power had its third strongest year
ever in 2017, with more than52 GW added (29% of newly installed renewable
power capacity in 2017, thus occupying the® position behind PV) to the year tota
install capacity to 539 GW/[75]. Specifically, European andndia achieved wind
power installation record year in 2017, while & least 13 countriesz including Costa
Rica, Nicaragua and Uruguay, and several countries in Euragpmet 10% or moreof

their electricity consumption with wind power during 2017 [75]8

Onshore wind power has become one of the most epetitive sources of new
generation, with thelevelized cost of @ergy (LCOE) obnshore wind power projects
falling to as low as &D 0.03 per kWh in locations with excellent resources and low
installation cost, while global weighted average was USD 0.0@mpkWh [75], [128].
The margin between the minimum and maximum weighted LCOE as#teto the tie
between the cost viability of wind power and the potential wind resource that can
be harvested from a location.Thus, the basis for carrying out wind resource
assessment before implementing wind power generationn Nigeria, a reasonable
amount of work has been carried out on the characterization of wind speed and
pattern in order to identify the best locations forwind energy conversion. Studies
on the country's wind resource assessment can be classified into regional and

countrywide investigations8
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Ohunakin[129] carried out a wind assessment of 5 siteBgauchi, Nguru, Maiduguri,
Yola, and Potiskum) in the NorthEastern geopolitical zone of Nigeria sing
measured data by Nigerian meteorologicalgency(NiMet) at a height of 10m, for a
period of 37 years. He reported that although the wind speeds for the 5 sites range
from 3.18 to 7.04i O , the average annual wind speed in Bauchi, Nguru, Maidugu
Yola, and Potiskum were 4.83, 4.12 O , 5311 O, 4.161 O, and 4.80i O
respectively. In addition, Ohunakin [129] suggested that the probability of
harvesting a wind speed of over 4 O all through a year in Maiduguri, Potiskum,
Nguru, and Yola was 100%, 75%, 50%, and 50%agjgectively. While for Bauchi, the
probability of harvesting over 4i O was reported as 80% and 100% in a dry and
rainy season respectively. In a separate studyithin the same gegolitical zone,
based on a NiMemeasured data over a 15 years periodNgeneet al. [131] reported
that the annual wind speed for Maiduguri was 5.3 O . A wind speed value that

corroborated Ohunakin[129] reported wind speed for Maiduguri.

In Sokoto, NorthWestern geopolitical zone of NigeriaNgene et al [131] reported
that from their analysis ofNiMet measured data over a period of 15 years, the annual
average wind speed at a height of 10 m was 7.20 .For the same regionQhunakin
[132] studied seasonal variation in wind speed data recorded by NiMet over a period
of 37 years, and reported that the average annual wind speed for Gusau, katsina,
Kaduna and Kano were 6.093 O , 7.4461 O, 52741 O and 7.7671 O
respectively. Desjite noticeable seasonal variation in the studied locations wind
speed dataOhunakin[132] stated that wind turbines installed at a height of 10 m
can guarantee an all year electricity generation in Katsina and Kano, but in Gasau,
wind turbines installed at a height slightly greater than 10 m guarantees an alegar
electricity generation, while in Kaduna, wind turbines installed at a height of 10 m

can only guarantee occasional supply of electricity in some seasons of a year

Wind speed assessment of 5 sites in Nort@entral geopolitical zone of Nigeria was
carried by Adaramola et al[133] based on data recorded byiMet over a period of

37 years, and concluded that the annual average wind speed for these sites (Bida,
llorin, Lokoja, Makurdi, and Minna) wee 2.751 O , 4.391 O , 3.161 O , 4.57

I O and 4.291 O respectively. Ngene et al[131] corroborated the research of

-43-



Adaramola et al [133] when theyreported that the average wird speed for Bidais
2.61 O .In this geopolitical zone, the wind speed of JodNigeria Plateau regior)
was studiedat an elevation of 10 mby Ohunakin and Akinnawonu[134] and Ajayi
et al. [135]. Whilst Ohunakin and Akinnawonu[134] stated that the average annual
wind speed for Jos was 8.6 O , Ajayi et al [135] stated that the average annual

wind speed for Jos ranges between 6i7 O and 11.81 O .

In South-Eastern geopolitical zone of NigeriaQriaku et al [136] investigated data
recorded by Statistics Department of National Root Crops Research Institute
(NRCRI) over a period of 10 years, at a height of 10 m for Umudjkand reported
that the average wind speed for Umudike was 2.31 O , with a 98% chance of
obtaining a 2.0i O hourly wind speed. By investigating the same data measured
by NRCRI over a period of 10 yeargsiegbu and Iwuoha/137] corroborated the
findings of Oriaku et al [136], when theyreported that the average wind speed for
Umudike at aheight of 10 mis 21 O . Wind speed assessment of Owerri an Onitsha
in South-Eastern Nigeria was performed byOyedepo et al[138]. Byanalysingdata
collected byNiMet at a height of 10m over a 24 years period)yedepo et al[138]
reported that the annual average wind speeds at Owerri and Onitsha were 3.36
i O and 3.591 O respectivelys

Amoo [139] carried wind assessment of Abeokuta and ljebu Ode, Sotlitiestern
geopolitical zone of Nigeria, and reported from the analysis ™iMet collected data
over a period of 37 years that the average wind speed for Abeokuta and ljebu Ode
were 254 | O and 3.44 1 O respectively. Similarly, Ajayi et al [140]
corroborated the findings of Amoo [139] by reporting that the average windspeed
for Abeokuta and lijebu Ode at an elevation of 10m were 2i50 and 3.4i O
respectively. In Akure, SouthWest Nigeria, based on analysis ofatia recorded by
NiMet at a height of 10m over a period of 11 years (19992009), Okeniyi et al [141]
reported that the annual average wind speed for Akure was 2[7 O . Metrological
data collected by Statiscs Department of International Institute of Tropical
Agriculture (11TA) at a height of 10 m over a period of 10 years (1995 2004) in
Ibadan was investigated byFadare[142], and hereported that the annual average

wind speeds at Ibadan were 2.7% O 8

-44 -



In Calabar, SoutkSouthern NigeriaNaet al.[143] presented data recorded byNiMet
at a height of 10m over a pdod of 4 years and reported that the annual average
wind speed in Cahbar was 3.2i O . Theneighbouring city of Uyo,Ohunakin[144]
investigated data recorded byNiMet at a height of 10m over a period of 21 year
(1986 7 2007) and reported that the average wind speed for Uyo wa3.171 O .
Within the same region,Adaramola et al [133] reported that the annual average
wind speed in Warriwas 3.08 O while Ngene et al[131] reported that the annual
average wind speed in Benin wa 3.21 O . Nationally, the annual wind speed
regime at an elevation of 10 m above the ground is reported to have a mean wind
speed value of 5.88 O ,4.34i O ,4.000 O ,3.161 © ,3.50i O and3.00i O
ET OEA Al GHad Olbrd\Gest, Nodh@Tentral, SouthEast, SoutAiwest and
South-South region respectively{112].

It is evident from the literature review that there are noticeable discrepancies ithe
measurement duration of data usedo estimate Nigeria wind speed, and this can
lead to misleading presentation of national estimated wind speed datg112]. To
avoid misleading presentation of estimated wind speed, a normalised graphical

representation of estimatedwind speedregime in Nigeria ispresented inFig.2.6.
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Brimmo et al. [112] calculated the normalised wind speed data in-ig. 2.6 by
applying weights that were based on the measurement duration of dataised to
estimate wind speed. Meanwhile, an update tbig. 2.6 might be required in future
studies because NiMet measured datasetre mainly used for estimating Nigeria
wind speed. The challenge withNiMet measured wind speed datasds that its wind
speed dataset can be less accurate because NiMet measured wind spggtbptically
at a very low frequency i.e.,a couple readings a daywith a cupgenerator
anemometer|[134]. Although this claimwas refuted by the work of Adaramola et al
[145] who presented hourly wind speed data from the samsource, it is possible
that the frequency of measurementf wind speedin a NiMet weather station varies

across its43 stations[112].

Based oninternational electrotechnical commission(IEC) standards for classifying
the wind regime, evidence from literature show that Nigeria wind regime is
classified as lowin the south and moderate in thenorth; with peak values found in
the north-western and plateau part of the country.Despite the possibility of
moderate wind regime locations to generate substantisdmount of energy, the pace
of development of wind energy system irmoderate wind regimelocation has been
slow [91], [147]. Meanwhile, terrain features such as tall buildings and ugise
infrastructures can impede the flow of wind into a wind farm andthen limit the
power capacityof the wind turbine [146]. Sojt is perhapsmore profiting to deploy
wind technology for rural electrification in locations with moderate wind regimes
becausetall buildings and up-rise infrastructures are not commonfeatures of arural

areas

Unlike developed and emerging economies, such Germany, YUSIK and China that
are actively promoting and developing electricity generation from wind energy/5],
|87], the few visible wind power project in the country includes a 5 kW and power
system installed in Sayya GidafGada (Sokoto state) and a 0.75 kW power system
installed in Danjuwa (Sokoto state), while about 1 kW of wind power system is
installed in Bauchi (kedada) and Katsina (Gianyo) for water pumping [91], [148].
On a larger scale, a pilot scale wihfarm with a generatng capacity of 10 MW that

was conceptualisedin 2007 is still under construction in Katsina statg112], [148].
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Currently, Nigeria government is determined to deliver the project by the last

quarter of 2019 [149]. Whilst it is hoped that at the completion and operation of the

pilot scale wind farm would encourage he development of wind power technology

in locations with moderate wind energy generating potentials, there are

£O0T AAT AT OAT AEAIT T AT CAO OAOOOEAOET ¢ OEA b/
energy mix. Some of these challenges include low financingck of awareness and
encouragement to embrace wind technologies and technical capacitigs! 7], [148].

However, it expected that increased financg & well as more specific
developmental policies and regulations, that is flexible, and researafriven would

assist in addressing some of the mentioned challenges.

2.3 Nigeria’s renewable energy policies

Nigeria renewable energy resource assessment iBecton 2.2 has shown that
renewable energy resources have the potential to resolve the rising environmental
AEAT T AT CAO AO xAll AO OEA Al O1 O0OUBO AT A«
renewable enegy into NigeE A8 O AT AOcU 1 E@gh A 1T AOQOEII1
masterplan (REMP) has been developed since 20055]. To reduce the high initial

cost of investment associated with renewables, the 2005 REM#s revised and a

new REMP draft that covered economic and financial incentives that would
stimulate renewable energy deployment was proposed in November 20156].
Unfortunately, the targets, supportive and regulatory policies proffered in the new

REMP is not yet binding as the new REMP draft still requires to be approved by the
National assembly and signednto law by the Executive Government. However, a
National Energy Policy called National Renewable Energy and Energy Efficiency
Policy (NREEEP, with the aim of adopting renewable energy technologies and
energy efficiency best practices in Nigeria was dewvgbed in 2014 [57] and was

approved by the country Federal Executive Counci(FEC)in 2015.

Nigeria is not lacking energy policies and implementation strategies, as several
energy policies and implementation strategies to spur rapid renewable energy
deployment have been developed over time38], [150]. However, thesepolicies

have either not connected with the issues limiting the deployment of renewable
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AT Aocu OAAETT1TCEAO EIT O OEA Al O1 OOUBsO Al
regulations[151], [152],thereby failing to develop an action plan that will stimulate
renewable energy deployment. For example, the government keeps offering
subsidies to fossil fuel rather than dscouraging fossifuel driven technologies as

means of penalizing fossifuel negaive externalities, as well as the highiisks stigma

and high initial capital cost attached to renewable energy investments by financial
institution, makes the deployment ofclean technologies in a free market driven by

demand and supply impossible.

On a nore specific perspective note, the shosfR T | ET ¢ ET CT OAOT I Al
commitment towards NREEEP document was highlighted b®zoegwu et al[153].

They argued that althogh NREEEP initiated strategies for supporting investment in
renewable energy, the plicy document lacked obligatory quantitative figures of
government commitment in the policy[153]. Consequently, as an of§hoot of the

poorly framed energy policies and implementation strateges, deployment of
renewable energy technologies in Nigeria have been stymied bynéncial
constraints, organizational and managerial weaknesses, lack of technological
capabilities, and adverse political and economic contextual factor®1], [147].
Therefore, welltailored renewable energy policy will be required to drive

renewable energy deployment into the country energy mix.

In countries with rapid renewable energy deploymat, the growths are simulated
by well-tailored national renewable energy mlicy or support systems, with a clearly
defined financial and regulatory obligation from the governmen{75]. The different
support systems provided to renewable energysourced electricity (RESE)
worldwide can be classified mainly as a pricévased system (feedin system) and
guantity-based system (quota system). The difference between these two support
systems is that the pricebased system set the price of REES unit and tus leave the
determination of the RESE quantity to the market, while thequantity -based system
set an obligation upon consumers or utilities to consume/generate to a certain
amount of RESE, leaving the determination of its price to the market/5]. Thus, the
quantity-based system appears to be more compatible with &liberalisation of the

electricity market. Although the support system adopted by thalifferent national
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and subnational government are usually motivated by political and economic
needs, the feedn systems seem to have encouraged higher REESdeploymentand
technology diversity than quota system[154]. The reason while feedn system
encourages higher REE deployment can be explained by the perceived belief that
it offers safer investment, better predictability, anda more stable policy framework,

as well as lower projection transaction cets.

Evidence from the European market has shown that a feed system has proven to
have the highest impact in promoting solar technology in Germany and ltaly in
particular [119]. In fact, SchallenbergRodriguez [154] reported that amongst
member dates of the European Union, countries with the higher efficiency and
deployment status tendency adopts the feeéh system. However, a quota system is
also a successful support system based on the level of renewable energy penetration
in countries such adUSA, UK, Belgium, and Australia that employs the quota system
as their main support system. For example, USA with a renewable energy capacity
of 229,913 MW is the second highest worldwidéS 7]. Also, Belgium and Australia

are the 39 and 5" leading countries for PV capacity per inhabitanf75] .

The choice of a support system is not always restricted to eitherdd-in system and
guota system as different countries such as US, UKn@da, China, and India have
integrated both the feedin system and quota system to differentiate among RES
technologies or sizeg/155]. In 2010, the UK introduced a feedn tariff (FIT) system
for small-scale renewable energy producers (upto5MW). AOOT T O A£OT i1 ) 1T A
a coexisting support system shows that beyondhe support system nomenclature,
well-tailored legislation and government policy, that emphasise renewable
purchase obligation to obligated entities is vital in enhancing renewable energy
development [75]. Therefore, to spur rapid renewable energy deployment in
ECAOEAGO AAUOI Al-exidihglsapgda syQdinQi@ichrhstimilated 1
rapid rural electrification as well as enable theactualisation of the on-going

liberalisation of the electricity market.

To help the government develop relevant renewable purchase obligation in rural

areas, this study through sbsequent chapters will contribute to the onrgoing

-49 -



discourse by studying what is the expected LCOE in areas with the least solar
potential. The choiceof PV is based on its substantial availability across all region in
the country as well as the fact that ¥ systems can leverage on the government
financial commitment and policy direction. Currently, PV is receiving the most of
government commitment towards renewable energy technologies development.
For example, based on Nigeria renewable power target (séeble2.1), the projected
installed capacityfor PV by 2030 is 36,750 MW, a capacity that accounts for 54% of
the total projected renewable electricity supply by 2030Again, in securing approval

of a $350 milion(USD)I T AT A&OT 1 71 O1 A "ATE O AI 100
infrastructure, the government emphasised that $225 million(USD)out of the $350
million (USD)electricity fund received from world bank in 2018, will be disbursed

on solar technology related dkgrid electricity project [126], [127].

In pursuing a country-wide PV electrification scheme, the cost of PV electrification
is expected to vary since thelower the solar resource potential, the less competitive
a PV system becomeso, for a location with dower solar radiation potential, the
use of integrated PV and battery system to supply reliable electricity might not be a
viable economic gtion. For example, insouth-southern Nigeria, with the least solar
energy potential (seefig. 2.5), to pursue 100% solar energy driven renewable
energy technolog for rural electrification, the integration of PV and battery with
non-intermittent generation technology such as biopower for biewaste, will
possibly compete better and reduce themount of un-met load in the distributed
network. The conversion of biewaste into biopower (through anaerobic digestion)
hasthe potential to foster corporation amongst rural dwellers and in turn, secure
commitment since the rural dwellers can benefit from the electricity generated and

the fertilizer that could be produced fran the digestate.

2.4 Chapter summary

Nigeria pursuit of rapid rural electrification with 100% renewable energy
technology (mainly solar) can be achieved based on the resource potentials
highlighted in Section2.2. However, before the design of solar power technology,

further assessment study of the solar radiation potential in any reference location is
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vital. Assessment of solar radiation potential is vital in Nigeridbecausethere is
discrepancy in literature on Nigeria solar radiation potentials. Also, in regions vih
least solar energy potential, the use of PV and battery system for reliable supply of
power to electrical load beyond lighting is less competitive antessdesirable from
an economic perspectiveTherefore, ntegration of PV system without renewable

energy technologies might be useful in these areas.

Improved energy searity and community participation might be achieved by
integrating anaerobic digester and biogas generator (noimtermittent power
system) with the PV and battery system, but the performase of the integrated
system will be dependent on several factors sinc as the load profile of the
community, RE resource availability,unit cost of system components, and the
energy systemconfiguration. Therefore, a detailed study will be required to assss
how well the newly integrated renewable energy system will compete from a
techno-economic perspective since it might be misleading to determine the
performance of the hybrid system based on intuition(spot diagnosis).So, the next
chapter presentsa review of the literature on PV technology and solar radiation
estimation models, biogas energy generation andnaerobic digesterenergystorage
systems electrical load models and hybrid energy system degyn metrics The
literature review in Chapter 3 is vital because it isexpected to further articulate the
research problem and provide justification approaches adopted inthe design
methodology chapter (Chapter4) and thesubsequent results chaptersChapte 5 to
Chapter 7).
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Chapter 3 LITERATURE REVIEW OF HYBRID ENERGY SYSTEM

In Chapter 1, an integrated photovoltaic (PV) and biomass energy system was
proposed as a sustainable means of supplying reliable electricity beyond lighting to
a rural community. Whilst in Chaper 2, a background study of Nigeria renewable
energy pdential, policies and implementation strategies was performed. Therefore,
in this chapter literature review of different HRES configurations, HRES
components, load profile models and approaches that nebe used for the optimal
sizing of HRES will be carrid out. Outcomes from the review of literature are
expected to serve as justification for the design methodology defined in Chapter 4,

and implement in Chapters 5, Chapter 6, and Chapter 7

3.1 Hybrid renewable energy (HRE) systems

As mentioned in Section 1.6ingle source generation and hybrid sources generation
are the two renewable energy generating options for offrid electrification. A
hybrid renewable energy system (HRES) can serve as a viable generating option for
rural electrification when renewable energy resources are optimally integrated.
HRES has the potential of overcoming single source renewable energy systems
challenges such as; the high cost of energy, system inefficiency, and energy
insecurity [156]7[158]. Recently, the posgbility of developing HRES with a high
energy system efficiency and an increase system flexibility is higher because of

current development in power converter technology 159]7[164].

Despite the several advantages of HRES, its design is more complex because it
requires careful analysis to avoid ovesizing of system components. For example, it

is more complex to calculatghe total annualized capital maintenance, replacement

and fuel cost of a HRES than a single source energy system. HRES design complexity
can also be attributed to the challenges of carrying out resource assessment of its
energy sources and deciding on thbest combination of energy gstem components

that will guarantee reliable supply of electricity at minimum cost
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3.2 Hybrid renewable energy system configurations

Renewable energy technologies power outputs are either alternative current (AC)
or direct current (DC) outputs. Therefore, lhe optimal combination of renewable
energy technologies is vital inminimizing mismatch between the supply and the
load. Whenever energy storage systems (ESSs) are integrated intHRES the
configuration of the HRESis important in ensuring anoptimal supply of AC load as
well as the effective charging of the DC battery storage. The 3 main configurations
of HRESare DGcoupled, AGcoupled and hybrid-coupled HRESconfiguration [165] 7
[167].

3.2.1 DC-coupled HRES configuration

In DGcoupled HRESconfiguration of an oftgrid, renewable energy technologies and
storage are connected tahe AC load with the aid of a DC bus. A DC/DC power
converter is used to connect DC renewable energy technologies and battery storage
to the DC bus while an AC/DC poer converter is used to connect AC renewable
energy technologies to the DC bus. Hence, tepected AC load to be met is supplied
from the DC bus through a DC/AC converteri166], [167]. A schematic
representation of a DGcoupled HRES configuration option for an off-grid

application is presented inFig.3.1.

DC Bus

DC Renewable
Energy
Technologies

= DC/DC Converter

AC Renewable DC/AC -
Energy }—A AC/DC Converter ’ Converter 0a

Technologies E

Energy Bi-directional
Storage System Converter (DC-DC)

Fig.3.1. DGcoupled HRESconfiguration [168]z[171]
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Some of the advantages of this configuration optiomclude reducing systems
integration complexities as wel as the avoidance of power quality issues, such as
harmonics and reactive power[166], [167]. The main drawbacks include the
possibility of the total blackout that would arise in the event of the loss of the DC/AC
converter and thereduction of overall system efficiency as a result of the conversion
of AC generators power outputs to DC power before veonverting to AC power to
supply AC load. Howeverthe issue of total blackout due to failure of DC/AC
converter can be mitigated byconnecting several DC/AC converters in parallel
[167], [172], but this will lead to anincrease inthe total system cost, the system

complexity, and the area occupied 167].

3.2.2 AC-coupled HRES configuration

The architecture of AGcoupled HRES configuration option for off-grid renewable
energy application is such that renewable energy technologies and storage are
connected to the integrated communal AC load with the aid of an AC bus. A DC/AC
power converter is used to onnect DC renewable energy technologies and battery
storage to the AC bus while arAC/AC power converter is used to connect AC
renewable energy technologies to the AC bus. Hence, period AC loads are met by the
power supplied to the AC bug166], [167]. A schematic representation of an AC

coupled configuration option for an off-grid application is presented inFig.3.2.
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Fig.3.2. AGcoupled HRESconfiguration [173] 7[175]
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This HRES configuration option has been employed for optimal sizing of HRE
components in theliterature [173]z[175]. This configuration option guarantees
improved energy security in comparison to the D&oupled configuration option
because of the direct connection of the load to the AC bus. However, the complexity
of synchronizing the power generated from renewable=nergy resources with the
AC bus as well as power quality issues, such as harmonics and reactive poeer

some of the drawbacks of this HR&configuration option [165]7[167].

3.2.3 Hybrid-coupled HRES configuration

Hybrid -coupled configuration option for off-grid renewable energy application has
both a DC bus and an AC bus in its architecture. Aditectional converter is used to
link the DC bus to the AC bus. DC renewable enetgghnologies and battery storage
are connected to the DC bus through a DC/DC converter while AC renewable energy
technologies and the AC loads are connected to the AC bus directly or through an
AC/AC converter when necessary176]z[181]. A sclematic representation of a
hybrid -coupled configuration option for an oftgrid application is presented inFig.
3.3.

DC Bus AC Bus

DC Renewahle AC Renewable

Energy —— f——— Energy
Technologies Technologies

Bi-directional
——p  (Onverier [
(DC-AC)

Energy —_— 5 |0ad

Storage System

Fig.3.3. Hybrid -coupled energy systems configuation [176]7[181]

Hybrid-coupled configuration option enables improve system efficiency in
comparison to the DC and AC coupled configurations.66], [167] since this
configuration option offers the possibility of connecing AC energy system and DC
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energy system separately, so, unnecessary energy conversion is avdiderefore, it
results in the reduction in energy conversion losses and the unit cost ehergy. h
terms of the control and energy managemenbf this configuration option, it is the
most complex option [165], [166]. However, the complexity in hybrid-coupled
energy systems configuration can be minimizelly therecent development in power
converter technology[159]7[162]. In this study, the hybrid-coupled configuration
option is selected as theHRESconfiguration. Therefore, DC renewable energy
technology, AC renewable energy technology, and energy storage systeniin. 3.3

will be PV, Biogas gemator, and battery respectively.

3.3 Hybrid renewable energy system components

As earlier mentioned, PV, biomasgenerator and battery are the main HRES
components.Because the effect of integrating HRES in locations with lower solar
radiation potential is studied here, biomassgenerator is used to reduce the effect
that PV intermittent energy supply has on the HRES energy security and to prevent
excessive battery chege and discharge. This is because the excessive use of the
battery lead to an increase in engy losses and a reduction in the life span of the
battery. Therefore, whenever the PV system is unavailable, the biogas generator is
used to supply the load, wHe the battery is only used for peak power shaving.
Furthermore, the local collection of biowate can encourage the direct participation

of the community in biogas energy production.

To calculate the minimal cost of energy generation, a design space séaiis
performed to determine the optimal combination of generator capacities. The HRES

design gace can be comparedto a-8 COADPE8 4EAOAZEI OAh O@hI
design space represents combinations of PV and biogas generator capacities. The

peak loadis used to estimate the maximum capacity of the PV and the biogas
generator (i.e. maximum xaxis and y-axis values of the HRES design space). The

area of the design space whereby combinations of PV and biogas generator, can
reliably supply the load is thefeasible region. While the area of the design space
whereby combinations of PV and biogas gemator cannot reliably supply the load

is the infeasible region.
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In the feasible region, the optimal combination of PV and biogas generator is the
combination with the lowest unit cost of energy. Because energy mismatch arises
from the variability in solar irradiance and in load profile, the estimation of the
battery optimal capacity can reduce ovessizing of PV and biogas generator in the
feasible region. Hencethe optimal battery energy capacity is estimated from the
maximum cumulative energy deficit béween the energy generated and the load
profile. In the sectionsof this chapter, literature review is performed on HRES
components design and operation, load pride models and different modelling

approaches.

3.4 Photovoltaics (PV) electricity generation

PV are semiconducting materialsthat convert sunlight into electrical energy The PV
system generatedelectrical energy is dependent on the photeelectric effect of the
PV material, and on the amount ofphotons/incident radiations that is received by
the PV mderial [117], [182]7[185].

3.4.1 Photovoltaic technology

PV semiconductor materials are designed in the form of a g junction. Whenever
incident photons are absorbed by thesemiconductor material, electron-hole pairs
are generated therefore,when these materials are connected in elosedcircuit, the
excited electrons (electric current) flows through the circuit [117], [183], [184].The
electrical output of a PV system is dependent on thaesign characteristics of thePV
material/technology. Some of theelectrical parameters used by manufacturers to

define the characteristics of a PV stem are presented inTable 3.1.
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Table 3.1. Definition of PVsystemelectrical parameters|[117], [184], [186]

PVparameters

PV parameters definition

%AAEAEAT A

Opencircuit
voltage,6  Voc

Short-circuit
current, )

Voltage at
maximum power
point, 6

Current at
maximum power
point, )

Power at
maximum power
point, 0

Fill factor, FF

It is defined asthe ratio of the energy outputfrom the solar cell to
the input energy from the sun. So, it is a measure of the percenta
of received solar energy that a PV panel converts into electrigit

It is defined as themaximum voltage supplied at neload or no-
AOOOAT 68 ) 0860 AOA O -géndrhting clrérit

It is defined asPVmodule supply current when the module voltage
is zero or shortcircuited. Unlike many other electrical generators,
PV module can behort-circuited.

It is defined as the PV module voltage for maximum power suppl
or the ideal voltage to generate maximum power

It is defined as the PV moduleurrent for maximum power supply
or the ideal current to generate maximum pwer

Itis defined as he point in which the highest power can be achieve!
on the PVmodule |-V characteristic curve or the point whereoy the
PVmodule cansupply maximum power to the load.

It is the ratio of the maximum power point power (Ruep) to the
power obtained by multiplying open-circuit voltage by the short
circuit current

Current-voltage (I-V) characteristic curve of a PV module cabe used to illustrate

short-circuit current ) , open-circuit voltage 6 , current at maximum power

point ) , Voltage at maximum power point 6 , and power at maximum paver

point 0 of a PV module. For examplérom Canadian solar manufactured CS6U
355 poly crystalline silicon module datasheet|[187], the PV nodule) ,6 ,)

6 ,and0 valuesare showninits |-V characteristic curvein Fig.3.4.
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Fig.3.4. CS6U355 poly crystalline silicon modulel-V curve[187]

The performance characteristics of aPV module I-V characteristic curve are

measured under standard test conditions(i.e. a cell temperature of 8J0 and an

irr adiance of 10007 | at an air mass of 1.5pectra) [186]. Therefore, the power

output of a PV panel is dependent on the irradianceeceived by the PV panel (s=
Fig.3.4) and on the operating temperature of the PV panelFig. 3.4 shows that the

fill factor defines the rectangularity of the #V curve becau it is the ratio of the

product of the current and voltage at themaximum power point to the product of

the short-circuit current and the opencircuit voltage. The fill factor of the PV
module in Fig. 3.4 was 0.79.The power at maximum power point (0 or0 )is

the maximum powera PV panesupply to a load for a given irradianceSo, he energy
generated by a PV modulearies from a zero value to anaximum value, because
energy generateds dependent onPV moduleefficiency,PV modulearea, and on the
available radiance[185], [186].

APV modulecomprisesof severalPV cellsTypically, PV cells are conne&d in series

within a PV modulebecause theoutput voltage of a single PV cei$ usuallytoo small
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for meaningful energy application [186]. Similarly, to increase the electricity
generated from a PV system the next PV system hierarchy (design) involves the

aggregation of PV modules into a PV array as shownFig.3.5.

Cell ]
Module

Array

Fig.3.5. PVsystemhierarchy

There aredifferent generations of PV materialsandthe performance characteristics
of the different generations of PV materials have improved @r the years.Recent
progress in PV research and applicationdas been reported in[188]. Under
standard test condition(STC) performance characteristicsof PV modules which are
recently manufactured by different generations of PV materials ispresented in
Table3.2.

Table 3.2.PV module chaacteristics at STC188]

Module classification s | PQAAI 6 (V) Isc(A) FF (%)

Crystalline silicon 24.4+0.5 131779 79.5 5.04 80.1
Multi -crystalline silicon 19.9+0.4 15143@ 78.87 4.795 79.5
GaAs thin film 25.1+0.8 866.45 11.08 2.303 85.3
CIGS thin film 19.2+0.5 841w 48 0.456 73.7
CdTethin film 18.6+0.5 7038.8% 110.6 1.533 74.2
Amorphous silicon 12.3+0.3 14322 280.1 0.902 69.9
Perovskite 11.6+0.4 802¢ 23.79 0.577 68.0
Organic 8.7+0.3 802¢a 17.47 0.569 70.4
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Abbreviations: s z nominal efficiency; Az Area;6 z open circuit voltage; kcz short

circuit current; FF z fill factor; t1- total area; ap2- aperture area;da3- designated
illumination area; GaAs gallium arsenide; CIG copper indium gallium selenide;

and CdTez cadmium telluride8

The thermal properties ofthe different generations of PV materialsare different, so,
their operating temperature affects the electrical efficiencyof PV panelg185]. The
nominal operating cell temperature (NOCT)of a PVimodule is usually specified on a
PVmodule datasheet. NOCT defined asthe temperature of the PV panel when it is
subjected toa solar radiation of 8007 i , air mass of 1.5pectra, wind speed of 1

i O , ambient temperature of 2@ , and to ano-load operation (i.e.open circuited)

several factors such as ambient temperature, local wind speed, solar radiation,

glazing cover transmittance, and plate absorptance 17], [185], [189].

Apart from PV module NOCT, ther temperature related characteristics of a PV
module that are specified in the datasheet ofa PV module includetemperature
coefficient of O in PJ0 the temperature coefficient of 6 in PJ , and
temperature coefficient of) in PJ 8 AAT xARIARAOOA . ECAOEA
AT 61 60U | ET O Al ténipérddufeAcoeffidient £00 E tah Ge used
determine the impact oftemperature on the maximum power output from a PV
module. Power losses whenever the ambient temperature3( is more than PV
module reference temperature ¢ v 3[117], [119], [175], [190], [191].The amount
of power losses is also dependent on the PV material becausemperature

coefficient of 0  varies amongst the different generations of PV materials

1Total area is the projected area of thenodule and this includes the frame area.

2 Aperture area is the portion of the module total area that takes into account essential
components such as active materials, and intercomations. Thus, during testing,
illumination is restricted to this portion of the total area.

3 Designated illumination area refers to the portion of the module total area, where
electricity is generated. Tlerefore, the contacting components are excluded &m this area.
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3.4.2 Solar radiation modelling techniques

During the design andevaluation of solar energy technologiessolar radiation data
is an important input that is required to assess he solar energy potential of the
studied location. Becauseof the movement of the earthand the chaoticnature of the
atmosphere, measuement of solar radation is a complex process.So, solar
radiation is measured by satellite image processing or by group measuring
instruments such as pyranometer or pyrheliometer [192], [193]. Typically,
measured solar radiation data are not availablefor many locations in developing
countries like Nigeriabecause the measurement andnalysisof solarradiation data
is a tedious and costly exercis€192], [193]. So, in thesdocations with no ground
measured solarradiation data, an alternative approachis to estimate the global
solar radiation data empirically from longterm measured meteoplogical
parameters|[192]7[195]8

Several solar radiation estimation models have been developed ihé literature

(193], [196], [197]. Developed ®lar radiation estimation models can beclassified

based on[195]:

1 Output (global, beam or diffuse radiation)

1 Input(s) (meteorological data, climatological data or other radiation
components)

1 Timescale (daily, monthly average daily, hourly, monthly average hourly or even

minutely basis)

Time coverage (alyear or seasonal)

Soatial coverage (sitedependent or global model)

Methodology (stochastic or timeseries modelling)

Approach (physical, semiphysical or empirical)

Surfaceinclination (horizontal, tilted or tracking surfaces)

Type of sky (all sky or clear sky conditions)

=4 =/ =2 4 -4 A4

Algorithm used (statistical analysis or machinelearning algorithms).

Specifically, the inputparametersfor estimating solar radiation can becategorized
into [193], [194]:
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1 Astronomical parameters (e.g. solar constant, eartbun distance, solar
declination, and hour angle)

1 Geographical parameters (latitude, longitudeand elevation of the site)

1 Geometric paameters (e.g. azimuth angle of the surface, tilt angle of the surface,
sun elevation angle, sun azimuth angle)

1 Physical parameters (e.g. scattering of air molecules, wateapour content, the
scattering of dust and other atmospheric constituents such as ,. ,# /, O, etc.)

1 Meteorological parameters (e.g. extrderrestrial solar radiation, sunshine
duration, ambient temperature, precipitation, relative humidity, effects of

cloudiness, soil temperature, evaporation, theeflection of the environs).

The accuracy of the estimated solar radiation data is dependent on the accuracy and
influence of the esimating parameter(s) employed on the global solar radiation
since the range of estimation error amongst the different estimation parameters
varies from one parameter to another [192]8 Sunshine duration is the most
commonly used parameter for estimatig global solar radiation[193]. The first
sunshine duration model for estimating solar radiation was proposed in[198]. In
this model, the ratio between actualdaily horizontal surface global solar radiation
(  and clear day horizontal surface global solar radiation(  was linearly
correlated to the sunshine fraction (SF)Meanwhile, because of the uncertainty in
the definition of a clear day, the original correlation developed in198], was
modified by replacing the clear day global solar radiation term with horizontal

surface extraterrestrial global solarirradiation ( 8

Over the years, several authors have also estimated global solar radiation for
different location by refitted the modified Angstrom model since Angstrom
coefficients vary significantly with respect to the locatiom and type of climates|[192],
[194], [195] . Furthermore, to enhancethe accuracy of the modified Angstrom model,
authors have proposed different mathematical expressions (such as quadratic,
cubic, square root, logarithmic, exponential, and power expressiong) correlatethe
actual daily global horizontal irradiation (  with the horizontal extra-terrestrial

irradiation ( [194]&Similarly, more complex artificial intelligent techniques such
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as artificial neural network [199]7[202],fuzzy logic[203] z[205] ,and support vector
machine[204], [206] z[208] have also been proposd for estimating solar radiation.
However,evidence from the error estimation studyby Zhang et al[192] reveals that
the more complexmodelling techniques such as artificial neural network, did not
show sufficient improvement in comparison to some empirical models but they
argued that the rate of error of a model increases with respect to the shortness of
the model life spanZhang et al[192] also stated that althoughartificial intelligence
techniques hare become popular in recent years, there is still the need for careful
examination of their practical effectiveness and superiority in estimating solar

radiation 8

For Nigeria, several solar radiation estimation models exist in thiterature that are
either derived with the use ofempirical or artificial intelligent technique. Some of
the empirically derived models for estimating global solar radiation in Nigeria
include: the modification of Hargreaves and Sammar|?09| model to esimate the
solar radiation of Ibadan[210]. In another study, Kolebaje et al [211] derived an
empirical model to estimate the solar radiation of lkeja and PortHarcourt by
correlating global solar radiation with relative humidity and temperature. A multi -
variant parameters solar radiation model that can be appliedacross Nigeriawas
developed in[212]. Another nation-wide egimation model was proposed by[213]
by incorporating Garcia model into AngstromPrescott model, and the nely
proposed model offered better performance accuracy compared with Garcia model

and Angstrom-Prescott modeB

Also, examples of artificial intelligent models developed for gimating global solar
radiation of localities in Nigeriainclude: an artificial neural network (ANN) model
that utilizes sunshine hours, maximum temperature, cloud coverand relative
humility daily datato estimatethe global solar radiation for Makurdiwas proposed
in [214]. By using adaptive neurcefuzzy interference approach Olatomiwa et al.
[215] derived an artificial intelligence model for estimating the global solar
radiation of Iseyin. In an another studyby the authors, an artificial intelligence
model that hybridized support vector machine and firefly algorithm was developed

to estimate the global solar radiation of Iseyin, Maiduguri, red Jos[216]. The
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hybridized artificial intelligent model was found to offer better performance

accuracy than both artificel neural network and genetic programme modelling
techniques3in summary, both empirical and artificial intelligence techniques are
acceptable approaches for estimating thesolar radiation of a location without
measured solar radiation data. However, when long term meteorological
parameters are available, the prefer approach for estimating a location solar
radiation is the empirical estimation technique because the more compleacrtificial
intelligence estimation techniquescould not guarantee lesser estimabn error for a

study where long term meteorological parameters was availablél92].

- AAT xEET Ah  AOAI OET OCE O11 A0 OAAEAOQEITI

i AOAT OT 1T CEAAT AAOAOAONK E Qatidhale atAirduencé E £/EE
that measured meteorological parameter(s)have on solar radiation estimation

models. AlsoA | BEEAOAT AT A A OO EGHEH A 1 0 AEA EOMG Hl 1A K IRDGGR
Al O . ECAOEA AOA 1 £OAT AAOCE@AIAAAI AIGOED AD
OEAOCKOEMOARECAOEA AAOEOAA 11 AAI O GEACEQ 1TAKX
Ol 1 A0 OAAREAARBET TAUOAAAIG EB AN AT AR DOOGEA AAB |
OAAEA@EEITAGETT 11T AAT O AOA 110 1 EI EOAA OI
CITAAI O ARGAGOREAGEIUT 11T AAT OEIEA GAO BARRAR TA TAG
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3.5 Biogas electricity generation

Biogas electricity generationis a 2-stage conversion process The first conversion
stageinvolves the conversion of biewaste into biogaswhile the secondconversion
stage involves theconversion of biogas into electrical energy, with the use of a
biogas generator. During the conversion of biogas into electrical energy, the
operation of the biogas generator at full loading condition is essential féhe optimal
operation of the biogas generator [231]7[233] as well asto guarantee healthy
engine operation and long engine lifeThis isbecause the operation of a generator
at lower load ratio over a long duration of time canlead to exhaust manifold slobber

or wet stacking|[234].

Bio-waste can be converted into biogas by either diochemical conversion
technique or by athermo-chemical conversiontechnique [235]. For organic waste
with high moisture content, biochemical conversion techniqueis a more suitable
option for the production of biogas[235]7[237]. The amount of bioga produced is
dependent on the degradability of theorganic waste or the microbial activities
within the digester [235], [238], [239]. Meanwhile, the design and operation of an
anaerobic digester for biogs production is dependent on several factor$238],
[239].

3.5.1 Biogas production

Anaerobic digestion is anenvironmentally friendly technique used for producing
biogas that can help to cut down both waste and greenhouse gas emission.
Anaerobic digestion (AD)is the biological decomposition(fermentation) of organic
materials by a consetium of microorganismsin the absence of oxyge240], [241].
Anaerobic digestionoccursin awell-controlled enclosure called digesterBiogas (i.e.
combination of mainly methane and# / ) and digestate (i.e.fibrous end product
that can serve as a bidertilizer) are two main output from an anaerobic digester
[238], [239]87 E E |l liled amount of other gases and traceelements such as
nitr ogen, hydrogen, hydrogensulfide, ammonia, and water vapour are also
produced [238]. The biochemicalreactions for AD are similar to hat of landfill gas,

but the composition of the produced biogas from AD process is such that there are
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higher methane composition (50- 80%) than carbon dioxide ¢ / ) composition (30
Z 50%) [238], [241], [242]. Typically, the composition of methane (i.e. the actual
energy constituent in biogas) and# / in the produced biogas is dependent on the

type offeedstockfed to the digester andon the digester operating conditions238].

Anaerobic digestion is currently been used for wide range of applications such as
the treatment of animals and crop residues, as well as for other industrial and
commercial waste[241], [243]. In fact, anaerobic digestiorhas great potential for
organic waste reduction, biomass energy recovery, as well as for biofuel and bio
energy production [241], [242]. The process of converting organic matter into
biogas by microorganisns is achieved through a sequence of conversion phases or
anaerobicdigestion food chain.The conversionphasesis carried out in series such
that the end products of one phasébecomethe substrate for another phase[244].
Because othe dependence of oneligestion phase ondigestion another, therate of
metabolism ateachdigestion phase is vital for maintaning the stability of the AD

process and for optimal biogas productiori244], [245] 8

The four fundamental phases for anaerobic conversion of organicaste into biogas
are hydrolysis, acidogenesis(combination of hydrolysis and acidogenesisis also
cdled fermentation), acetogenesis and methanogenesi$246]z[248]. In the
hydrolysis phase, complex degradable matters such as proteins, lipids, and organic
complex carbohydrates (polysaccharides) ardnydrolysed and converted into the
simple or soluble organic substance or monomers such as fatty acids,
monosaccharidessugar, amino acids, and alcoholg35], [238] 8nd-products such
as acids and simple carbohydrates from the hydrolysis phase are further broken
down in the acidogenesisphaseinto hydrogen, carbon dioxide, and simple acids
[235]. During the acetogenesis, alcohel and volatile fatty acids (VFAs) are
anaerobically oxidized by hydrogen-producing acetogenc bacteria into acetate( ,
and # / . Acetate can also be formed fronf , and# / by hydrogenoxidizing
acetogenic bacteria known abomoacetogeng240], [249|&Hydrogen ( ,# /,and

acetateare vital for methane formation[235].
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In the methanogenesis phase, a consortiumfanethanogens is responsible for
methane formation. Theg methanogens arecategorized broadly into acetate
utilizing (aceticlastic) methanogens andhydrogen-utilizing (hydrogenotrophic)
methanogens, andcetogens235]. Aceticlastic methanogengroduce methane and
# | whenever their respective methyl and carboxyl groupsact upon acetate.
Hydrogen-utilizing methanogens produce methane by using# / and hydrogenas

an electron acceptorand donor, respectively [235], [238].

3.5.2 Anaerobic digester design

Although the process ofanaerobic digestion ha been in existence for several
centuries, but as years went by severalbreakthroughs such as thediscovery of
methane, establishment of the chemical constituent of methane, the use of biogas
for heating and lighting,and the design and operation of dferent configuration of
digesters for biogas productionwere achieved[238], [241], [250]. Apart from more
complex and technically advance digesters such as anaerobic contact reactor; up
flow anaerobic sludge blanket reactor, fluidized bed reactognd anaerobic filters,
the most efficient form of conventional digesters are fixed dome, floatingrum and
plug flow digester [238], [251], [252]. These 3 forms of conventional digesters are

mainly used by developing countrie§251] 8

Conventional anaerobic digestion system usually comprises of a ming tank, gas
holder, inlet pipe, outlet pipe, gas peline, and outlet tank[238], [252], [253].
Typically, organic waste is mixed in a tankefore itis fedinto a anaerobicdigester
for microbial activities [252], [253]. During the mixing of organic waste, waters
added so that a homogeous slurry can be formed from the mixture of organic
waste. Thehomogenous slurry flowsthrough the inlet pipe to the digester tank.n
the digester tank(i.e. anaerobic reacbr chamber), theslurry is retained for several
days (ie. hydraulic retention time) to undergo microbial digestion [238], [239],
[251]. O completion of the digestion processdigestate is discharged from the
chamber through the outlet pipe into the outlet tank and the solid effluent in the

outlet can be used as fertilizerWhile, biogas produced from the digestion process
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goes into he gas holder of the digster before it is supplied through the biogas

pipeline to be burnt as fuel for electricity generatior8

The fixed dome digesters are constructed undergroundsome ofthe advantages of
fixed dome dgestersinclude low initial design cost, long lifespanspacesaving, low

maintenance, no moving or rusting parts250], [251], [254]. The drawbacks of ixed

dome digester include: the need for higHy skilled workers during gastight

construction, the challenge of repairing leakages infixed dome digester, and the
difficulty of determining the amount of gas produced since the produced gas not

immediately visible [250], [251], [254].

The operating features of floating dome digesters are like that of fixed dome
digesters, but a floating gas holder is incorporated, and the gas holder is supported
by a guide frame[251], [254]. In comparison to fixed dome digeter, floating dome
digesters ae easer to construct but their material cost is highand their lifetime is
shorter, because an extra steel druns installed as aguide frame, and the steel drum

will require continuous (regular painting) to avoid corrosion[250], [251], [254] 8

The tubular digesters can be constructed underground like fixed dome digesters,
but they are constructed with polyethylene tubing [251], [254]. A separate
polyethylene tubing or bag is also used fortering the biogas. The advantages of
tubular digesters include: lesser need for highly skilled workers duringubular
digester installation, easer operation of the digester, relatively easier to attain high
digester temperature and low initial cost[250] z[252], [254]. However, ths digester
main drawbacks are their relatively short lifetime, high susceptibility to damage,
and little possibility for effective repairs [251], [252], thus, resulting in higher cost
in the long-run. Consequently, in a rural area, for lng-term project construction,
fixed dome digester is the preferred option because it has no moving or rusting part
(i.e. it is robust), guarantee longer life span, andt is the cheapest digester

construction option for a longterm project.
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3.5.3 Effect of AD process parameters on biogas production

Anaerobic digestion of organic waste into biogas is a complex process8|, [239].
Therefore, biogas production fom an anaerobic digestion process is dependent on
several parameters such as temperature, pH, carbon to nitrogen (C/N) ratio, organic
loading rate (OLR), hydraulic retention time (HRT), alkalinity and concentratiomof
volatile fatty acid (VFA). Temperature affects the performance of an AD process.
Detailed explanation on how temperature affects the rate of reactiomnd the
stability of an AD process has been reported in235], [238]. Typically, the 3
operating temperature regimes of an anaerobic digester are: psychrophilic,
mesophilic, and thermophilic [235], [238], [239]. For optimum operation, the
temperature regime for psychrophilic bacteria, mesophilic bacteria, and

thermophilic bacteria is 127 183 , 257 403 , and 557 653 respectively [235].

Mesophilic and thermophilic temperature operating conditions are the most
suitable for anaerobic digestion[235], [238], [239], [255], [256]. The operation of a
digester under mesophilic temperature regime guaranteesbetter digester stability,
bacteria enrichment and lesser sensitivity to inhibitors, while operation of a
digester under thermophilic temperature regime guarantees higher solubility of
organic compounds, faster reaction rategnd higher organic load rate 235], [239],
[256]. Although, the operation of a digester undehtermophilic temperature regime
will lead to higher biogas production than when the digester is operating under
mesophilic temperature regime, but because methane is the energy content of
biogas, andthe effect of temperature increase will result in highert / production
than methane [256], so, the effet of operating a digester under atiermophilic
temperature regime rather than under a nesophilic temperature regime, might not
be too significant.In fact, some studies have shown thathere is no significant
differencein methane production when adigester is operating under a hermophilic
temperature regime rather than under a nesophilic temperature regime [255],
[256]. For a rural community, the operation of a digester undemesophilic
temperature regime is perhaps the most peferred option because it requires lesser
temperature and offers higher robustness to AD proces&57]; which is necessary

for withstanding the complications that might arise from a less controlledligester
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in arural area. Furthermore, there is lessneed for a CHP; which are more expensive
than a power only generator, because Nigeria temperature is close to mesophilic

operating temperature regime.

The pH of a digester affects the growth of microorganism and the subsequent
methane production [239], [258]. Typically, several microorganisms have a
preference for neutral pH range[259]. In fact, for optimal operation of a digester,
the pH value acrossthe four phases of an anaerobic digestion procesanges from
6.877.2[238], [259].

The ratio of Carbonto Nitrogen (C/N) affects thequality of nutrients [235], and it
essential for the growth and biocatalytic activities of microorganismnin a digester
[238], [239], [259] . CIN ratio for many feedstocks are reported irf96], [259], [260],
and it is evident that C/N varies from one feedstock to another. For example, a
protein rich feedstockhas high methane and energy generation potentiaf61], but
too much total ammonia might be generated that can lead to the itability or
eventual collapse of thaligester process239], [259]. Codigestion of feedstocks is
one of the ways of regulating a digeste€/N ratio because the optimum C/N ratio
for a digester is betweenof 20z 30 [239], [259]. The reasorwhy a definite value is
not used is because a digestdl/N ratio is affected by different factors such as the
feedstock type, composition of trace elements, chemical composition, and
biodegradability [259].

Organic loading rate (OLR)s the daily amount of volatile solids (VS) fed into a
digester. Its optimal selection is necessary to enhance optimal methane production
[238], [262], [263], as well as to avoidmicrobial imbalance or instability of the
digester process|[238], [239], [247]. Typically, anaerobic cadigestion of substrate
offers greater potentials for increase OLR than single digested systeaBs], [247],
[262]. Several OLR values has been reported as the optimum values for an AD
process|247], [264], but to allow easy flowof feedstockinto alow cost anaerobic
digester, Kinyua et al[251] recommended that an organidoading rates beyond 2.8
3577.0ECd3 AAUis less desirablebecause the feedstock will likely be

manually mix in afeed tanks
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Hydraulic retention time (HRT) is the averagetime that a given volume of sludge
stays in the digester[238], [239], [251]. It is one of the most import design
parameter that determines thesize and cost of the digester. HRT of a digter is
usually influenced by the microbial growth rate, process temperature, OLR and
substrate composition [239], [251]. Under mesophilic temperature regime, a

digester hydraulic retention time is between15z30 days|[239].

In summary, it is evident from the review of parameters that affects the design and
operation of an anaerobic digester, that organic loading rate of digester is
necessary for evaluating if the available feedstock with the studied location is
enough to generate the required amount of biogas for the bgasgenerator, while

the hydraulic retention time is necessary for calculating the volume of the digest.

3.6 Energy storage systems

An electrical energy storagesystem isdefined asan energytechnology that stores
electrical energy when it is not needed andsupply electrical energy when it is
needed In the literature, there is a growing research on energytsrage systems
(ESSs), which might be because of the several applications of ESS$]|. These
applications of ESSs includeenergy management, loadeveling or peak shaving,
remote and vehicle load supply, power bridging, and power quality improvements
1265]7[267] 8Specifically, for renewable energy systems, ES&e used for storing
and smoothing renewableenergy in order to improve energy security andenergy
reliability of renewable energy systems[267]7[269]. - A AT x E E Iglbing OE A
research in ESS& not driven by only the positive impacts of ESSon global energy
mix, but also the need to address the challenges ESSsSome of the challenges of
ESSsnclude: reductionin efficiency becausefthe reconversionof energy from one
form to another, pumped hydro energy storage (PHES) adverse effeat climate
change that arise from PHE&rtificial construction of lakes, and chemical pollution

from battery storage technologies265|8

From a historical perspective, the use of energy storage began in the early 120

century with the emergence of devices that could store electrical energy in the form

of chargesand conveniently discharge the stored energy when it is neede€d70].
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The leadacid accumulator was te first energy storage device to be developed and
it was used tosupply residual loads on a direct current electricity network[270].
Over the years, research breakthroughs angchnologicaldevelopments have led to
the storage of electrical energy in different energy formssuch as chemical,
electrochemical, electrical, mechanical and thermal energy forf@65], [267], [271].
Therefore, theclassificationof energy storage systems based on their stored energy

form is presented inFig.3.6.

| Energy Storage Systems |
4  J \ J  J L J
Chemical energy Electrochemical Electrical energy Mechanical energy Thermal energy
storage systems energy storage systems storage systems storage systems storage systems
L 2 \ A G \ A 1 __________
T Primary battery storage: | ! :—C 12l : :' """ T !
! Hydrogen: |1 1} zinc chloride (zncl) i !| Supercapacitor |1 i OMPressea air energy H Sensible heat i
1| Fuel cell ! ' N storage (CAES) 1| system !
! | 1| Secondary battery storage | ! | Superconducting i ! ’ Tvdro st o |
| i | [ ' 1| Pumpe ro storage |1 [
| Synthetic 1 11 Aqueous electrolytes: ! ; i e & : ':
' natural gas |1 : 1 || magneticenergy |i 1 system (PHSS) b .
| (sNG) 11| - lead acid (LA) ! || storage (SMES) |1 ! ' Absorotion and |
! ' 1| nickel cadmium (NiCd) L | 1| Flywheel energy X A sorptllon an :
ii e | storage (FES) | | adsorption system i

Non-agueous electrolyte:
[ithium ion (Li-ion)

_________________________________________

Flow battery storage:
Vanadium redox flow
battery (VRFB)

Fig.3.6: Energy storage systems classificatiof265]|, [267], [271]

Some of the ESSs presented ing. 3.6 are either still technically under development
or developed but still not widely used for power @plicationsdn literature, the level
of maturity for different types of ESSs has been presented Epao et al[271], in the
course of their review of different types of energy storage systems. Again, the
physics and design features for the differentytpes of ESSs have been presented by
many authors in the literature [265], [267], [270]z[272], but it is noteworthy to
mention from a system design level, that ESSs have unique propegiand operating

features that influence their use in different applications. Consequently, the
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characteristics of ESSs can be defined in terms of capital cost, power rating,
discharge time, power density, energy density, years, cycles, efficiency, self
discharge rate and response tim&267], [271]. An overview of the techneeconomic

features of ESSs is presented inable 3.3.

Table 3.3. Techno-economic features of energy storage systems67], [271], [273]

SUPEF | gviEs | Flywheel | PHSs | caes | €4 | L Nas | vreB

Capacity capacitor acid ion
Wh to kWh MWh to GWh kWh to GWh(modular)
Energy
. 0.27- 50- | 200- | 150-
density 2-20 0.5-10 | 20-200 15 3-6 100 | 350 o5 | 20-70
(Whl)
fower | 15000- | 1000- | 5000- | 05- | . , | 10- | 120- | 140- | _
Y 50000 5000 15000 1.5 ' 500 | 350 180

(Whl)
Cycle 77-83 | 80-90 | 80-95 | 75-82 | 60-70 | "O" | %0 | 68-75 | 70-80
efficiency 75 99
Stora}ge Seconds to minutes Hours to weeks
duration
Self
discharge 0.005- 0.1- | 0.1- 0.1-
ate 10-20 | 10-15 | 70-100 | 505 | 0.5-1 | o, 03 10 04
(%/day)
Response | 1-10 >10 >3 3- 1'3.5 | 3-5| 3-5 | >isec
time (ms) min 10min
lifetime 15 20 15 80 25 |5-15|5-20| 10-15 | 10-15
(years)
Cycle 10000 | 8000 - 2000
lifetime uptol >1 >1 . 12000 500 - . 5000- | >1000
(full million million million 30000 0 2000 7000 10000 0
cycles)
Costs 10000 - 1000 - 100- | 300- | 500- 300 -
($/kWh) 20000 10000 1000 | '5-20 | 40-80 | 554 | oo 700 500

It is evident from the ESSs techneconomic features presented inlable 3.3 that
AAAAOOA 1T £ OOPAOAAPAAEOI 006 EECE DI xAO
employed in applications where the minimization of the effect of fluctuations is
required but they are only useful for low energy applications. Due to flywheel energy
storage (FES) high energy and power density, as well as its lightweight, they are
mainly employed for the starting and braking of locomotives. Wide range electrical
application of FES is limited by its low energy generating capacity, high self
discharging rate as well as its relatively high unit cost of energy. Unlike flywheel

energy storage, compressed air energy storage can be used for large energy
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application because of its high energy generating capacity, high storage duration
and low unit cost of energybut its low efficiency and slow response time makes it
less desirablé8Pumped hydro energy storage (PHSS) system is perhaps the most
effective ESS for largescale power application because of its high energy generating
capacity, ideal efficiency, very lowsef-discharge rate and unit cost of energy.
However, some of the drawbacks of PHSS inclug&5]: geographical dependence,

massive capital cost, soil erosion, lanflooding, and silting up of dams8

Battery energy storage systems BESS¥is the mosttechnically manured energy
storage andare available in scalable sizeg?67], [271]. Therefore, they can be used
for either small-scale energy applicationsor integrated for large-scale energy
applications (distributed generation systems). BESS techno-economic features in
Table 3.3 shows that each ofthe different battery technologies offer at least a
comparative advantage over another.Lithium ion battery is usually a more
expensivebattery technology, but from a technical perspective Table 3.3 shows that
it offers more comparative advantagethat is required for the deployment of
renewable energy technologies.Over the years, here have been significant
reduction in the cost of lithum ion battery, and more significant reduction is

projected to occurin the future [87].

The different types of ESSsn Table 3.3 can be categorized into 2 groups. The first
group is made up of ESSs such as supercapacitor, SMES, and FES with high power
density, high cycle lifetime, and relatively higher efficiency, have low energy
generation capacity, high selflischarge rate, and short storage duration. Thus, these
types of ESSs are restricted to mainly high power demand applications, as well as

for controlling systems with transient and/or fast fluctuating loads. While the
second group is made up of ESSs such as PHSS, CAES, and BESSs with higher energy
generation capacity, lower seHdischarge rate, and longer storage duration, have
lesser power density, and lower cycle lifetime. Thus, suitable for largescale energy

applications8

Technically, these 2 groups of ESSs carmomplement each other Therefore, their

hybridization can help optimize thesize, improvethe efficiency, and elongaé the
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life span of energy torage systems[267], [274], [275]. However, hybrid energy
storage systems HHESSs)s accompanied by an increase in the complexity of the
conditioning circuitry [275], which will result in an additional energy system cost.
In rural areas, with poor technical expertiseand limited financial resources HESSs
might not be suitablebecause otthe increase complexity in conditioning circuitry
and less technical manurity of the first of ESSMeanwhile, the 3 most technically
matured ESSs ar®8ESSs, PHSS and CAESL|. A comparison ofthese 3matured

ESSsin terms of their respective SWOT characteristics, ispresentedin Table 3.4.

Table3.4.SWOT analysis of longerm storage possibilities[265]

Technology Strengths Weaknesses Opportunities  Threats
Compressed High capacity, Low Need for Potentials for The popularity of
air energy cost per kWh. Less underground its use as thermal power
storage need for power cavities and the distributed plants
(CAES) electronic converters need for fuel storage
Pumped High capacity, Low Suited for Lower Less attractive or
hydro cost per kWh. Less centralized reservoirs perhaps it becomes
storage need for power storage under seabed obsolete for
system electronic converters  application and will be useful distributed storage
(PHSS) can be in  offshore applications
geographically  wind parks
restricted
Battery Good configuration High Can be Raw material
energy and well-suited for investment integrated limitations and
storage distributed storage cost, low cycle with selection issues that
system applications life, and emerging arise  from the
(BESS) temperature technologies  constant
dependent development phase

In summary, BESSare the most suitable fordistributed storage applications. Also,
because Liion battery has very good technicalfeatures and require little or no

maintenance, it is perhaps the best BESS for distributed storagpplications.

3.7 Electrical load demand

As earlier mentioned inChapterl, load profile study is vital for energy planning as

well as for evaluating the suitability of renewable energy technologies for rural

1SWOT is an acronym for strength, weakness, opportunity and threat
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electrification beyond lighting. In this section,review of load profile modelling
techniques that can be applied to study Nigeria rural gamunities load profiles is
performed. Typically, to study domestic load profiles,national time use survey
(TUS) data is used[276]7[280]. However, national time use survey dataon
electricity consumption is nonexistent in sane countries like Nigeria, and this
makes the study of domestic load profilesnore restricted and challenging This is
becausen studies without national TUS data such as presented [a9], [281], fewer
details are usually captured during survey Consequently, the developed demand
models are either unable to predicthd OAET | AO8 AT AOcuU Al 1 OO0I E
there is increase complexity in developing demand model Review of energy
consumption drivers and load profile modellingtechniquesis necessaryto ensure
well-tailored data gathering and the development of a demand model that can
DOAAEAO ET OOAET | mMehahdurAOCU AT 1T 00i PO

3.7.1 Households’ energy consumption drivers

In modelling load profiles, knowledge okenergy consumption drivers assists model
construction [277], [282], [283]. Many energy consumption drivers are reported in
literature. For example, the time it takes to perform an actity, availability of

Apbl EAT AAh ACA T &£ A ET O00Ah AT A Tlis&k@GDAT OO0
energy consumption drivers[284]. In another study, the value o& house (worth of

the house), household income, house age (year the house was built), composition of
occupants (age variation of household occupants), tenure (oved, rented), social

status (e.g. skilled, semskilled, unskilled etc.), dwelling type (detacled, semi
detached), house location (city versus rural area), and years lived in the house were

listed as energy consumption driverg283].

Based on the frequency of citations in literature, Mmughlin et al.[277] stated that
the commonly reported dwelling and occupamnirelated energy consumption drivers
include dwelling type, household income, apliance holdings, number of occupants,
location, household composition, appliance rating, head of household (HoH) age,
floor area, time of use, heating type, weelay/weekend, external/internal

temperature, dwelling age, number of rooms, employment statusenure type,
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dwelling value, disposable income, social group, number of rooms, education level,

electricity price, dwelling surface area, and period of residency.

These different households energyconsumption drivers can be categorized into
four major groups: external conditions (e.g. location and weather), physical
characteristics of dwelling, appliance ownership, and of most importance the
I A A ODb Adtivnd 8chedule [285]7[288]. Although there are many energy
Ai 1 00i pOETT AOEOAOO OEAO ET £ OAT AA EIT OO,
energy consumption drivers are selected during load profile modelling. This is
becausethe more the number ofenergy consumption drivers selected, the more the

complexity of the model design

Typically, the research boundary of a proposed load profile model is considered
when selecting the main energy consumption drivers in literature For example,
Huebner et al.[286] argued that when electric powered heating systems are not
used by the studied households, the main energy consumetii drivers for modelling
load profiles are dwelling size, household population, and appliance ownership and
usage. For households where electric powered heating systems are used, studies
have shown that building related variables is a main energy consumpta driver. For
example, Kaousian et al[287] stated that the main energy consumption driver for
modelling load profiles are floor aea (building related variable), weather, location,
number of occupants, and high energy consumption appliance such as electric water
heating. To an extent, Xie et al285] collaborated the finding of Kavousian et al.
[287] because they stated that the number of occupants and floor area are amongst
the main energy consumption drivers. But they also mentioned that these of split

air conditioner during summer months is another main energy consumption driver.

During the questionnaire design,Huebner et al.[286] main energy consumption

drivers are selectedbecause Nigeria isn atropical region, hence, it is unlikely that

electric powered heating systemswill be used by householdsSo,question on the

01 O1T AAO T &£ AAAOTT1 O ET OEACIEGICOMG TAE Al AKX
the demographic (first) section of the questionnaire, are used to generate the
dwelling size and the household population respectivelyHuebner et al.[286]

remaining main energy consumption driveri.e.,applianceownership and usagecan
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be separated into appliance ownership and appliance usagklere, nodelling of
appliance usage is important because the impac® | AAODPAT 008 AAEAOE

consumption is considered. Also,without appliance usage data, appliance

ownership data hasminii A1 ET &£ OAT AA 11 EI OOABIIIMOE A
fact, from a study of 323 households in Netherland, Bedir et a290] reported that

appliance WACA OAOOI OAA ET oxpb OAOEAOEITT ET Ol
a1 1T TAAT ET x 1T AAODPAT hasehol Adpliatze 1sp®, dd&d £l O,

relating to T A A O b AdtivdyOszhedule will be collected from the household

I AAOPAT 006 AAEAOKE Gausehdid Adiviiesl secoh Af the
questionnaire. To acquire data on household appliance ownership, a list of
household appgiances was tabulated in the fifth section of the questionnaire. The
data acquired from the energy usage and power availabilitffourth) section of the
guestionnaire are met for the indirect validation of the developed load profile
model because existinglata to validate the developed load profile model are limited.
Although the fourth questionnaire section is for model validatio and not the model
design, it is not presented as the last section because the fifth questionnaire section
was design as a tablgdt is perhaps more presentable to end the questionnaire design

with a table.

3.7.2 Review of load profile models

The science or ar of modelling load profiles is a complex process that depends on
several factors. However, forecasting of load profile is vital to ensure adequate
demand-supply balancing in the energy industry. Consequently, the design of a load
model that can mimicthe behaviour of the actual load as well as predict future load
consumption is the underlying motivation for continuous research into load profile
modelling [291]7[293]. Typically, load models are representations of energy
consumption patterns and they are designed with the aid of mathematical
techniques. The design of load models dependent on several predicting variables
such & time factor,weather condition, customer factor and economic factor294].
These predicting variables serveas inputs and/or operational elements that
influences the accuracy of the generated synthetic load data. Therefore, the accuracy

of load model design is primarily a function of the suitability of themodelling
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technique adopted, theaccuracy of the predicting variable as well as on the

acceptability of relevant assumptions295|8

In representing energy consumption patterns, several models have been developed
in the literature. Over the years, to allow for ease of understanding and ease of
application of load models, researchers have attempted to classify load models into
groups andsub-groups, butnone of the availableforms of load model classifications

is the best or of universal sigificance [296]. According to Suganthi and Samuel
[297] the different load forecasting models can becategorized into traditional
modelling techniques (e.g. time series, regressions, and autoregressive integrated
moving average models) and soft computinghodelling techniques (e.g fuzzy logic,
genetic algorithm, and neural network models). Similarly, based on load models
development tendency, Hong [298] stated that there are two forms of load
modelling techniques: traditional and soft computing (artificial intelligent)
modelling techniques, butHong [298] also mentioned that another (third) group of
load modds are designed by the hybridization of different statistical and artificial
intelligence modelling techniques3! part from the classification of load models
based on the type of forecasting techniques employed, researchers have also
attempted to classify bad models with more specific attributes of the load models.

Some of these classifications are presented below:

An earlier classification in Grubb et al [299] recommended that energy models
should becategorizedbased on research headings such as: top down and bottom up,
time horizon, sectoral coverage, optimization and simulation tdmiques, level of
aggregation and geographical coverageln [300], the research headings
recommended for load model classification includes: general and specific purpose,
structure (internal and external assumptions), analytical approach (top down and
bottom up approaches), underlying methodology, mathematical approach,
geographical coverage (glbal, regional, national, local or project), sectoral
coverage, time horizon (vort, medium and long term) and data requirements.
Herbst et al [301] argued that since the design of thdoad model are usually
dependent on prediction variables, therefore prediction variables such as the target

group (policymakers, research bodies or energy companies), intended use
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(forecasting, simulation, optimization dc.), scope of coverage (regional, national or
multinational), conceptual framework (top down or bottom up), and availability of

information (data inputs) should be used for load models classificatio

In literature, becausedomestic energy consumption p#erns are dependent on
several modelling parameters such as dwelling charactastics, lifestyle, affluence,
and occupancy{302], authors have attempted tocategorize domestic load models
into groups. Forexample Widén et al.[303] stated thatsincethe range of coverage
of domestic models varies distinctively,domestic load model can be classifiedn
terms T £ OEA 11T AA [ TnAspdce ahd tind.Snl WiddrOdE hI.I[303E
recommended that domestic load models should be classified as: high time and low
spatial models (e.g. load forecasting models), high spatial anoW time resolution
models (e.g. econometric models), and high time and high spatial resolution modgls
In this study,becausethere isno access textensiveelectrical load data, theaccurate
design of the rural domestic load model wilmainly depend on he determinant used
for modelling the load profile. Sq for accurate load modellingit will be useful to take
advantage of the approaches employed isimilar studies. These approaches can be
grouped under the conceptual framework or the analyticalmodelling approach
[300], [301].

3.7.3 Analytical modelling approach

The analyticalmodelling approach isconcernedwith the way the input data of the
domestic load model is processed in order to take advantage of the available
information. Historically, the two traditional approaches employed formodelling
domestic demand models frominput data are top-down (TD) and kottom-up (BU)
modelling approach [291], [292], [301], [304], [305]. It is important that although
TD and BUmodelling approaches are historical approaches fomodelling domestic
load profiles, over the years, researchers sostimes employs another (third)
analytical modelling approach called hybridmodelling approach. Typically, when
load models are built with hybrid modelling approach, the strengths of TD and/or
BUmodelling approachesare usually combined291], [296] 8

-81-



Top-down models are developed by the fission of macroscopic load input data into
different housing stocks, in order b analyzethe housing stock data more critically

[292], [304], [306]. TD model constructionis less complex than BU model

Ai T OOOOAOEIT AAAAOOA OEAU AOA 1 AO0O OAI EA
behaviour. TD models tke a wholesystem view of demand307]. Thus, they are

also known as highsystem-level models and they can be used fadetermining the
relationship between the power sector am other top-level functions such as
macroeconomic indicators (e.g. gross domestic product, and inflation), energy price,

and general climate[292], [304], [306], [308]. However, because of the variation in

Ei OOAET 1 AOGS6 1T AAOPAT 060 AT 1 00iI POEIT AAEAC

modelling household load profiles3

Bottom-up load models are developed by the fusioof microscopic load data of a
household or group of hougholds, and extrapolate the resultant energy
consumption to a regional or national housing stock?91], [304], [308], [309]. In
synthesizing regional or national energy consumption, BU load models are often
accomplished by the use of weighted average, which are allotted based on the
representation of the household types[310]. BU load models are sometimes
referred to as statistical, probabilistic, empirical, time use or building physical

modelling approaches[291], [304]8

The two BU modelling techniques used for evaluating the energy consumption of
end-uses are statistical models and engineering models[296], [304], [308].
Statistical models apply a variety of statistical techniques to regress the relationship
between enduses and energy consumption. Some of theahniques adopted in the
literature by statistical models includes regressiori311], [312], conditional demand
analysis[313]7[315], andneural networks [316], [317] &ngineering modds applies
information on building characteristics and enduses to estimate energy
consumption characteristics. Engineeringnethod can be used to mdel electricity
AT 1 001 POETT 1T & ET OOAET 1 AOGS6 xEOET OO .OAIl UE
Srengths and weaknessesof TU models, statistical models and engineering models
are presented in [296], [304]. Engineering modeing techniques can be classified
are: distribution [276], [318], archetypes/319], [320], and samplesg321], [322]8
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Typically, BU engineering models are more suited fomodelling current and
prospective technological options296], [304]. This is because each endse of BU
engineering models have their respective suodels, which allows the aggregated
model to easily track the effect that changes made on any of the soiodels will
have on the total erergy consumption. However, one of the limitations with BU
engineering models is thabccupantbehaviouris estimated, which is rather difficult

as behaviour is unpredictable and can vary greatlyj296]|, [304]. Thus, thereis the
possibility that inaccurate conclwsion might be reache® This limitation has
encouraged researchers to develop engineering models equipped with improved
occupant behaviour models. For instanceZapasso et al276] applied Monte Carlo
method to capture the relationship between residential energy demand and
behavioural factors of household occupants. Richardson et ak23] employed a
Markov Chain technique to synthesize active occupancy patterns based on the
O0O0OAU AAOCA 11 PDPAIPIABO OEIi A OOA ET OEA
were created in their study by using a stochastic model thanaps occupant activities

to appliance uss3

Markov Chain technique was also employed bwidén and Wackelgard[279] to
synthesize active occupancy patterns from time use and electricity consumption
database in Sweden, in order to relate residential power demand to occupancy
profiles. Widén and Wackelgard 279] study showed that realistic demandpatterns
can be generated from simulated sequences of human activities. Furthermore,
Muratori et al. [310] proposed a similar approach, where by Markov process
technique was integrated with a physicsbased engineenng heating, ventilation, and
air conditioning (HVAC) systems. The Markov process technique was used to
synthesize the atvity patterns of households from American Time Use Survey
(ATUS) data.Muratori et al. [310] study concluded that their synthesized outputs

were statistically similar to metered residential electricity date8

Despte the wide use of bottomOBD [ 1T AAT 1 ET ¢ APDPOI AAE A& O

energy consumption, the use ofottom-up modelling approach 6r modelling
ECAOEA EIT OOAET 1 A Odye rddlyAkepapted inftie lit€aiureDThig 1 1

is perhaps because of thlack of national TUS data for Nigerid&or instance, Ayodele
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et al. [309] assumed that thelifestyle amongst city around the world are similar, so

that household active occupancy data synthesized IRichardson et al[323] for the

United Kingdomcouldbe appliedfori T AAT 1 ET ¢ ET OOAET T AO& AT A
the city of Ibadan, NigerisBHousehold occupancy time use survey (TUS) data is an
AOOAT OEAT DAOAI AOGAO A1 O 11T AAI T Briingtanege]l OOAE
Yao and Steemer§324] stated thathol AET 1 AOS 11T AA DPOT AEIT A E¢
the occupancybehaviour. This opinion wascollaborated by Stokes et al.[325],
AAAAOOA OEAU OADI OO Ackcuparneybéhaviodt & tonsielér€d @A E T 1

amodel, thereis an improvement in the modelling of diversity.

3.7.4 Bottom-up modelling approach

The ability of bottom-up engineering models to generate synthetic load data without
relying on observed or historical data of interest in this study. However, sincéne
accuracy of the developed load model is dependent on the way the housing input
data are combined within a hierarchical structure, the resolution of the BU load
model is vital in accessing the load model complexity as well as its accurgey 8],
[279], [292]. In the next subsection, review of some bottom-up load models is
presented. For ease of representation, the reviewed bottomp load models are
classified into low-resolution and high-resolution models. The high-resolution
models are the more detailed models and are perhaps more preferred. This is
because moe details of the input data can be captured by them in comparison to

low-resolution models.

3.7.4.1 Low-resolution models

Notable amongst the earlier studieon the modelling of domestic load profile with
bottom-up approachwas the study byCapasso et al[276]. The essence of thetudy

xAO OF AAOGAOIETA Eix xi OEEITC AAUO8 Al AA
winter electricity consumption of the Italian electricity network. Outcomes from this
O0OOAU OAOGAAI AA OEAO EIT OOAEIT T AOGS6 ADBPDPI EAT
generated by analyzing the electricity consumption behaviour of household
occupants. However, due to the amount of input data that is required l§yapasso et

al. [276] model, the modelis less practicable.
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An extensive twopart model was developedn [326],unlike in [276]8 4 EA 11 AAI
ET DOO AAOA xAOA ci OOAT &EO0iI i AOGAEI AAT A AF
consumption statistics. The first pat of the demand model is used to captures
electricity consumption fluctuation as well as store appliance ratings, while the

second part of the load model is used to generate the individual load curves for each
appliance. However, due to the underestimatio of the mean daily electricity
consumption during the model construction, the accuracy adhe developedmodel

was undermined in [326]. Yao and Steemers324| developed a comprehensive
bottom-up model called the simple method for formulating load profile (SMLP). This

model had the flexibility of generating syntheic data for different conditions such

as building types and occupancy time of use. However, the dvback with the SMLP

is that its comprehensive nature results in an increase in the amount of input data
required as well as onmodelling complexity. Therefore, SMLP is less suitable for

modelling load profiles that require several input data.

3.7.4.2 High-resolution models

The hightresolution models or time of use load models makes use of highsolution

time steps (i.e. time step lesser 30 minutgswhen modelling load profiles [292].

Several bad models arebuilt on high-resolution times steps and becase of the
increaseduse of thismodelling approach in literature, theyshould be referred to as

a separatemodelling approach[327]. Amongst the developed time of usenodels is

the comprehensive threestep model that was developed with a high time resolution

in [328]. The developed 30 0OAD 301 EAOGS 11T AAI EAA OEA bi
the number of household occupncy and the size of the floor area affects a load
profile. Stokesmodel is regarded as a gry extensive load model because of the
iTAAT 60 Ai i POAEAT OEOA 1 AOOOA AT A AAEI EOQU
resolution. In fact,Widén et al.[329] stated that Stokes328] model is arguably the

most detailed domesic load model.

Sokes[328] model is not only well acknowledged and used by several researchers

for generating synthetic load profiles but several authors such as if293], [330],

[331] also use Stokeg328| model to validate their developed modelApart from

Stokes[328] I T AAT h 2 EAEA Q@A (3235 ©32]i dndA\7AH A 1 indiled
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[279], [303], [333], are examples ofa well-developed high-time resolution load
models. The two essential building blocks uskby 2 E A E A OrAo@dl dnd7CE Ai T 6 O
models for generating synthetic loadprofil es are time use survey (TUS) data and
Markov-chain process. The Markoxchain process is essentially a conditional
probability -based technique, and it is used to synthesise theissing information in

a time use survey data. This is achieved by constructirige transition probability

i ACOE@ A& O EI OOAEI |1 AG6 AAOEOA 1 RiRObrel AU
of the benefits of using Markowchain techniqueto generate extensive occupancy
behavioural patterns is that t reduces the challenges of acquiring the extensive

behavioural data used for modelling ahigh-time resolution load profile.

3.8 Hybrid energy system design metrics

The hybrid energy system design metrics are performance indicators or control
apparatus that hdp energy providers or stakeholders make annformed decision
during optimum sizing of energy system components. Hybrid energsystem design
metrics are usually employed to determine the reliability and financial viabilityof a
system-level energy projectdesign. To determine the operational reliability of an
energy system performance indicators such as economic dispatch, ambwer flow
analysis are examples of reliability metrics that are used in the literature
Description of some of the metrics used for studying hybrid energy systens is

presentedas follow:

The total annualized system cost# | is an economic criterion thatcan be used
for the optimal sizing of components of an energy projectl70], [334]7[336]. It
compares the different cost functons (i.e.,capital cost replacement cost operation
and maintenance cost, and fuel costpf the energy project in terms of their
annualized related cost170]. This criterium is useful becauset helps to relate the
different sub-system cost of an energy projedthat occurs at the different stages of
the energy project lifetime. Therefore,the energy projectannualized total costis
dependent on theenergy project annuity factor [168]. Levelized cost of energy
(LCOE) and net present cost (NPC) aanother two useful economic metrics that

canusedto determine the suitability of an energyproject, and theycanbe derived
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from the energy projecttotal annualized system cost{170], [334]7[336]. LOOE is
defined as theratio of the average cost per kilowatthour of useful electrical energy
produced by the energy systenor the constant price per unit of energy that ensures
that the return on investment break even while the NPGCis defined as the summabn

of the discounted present costs throughout the useful lifetime of the energy system
[85], [170], [177], [334] 7]336].

The loss of power supply probability (LPSP)s one ofthe most commonly use
reliability criteria, and it can beused during energy system to provide a trad®ff
between the reliability and the total cost of an energy project337]. LPSP islefined
by the probability that an energy projectis unable to continuously supply its
electrical load becaus of insufficient power supply, or defined by the ratio of the
total unmet electrical load of the energy project tothe total electrical load of the
energy project over a period of timg166], [167], [190], [337].Some other reliability
metrics that can be used to determine theustability of an energy project include:

the expected energy not supplied (EENSbhe battery state of charge @6y ), and

the level of autonomy (LA)

The expected energy not supplied (EENS}s used to determine the periodic
reliability of a stochastic renewable emrgy source.Therefore, for each time step,
EENS measurethe amount of expected energy that will not be suppliedecausethe
electrical load exceeds the availablelectricity supplied [170]. The battery state of
charge (% ) is a reliability criterium that can be used todetermine the excess
energy that can be added or drawn from the battery per timelt can be used to
determine the optimal size of battery[338]7[340], as well as can be used to calculate
the expected energy not suppliedof an energy project with 0% loss of load
probability. Thelevel of autonomy (LA)is a reliability criterium that is usedto select
the optimal capacityof an energy storage (back-up energy system)that will be able
to ensure continuous supply duringperiods of limited or no energy generation in
the energy system49], [171].

The reliability crit eria mentioned in this section are usually employed to ascertain

the reliability of design on a systerdevel basis. However, performance indicators
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such & economic dispatch, and load flow analysis are measures that are applied in
literature to ascertain the operational reliability of an energy systemDepending on
the network operational constraints, economic dispatch is used to determine
generators unit commitments (generator to turn on) in order to ensure reliable
supply of electricity at minimum systemcost|[341]z[345] . Unlike economic dispatch
study; which is concernwith the optimal selection of generators tominimise energy
system cost power flow study is concern with the healthy operation o&n electrical
network [346]7[350]. The healthy operation of an energy sysm will result to more
saving in the future Furthermore, power flow studies provide more information

about the operating characteristics ofan energy system.

Unlike, traditional circuit analysis methods; whose usageare limited as the
complexity of the power network increases,power flow study are used to analyse
complex network because itutilizes simplified notations such as ondine diagram
and perunit system, to compute power systembus parameters (e.g. reactive,
apparent, phase angle etcat steady state condition [350]7[353]. Sq power flow
study can be usedo identify power system issues sul as low voltage and excessive
load on the transmission line, in order to correct suspected tdt before they escalate
into a major network problem [350]. Outcome of a power flow study is relevanto
power system engineersbecause power flow analysis is performed based on the
steady-state characeristics of a balanced threephase power network [354].
Furthermore, outcomes frompower flow study are used tgplan for future expansion
of the power network and used todetermine the best operating approach for the

existing network [353].

Power flow study is a compex numerical analysis and it is mainly simulated with
the useof iterative techniquesin acomputer. Iterative techniques methods usedfor
power flow study simulation include: Jacobi, GausSiedel, and NewtorRaphson
methods[350], [352]. GaussSiedelmodeland Newton-Raphson method are the two
commonly usedmethods [350]. GaussSiedelmethod is used to solves power flow
equations in rectangular coordinates until the difference in bus voltage from one
iteration to another is sufficiently small, while Newton-Raphson methodcan beused
to solve linear and non-linear problems [350], [352], [353]. 4 AUl T 06 O
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expansion are used in Newton-Raphson method its power flow equations are
solved in polar forms, while its optimal solution is reached whenreal and reactive
power mismatches (YO and Y1) at all buses are within specified tolerance level
[350], [352]. Newton-Raphson methodis reported as the bestiterative method for
power flow study because it convergesnh some cases wheldacobi andGaussSiedel
methods diverge[350], [352]. Furthermore, the number of iteration required for
convergence by NewtorRaphson method is independent of the number of buses in
the power network, but for Jacobi and GausSiedel methods, the iteration increases
with increase in the number of buses in the power network350], [352], [353]. Sqg
in terms of computational space saving, Newton-Raphson method is more

economical

Typically, apower network comprises of many network buses Anetwork bus is a
node that can interconnect transmission lines, electrical loads andelectrical
generators [350], [353]. The electricd characteristics of a network bus are defined
by voltage magnitude 6 , phase angle)” , real or active power 0 , and reactive
power 1 [350], [353], [355]. In power flow analysis, 2 of these 4electrical
parametersof a network busare specified while the other 2 un-specified electrical
parameters of a network bus are simulated [350]. Dependingon the 2 electrical
parameters of a network bughat is specified a network bus is classifiedasa swing
orslack & 1) bus,avoltage controlled (06) bus,or aload (0 3 bus[350], [352],
[353]. Characteristics of these 3 classificatizs of network buses has been presented
in [350], [353].

3.9 Hybrid energy system optimization techniques

Optimal sizing of a hybrid energy systemis required to ensure reliable supply of
electricity at minimum system cost{356] . Therefore for reliable supply of electricity
at minimum system cost different optimization techniques areused for the design
and analysis ohybrid energy systens. Optimization techniques are anathematical
representation of system componentparameters so that the effect of changing
system component parameters can be observed andnalyzed The different

optimization techniques used for optimalsizing of hybrid energy system can be
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classified into: computer software tools, classical(traditional) techniques, and
artificial intelligent (modern) techniques [166], [167], [357]. Meanwhile, Hybrid
optimization techniques, which are derived from thecombination of optimization
techniques are sometimes referred to as another optimization technique

classification.

3.9.1 Computer software tools

In literature, computer software tools are commonly used tosimulate the
performance of ahybrid energy system. This is becaussomputer softwaretools can
help reduce the time and the cosspenton the design and aalysis of ahybrid energy
system[356]. Computer software tools that can be usedor hybrid energy system
design and analysisinclude: H2RES, HOMER, HYBRID2, HYBRIDS, HYDROGEMS,
IHOGA, INSEL, REScreen, SOLMIM, SOMES, TYNSYS, Hte. performance of
computer software tools usually varies in terms of their functionality and
adaptability [156], [358]. The inputs and outpuss, as well as the strengtls and
weakness of some selected hybrid energy systemomputer software tools are

presented inTable 3.5 and Table 3.6 respectively.

Table 3.5. Inputs and outputs of some selected hybrid energy system computer
software tools [156], [357]7[359]

Software Input Output
HOMER Load demand Optimal unit sizing
Relevant resource input Cost of energy and net present cost
Capital, maintenance and replacemen Renewable energy fraction
cost
System control Multi -objective optimization
HYBRID2 Load demand Unit sizing with cost optimization
Relevant resource input Cost of energy
Systems initial investment and O&M Percentage emission of different GHG
cost
Compments details Total payback period of the system
TRNSYS Inbuilt input and modular structure Dynamic simulation of electrical
library output
Meteorological data input Dynamic simulation of thermal output
iHOGA Load data Cost of energy
Relevant resouce input Life cycle emission
Component and economic details Energy buying andselling analysis
RETScreen Load data Energy production and saving
Size of solar array System component and fuel costs
Product database are required Comparative reductionin emission
Climate database Project financial viability

Project sensitivity and risk analysis
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Table 3.6. Strength and weaknessof some selected hybrid energy system computer
software tools [156], [356], [357]

Software Strength Weakness Developed by:

HOMER Suitable for optimal sizing of It only minimizes a single U.S National
all renewable sources along objective (net present cost) Renewable
with  diesel  generators, during optimal sizing. Thus, it Energy
battery, or H2 storage for cannot perform multi- Laboratory
both electrical and thermal objective optimization. Its (NREL) in 1992;
loads. Also, suited for simulation flexibility is www.homerene
technical and economic limited (a black-box rgy.com
analysis simulation tool)

HYBRID2 Useful for performing a It requires a largequantity of Uni of
techno-economic simulation input data andits simulation Massachusetts;
of the optimal size of system flexibility is limited (a black- https://hybrid2
components.  Suited  for box simulation tool) -simulation-
accountingfor inter time -step program.softwa
variations in data with the use re.informer.com
of probabilistic methods /

TRNSYS Suited for simulating energy It is more complex and less University of
systembehaviours thatvaries user-friendly than the other Wisconsin;
with time. Also, it performs black-box simulation tools. http://sel.me.wi
extensive  electrical and sc.edu/trnsys
thermal analysis

IHOGA It can be used to simulate It cannot be used to perform University of
both single and multr sensitivity and probability Zaragoza, Spain;
objective problems, that is, analysis and modification of https://ihoga.un
technical, economic and the daily load profile is also izar.es/en/desc
environmental analysis. It limited. Its simulation arga/

Al O1 EAO A / flexibility is limited (a black-
implementation box simulation tool)
functionalities

RETScreen Suitable for assessing the Time-series data cannd be National
benefit of a comparative imported into this software. resources

study between a base (diesel)
case and a proposed
(renewable) case. It's also
useful for carrying out an
extensive economic and
environmental study as well
as for performing risk and
sensitivity analysis

The effect of temperature on
PV module performance is
not considered Its simulation

flexibility is limited (a black-

box simulation tool)

Canada in 1996;
www.nrcan.gc.c
a/energy/softw
are-tools/ 7465

3.9.2 Classical optimization techniques

They are also known astraditional optimization techniques. They are developeby

usersto optimally size a hybrid energy systemor to find the optimum solution of a

hybrid energy systemobjective function. Classicaloptimization techniques canbe

categorized into: graphical method, probabilistic method, analytical method,and
iterative method [167], [359].
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3.9.2.1 Graphical method

Graphical methods provides a design space solutionor graphical solution to
optimization problems [360]. During the optimal hybrid energy system sizing,
graphical methods areeither used as a singleoptimization (standalone) tool; such
aspresentedin [361]7[363] or combined with other numerical methods to form a
hybrid optimization tool; such as presentedin [339] [340], [364]z[366].
Furthermore, during the construction ofa graphical simulation model, two decision
variables are usually considered171], [367]. For example, astandalonegraphical
tool called outsourced and storage curves was developed fredict the energy
allocation of a hybrid energy system, determine theminimum outsourced
electricity, and perform a demand side managment [363]. In another study, a
graphical and numerical integratedvisualization tool (hybrid optimization tool)

called modified extended power pinch analysis (MEPoPA) tool wasedeloped to
optimally size the energy storage of an integratedenewable energy systemsn

order to minimise the energy system losseg340].

3.9.2.2 Probabilistic method

Itis also referred to as statistical method. It is suitable for carrying outybrid energy
system variability study with multiple possible outcomes varying degrees of
certainty or uncertainty of occurrence[368]. To optimize wind power imbalance
that results from avarying wind speed, aprobabilistic method was used to estimate
wind reserve and to differentiate between thedifferent categories ofwind reserves
that influence wind power imbalance[369].In another study, probabilistic method
was used togenerate synthetic wind speed datahat was usedto perform a hybrid
energy systemtechno-economicstudy [370]. Outcomes from the probabilistic study
shows that the use of battery energy st@age can substantially reduce the ramp rate

of an auxiliary heat generator.

3.9.2.3 Analytical method

In comparison to other classical optimization techniques, whereby no specified
route is followed in arriving at an optimal solution, analytical method uses

computational techniques such as Fourier transformor introduce series of logical
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steps that should be followedto determine the optimal size of a hybrid energy
sysems [167], [359]. For optimal sizing of a hybrid energy system component,
discrete Fourier transform (analytical method) wasused to decompose (match) the
energy generated by timevarying components with time varying cyclic taxonomy
such as energy market, load following, regulation proceds71]. In another study,
an analyticalmodel was developed taninimize the costof electricity purchase from
the grid as well as to minimize the battery energy storage losses, in order to ensure

reliable supply of demand at minimal hybrid energy system cosB72].

3.9.2.4 [Iterative methods

An An iterative method is arecursive procedure that terminates or concludes its
selection of the optimal combination of a hybrid energy system at the instant when
the pre-defined decision conditions are met[359], [360], [368]. This optimization
method simulates the optimal solution of an optimization problem by using linearly
changing decision variables[360]. An iterative method was used to evaluate a
standalone hybrid energy system minimum total cost of energy that can supply
reliable electricity to four regions in Iran[191]. Lossof load expectation (LOLE) and
loss of energy expectation LOEE) assessment metrics were used to ensure that the
expected reliability of the hybrid energy system was metSimilarly, an iterative
method was also used taletermine the minimum cost that a hybrid energy system
can supply reliabe energy toa seawater dealination unit installed in Kerkennah
Island of Southern Tunisia373].

Strength and weakness of all these four traditional optimization methods are

presented in Table3.7.

-03-



Table 3.7. Strength and weakness ofraditional optimization techniques

Classical Strength Weakness References

technigues

Graphical It is a simple and quick Few objectives can be [171], [339],

method optimization method. simulated at a time. It cannot [340], [361]z
Simulated output is very be used to simulate specific [367]
descriptive details of a hybrid energy

system. For example, the tilt
angle of a PV system

Probabilistic It is a simple and quick It often fails to select the best [369], [370],
method optimization method. It possible solution. It cannot be [374], [375]
requires only few input data used to optimize hybrid
because it can use sample dati energy  g/stem dynamic

to represent a population. nature.
Analytical High simulation precision and Increase computational time  [371],  [372],
method accuracy [376], [377]
Iterative It is easy to use and Each iteration phase is rigid [191], [373],
method understand. It is capable of with no overlaps (378], [379]

tracking modelling defects at
an early phase

3.9.3 Artificial intelligence techniques

Artificial intelligence (Al) techniques aredevelopedintelligent computer programs,
andthey are built by the application of science and engineering proceduran order
to represent natural occurrence. Altechnique can bedefined as the ability of a
machine to perform functions or activities thatcharacterize human thought [359],
[360]. Examples of Al optimization techniques include: genetic algorithm (GA),
particle swarm optimization (PSO), simulated annealing (SA), harmony search
algorithm (HSA), ant colony algorithm (ACA), bacterial foraging algghm (BFA),
artificial bee colony (ABC) algorithm,bio-geography based optimization (BBO),
gravitational search algorithm (GSA)cuckoo search (CSxnd a hybrid of different
Al technigues. One of the advantages of Al methods is their ability to investigathe
non-linear variations of renewable energy system componentand perform multi-
objective optimization, but Al optimization techniques areusually amore complex
technique to implement than traditional optimization techniques [167], [360],
|368]. Key features €haracteristics, strength,and weakness) of selected artificia

intelligence optimization techniques are presented inTable 3.8.
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Table 3.8. Features ofartificial intelligent optimization techniques|[167], [356],
[360], [367], [368]

Techniques Characteristic Strength Weakness

Genetic Mimics the different Efficient for finding the Convergence speed is
Algorithm processes of natural global optimum and slower than most
(GA) evolution, such as suitable for complex stochastic algorithms.

Particle swarm
optimization

(PSO)

Simulated
annealing

Ant
algorithm
(ACA)

Artificial
colony
algorithm

Harmony
search
algorithm

(HSA

(SA)

colony

bee
(ABC)

inheritance, mutation,
selection,
crossover

and

Mimics bird and fish
movementbehaviour

It is a trajectory

random investigation

that mimics the way in
which a metal cools and
freezes into a minimum
energy crystalline

structure (the

annealing process)

The  algorithm is
inspired by the
foraging behaviour of
ants in nature. That is,
finding the shortest
path between their
source and their nests

This  algorithm is
inspired by the
intelligent foraging

behaviour of honey bee

It is a derivative-free,
real-parameter
optimization algorithm
that is inspired by the
improvisation process
of jazz musicians

problems with a great
number of parameters and
multiple solutions

It has a fast convergence
speed and its coding is alsc
simple in comparison with
most other methods with
more equations

Analyses nonlinear,
chaotic and noisy data with
many constraints without
been trapped in local
minima. It is also a robust
technique for determining
global optimum without
relying on any restrictive

property

Performs alocal and global
search. It is wuseful for
carrying out global search
as well as analyzing
different optimization
problems. It has high
convergence speed

Performs alocal and global

seach. More so, it can be
combined  with  other

available algorithms and it
is useful for optimizing

different problems

Performs aglobal and local
search. it is free from
divergence and It does not
require differential
gradients, the setting of
variables initial value and.
It is also suited for
discontinuous and
continuous functions as
well as for discrete and
continuous variables.

There is also no
aswrance of having a
constant optimization
response time

Not sutable for non-
coordinate system
problems. PSO car
also suffer from
partial optimism.

The quality of the
optimal solutions is
dependent on the
computation time.
Fine-tuning of model
parameters can be
complicated and it
does significantly
affect the quality of
the outcome

Itis a complex pocess
that requires the fine-
tuning of its
parameters, random
initialization, and
long-term  memory
space.

Random initialization,
as well asfine-turning

of its several
parameters, is
required. Also, a
probabilistic

approach is used for
performing the local
search

Complex
process

solving
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Table 3.8 continues

Techniques Characteristic Strength Weakness
Biogeography  Mimics the behaviour Its computation time is Not suitable for
based of species in nature fast, and it has a good selecting the best
optimization against time and space convergence accuracy member within each
(BBO) by using stochastic and generation, thereby
iterative approaches to some of the solutions
find the optimal generated might not
solution of a given be the optimal
measue of quality or solution
fithess function
Gravitational It is inspired by It offers goad calculation It sometimes suffers
search .AxO01 1860 accuracy and faster from premature
algorithm gravitation and convergence speed convergence problem
(GSA) .AxO01 180 OA

iTOETTS8 ' 3!
solution is obtained
from the principle that
a larger entity or force
emergences when
particles attract and
bond together

Hybrid Developed by using They are usually more Hybridization of
optimization two or more robust and offer better algorithms result in
techniques algorithms calculation accuracy for increased

multi-objective problems optimization
than individual methods. complexity and the

More so, they sometimes difficulty of
converge quickly developing the
algorithm

3.10 Chapter summary

Literature review in this study began with a review of the characteristics and
applications of the different forms of hybrid renewable energy system (HRES)
configuration. In comparison with other HRES configuration options, hybrid
coupled configuration option was reported tooffer to improve system efficiency and
in turn, increase cost minimization due to thecurrent state of developments in
converter technologies. Section 3.3 presents review of the different hybrid energy
sub-systems. For the photovoltaic (PV) electricity generationreview of the general
operating characteristic of PV technologyas well as some of the benchmarks used
by manufacturers in rating different classification of photovoltaics under standard
test conditions has beenemphasized Furthermore, because the intesity of solar
radiation for PV electricity generation is location dependent, the different
approaches formodelling solar radiation was also reviewed.
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Different stages of converting biewaste into biogas as well as the different types of
anaerobic digester design has been reviewed. Also, due to the complexity of
anaerobic digestion, vital parameters thatinfluence anaerobic digestion of biogas
production has been reviewed in Section 3. Types of energy storage systems
(ESSs) as well as the techreconomic taracterization of the different energy
storage systemswere presented in Section 3. An extensive comparative analysis;

in terms of the strength, we&ness, opportunity, and threat, of longerm energy
storage possibilities was also reviewed. Based on tegical and economic
consideration from the ESSs review, battery storage systems (BSSs), which is the

most developed ESSs technology, was the most stika for this study.

In Section 37, load profile review began with an outlook into the different context
in which load profiles are modelled. However, because of the dearth in information
on rural load consumption, load profile modelling context in this fudy was
narrowed to an analytical modelling approach. Also, the characteristics, strength,
and weaknessof top-down and bottom-up modelling approach; which are the two
traditional modelling approach formodelling domestic rural load profiles, was also
reviewed. Furthermore, classification of bottoraup modelling approach; in terms of
the load profile resolution, into highresolution and low-resolution bottom-up

modelling approaches was also presented.

Section 38 presents the literature review of some of the several economic and
technical indicators used to assess the suitability of a hybrid energy system digs.
While the different hybrid energy system design and simulation optimization
techniques; which are classified broadly intocomputer software tools, classical

techniques, artificial intelligent (modern) techniques,is presented in Section 3
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Chapter 4 HYBRID ENERGY SYSTEM DESIGN METHODOLOGY

In this chapter theoretical methods usedfor modelling the hybrid energy system

AT i1 Di1TAT O6h AT i1 OTEOU ET OOAET T AOS AT Aocu
the optimal design of the hybrid renewable energy systemare preserted8Asearlier

reported in Section 3.2,because of the ability ofhybrid-coupled energy system
configurations to increase the energy efficiency of hybrid energy systems in
comparison to either DC or AC coupled energy system configuration optiofis56],

[167], it is seleted here.Fig. 4.1 presents the hybrid-coupled topology applied in

this study to guarantee reliable supply of clean electricity energy at minimal cost.

E F | Bi-directional |

i converter |

i Load

|l demand

: : Biogas

! | generator

Fig.4.1. Hybrid-coupled energy systems configuration

The DC bus connects the photovoltaic and the battery storage system, while the AC

bus connects the bigasgenerator and the AC loads. Also, the @s is linked to the

AC busby the bi-directional converter. Charger controller is part of the PV system.

To demonstrate the energy supply strategy, 8witcheswere includedin Fig.4.1. For

a biogas generator operating under fuloading cordition, electricity is first supply

to the load, and if the supplied energy from the biogas generator exceed the load
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demand, the battery is chargedand when the batery is charged the excess is sold

to the grid. Meanwhile, arural community connected to an un-reliable grid was
considered here becausthe possibility to accuratelydetermineET OOAET 1 AOd A
consumption behaviour is higher when a community i€onnected to an unreliable

grid than when the community is unelectrified, However, the unreliable grid does

not supply the community because its electricity availability cannot benedicted.

4.1 Load profile modelling methodology

As mentioned in Section 3.7, because of the lack of extensive rural energy
consumption data from the energy utilities or the national statistical office, a
bottom-up modelling approach is used for generating astochastic rural
household(s) load profile. This achieved by the collection and processing of
household occupancybased survey, and the stochastic modelling of the surye
outcomes3 For the credibility of the household consumption survey to be
guaranteed, he survey questionnaire should be a representation of household(s)

energy consumption parameters such as household consumption behaviour, and

ET OOAET | AOG AteibticsE3R(].Ae ddsigrigqestionnairecan mirror

surveyed householdO &nergy consumption because Section 3.7.1 explainthat
guestions from the questionnaire can be used to acquirenportant data that can

generate | A A O b dcliviyGéhedule Then,ET OOAET 1 A6 O 1T AAODAT Al
modelled from generated I A A O B ActivilyOshedule becawse an ET OOAET | A S

energy consumpton is highly dependent on its occupancpehaviour [324], [325] .

Apart from modelling households load profile based on energy survey data,
sometimes load profile modelling input data might be acquired from energy
monitoring electronic devices[381]7[383]. Meanwhile, because of the variability in
occupancy energy consumption patterns, to qarantee credible measurement, the
energy monitoring device should coninuously measure energy consumptions for
several number of days[384]. In Nigeria, it is unlikely for gridconnected
communities to have electricity continuous for 24 hours. So, the use of energy
monitoring devices for measuring domestic consumption patterns is less applicable

here. Howe\er, this does not suggest that energy monitoring devices cannot be used
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when there is improved electricity availability or in similar studies with better

electricity availability 8

4.1.1 Survey data collection

4EA OOCA T &£ OOOOAUO Al O céndumfiBEnQi&a iCgertefal) OAE T
acceptable whenever there is paucity of information and the perception, awareness,

and acceptance end user are require@85]. Therefore, the survey questionnaire

has been designed to collate data on household demographicéd A O b Adtiadtp 6
schedule,appliance ownership, and for indirect validation of the model. To ensure
consistency during the collection and analysis of sS@AU A AOAhR acliviyA OB A1
schedule wererestricted to hourly time steps.

The sample size of awgvey is an important parameter that influence the accuracy

of a survey, and its calculation is dependent on the survey population, the margin of

error and the confidence level. The margin of error or confidence intervals is defined

as the acceptable posite and negative deviation between the true population and

a sample estimate of the true population. Therefore, the margin of error explains

how truly the survey results reflect the views of the overall population. The
confidence level is defined as the peentage of the population that lies within the
boundaries of the margin of error. Mathematically, a survey sample size is defined
as|386], [387]:

P p b jA
b p DjA p (4.1)
p
where . is the survey sample size, the value of the confidence level on a

O A ABiisAhe proportion of the expected outome,Ais the margin of error, and.

is the population size3

The population size is estimated based omower holding company of Nigeria
(PHCN) data on the number Presidential customers in the survey location rather
than national population and haising census data because PHCN identify a
residential customer (household) as a physical structure(s) with a single electric
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meter or an assigned electricity bill rather han on the familytie of the occupants of
the physical structure.Esan north-east loal government area (LGA) in the south
southern region of Nigeria is selected as the survey location. This is because seuth
southern region of Nigeria is reported to havetie lowest solar energy potential in
the country [48], [84]. Therefore, the survey location is suitable for studying the

effect of integrating HRES in locatios with lower solar radiation potential.

Esan north-east LGA is located on latituded ¢ « xand longitude @& 1 d @and it
has an area of 255.744 | . Accord to 2006 (the most recent) Nigerian national
population and housing census report,Esan north-east LGA has a lousehold
(family) population of 24,532 [388], and the household population is distributed
amongst 26 residential communities. Electricity supplied to thesurvey location is
predominantly consumed by residential customers and a few low energy
consumption business (commercial) astomers. PHCNrecords shows that 7881
electricity bill paying residential customer are connected to Esan nortteast LGA
distribution network. However, not all the residential customers in the distribution

network are currently captured by PHCN.

~ A N 2z 9~ =z

electricity collection losses such as wtaptured customers and the norpayment of
electricity bills [43]. One of PHCN major challenges is to reduce the high number of
un-captured residential customers (hougholds) connected to its distribution
network. Therefore, it is assumed here that the number weaptured residential
customers (households) account for the electricity collection losses. By scaling
PHCN captured residential customers by 36%, the estimatedumber of residential
customers (household population size) in the survey location is 10,718. Meanwhjle
for a houseéhold population of 10,718 and by selecting a confidence level and a
margin of error of 95% and 5% respectively, the survey sample size calated from
Eqg. (4.1) is 371. So, 380 questionnaires were admistered to the surveyed
community residential customers, but only 297 was received. Of the 297
guestionnaires received, 24 of the questionnaires werdiscarded because they were
not thoroughly filled, leaving 273 fully completed questionnaires to be useaf data

analysis.
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4.1.2 Load profile modelling scheme

The input data used by the developed stochastic demand model can be categorized
into utility company data, national population and housing census data, and survey
data. The utility company data is used to eshate the survey location household
population. National population and housing census data is used as the criterion for
distributing the housing unit of the survey location into different household classes,
while survey data are used to determine occupa@d AT T © GdhdiOuE |
appliance ownership, and appliance time us@&ased on the physical structure of the
survey households, they argrouped into four household classes:

1 Household class I: Traditional or hut structure, informal or improvised dwelling

1 Household class Il: Rooms let in house

1 Household class Ill: Detached and sendietached house

)l

Household class 1V: Flat in block of flats

Simulation of the load profile of the community is performed by aggregating the
simulated load profile of the surveyed lbuseholds weghted by the household
classeg309]. The assigned weighs to the four household classes were derivieoim
Nigerian national population and housing census report on the studied location. An
illustration of how the developed modelling scleme uses data outcomes from the
surveyed households to simulates a household load profile, or a community load

profile is presentin Fig.4.2.
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Occupants’
. P Household
transition of states Jopliance
probabilities PP .
L ownership
]

Number of Stochastic simulation Simulation of Aggregatio.n of
hum ]E;I lil of occupants’ appliance and community
o Ot consumption household load households load
oceipans behaviour profiles profile

0cc1llpla.nts Appliance usage

activities e
e probabilities
probabilities

Fig.4.2. Demandmodel implementation scheme

The demand modelscheme in Fig. 4.2 is used to perform hourly stochastic
OEi O1 AGETT 1T &£ 1TAAOPAT 006 AT 1 001 POEIT AAEF
household, and community load profiles are performed minutely. To simulate

I AAOPAT 0086 AT 1 O00I POETT AAEAOEI OOh - AOET O
occupang state matrix that contains the number of household occupant(s)
present/absent per occupancy state for each simulation time step. Then, from the
occupancy state matrix, an active occupancy vector that represent the number of

active occupant(s) in each tine step isgenerated. To capture how the time when
AAOEOA 1T AAOPAT OO0 PAOAEI Of OEAEO AAOEOEOEA
OEA AAOEOA 1T AAOPAT AU OAAOI O AT A OEA 1T AAOE
O CAT AOAOA AT AlydnEiOKor dachArieBed. 008 AAOEOD

El OOAET 1T A Appbl EAT ARAO EO
represent the effect offl AAODAT OO«

AEA OOACA T &£ Al
behaviour. So, if a unit step functiors O
consumption behaviour on an appliance usage, the value 5fO
0

5

p whenever
A A O b dohsOniplion behaviour affects an appliance usage, else the value of
o) t If5 O represent the present or absent of an active occupant(s),
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the value of5 O ‘ p whenever an active occupant is premnt at a timet, else

the value of5 O \ 1t Similarly, if5 O represent the present or absent

of active occupant(s) in a household activity (i.e., cooking, cleaning or leisure
activity), the value of5 O p whenever an active occupant isengaged in a
household activity at time t, else the value o6 O 1. Furthermore, if

50 ~ represent the unit step function of an appliance such as a refrigerator,

whose usage is not affected by the absenoéactive accupants, forall time step, the

value of 50 p. Therefore, the effect off AAODPAT 008 AT T O

behaviour on appliance usage5 O s defined by.

50  AIAGAIA OEORAOMAD®D AT ABDIOE Al
50 50 ATAOENT CEOAAA O AGAEDAU ABDIOE Al (4.2)
p AIATIT TAAOCEDROBMIAD AT ABDIOE AT
where 5 O ~is a unit step function that represent thepresent or absent of an
active occupant(s) ands O is a unit gep function that represent thepresent

or absent of an active occupant(s) in a household activity.

An appliance type E actual time of use 5 O ‘ i IS calculated by combining
the value of 5 O  with the appliance usage probability 5 O j . Therefore, for

each time step5 O \ i is definedby [278], [309]:
50 5 50 50 j (43)
The energy consumption of an appliance%  is defined by[278], [279], [309]:

% ; OF,.F,SCA)\ R (4.4)

where 0 jis power rating of the appliance,  jis the quantity of an appliance in

a household ands O _ pin Eqg.(4.4) was defined inEq.(4.3)8

The operating duration of household appliances are classifieidto short and long

operating duration. Short operating duration appliances are appliancesuch as food
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blender, electric iron and bedroom bulbwhose operating duration is less than an
hour. Longoperating duration appliance are appliances whoseperating duration
is at least 1 hourMeanwhile, because the model generates load profiles in minutely
time step, the energy consumption patterns of short operating duration appliances

are captureds

A Makov process is a random proces8 O whereby the transition from the present

time O into the future § (i.e. 8 ONO 0), is only dependent on its past

8 ENE O through the present value8 O [389], [390]. So, a limited amounbf

memory suffices is required to prodice a great diversity of behaviours. Therefore, a

random process does have a Markov property or memoryless property, if the
process has conditional independence attributes or properties such that
probabilistic dependence on the past is only through the preent state[390], [391]8

- AAT xEET Ah Al OET OCE OEAOA AOA Al OAO1T AOE(
DOl AAOGOGh AT A OEAOGA OOT AEAOCOGEANCIYADEDOAOA El
OAT AT I DAOEGo IBANAMEAET Co mATl BOUA®OWLWARBOr 0w
AT A 1 01 OEIT T AAT +loAn® GROO CEAIT PATETBCAOEOT T  O1 -
i ATU T £ OEAOGA 1 AGET A0 AOA AGOBAE AIADBGRI A DI

Application of Markov process is relevant modelling energy consumption behaviour
of households in this study, because when the present valB O is known, the
future value of8 O can be determined without prior knowledge on how the pesent
value8 O wasreached. I8 8 B B B B is arandom process in the discrete
time space E, and the transition between the states, say fra8nto 8 occurs with a
probability ~ O that satisfy the Markov property, then, the set of stat8 is called a
Markov Chain[389], [390]8~ O is called the transitional probability, that is, the
conditional probability that the process is in a state8 at time Q given that it is in

state8 attime O p. So, the conditional probability8 given8 , which is denoted by
~n 8 B is defined by[389], [390]:

~8, 8
~8S _TTE___ ~ 8 T (4.5)
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Smilarly, the Markov property can be expressed mathematically 4889], [390]:

~n8 8MBMBMB B ~8 B (4.6)

where for every sequence8 8 F8 I8 of elements of E and for ever® p, the left
hand side oftq.(4.6) defines the conditional probability of an event that is one step
into the future while the right-hand side of Eq. (4.6) defines the conditional
probability of an event in the future when the present vale is known. The

transitional probability matrix (TPM) is expressed & [389], [390]:

n,n n E N |’|
|? n E n i
40- 0 ~ E~ & (4.7)
e e ee n
w ~ E~ U

If each row represents all the transitional probabilities from a single initial state, the
sum of the probabilities will be equal to 1. Also, if a Markov chain hasstates and
an initial condition vector O, then the transition probability matrix after Usteps is

expressed as390]:

O~ On n (4.8)

In summary, whenE T O O A Bdciipandy Behaviour ismodelled in Chapter 5, these
Markov chain process equationsi.e.,Eqs.(4.5) - (4.8) are used to processdata on
I A A O béktivi) €ciedule, so that,a stochastic hourly occupancy state matrix that
representE T O O A éclipAndy Behaviour can be generated

4.2 Modelling of energy subsystem

This section presents the theoretical methods used for modelling biasgeneration
subsystem, battery subsystem, chaegcontroller subsystem, converter subsystem,

and photovoltaic generation subsystem.
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4.2.1 Biomass energy system modelling

As earlier mention in Section 3.5, the operation of a biogas generationfall -loading
condition is necessary for optimum biogas use and fohealthy engine operation
[231]7[233], therefore, biogas generator hourly electricity generation %  is

defined as

% 0 YO (4.9)

where 0 is the biogas generatorrated capacity, YOis the change in time Biogas
generator hourly electricity generation %  can also bedefined in terms of the

biogas fltel consumption as[236]:

. 9 Al As (
o = (4.10)

where 9 (m3) is the bogas generator hourly biogas cansumption at full-
loading condition,s is the biogas generatorelectrical conversion efficiency?; and
s for a biogas poweed generator isbetween 25%- 40% [336], ( - is
low heating value ( for methane gasis 37 - * [ [236], [237], &

- *E 7 E is mechanical to eletrical energy conersion factor. Therefore, /£
is3.6- *E 7 E.bmc P isthe biogas methane contenof abio-waste. The bmc of
many bioc-waste is usually between 50% to 70%[398], [399]. So, an average bmc
value of 60% is selectechere. Based on the assumption that the bigasgenerator
always operate at fullloading condition, biogas generator hourly biogas
consumption (9 ) can be ddined by [236], [237]:

A E o Y0
AT As ( (4.11)

1 This is because most of the energy from the biogas will be lost as heat as well as other
mechanical losses in the biogas powered generator.
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where E is the energy to biogas conversion factoi E 7 E .

Digester (reactor) working volume 6 1 1ini ,isdefined by[238], [239], [251]:

611 (241 (4.12)
( 2 4A A Us the hydraulic retention time and 1 i AAU is the substrate
influent flow rate . The substrate influent flow rate 1 can bedefined as[158]:
1 B 9
opu3 m # (4.13)
where# E® E C \ is the influent volatile solids (VS) contentA feedstock

influent volatile solids (VS) contentis calcdated by multiplying its total solid (TS)
content and its volatile solid (VS) content. TSand VS content of a feedstock are
measured in terms of thepercentage (%) of energy content in a wet weighAlso,
3 I E @® 3 isthe specific biogas productionandm E ¢ is the density
of the substrate. Daily bio-waste quantity or mass - in kg, can be calculated

by multiplyin gthe substrateinfluent flow rate 1 andthe substratedensity m .

Digester (reactor) actual vdume 6 | | is calculated asthe sum ofthe digester
working volume | andthe digester nonrworking volume | . Thedigester non
working volume O isrequired for improving he digester metabolic activities158],
and it is defined asa fractional or percentage O of the digester working volume.

Therefore, digesters actual voume | is defined by[158]:

611 611 p O (4.14)
For the optimal design of the digester volume, a value & p Tt lis required [158].

In summary, biomass energy systenmethodology presentedin this section shows
how Egs (4.9) z (4.14) are usedin Chaoter 7 for calculating biogasgenerator hourly

electricity generation, daily bio-waste demandand anaerobic digestervolume.

-108 -



4.2.2 Battery energy system modelling

The battery energy storageis usedto ensure reliable supply of electricity to the
electrical load whenever the PV system and biogas generatoare either not

supplying electricity or can only supply apart of the energy demand Despite the
continuous fall in the price of battery enegy storage over the years, they are still
expensive[267], [271], [273]. Therefore,the optimal sizing of the battery storage
system isrequired to ensure optimal sizingof anenergy system.To avoid oversizing

of the battery storage system,the optimal size the battery energy storageis

calcuated by usingpower pinch analysis to optimizethe maximum cumulative net
energydrawn from the battery energy storage[171], [361], [362], [400]z[405].

To model battery energy storage system, operational properties such asef-
discharge rate, depth of discharge, and rounttip efficiency are considered In Fig.

4.1, the battery storage systemis connected to the DC bus, so the DC bus periodic
netenergy % 4 A £ is used todetermine the sizeand the state of charge (SOC) of

the battery energy storage. Meanwhilethe net energy surplusin the DC busdoes
not directly determine the optimal size of the battery,rather it is used to charge the
battery, and when the battey is fully charged, the remaining net energy surplus
(excess net energy)n the DC bus is sold to the gridAt the start of the battery storage
simulation, it is assumed thatbattery storage system is completely charged, so
energy is only drawn from the batery energy storage. But for subsequent periods,
the DC busnet energycan besupplied to or drawn from the battery energy storage.
The amount of DC bus net energy surplus¥% 4 +& T used for charging the
battery energy storage is dependent on itstate of charge Consequently, he battery
energy storagestate of chargds modelled with the chargingenergyand discharging

energy of battery energy storage.

During the battery charging operation, energy discharged due tothe battery self
discharge( % is supplied by the DC bus net energy surplus% . A& T.But
during the battery discharging operation, the total energy dischargefrom the
battery is equal to thesum of the batteryself-dischargeand the DC bus net energy

deficit % 4 & TU. Furthermore, when sizing the battery energy storagethe
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state of chargeof the battery energy (% ) is constrained, so that it does not

exceed zero (i.e. a nopositive value) [171], [400].Hence, his sizing techniquecan
be referred to as a norpositive battery state of chargetechnique. Battery self-
discharge(kWh) can be defined in term of the battery state of charge &366], [400] :

% O AA @/07 9] 2 (4.15)

where % is the battery storage capacity in kWhand 2 is the battery self-

discharge ratein %/h .

The battery charging energy (kWh) can be defined in terms of thkeattery self-
discharge andDC bus net energgs|366], [400]:

% O % Op %uar® T 3 (4.16)

where % O p is theprevious time stepbattery self-discharge,% ~ isthe DC

bus net enegy surplus ands is the battery energy storageround trip efficiency.

Similarly, the battery discharging energy (kWh)can be defined in terms of the
battery self-discharge andDC bus net energy as366], [400] :

%7 O % Op %ur® T (4.17)
% O pand%  inEq(4.17) were defined in Eq.(4.16)

The battery state of charge(kWh) is dependent on the battery charging and
discharging energy and can be defined a366], [400], [403]:

Yy O p %y 0 El® O m
Ip AT By O m
%7 o |\P%T O P %7 0 Tt E% . 0 Tt (418)
- AT %o O n
1P T
*%y O p %y 0 El® O m
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DCbus excessenergy % or the unused DC bus net energy surplus is
defined by:

% 0 % O m % o (4.19)

To determine the battery storage size %  or capacity, thenon-positive battery
state of charge techniquas used to determine theminimum state of charge of the
battery. Therefore, battery storage size % is defined as[171], [366], [400],
[403]:

AA 6y

% 5 (4.20)

where absmean absolute value,%y s the state of chargeminimum value,

and$ / $s the battery storage system depth of disdrge.

For each time step,an iterative check is performed in order to determine if the
estimated battery energy storage capacity in the previous time step should be-re
estimated.Furthermor e, power pinch analyss technique is applied in the developed
battery energy storage model, so that a battery state of charge at the start and end
of the simulation are equal Bd6 % . A scheme that illustrates how
Egs.(4.15) - (4.20) are applied tocalculatethe optimal battery capacityis presented

in Fig.4.3.
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Fig.4.3. Battery energy storage modelling scheme

In summary, the battery energy system methodlogy presented in this section
showsthat for different combinations of PV and biogas generator in the HRES design
spacein Chapter 7, Egs. (4.15) - (4.20) calculates the optimal size of the battery
capacity by evaluatingthe maximum aumulative energy deficit between the energy

generated and the load profile.
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4.2.3 Converter system modelling

The converterin a hybrid -coupled topologyis designed to allow a bidirectionalflow

of power. This is because the converter serves as the intade between the AC bus
and the DC busTherefore, the converter is used as an inverter whenever the eneyg
generated from the photovoltaic system or dischargd from the battery is supplied
to the load (i.e. transforming DC to AC power), and as a rectifighenever the excess
energy generated from the biomass generator is used to charge the battery storage
system (i.e. transforming AC to DC power)l'ypically, the capacity of the converter
is often designed with respect to the peak demand of the AC load. Hoves, due to
the choice of hybridcoupled configuration option, theoptimal size of theconverter

is determined by the maximum AC/DCnet energy % 5 surplus/deficit.
Furthermore, for optimal design of the converter, the estimated converter sizesi
increased by a factor of 209%4406], to account fortransient rise in load demand
conditions that might arise during power system operations as well as to account
for the reactive power component flowing through the network Therefore, the size

of the converter 0 is defined by[406]:

| AAAD 5
0 pg s (4.21)

4.2.4 Photovoltaic energy system modelling

As stated in Section 3.3.1, the output af photovoltaic (PV) module is dependent on
several parameters such as the type of matial, the PV design cétemperature, and
the intensity of solar irradiation that falls on the surface of the module. Therefore,
the PV installation hourly electricity generation % can be expressed agl07]z
[410]:

0 A I Yo

% O $& s ! ) YO (4.22)
where inEq.(4.22),$ & isthe PV installation derating factor$ & accounts for the

PV power reduction due to dust accumulatio on the panels, shading, aging and
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wiring losses[409] . Also, inEq.(4.22),s is PV panel electrical efficiency, i

is effective collection area ofa PV installation andYO's a measure of the change in
time. ) 71 is hourly instantaneous irradiance axd this value is location
dependent. Hourly instantaneous irradiance is not measured by Nigerian
meteorological agency (NiMet) weather stations. Therefore, a theoretical method is
used in this study to estimate the hourly instantaneous irradiance fathe studied

location. Meanwhile, an established model for estimating is [189], [407]:

s s p E 4 4 r11)¢ (4.23)

s is PV panel manufacture® reference efficiency under standard test conditions
(i.e. at a reference solar irradiance) of 10007 |  and reference temperature
4 of 253 ). E b3 is the temperature power correction coefficient, and
its value isdependent on the PV panel material. For examplg,  value range from
-0.25p 3  for CdTe panels to-0.45p 3  for Multi-c-Si panels.r is irradiance
level correction coefficient andit is alsodependent on the material used for making
the panel. The expliit irradiance term r 1 1) Qn Eq.(4.23) can be negected [189],
[407], [411], [412] because PV temperature 4 implicitly account for the
irradiance effect. Therefore, when s is calculated inEq. (4.23), the removal of

r 1 1) @ill have insignificant impact on its accuracy|189], [407].

4 3 s defined explicitly as[185], [413]z[415]:

4 4 E) (4.24)

where 4 3 is ambient temperature,) is hourly irradiance andE 3 | 7 is
the Ross coefficient, that relates solar radiation with the PV temperature. Because
the PV syseém considered here is a free standing installation, the PV system will have
a betterventilati on/heat dissipation in comparison to a roof integrated systems and
its estimated Ross cofficient E is0.023 | 7  [185], [408], [414].

PV installation peak power or rated capacity O is calculated by multiplying the
peak power ofa metersquared PVpanel 0 and the effective areaof the PV
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installation ! [413]. Therefore, the calculated value df can be substituted for
I in Eq.(4.22) to estimate the periodicenergy generated from a PV installation
% . Furthermore, the total number ofPV modulesin a PV installation . is
calculatedas|84], [403]:

T (4.25)

where ! [ in Eq.(4.25) the effective area ofa PV module, ad this value is

found in the manufacturer data sheet.

In summary, photovoltaic energy systemmethodology presented in this section
shows how Eqs(4.22) - (4.25) utilize the studied location hourly global solar
radiation and ambient temperature data in Chapter 7 to calculate the hourly

electricity generationand the effective areaof the PV installation

4.2.5 Estimation of global solar radiation

Typically, accurate prediction of the instantaneous global saf radiation for a given
design location is vitalfor evaluating the techneeconomic feasibility of the solar
energy project. This is because the estimateglobal solar radiation data provide
useful information on the estimated solar energy yield from thegiven location.
Meanwhile, the position ofthe PO AT AT ET  OA1 AOGET T O1 OEA
factors that influence the eventual estimated enengyield from the PV system. This
is because the orientation of the solar panel surface can substarlainfluence the
solar energy yield from a solarpanel [416] 8A common approach used in literature
for estimating global solar radiation is the use of empirical techniques to detmine
the trends in long-term daily local meteorological data for a given location, so as to
accurately predict the global solar radiationof future years [194], [417]7[419].
During the estimation of global solar radiation, evaluation of longerm
measurement of local/ground meterological data is preferred for achieving
accurate estimation in comparison to data collected from satellite observation
because more sitespecific characteristics of a location are measured by local

meteorological stations[219].
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Because there is no meteorological station within the rural area, lorggrm

meadured meteorological data from the nearest Nigerian meteorological agency
(NiMet) weather station (Beninweather station), will be used to estimate the hourly
horizontal and inclined surfaces global solar radiation in thdocation. The use of

Benin weather station data is suitable for this research because the different load

centres that will be considered in Chaptei7 during the power flow study will be in

Edo state, Nigeri&@-urthermore, only daily measured horizontal surface global solar
radiation dataisAOAE]1 AAT A ET OEA EAx . E-AO080O0 xAAO

solar radiation.

4.2.5.1 Estimation of daily horizontal surface global solar radiation

In this study, for accurde estimation of daily horizontal surface global solar
radiation, several empirical nodelling approaches will be evaluated, in order to
ascertain the most accurate empirical model that gives the besépresentation of

E - A O&t#rm iméabuged data for the location.n this research, 15 different
models are evaluated based on the classifition of empirical models provided by
Besharat|194] . Therefore, thel5 selected solar radiation estimation models in this
research compises of 5 sunshinebased model(Angstrom-Prescott model and its
variations), 5 temperature-based model(Hargreaves and Sammanmnodel and its
variations), and 5 hybrid parameterbased model. The mathematical expressions for
the 15 selected solar radiation stimation models are presented inTable 1 to Table
3.

Angstrom -Prescott model
The general form of AngstromPrescott model is epressed by[198], [420]:

( .~ 3
) (4.26)

where — is the clearness index+ and it measures the degree of clearness of the

sky( 71 EO OEA AOAOACA AAEI U CiiAAI Oi1AO

AT A Ad AOA AT T OOAT @injhdulitiz@aly dveraljd durGiinaT 00 Q



duration, 3 in hour is the maximum sunshine duration or day length, and

71 is the daily extraterrestrial solar radiation on a horizontal surface.

Meteorological stations in Nigeria records average daily global solar radiation on a
horizontal surface ( in- * A A U. The daily extraterrestrial solar radiation

(  on a horizontal surface i * A A Ucan bedefined by[192], [196], [219],
[421], [422]:

( QT olcfnﬂ 0 Tmc’&.l.ocponq.)u
oo o e o a /% BN (4.27)
ATnRA @ BI WHOENOEH
where' E 7 is the solar constant 1.367E 71  ,. is the day number of
a year ( p for p January and. o @ for o p December),n J is the

location latitude,y J is the sun declination angle, and E I Oi€the mean sunrise
hour angle for the given locatio®The solar declination angle can be estimated
with the approximate equation of Coopef423] or with the approximate equation of
Spencer[424]. The approximate equation of Spencéri24| is more accurate[117],
[118]. In this study, Spence[424] approximate equation is used for estimating the
solar declination angle | . And it is defined ag117], [230], [424]:

pun

- TSI T @ WD wwwpl g0 8t x 1 BT

Mo XA ¢ T8t M wTOKECT3 T8t T ¢ @l pds  (4.28)
T8t Tt p O Hols

where the day angle 3 in Eq.(4.28) is defined by[117], [230], [424]:

L1
3 . p — (4.29)

in £q.(4.29) is the day of the year

-117 -



For a location, the sunrise angled is a function of the solar declination and the
latitude and it is defined by [192], [218], [219], [421], [422], [425] :

>

5 Al O OAM OAj (4.30)
Becausethe daily solar declination angle and the latitude for a location are constant,
the value ofd for a dayis constant Meanwhile, because the sunrise hour angle is
the negative value of the sunsdtour angle, so, the hourly rotation of the earth about
its axis is approximatelyp 9. Therefore, the number of daylight hours3 is defined
as[192], [196], [421], [425], [426]

C
3 x 5 (4.31)

Table 4.1 presents the mathematical expression for the 5 selected Angstrom

Prescott empirical model and its variations.

Table4.1. Angstrom-Prescott model and its variations

Model Model type Model equation
' Linear [198], [420] — A A — (Angstrom-Prescott model)
I Quadratic[427] _ A A_ K_—
1"l CUbIC[428] . A A . A _ A _
v Exponential [418] Y U
\ Logarithmic [418] — A Al €
FromTabled41,( 71 is the average daily global solar radiation on a horizontal

O000&FZAAAR OAR AR Ah AT A A8 AOA 3CGAQ@®MOOET 1
daily average sunshine duration inhour, 3 ET O® the maximum sunshine
duration or day length, and (7 | is the daily extraterrestrial solar radiation

on a horizontal surface.
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Hargreaves and Sammani model

Hargreaves and Sammani empirical model do not require weather data on the
sunshine hour to estimate horizontal surface global solar radition. However,
Hargreaves and Sammani empirical model is a function of the clearness index and
the square root of the difference between the maximum and minimum temperature

values. Hargreaves and&@nmani empirical model is defined by 209] :

(s
C A ANY4 (4.32)

where Y4 in Eq. (4.32) is the difference betwea the values of maximum
temperature 4 and minimum temperature 4 . Table 4.2 presents the
mathematical expression for the 5 selected Hargreaves and Sammani empirical

model and its variations3

Table4.2. Hargreaves and Sammammodel and its variations

Model Model type Model equation

v Linear [209] — A A W4 (Hargreaves and Samanhodel)
Vil Quadratic[429] E— A Awnya A4

VIE cubic — A Any4 AY4 AVA~

IX Exponential — A AW

X Logarithmic — A Al TWya

From Table 4.2, ¥4 is the difference between the values of maximum temperature

4 and minimum temperature 4 , andOAh Ah Ah AT A AS
constants.

Hybrid Models

Similarly, Table 4.3 presents the mathematical expression for the 5 selected

variations of the hybrid empirical model.
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Table 4.3. Variations of hybrid empirical model

Model Model type Model equation
Xl Integrationof 3 ,4 ,and0[430] _ A A — A4 A0
XII Integration of Y¥4,2 (, 3, and 4 < A~y X
[431] - AA A
Xl Integration of 3,4 — 4 , — A A— A—
and# [417] A4 A#
XV Integration of 3 ,# ,4 ,and2( _— A A — A# A4
[432] A

XV Integration of ATTQAT.O ,4
3,2 (andAT O [212]

— A AATO AAT.O
A4 A— EFE— C2(¢(
EAIO AT.0 E—

E— E — 1AT O

From Table 4.3 0 is precipitation, 2 (is relative humidity, . is the day rumber in

the year,# is cloudinessindexnEO OEA | AOEOOAA 1T £ OEA

/

Eh )h Eh Eh AT A 16 AOA OACOAOOEIT AITOOAI

4.2.5.2 Empirical model’s performance evaluation

Evaluation of the performance of the selged empirical models will be performed

by analysing how best selected prediction models fit the measured data. The essence
of performance evaluation of the selected models is to assessvihnNiMet long-term
measured meteorological data influences the accurgoof the selected models. So
that the most accurate prediction model is used to determine a horizontal surface

annual daily global solar radiatior8

To evaluate the estimation capability of the 15 selected models, 9 widely used
performance test indicators are selected|196], [197], [418], [419], [422]. The 9
selected test indicators are: mean awlute error (MAE), root mean square error
(RMSE), mean percentage error (MPE), mean absolute relative error (MARE),
relative root mean square error(RRMSE), root mean square relative error (RMSRE),

maximum absolute relative error (erMAX), uncertainty at 8% 5 , and
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coefficient of determination 2 ). Mathematical expression for the 9 selected test

indicators and their preferred values are presented inable 4.4.

Table4.4. Test indicators mathematical expression196], [197], [422]

SIN

Statistical tools

Formula

Preferred
value

Mean absolute
error (MAE)

Root mean
square error
(RMSE)

Mean
percentage
error (MPE)

Mean absolute
relative error
(MARE)

Relative root
mean  square
error (RRMSE)

Root mean
square relative
error (RMSRE)

Maximum
absolute relative
error (erMAX)

Uncertainty at
95% (Uos)

Coefficient of
determination
(R?)

p

-!%T—

2-3% =

] O%F’T—nn

4.2.5.3 Estimation of horizontal surface hourly global solar radiation

Many authors have developed models forestimating the hourly global solar

radiation of a horizontal surface )

[433]7[440]. One of the widely used model for

estimating long-term hourly global sdar radiation is CollaresPereira and Rabl

[438] model. Unlike in some other estimation models such as Whillie#33] model
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and Liu and Jordan[439] model whereby atmospheric effect on global solar
radiation is assumed as costant, in CollaresPereira and Rabl (CPR}438] model,
atmospheric effect on global solar radiation is dependent on the hour anglé .
CollaresPereira and Rabl[438] accounted for atmospheric effect on global solar
radiation by multiplying Liu and Jordan [439] hourly global solar radiation
estimation model by a hour angle based empirical expressionA AA T 0.
Therefore, CollaresPereira and Rbl (CPR)[438] model for estimating horizontal
surface hourly global solar radiation E7 i E  from horizontal surface daily

global solar radation E7 I E is defined as/438]:

5O AT150
Ny ~ - -
W%I 30

) A \ Al T
C A AATYO <t 5B A AATXO O (433
where 5 included in Eq.(4.33) was defined inEq.(4.30). While Aand A are linear
functions of5 ¢ tiand are defined by[438]:

A mMnom npES on
A Mpornud X OIS ot (4.34)

The hour angle 5 in Eq.(4.34) is an angular measure of time and unlike that
remain constant in aday,d changes depending on the hour of the day 19], [416].
Based on the rotation of the earth on its axis) is defined by the angular
displacement of the sun east or west of the local meridian due totation of the earth
on its axis atp dper hour [192], [219], [230], [425]. So, the hour angle varies from

p Wto p Yrand the usual conventions to measuring the hour angle from noon,
that is, morning being negative degrees and afternoon positvangles117], [219].
Therefore, the hour angle is defined by192], [219], [230], [425]:

S pv pg 4 (4.35)

where 4 in Eq.(4.35) is the solar time
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The solar time is also known as local apparent time, and it is dependent on the
apparent angular motion of the sun across the sky. The solar time of a given location
isAOOEI AOAA AU OEA AEAEAOAT AA AAOxAAT OEA
its time zone, and the yearly perturbations in the rate of rotation of the earth around

the sun[117], [219], [416], [425] 8Because of the yearly perturbation in the rate of
rotation of the earth aroundthe sun, the solar time for a location does not coincide

with the standard or local claeck time 4  [117], [192], [416], [425]. So, the
relationship between solar time and standard time is defind by [168], [192], [219],

[416], [425], [426]:

4 4 1, % (4.36)

Positive/negative sign is applied in Eq. (4.36) because a negative sign is
applicable for the eastern hemisphere, Wile positive sign is applicable for the
western hemisphere[219]. For Nigeria, a negative sign is used because the country
IS in the eastern hemisphere (i.e. east of the pne meridian). Also, n Eq.(4.36),,

is the standard meridian for the local time zone, s the longitude of the location,
and %is the equation of time (in minutespBequation of time % is definedby [117],
[118], [192], [219], [425]:

% ¢ @Y T8 T T XTE TP YApi 4O T8t 0 ¢ TOKEX

m8tp T ghoigCs T@IT T &S (4.37)

Where day angle 3 included in Eq.(4.37) is defined inEq.(4.29).

Gueymard [440] slightly modified CollaresPereira and Rabl[438] model in Eq.
(4.33), by incorporating a normalising factor /£ to improve the correction of
atmospheric effect of global solar radiattn suggested. So, theodified Eq.(4.33) is
defined as[440]:

~ z

¥ O

A AAI
Y (4.38)

)
(

where AEparameters inEq.(4.38) is defined as followj440] :
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(4.39)

In this study, Gueymard|[440] modified CollaresPereira and Rabl[438] (GCPR)
model is used for estimating hourly global solar radiation on a horizontal surface.
This is because the model is reported as amongst the t@erforming models for

estimating the hourly global solar radiaton of a horizontal surface[416], [441].

4.2.5.4 Estimation of global solar radiation on inclined surfaces

Most of the models for estimatinge T AT ET AA OOO&EZAAA Cci 1T AAT O1
AEOET OA @lonalGdiar rhdiafiorEnto direct and diffuse solar radiatiory ¢ @ 1t

f ey 00 AAAAOOA . ECAOEAT 1 AOCAT DI O1 CEAADO
AE£EOOA OT 10O et @A AERADOIETIAOETT 11T AAl xEEA
AE £E£O0O0A O11 A0 OAAEAOETT AAOA Oi AO®EI AO/
OOAA8 'O AAOI EAO 1 AT OETTAA ET AGABPOAOACOH
AE ££O0O0A O1T1 AO OAAEAOEITT 1T &£/ OEA 11 AAOETI
AOOEI AGETT 11T AAIT O ET AI OAA 1 0i AOEAAEADA EE

AOA [T AETEAN A O AABniv{ RADEGADh OEA Al OAOT AOI

AAOEOAAT A ET OEEO OOOAU AAAABOA EO EO A i
I £ | AAOGDM AOTAEAMBEOOAAE AORAGAAAA QA IFE] ©OE BDER |

AAOEOA OEA 1 TAATTETC Al AEEEAEAT OO AT A Ol
OAAEAOQEITT AOOEI AGETT 1 T1TAAT I O OEA 11 AAOQE
DAOAI OI ETNQ® TAGOEI AMET ¢ OEA AAIARA GERET UETQAHE L
OAAEAOQEITT AT A OOAOANOAT O AOGOEI AGEGEPRI £ 0O
model,Olmoetals ¢ cAOOEI AGETT 11T AAT EO OOAA O AO
OAAEAQGHIT TETIAE ET Ao eOOEROE T AGETT 11T AAT E
FCQCWY
) )¢ A (4.40)
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The parameter) included in Eq.(4.40) has been defind in Eq. (4.38), while the

function ¢ is the function that converts horizontal surface global solar radiation

into the tilted surface global solar radiation$ is defined by[229]:

9 Agpb+

(4.41)

where + in Eq.(4.41) is the clearness index and it is calculated by dividing the
estimated hourly global solar radiation ) by the hourly extra-terrestrial global

solar radiation ) . The expression for calulating hourly extra-terrestrial global
solar radiation ) is[117], [219], [416], [425]:

~ . OQTI.
) ooemntt p TWOAl O——

TS (442)

OBIORT ATMARTIA T
where the parameters' h  PAT @in Eq.(4.42) are symbol for solar constant,
day of the year, and the latitude bthe location. Whiley AT A in Eq. (4.42) are
symbol declination angle, and hour angle respectively. Expressions for calculating
1 AT A have been defined in=q. (4.28) and Eq. (4.35) respectivelyBAlso, [ in Eq.
(4.41) is the solar incidence angle] for a surface oriented in any direction is
expressed as follow[117], [118], [218], [230]:

ATfO ORIOEBEIATIO OFRTMORNAIT(O
ANGTIATIATO AIMOEBIOERTIATIO (443
AT\®OFIOEOBI
where the parametersy AT Ain Eq.(4.43) are the symbol for the tilt angle and the
surface azimuth angle. Nigeria is in the northern hemisphere, and for a surface in

the northern hemisphere facing south, the surface azimuth anglg is 0 [117],
1218], [219]. SofEq.(4.43) is simplified as:

] AT OOBDEA ANM@T® 1 AT (4.44)
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For a horizontal surface, the tilt angle is 1, while the angle of incidence is
equal to the solar zenith angle[ . Substitutingr 10 into Eq.(4.44), the solar
zenith angle [ is defined by[117], [218], [219], [230], [425]:
[ AT OORBIOE ATMGT © AT (4.45)
Meanwhile, the multiplying factor 4 included in Eq.(4.40) is used to accout for
the effect of anisotropic reflection and it is dependent on the solar incidence angle
[ ATA 11 OEA OA#ZI AAOGEOEOU j Al AMASoQthel £ O
multiplying factor A is defined as229]:

SN
£ p M OEIE (4.46)

The reflectivity or ground albedo is defined as the ratio of the reflected/scattered
radiation to the incident radiation and it can be estimated by subtracting the
emissivity of the location surface from oe[425]. So, ground albedo is dependent on
OAOAOAT ZEAAOT OOh OOAE AO AAOGEAOQGEITT O &EOI I
ground properties [230]. The value of ground albedo commonly used are T&

for hot and humid tropical location [118], [230], [442], m 1@ vfor old snow-

covered ground|[442], m  1@& ufor fresh snow-covered ground[442]. In Nigeria

where the presence of snow coverisunEEAT Uh OEA CcO1T 01T A Al AA

surrounding is expected to be low. So, a ground albedo of 0.2 is selected in this study

4.3 Hybrid energy system design model

The primary objective of performing an optimal sizing of the hybrid energy system

is to ensure that energy demands are supplied reliably and at the lowest possible
cost. To achieve reliable supply, more electricity generation will be required, and
there will be a potential increase in energy system cost. However, the potential high
system cest of achieving a reliable supply of electricity can be reduced if the hybrid
system energy losses/wastage is minimized. So, the objective functioh & for the

optimal sizing problem is defined by:
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where , 0 3i® the loss of power supply probability, # { is total annualized

system cost The LPSRs the ratio between the total unmet load and the total load

within the period under consideration, therefore, itis defined by[190], [337]:

B % 0
, 030 B % O (4.48)
where % is the energy deficit, and% s electrical load

A search of the optimal combination of system components is required for the
optimal sizing of the hybrid energy system, the optimal sizing problem can be
referred to as a search space problem. Therefore, minimization of the objective
function is performed with a graphical construction technique called design space
modelling technique. This modelling technige is selected because it is a quick and
precise optimization technique and it can be easily understood and replicated38],
[365], [403]. The search space simulation is performed by initially separating the
feasible regions from the nonrfeasible regions, before a search for thoptimal point
(i.,e. point of least cost) in the feasible region of the design search space is
determined. Poddar and Polley[443] is credited with the concept ofdesign space
optimization technique [361]. By searching the feasible region of a emical process
plant, Poddar and Polley|443] applied designspace technique to optimize the

design of a heat exchanger.

Currently, design space optimization is at restricted to the optimization of the
design of heat exchangers, but also to other fields where the concept can be applied
to a search space problemi-or example, in a power system, it has been used for
energy system components optimal sizing338]z[340]. In this study, two axes (x
axis and yaxis) search is carried out within the feasible region of the design search
space to determine the optimal size of the photovoltaicO  and biogas generator

0 that should be installed. The feasible region, in this case, is defined by the
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portion of the design space, whereby selected sizes or combinations of the PV
system, biogagyenerator, and battery energy storage system can be used to achieve
a minimal , 0 3 Dhe flonchart that describes the operations of the design space

optimization modelling technique is presented inFig.4.4.

Hybrid energy system
modelling inputs

° PV Model Bio-generator &
(0] (o] V] Yo

Community annual hourly
AC LoadO (o} | Bio generationO 0o I

v v

» o © 006 o, @ |

|

[ Battery energy storage model]

| Optimal sized battery storage systé® ) |

Optimal sized hybrid energy
system components

Fig.4.4. Design space optimization technique

The squence of energy balancing presented ifig. 4.4 represents the technical
strategy of the hybrid energy system design model. Meanwhile, because). 4.4 will

be used to simulde the optimal size of system components, the technical design
strategy illustrated in Fig.4 .4 is linked with the technical strategy for theregional-
grid power distribution as well as the economic strategy for th@ptimal sizing of the

hybrid energy system.
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4.3.1 Technical design strategy

The technical design strategies applied here is categorized into two strategies. The
first technical design strategies are usedo minimize the un-met load within the
hybrid energy systan presented inFig. 4.1. The second technical design strategy
emanates from the desire to aggregate electrical load, since load aggregation leads
to peak demand shavinglpwer load diversity factor) [444]. Hence resulting in the
reduction of the generator capacity Sq renewable energy system scalability
advantage [46], [445], [446], can be explore to studyif it is a better operating
strategy to centralize or distribute geneators and energy storage when community
grids are integrated into aregional-grid, in order to minimise the power losses in

the network.

4.3.1.1 Hybrid energy system technical design strategy

In this section the technical design strategies are usdéd minimize the un-met load.
These technical design strategies ar@applied to carried out the design space
optimization presented in Fig. 44. The technical design straggy adopted to
minimize the hybrid energy system conversion losses is such that the AC load in the
AC bus of thehybrid-coupled topology in Fig. 3.3is supplied first by the AC
generator, before the net AC energy (surplus/deficit) is transferred to the DGus
through the energy converter. So, the hybrid energy system net AC energg

can bedefined as[366], [400], [401]:

% O % O % O (4.49)

where % is the energy supplied by the bigasgenerator and% is the electrical

load.

When the hybrid energy system net AC energy is surplus, the excess AC energy is
sold to the national grid rather than been used to charge the battery in order to
minimise energy conversion losses. But when the net AC energy is deficit, the-un
met load will be supplied by the PV system or the battery energy storage connected

to the DC bus ir-ig. 3.3 The supplied energy from the DC bus are transformed from
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DC to AC by the energyonverter in Fig. 3.3 So, the net transformed energy

surplus/deficit % y can bedefinedas[171], [366], [400], [401], [403]:
% 0 .
%y O @ o0 (4.50)
% O s % O

where % O included in Eq.(4.50) was defined in Eq.(4.49), whiles s the
converter efficiency ands is used to accounts for the energy transformation
losses . Similarly, the net energy surplus or deficit within the DC bus% of the

hybrid -coupled topology inFig.4.1 can bedefined as[366], [400], [403]:

% O % O %y O (4.51)
where % »  included in Eq.(4.51) was defined in Eq.(4.50), while % is the
energy supplied by the photovoltaic system. The calculation o%o s vital

because it is required for the optimal sizing the battery energy storage system, so

that un-met load can be supplied.

4.3.1.2 Technical design strategy for regional-grid power distribution

To determine the preferred technical design strategy for power distribution with a
regional-grid, a power flow study will be used to investigate iit is a better gperating
strategy to centralize or distribute generators and energy storage when power is
distributed in a regional-grid. The power flow study is useful because the resultant
power losses that emanates from centralizing or distributing generators and eneyg
storage in different load buses within theregional-grid distribution network can be
evaluated. Alsopower flow analysis is concerned with the healthy operation of the

electrical network; thus, enabling potential economic saving in thiong run.

Execution of the power flow study begins with the initializaion of assigned power
network parameters (electrical loads, generation specification and constraints), and
the subsequent calculation of relevant parameters such as bus admittance matrix,
bus conductan@ matrix, and bus susceptance matrix of the power nebrk. The next

procedure is the use of a mathematical technique (i.e. NewtéRaphson method
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which was proposed in Section 3.4.8) to simulate the power flow in the network.
Meanwhile, during the power flov study, simulation of the voltage profiles, power
flows, and power losses of the power network are performed by ensuring pre
defined constraints are not violated. A schematic diagram that can be adopted to

carry out a power flow analysis is presented irig.4.5.

| start power flow |

l

Input parameters
assignment and initialisation

|

Calculate admittance matrix, conductance
matrix and susceptance matrix

Simulate Newton-Raphson
Process

Calculate real and reactive
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Calculate power mismatches
and correction vector
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i
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]
i
i
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i
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i
i
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i
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i
i
i
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i
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i
i
i
i
]
i

Solve and update bus

Mo
voltages and angles

- 'C.Héck.ﬂ-:n.r' — Ma o Check if maximum
— iteration is

___COMNvergence
—— e — excesded

l'fes
Calculate network power Yes
flow and losses

| End power flow |

Fig.4.5. Power flow study modelling scheme

In executing the power flow study, the underlying electrical circuit is analysed with
the use ofnodal analysis.Therefore, for a power system with several buses, the
nodal equations that define the admittance9 , the current ) , and the voltage 6
is given by[349], [350], [352]
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where . in Eg.(4.52) is the number of buses. By using matrix notation, the several

buses nodal equation irn=q.(4.52) can be expressed in a comgaform by:

) 9 6 (4.53)

From Eq.(4.53),)is the. column vector of source currents injected into each bus,
6 is the. column vector of bus voltages, an® is the bus admittance One of the
advantages of representing power flow problems with nodal equations is that from
the specified parameters of the power system buses, computer programs can be
used to calculate the required power flow variables. Theidgonal element 9 of
the bus admittance matrix 9 is also knownas seltadmittance or driving point
admittance, while the off-diagonal element 9 of the bus admittance matrix

9 also knownasmutual admittance or transfer admittance. The bus admittance
matrix 9 is symmetrical BAD 9 . The dagonal and the offdiagonal

elements of the bus admittance matrix9  can be defined by350]:

9 00T AAT EOGAITTARRROBIGE! O pltfE h
O

s

i
Al EOCAITTA RAIOBIGhE! O 1 (4.54)
By substituting9  in Eq.(4.53) with Eq.(4.54), the current entering a bud )

is defined by:

) 96 96 E 9 6 9 6 (4.55)

In practice, for a network busl , the apparent power 3 s specified,while the bus
current ) is notspecified Therefore, the apparent power entering into a network

and its complex conjugate is defined bya50] :
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3 0 E1 6)Y)
6°) (4.56)

By substituting ) from Eg. (4.55) into the apparent power complex conjugate

equation in Eq.(4.56), the apparent power comple conjugate 3° is defined by:
¥ 0 E1 6° 9 6 A0 pltFE h (457)

The voltages and the admittance elements iag.(4.57) are complex quantities, and

their corresponding polar and complex notations is defined by:
6° 49 17 ¥ sAhd BOAT
6 4717 $sAd BHaT
9 9 d] @9 SAIJO @®© sOHT E

(458)

where ' is the conductance and is the susceptance iri-g.(4.58). By substituting
the mutual admittance 9  and thecomplex conjugate of vltage 6° of Eq.(4.58)

into Eq.(4.57), the complex conjugate of the apparent power becomes:

0 & $Hs AL VY B ATO Y
(4.59)
E OEKW Y " OE)F Y

Also, by separating the real part of=q. (4.59) from the imaginary part of the
equation, the amount of active power0 and reactive power 1  flowing into the

i busis defined by:

0 B s AiB 7 s3 OEP !
1 B $$s A 9 sss OEP 9 (460

0 and 1 are nonlinear functions with several unknowns. Thus, a numerical

(iteration) method are required for calculating0 and1
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NewtonzRaphson method is applied to analyse the power flow problem. Newtgn
Raphson method is selected because it gives more acatg results within less
converge time than many other methods such as GauSsedel method andJacobi
methods [350], [352], [353]. Newton-Raphson method is developed based on
4AUTI T 080 OAOBRRmbtiod b iAis uSds ffot findingEsuccessively better
approximations to the solutions (roots) of a function[350], [351]. Therefore, a
function is optimized when the difference between the calculated and the scheduled
values become clos to zera@BThe generalized form of the NewtogRaphson method

is given by the expession[350]7[352]:

/D
%) ) EQ (4.61)

For multi-equations function,Eq.(4.61) becomes[350]:

8 8 * 8 AB (4.62)

where @and Aare column vectors, and 8 is a matrix known as the Jacobian matrix

or partial differentiation matrix. When Newton-2 ADEOT 1 80 I AOET A EO
flow study, the real and reactive power mismatch between the scheduled and
calculated power is set at a value close to zef850]. So, the real power and reactive

power mismatch are defined by[349], [350]:

YO 0 0 T
y1i o1 1 n (4.63)

The @and Aeolumn vectors ae expressed as follow350] :
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' 0 (4.64)
e Ul
11 "
| 1 "
LIE i
w U

m
— O

The slack bus variableg” and 6 are omitted in the column vectors inEc. (4.64)

because they are pralefined in a slack bus. So, if Newe@ ADPEOT 160 | AOE
applied to a Nbus power system, the linearized relationship between changes in

voltage phase angle¥y” and voltage magnitue Y6 to changes in real power Y0

and reactive power Y1 , is can be represented by Jacobian matrix as follg#49],

[350]:

Q’yl E 1 . T ) ]

AT
N ' e e * nloYo o,
~vJl l ; ~
LR LI R T B AT
SR R N N A R
y o 1 Ny X (465)
Ily6 o 1 E H -Fil'_ E -Fi"_ Y ij; N
n & a IR’ A’ T6 T 0on L€ 0
uYs ':': g * g * tnowloU

:‘:'H E i n E n 0o

J J .
(H R R 6 6 U

The elements of the Jacobian suimatrix are calculated by carrying out a partial
differentiation of the real and reactive pwer equations defined inEq.(4.60), with
respect to the voltage magnitude and the voltage phase angle. A summary of the
partial derivatives for the Jacobian submatrix diagonal and offdiagonal elements

are presened in Table4.5.
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Table4.5. Diagonal and offdiagonal elements of Jacobian sulmatrix [349], [350]

Sub Partial derivative for the diagonal| Partial derivative for the off-diagonal
matrix | elements | 1 elements | 1T
* TO; . TO; o
PP ﬁ_‘; 1 B¢ Al D, H—IJ $ S AP 1Y
| |
1 B S OETY
1, B S 1
* TO; p TO; L
pe T@f:s ® s 0 B S Tﬂifus S siiAl P 1
CHi S %S 1 OET)
Of | |
5@ BiSii 1% i Sﬂ
* H. L H; A
<P H—J' O BB S Al P ﬁ_3 $ S 0BT 17
| |
17 B H1S AT P
0 P 1
* HL. p H o~
66 ﬁ ® s 1, $i S g‘lg S S AP 1Y
CHi S %S 1OET)
1_i B S ]JT
$| S | 11

4.3.2 Hybrid energy system economic strategy

The total system cost of an energy project comprises of initial investment capital
cost #  ,subsequentinvestment orreplacementcost#  , operation and
maintenance cost # o ,andfuel cost# [170]. The different subtotal
system costs ofin energy project often ocar at different stages of the energy project
lifetime. For example, capitalcost occurs at the start of the energy project, while
replacement cost opeation and maintenance costand fuel costoccur at later stages
of the hybrid energy system project. In this study, fuel cost is associated with the
amount of biowaste purchased from outside the studied community. So, the total
annualised system cost oftte hybrid energy system is optimized with respect to the
annualized capital ost, the annualized replacement cost, and the annualized
operation and maintenance cost, and the annualized fuel cost. Therefore, the hybrid

energy system total annualized systersost # |  is minimized by:
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where# | is the annualized capital cost#  is the annualized replacement
cost,# o Is the annualized maintenance costf  is the annualized fuel
cost, andi is the number of system components. Photovoltaisystem, biogas
system (i.e., bigasgenerator and AD system), battery storage syem, and converter
system, are the four core system components the hybrid energy g/stem inFig.4.1.
So, the equivalent total annualized cost for each of the four system components are
aggregated to calculat¢he total annualized system cost of the hybrid energy system.

The annualized capital cos # | is defined as/168]:

# §n  #  #2E&MD (4.67)

where # s the initial capital cost of system componentst 2 & is the capital

recovery factor or annuity factor. Capital recovery factor is defined by 70] :

p EO

. E
# 2 &D o EO p (4.68)

where nis the useful lifetime of project andE 9 the real interest rate. Nigeria real
interest rate is influenced by the country high inflation rate[119]8 3T h &EOE
AGPDOAOOGETT EO OOAA EAOA OI AAOAOIET A . EC!/
rate (E)@s defined as[119], [170], [191]:

.. EO0O £

EO ﬁ (4.69)
where E O is the nominal interest rate and/Eis the inflation rate. To calculate the
annualized replacement cost # , the present worth of replacing the system

component and the capital recovery factor required. So, the annualized replacement

cost # | isdefined as/168]:
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# o5 # MpLEO # 2 &D (4.70)
R A
where E NOB RO are the different system components expected year of
replacement. Meanwhile, because the initial capital cost of system and the capital
recovery factor are both functions of the annualized capital cost and ¢rannualized
replacement cost inEqs.(4.67) 7 (4.70) respectively,therefore, the sum ofEq.(4.67)
and Eq.(4.70) can be rewritten in terms of a single payment present worth factor

as:

i i P £1E
# 5 # 5 # p o EO #2 &D (4.71)

¢
g(
0«

Furthermore, if the annualizzd operation maintenance cost and annualized fuel cost
for the system components can be estimated, then, the hybrid energy system

annualised total cost of system is defined as:

# # #2 &D p ——— # ho

(4.72)

The levelized cost of energy (LCOE) and the net present cost (NP@hich are
convenient means of comparing differenhybrid energy system configuration are
also used in this reseech. The levelized cost of energy (LCOE) of an energy project
is defined as[335], [356]:

# q
D Y (4.73)

where # | is the total annualized system cost and s the total electrical
energy supplied.
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Whilst, the net present cost (NPC) of an energy project is defined bg5], [170],
[177], [334] 7[336]:

# q

O g gD (4.74)

In summary, economy strategymethodology presentedin this section showshow
the annualizedsystem costthe net present cost andthe levelized cost of energyare
calculated with Eq. (4.72), Eq. (4.73) and Eq. (4.74) respedively. In the feasble
region of the HRES design spacdecision an the optimal combinations of system
components in Chapter s based on their annualized system cost. While net present
cost and levelized cost of energy are usdd evaluate theimpact that different loss

of power supply probabilities (LPSP) have on thélREScost.

4.4 Chapter summary

The methodology chapter can be divided into 3 sections. Section 4.1 presents the
approach used in collecting household energy consumption survey data as well as
the methodology appled to model a stochastic household occupanelyased load
profile for a developing country household and rural residential community.
Specifically, the relevance of residential customers survey data, Nigerian national
population and housihg census data andhe electricity utility company data for the
development of the stochastic household occupandyased model was also
highlighted. Furthermore, illustration of Markov chain process and its usage during
the modelling of household(s) energyconsumption behaviou was also presented

in this section.

Section 4.2 presents the methodologies and boundary conditions adopted in
modelling the different energy subsystems of the hybrid energy system. These
methodologies include the operation and sizingechniques of the bogas generator
and anaerobic digester, battery energy storage, converter, and PV system.
Furthermore, because hourly measured solar irradiation data is not available for
many locations in developing countries like Nigeria, theoreticahethods that can be

used to estimate the hourly global solar irradiation of a horizontal and an inclined
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surface was presentedFinally, thelast section of the methodology chapter presents
the design model of the hybrid energy system, the technical strajees adopted to
perform the optimal sizing of hybrid energy system, the technical strategies applied
to study if it is a better operating strategy to centralize or distribute generators and
energy storage when community grids are integrated into aegional-grid, and the
econanmic strategies adopted to ensure that electrical demands of the hybrid energy

system are supplied at minimal cost.
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Chapter 5 HOUSEHOLD ENERGY CONSUMPTION SURVEY AND
STOCHASTIC MODELLING OF RESIDENTIAL LOAD PROFILE

To assessthe electricity consumption patterns in Nigerian rural communities,
mi AAT 1 ET ¢ 1 madpioffedsAdtried dithére. The scope of this chapter
is to develop astochastic occupancybasedmodel that can be usedo simulate the
load profile of a householdor acommunity (aggregated househalls) in a developing
country. In Chapter 7the simulated load profile of the studiedrural community is
usedas an inputfor the design and analysis o& hybrid energy system.EsanNorth-
Eastlocal government area (LGA) in the soutlsouthern region of Nigeia is selected
as the survey location. The soutlsouthern regionis one of the six gegpolitical zones
in Nigeriaand the region is reported tohave the lowest solar energy potential in the
country [48], [84].Sq the selected rurakesidential community can sene asan ideal
location for carrying out a worst-case solar energyassessmenin Chapter 6as well
asstudying the possibility of using integrated PV, biogasand battery energy storage

systemfor rural electrification.

5.1 Household survey questionnaire design

The questions of the householdsurvey questionnaire were grouped into 5
guestionnaire sections or headings In the household characteristic section,
household class question will be used to group the surveyed households into the

four household classes presented in Section 4.1.2.h& question on the head of
householdocaupation will be usedto evaluate if there are links between the head of

a household and a household energy consumptioiVhile questions on thenumber

of bedrooms in the house andhe number of occupants will be used to determine

the dwelling size and the lousehold population respectively.

As earlier mentioned in Section 3.7.1E1T OOAET 1 A T AAOPAT 008 AAE
the household activities section of the questionnaire are usdd collate data relating

tol A A O bdiiviy Sdhedule Therefore, from trese sectionshousehold activity-

based questionsOOAE AO EI OOAET T A T AAODPAT 008 AAAC
time, leisure time, cooking time and cleaning timevill be used to determine the
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transitions of occupants from one state toanother and how actve occupants

perform different household activities.

In the energy usage and power availability section, questions dhe difference in
weekdays and weekends energy consumptionyarage dailyelectricity availability
and average monthlyelectricity bill will be used to determinedefine some of the
modelling assumptions and validation because existing data to validate the
developed load profile model are limited Finally, the list d household appliances
tabulated in the last section of he questionnaire isused to acquire data on
household appliance ownership. Due to the survey location insecurity challenges,
question on appliance wattage wasavoid because some survey participant nght
consider this question as too personalTherefore, amarket survey of household
appliance stores wascarried out to determine the power rating of commonly

purchaseappliances in thesurvey location.

5.2 Time use survey and stochastic modelling assumptions

T 4EA 1 EZAOOUI A T £ ET OOAET ltigh@sdmodelled @t AT OO
O0OOOAU AAOA 11 1TAAOPAT OO6 AAOEOEOU OAEAR
statistical representation of the survey location household population.

T HROOAET 1T A 1T AAOPAT 0086 AAEI U AT GCACAI AT OO
(asleep) stde, active home stag, away from home state. In the morning,
ET OOAET T A 1T AAODPAT 008 OOAT OEO A&OIT I AOI A}
active home state to away from homestate. While in the evening, household
I AAODAT 006 OOAT OE O owthoimé stafestolative WBME dtate A x A U
then from active home state to asleep state.

1 The power rating and time of use for an appliance type is assume the same if
a household has multiple quantities. Therefore, if there is a bulb in each of the 3
bedrooms ofa household, the pwer rating and time of use of these bedroom

bulbs are the same
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5.3 Time use survey outcomes

Outcomes from the time use survey are msentedin this section of the thesis. The

occupations of surveyed head of household are captured by a gibart in Fig.5.1.

B Others
I Driver

[ |Farmer
[ Trader

51%-—

Fig.5.1. Head of household occupation in the survey area

Fig. 5.1 reveals that 99% of the head of the sueyed households wereeither
farmers, traders, or drivers. Thesemain EAAA 1T £ EIT OOAEIT 1 AOG
directly and indirectly linked with farming activities. This is because farmers work
directly on the farm, while traders that sell farm products in themarket and drivers

that transport the farms' products to the market are indirectly linked to the farmA
bar-chart showing the percentage share of different household sizes in thersey

area is presentin Fig.5.2.
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Fig.5.2. Percentage share of household (HH) size in the survey area

Fig.5.2 showsthat 67% of the surveyed households had between 4 and 9 occupants
per household, while 92.1% of the surveyed households had a minimum of 4
persons per household and a maximum of 10 persons per household$ie absent of

a 1 occupant household size iRig.5.2 is expected in this study because adusehold
has been dssified based on the number oindividuals or families with the same

electric bill or metering.

With respect to the number of bedrooms per household, the piehart in Fig. 5.3
reveals that 59% d the surveyed houséolds had 3 to 4 bedrooms per hoseholds,
while 99% of the surveyed households had a minimum of 2 bedrooms and a
maximum of 6 bedrooms per households. This is similar to what was reported for

EsanNorth-East LGA in 2006 national populdabn and housing censs report [388].
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Fig.5.3. Percentage share of bedrooms per household

Because the number of survey households is a statistical representation of the

community household population, collated survey data that define occup&hO &

activity schedule are use to model the lifestyle of household occupants in the

community. To model the behaviour of household occupants, the three occupancy

states mentioned in Section 5.2, are used to describe the daily engagement of

household occupats. The possible harly transition of an occupant in any of three

occupancy states is captured ifvig.5.4.

Active home
state (State I1)

Inactive home
(asleep) state
(State I)

Fig.5.4.Household occtd AT OO 6
145

Inactive away
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state (State IlI)




The black directional arrows in Fig.5.4 show that an occupant in any of the three
occupancy states either remains in his/her current state or transit to another state.
There are 4 transition pathways amongst the thee occupancy state. The number

of occupants that transit through these 4 transition pathways every hour is
dependent on the hourly conditional probabilities (CP) of CPI, CPII, CPIIl and CPIV
in Fig.5.4. CPI, CPIICPIIl and CPIV are efined as the conditionalprobability of
getting up in the morning given thatthe occupantis asleep, theconditional
probability of going to work given that the occupant is awake at home, the
conditional probability of coming home given that the occupantis away from home
and theconditional probability of going to sleep given that the occupant is awake at
home respectively. During load profile modelling, the conditional probabilities of
CPI, @II, CPIIl and CPIV used to simulate daighgagement of housebld occupants,
AOA AAlI AOI AGAA xEOE OOOOAU AAOA AT11 AOA

section of the questionnaire.

/| OAO A ¢t EIT GOoA illiBtEatefhowdtBelcbriitional probabilities
(#0)fortheET OOAETT A 1T AAODPAT 008 OOAOAO OOAT OE
5:00 z 6:00 hour was selected for thisillustration because during this time step,

there is the possibility that the occupants of a household might occupyl dhe three

occupang states

Table5.1. lllustration of the calculation of survey areastate transition

. T iti t stat .. ..
Primary ransition amongst States Transition Survey-based Conditional
State [ 05:00 hours | 06:00 hours pathway transition probabilities
State | State | No transition 15 15/67 = 0.224
State |
State | State Il # 0 | 52 52/67 =0.776
State I State | #0 IV 0 0/206 = 0.000
State Il | State Il State Il No transition 177 177/206 = 0.859
State I Sate Il # 0 1l 29 29/206 = 0.141
State IlI State |l # 0 1l 0 0/0 = 0.000
State Il
State Il State Il No transition 0 0/0 = 0.000

Evaluation of Table 5.1 shows that the calculated conditional probabilies derived

from the survey data are acceptable. For instance, the sum of the surdmsed
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transitions in Table5.1 was equal to the survey sample size (273), and the calculated
conditional probabilities within a state was equal to zeo or one. Based on the time
use survey data, the calculated hourly conditional probabilities for the states
transition (i.e.,# 0 1,# O I, # O Ill, # O 1V) are presented inTable5.2. Similarly,
the DO AAAEI EOEAO &I O 1T AAOPAT 006 AAOEOEOE
calculated from the collated survey data. The hourly probabilities calculated for
cleaning, cooking, and leisure activities as well as for appliance time useear
presented in Table 5.3 and Table 5.4 respectively. Amongst the available electrical
appliances in the surveyed households, refrigerator/cold appliance and mobile

phone chargertime use were not pesented inTable 5.4.

Refrigerators time use was not presented because its continuous operation is not
dependent on the presence of an active occupant. Although mobile phone charger
time use is dependent on the pregnce (active or inactive at home) of a household
occupant, its specific time use could not be predicted by most survey participants
because the charging of a mobile phone is usually performed when its battery is fully
or partially discharged. Hence, it isssumed that mobile phone batteries are only
charged at home and that it takes similar time to fully charge and fully discharge a
mobile phone battery. Therefore, the average time for complete charging and
discharging of a mobilephone battery are used aspart of the parameters for

modelling the load profile of mobile phone chargers
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Table5.2. State transition pathway

Time slot

00hr O1hr 02hr 03hr 04hr 05hr 06hr O07hr 08hr 09hr 10hr 11hr 12hr 13hr 14hr 15hr 16hr 17hr 18hr 19hr 20hr 21hr 22hr 23hr

#0)
#0 ) ) 0.0000.000 0.0000.000 0.000 0.000 0.142 0.794 0.9591.0000.000 0.000 0.000 0.000 0.0000.0000.000 0.000 0.000 0.000 0.000 0.0000.0000.000

States
transition

0.00€0.00C 0.00€0.00€ 0.04z 0.74€ 0.7741.00€0.00€0.00€0.00€0.00€0.00€0.00€0.00€0.00€0.00€0.00C 0.00C 0.00C 0.00C 0.00€0.00C0.00C

pathway # 0 )I) 0.0000.000 0.0000.000 0.000 0.000 0.000 0.000 0.0000.0000.000 0.0000.0000.0000.0000.1440.1790.589 0.677 0.700 1.000 0.0000.0000.000
# 0 )6 0.0000.000 0.0000.000 0.000 0.000 0.000 0.0000.0000.0000.000 0.000 0.000 0.0000.0000.0000.000 0.000 0.000 0.000 0.067 0.2240.5831.000

Table5.3. Occupants advity time use

Time slot

00hr Olhr 02hr 03hr 04hr O5hr 06hr 0O7hr 08hr 09hr 10hr 1lhr 12hr 13hr 14hr 15hr 16hr 17hr 18hr 19hr 20hr 21hr 22hr 23hr

Cleaning 0.0000.000 0.0000.000 0.005 0.028 0.390 0.310 0.0800.000 0.000 0.0000.000 0.0000.0000.0000.010 0.020 0.020 0.020 0.020 0.010 0.0000.000

Activity Cooking 0.0000.000 0.0000.000 0.040 0.210 0.530 0.130 0.0400.000 0.000 0.000 0.000 0.000 0.0000.0500.160 0.660 0.880 0.240 0.080 0.020 0.0000.000

Leisure 0.0200.000 0.0000.000 0.030 0.310 0.570 0.4300.1700.0000.000 0.0000.000 0.0000.0000.0700.1300.312 0.840 0.920 0.8600.5600.0900.000

Table 5.4. Appliance time use

Time slot

00hr O1hr 02hr 03hr 04hr O05hr 06hr O7hr 08hr 09hr 10hr 11hr 12hr 13hr 14hr 15hr 16hr 17hr 18hr 19hr 20hr 21hr 22hr 23hr

Food blender
Electric iron
Television

DVD player
Electric iron
Bedroom fan
Sitting room fan
Bedroom bulb
Sitting room bulb
Security bulb

0.0000.000 0.0000.000 0.000 0.000 0.1250.0000.000 0.0000.0000.000 0.0000.0000.000 0.0000.00C 0.125 0.625 0.125 0.000 0.00C 0.0000.000
0.0000.000 0.0000.000 0.000 0.120 0.1880.0700.020 0.0000.0000.000 0.0000.000 0.000 0.000 0.00C 0.063 0.250 0.406 0.344 0.1250.0940.000
0.0000.000 0.0000.000 0.000 0.054 0.1010.0480.012 0.0000.0000.000 0.0000.000 0.000 0.0000.031 0.204 0.431 0.850 0.898 0.8620.7250.050
0.0000.000 0.0000.000 0.000 0.030 0.0500.0100.000 0.0000.0000.000 0.0000.0000.000 0.0000.00C 0.142 0.299 0.634 0.806 0.806 0.0970.000
0.0010.001 0.0010.001 0.070 0.320 0.4300.3400.080 0.0000.0000.000 0.0000.0000.0000:000 0.05C 0.137 0.484 0.536 0.412 0.1300.0300.000
0.0500.030 0.0300.030 0.100 0.450 0.1000.0100.000 0.0000.0000.000 0.0000.0000.000 0.0000.00C 0.000 0.000 0.000 0.230 0.65C0.9300.320
0.0000.000 0.0000.000 0.000 0.075 0.0800.0310.012 0.0000.0000.000 0.0000.000 0.000 0.000 0.00C 0.000 0.528 0.882 0.981 0.9200.1700.020
0.0000.000 0.0000.000 0.120 0.460 0.0100.0000.000 0.0000.0000.000 0.0000.000 0.000 0.000 0.00C 0.000 0.000 0.000 0.060 0.8400.3500.015
0.0000.000 0.0000.000 0.031 0.230 0.0000.0000.000 0.0000.0000.000 0.0000.0000.000 0.0000.00C 0.000 0.030 1.000 0.920 0.6700.1700.020
1.0001.000 1.0001.000 1.000 0.725 0.0010.0000.000 0.0000.0000.000 0.0000.0000.000 0.0000.00C 0.000 0.020 1.000 1.000 1.0001.0001.000
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96% of the survey households stated that there is no obvious difference between
weekdays and weekends in their daily time use of electricity. This survey outowe

can be linked with earlier findings inFig.520ET AA wwbkb T £ OEA EAAA
occupations were directly and indirectly associated with farming activities. Thus,

OEA EAAA 1T £ EI OOAEIT dtdke GmilarADD&He Celevae cE O A @
the difference between weekdays and weekends daily electricity time use, statistical
verification was performed by collecting 3 months (January 2019 to March 2019)

hourly daily electricity dispatch data from Uromi srvice unit and soring the data

into weekdays and weekends before a statistical test for the level of significance was

performed.

Daily electricity dispatch data is used for the verification because an electrical load
is defined as any device that drawlectricity from an electrical network [447].
Thus, daily electridgty dispatch data will substantially mirror the community energy
consumption time use. dbar analysis was used to test if there is a significant
difference between the hourly weekend and weekday data, for a selected critical

value or level of significanceof 5%. The teststatistic is calculated by[448].

A
BT 5
where A and3 4 $aBe respectively the mean and standard deviation of the hourly
difference between the weekend and weekday data, whilk is the data size (24
hours). From Eqg.(5.1), the calculated4 is 2.154. Based on the degree of freedom
A /Bf the data sizethe calculated value o## was checked on a-table, in order to
determine the corresponding level of signifiant. CalculationA by subtracting one
from the data size BAA A£1 p . Consequently, for &\ & 23 and a4 value of
2.154, the corresponding level of significanc&om a t-table was 2.1% (0.021). This
value (0.021) is less than the selected critical value (P<0.05) for rejecting the
hypothesis. Therefore, the diffeence between weekdays and weekends daily time
use of electricity is minimal since the difference betwee their hourly data were
statistically insignificant. Hence, it is assumed in this research that the daily time use
for weekdays and weekends are the saen
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For the daily electricity availability in the community, 91% of the surveyed
households reported tha their daily electricity availability was unpredictable. The
reason for the unpredictability of daily electricity availability is traceable to the
practice of load shedding within the national power grid transmission and
distribution network. The typical average daily electricity availability of the

surveyed households is presented ifrig.5.5.

29%

8%
1%

[ 1hr-2hrs
[ 3hrs-4hrs
I 5hrs-6hrs
[ ]7hrs-8hrs
I ohrs-10hrs

55%
7%

Fig.5.5. Typical daily electricity availability in the survey area

The pie-chart in Fig.5.5 shows that only 8% of the survey are&aouseholds had more
than 6 hours daily access to elecitity, while 84% of the households had daily access
01 Al AAOOEAEOU EiT OEA OATCA T &£ o O o
access to electricity was 6 hoursDaily power availability survey data was also
verified with the use of 3 monthshourly daily electricity dispatch data collected
from Uromi service unit. Over the 90 days period, the time and total hours of daily
electricity dispatched was unpredictable. Also, analysis of the aicity dispatch
data revealed that there was no electcity dispatch for a total of 9 days within the
90 days period. Furthermore, the maximum hours of electricity dispatch within a
day was 9 hours, and this occurred once within the 90 days period. Theesage daily

electricity dispatch to the survey area feders is presented inFig.5.6.
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42%

17%

1%

[ ohr-2hrs
[ 3hrs-4hrs
I 5hrs-6hrs
[ ]7hrs-8hrs
B ohrs-10hrs

32% 8%

Fig.5.6. Daily total electricity dispatch in the survey area

There are noticeable similarities betweenkFig. 5.5 and Fig. 5.6, for instance, the
percentage share for daily electricity availability/dispatch for a total duration of 9

10 hours was 1% in both piecharts. While the percentage share for daily eleatrity
availability and electricity dispatch for more than a minimum of6 hours were 8%
and 9% respectively. However, the total duration of daily electricity availability in
Fig. 5.5 was slightly overestimated, becase Fig. 5.6 shows that there is a lesser
chance of having daily electricity dispatched to the community for a total duration
of 6 hours. In fact, the average dailglectricity dispatched over the 90 days period
was 4 hours. However, the reason for the difference is perhaps because the energy
consumption survey was carried out about a year before the electricity dispatch

data was measured.

Pre-paid, postpaid, and @mmunity contribution are the three residential billing
systems operated in the survey location The average monthly electricity billin

Nairal of households in the survey area is presented inig.5.7.

INara(MNE O . ECA Oy.AB.9dokals@dqiibaledt toN 360
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1 500 to 1000
[ >1000 to 1500
I >1500 to 2000
[ 1>2000 to 3000
I >3000 to 5000
I >5000 to 10000

34%

/20%

— 0

_

~— 10
2067

36%

Fig.5.7. Average monthly electricity bill in the survey area

The pie-chart in Fig.5.7 shows that 90% of the survey households pay an average of
about 1000 to 3000 Naira monthly, while 70% of the survey households pay an
average ofabout 1500 to 3000 Naira monthly. The relationskp between the
different types of billing systems and the average monthly electricity bill of
households was carried out. However, no direct link can currently be established
between the different types of liling systems and the average monthly electricit

bill of households.

Community household appliance time use has already been presented mble 5.4,
while the percentage share of appliances ownership ihin the survey area is
presented inFig.5.8.
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Appliance ownership (%)

Fig.5.8. Appliance ownership in the survey area

The percentage share of each appliance ifnig. 5.8 was calculated based on the
number of surveyed households that have at least one of the appliance types.
&OOOEAOQI T OAh xEOE awhamsbifdhfans, Gdrveyoiitcoded shbw A O 6
that about 85% of the surveyed household had at least a sity room fan or a
AAAOI 1T &EATh xEEI A xEOE OAODPAAO O EI 60.
showed thatall the surveyed households had at least a siittg room bulb, a bedroom

bulb or an external bulb. Similarly, analysis of the electric bulbs revealdfiat over

96% of the total surveyed households had at least one incandescent bulb while only
about 9% of the total surveyed households had at least one engy saving bulbs.

Based on the four different household classification described in Section 4.1.Bet
percentage share of appliance ownership in each of the four different household

classes is presented irrig.5.9.
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H:I ClassI[___|ClassI[__]Classlll[ ] Class IV‘

100% - —
80% -

60% - ] —

40% -
20% -
M= | =

Refrigerator Food Blender Electric Iron Television DVD Player Electric Radio

100% - — — —

80% - ]

60% -

40% -

20% -

0%

MobiIeIPhone Sitting Room Fan Bed Room Fan  Sitting Room Bulb Bed Room Bulb  Security Bulb
Fig.5.9. Household class appliance ownership ithe survey area

The percentage share of most of the appliancesiing.5.9 increases from household
class | to household class 1V, that is, household class | and household IV have the
lowest and highest percentage sére respectively. The reason forthis trend is
perhaps due to the social class difference between the occupants of the different
household class. For example, building structures for household class IV are mostly
well-planned and built within the community. Also, it is more expensive teent a flat
than to rent a room in a house. For the sitting room fan, the change in the expect
increasing order between household class | and household class Il, might be because
households in household class Il do not alwayhave a dedicated sitting roonin the
house. Similarly, with respect to the electric radio, the reason for the change in the
expected order might also be connected to social class difference amongst occupants
of the different household class. For instangethere are perhaps lesser needor

electric radio by households with higher income. While for a household with low
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income, it is cheaper to buy an electric radio than to buy a televisiolm addition, the

operating duration of household appliances can beategorised into two groups:

Short operating duration appliances: These are applianceshat often operates
continuous for less than an hour.
Long operating duration appliances: These are appliancethat often operates

continuous for more than an hour

For instance, it unlikely for food blender and electric iron tooperate continuously
for an hour, thus, the daily load profile for food blender and electric iron are
modelled based on their average operating duration within an hour. Outcomes from
the survey reveal that the operating duration for food blender and electric iron with
an hour averages at 5 minutes and 10 minutes respectivebx market survey of 8
electronic stores around the surveyed community revealed that for each household
appliance, some apliance makes, or models were more purchased than others. The
sellers attributed the reason for the preference for an appliance model to the cost,
and the durability of an appliance than on the brand name or quality. However, they
emphasized that the cosbf an appliance was a more dominant factor that influences
the purchase of an appliance model. Furthermore, with respect to data acquired
from the market survey, appliance power rating used in this study are presented in
Table5.5.

Table5.5. Household appliance power rating

Appliance type Appliance power rating (Watts)
Refrigerator 140

Food blender 250

Electric Iron 1000

Television 50

DVD 15

Electric radio 10

Mobile phone charger 5

Electric fan 70
Incandescent bulb 60
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5.4 Occupancy model output

Based on the bottoraup modelling steps presented ir-ig. 4.2as well as the survey
based probabilities presented inTable 5.2 and Table 5.3, modelling outcomes on
Ei OOAET T A TAAODAT OO OOAT OEOETT O 1T 0O AARE!
OAAOGEIT 18 !'T AECEO 1T AAOPAT O8O0 EI OOAEITIT A x
household occupants in thissection becaus Fig.5.2 shows that an eightoccupant

household was the most common household size in the community.

5.4.1 Household occupants state transition

Over a 24 hous period, the transitions or behavioural pattens of household
occupants in asleep (inactive home) state, active home state, or absent (away from

home) state are presented iri-ig.5.10.

51: Asleep state
I

A

0:00 3:00 6:00 9:00 12:00 15:00 18:00 21:00 0:00

o N ~ o @

82: Active at home state
] I

IR )| 5 N HWHH LA

0:00 3:00 6:00 9:00 12:00 15:00 18:00 21:00 0:00

o N B O o
I

Number of occupants

§3: Away from home state

o N & o o
T

0:00 3:00 6:00 9:00 12:00 15:00 18:00 21:00 0:00
Time (hours)

Fig.5.10. Simulated houghold occupants states

The bars inFig.5.10 show the number of household occupants in the different state
at each time step. As expected, it is evident fig.5.10 that for each time step, the
sum of household occupants in the three statewas equal to the total number of

household occupants.
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5.4.2 Active occupants’ activities

Over a 24 hours period, the numbeof active occupants performing either cleaning,

cooking, or leisure actvities is presented inFig.5.11.

Cleaning activity
T

L | I | L | | | L

0:00 3:.00 6:00 9:00 12:00 15:00 18:00 21:00 0:00

N

-
(L]

a

o
@

Cooking activity
T

\ I

0:00 3:00 6:00 9:00 12:00 15:00 18:00 21:00 0:00

-
E I N
I
|

Number of occupants
—

Leisure activity
T

T
! ! .I | ! ! -IIII

0:00 3:00 6:00 9:00 12:00 15:00 18:00 21:00 0:00
Time (hours)

o N B o ©

Fig.5.11. Simulated activities of active occupants.

It is evident from Fig.5.10 and Fig.5.11 that the possibility of performing cleaning,
cooking, or leisure activities wthin a time step is dependent on the presence of at

I AAGO AT AAOCEOA T AAOPAT O AO xAll Adlell
5.3. Meanwhile,because an occupant can be involved in more than one activity at a
time, therefore, for each time step, the sum of the number of occupants engaged in
the three activities can be greater than thewumber of active household occupants.
This is exemplified intime step 19:00 and 20:00 of~ig.5.11, whereby the sum of
household occupants engaged in cooking and leisure activities were 2 occupants and

1 occupant nore than the total number of active household occupants.

5.5 Appliance energy consumption model

Appliance load profiles are modelled by converting the states of operation of
appliances with their rated power presented inTable 5.5. This is similar to the
approach used in[279], [308]. The operating states of appliances are simulated

based on the energy consumption survey time use outcomes presentedl able5.2,
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Table 5.3, and Table 54. Meanwhile, to ensure that the load profile of short
operating duration appliances is well captured, the load profiles of all appliances are

synthesized in minutdy time step.

5.5.1 Refrigerator model

Modelling of the load profile of a refrigeratoris not limited to the present or absent
of an active occupant, therefore, survey data dn A A O b doms@riion behaviour
cannot be used to determine the proclivity of usinghe refrigerator. To capture the
on-time and off-time of the refrigerator, mean and standard deviation values for its
on and off operation are calculated from measured data. Thennarmal distribution
of the refrigerator on and off operation is simulated fom the calculated mean and
standard deviation values. Based on refrigerator measured data presented|i#v9],
it is evident that the meanand standard deviation values during the refrigerator on
operation were 12 minutes and 3 minutes respectively, while during off operation,
mean and standard deviation values were 24ninutes and 8 minutes respectively
Over a 24hour period, an example of asimulated refrigerator load profile is

presented inFig.5.12.
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Fig.5.12. Simulated load profile for refrigerator
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5.5.2 Food blender model

Modelling of the energy consumption of food bleder is based on the presence of at
least an active occupant engaging in cooking activigs well as on food blender time
use presented inTable 5.4. Meanwhile, because food blender is amongst short
operating duration appliance, it is unlikelythat it will be used continuously for an
hour. Therefore, its short operating duration is considered during its modelling.
Since evidence from the energy consumption survey reveals that food blender usage
within an hour average at 5 minutes, during the moclling of the food blender
energy consumption, it is assumed that food blender is used for 5 minutes within an
hour. An example of a simulated load profile for food blender is presented ing.
5.13.

300 T 1 I I I T
250 [ - .

200

Power (W)
3

a

=]

(=]
I
|

50

) I | | | | | 1 1
0:00 3:00 6:00 9:00 12:00 15:00 18:00 21:00 0:00

Time (hour)

Fig.5.13. Simulated load profile for food blender
5.5.3 Electric iron model

Modelling of the energy consumption of electric iron is based on the presence of at
least an active occupant engaging inehning activity as well as on electric iron time
use presented inTable 5.4. Just like food blender, electric iron is amongst short
operating duration appliance. Thus, it is unlikely that it will be used continuouslfor

an hour. Hence, its short operating duration is considered durings modelling. Since
evidence from the energy consumption survey reveals that electric iron usage
within an hour average at 10 minutes, therefore, during the modelling of electric

iron energy consumption, it is assumed that electric iron operates for 10 mutes
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within an hour. An example of a simulated load profile for electric iron is presented

in Fig.5.14.
1200 T T I I
1000

600

Power (W)

400 —

200 [~

0 | | | | | | |

0:00 3:00 6:00 9:00 12:00 15:00 18:00 21:00
Time (hour)

Fig.5.14. Simulated load profile for electric iron

5.5.4 Television model

0:00

Evidence from the energy consumption survey reveals that the operation of

television is not limited to the presence of an active occupant in leisure activity but

rather on the presence of an active household occupant. Therefore, modelling of the

energy corsumption of television is based on the presence of an active occupant as

well as on television time use presented ifiable 5.4. An examge of a simulatedoad

profile for television is presented inFig.5.15.
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Time (hour)

Fig.5.15. Simulated load profile for television
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5.5.5 Digital video/versatile disc (DVD) model

Evidence from the energy consumption survey reveals that the operation of DVD is
dependent on the presence of an active household occupant in leisure activity.
Therefore, modeling of the energy consumption of DVD is based on the presence of
an active househtd occupant in leisure activity as well as on DVD time use

presented inTable 5.4. An example of a simulated load profile for DVD is presented

in Fig.5.16.

Power (W)
(-]

o ] I ] I I I I —
0:00 3:00 6:00 9:00 12:00 15:00 18:00 21:00 0:00
Time (hour)

Fig.5.16. Simulated load profile for DVD
5.5.6 Electric radio model

Just like the television, evidence from the energy consumption survey reveals that
the usage of electric radio is dependent on the presence of an active household
occupart at home. Therefore, modelling of the energy consumption of electric radio
is based on the presence of at least an active occupant as well as on electric radio
time use presented inTable 5.4. An example of simulated load profile for electric

radio is presented inFig.5.17.
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Fig.5.17. Simulated load profile for electric radio

5.5.7 Mobile phone charger model

Mobile phones @n be charged whenever there is the presence of an active occupant.
It is evident from the survey that the average tire to fully charge a mobile phone
battery that was completely discharged is 2 hours. If mobile phones are only charged
at home, then, whenger there is an active occupant, mobile phone charger daily
operating duration is randomly selected for 2 hours. Ther®re, the load profile of
mobile phone charger load is calculated from its power rating, its quantity, and its

daily operating duration. An example of a simulated load profile for a mobile phone
charger is presented in~ig.5.18.
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Power (W)
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Fig.5.18. Simulated load profile for mobile phone charger
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5.5.8 Fan model

A household fan in this study is classified int@itting room fan and bedroom fanFor
the sitting room fan, evidence from the energy consumption survey reveals that
sitting room fan energy usage is dependent on the time that active household
occupants perform leisure activities. Therefore, modelling of the energy
consumption of sitting room fan is based on the presence of an active household
occupant in leisure activity as well as on sitting room fan time use presented irable

54. An example of a simulated load profile for sitting room fan is presented ig.
5.19.
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Fig.5.19. Simulated load profile for sitting room fan

For the bedoom fan, evidence from the energy consumption survey reveals that

AAAOT 11 ~AA1T AT AoOcu OOACA EO AADPAT AAT O

transit to asleep state. Therefore, modelling of the energy consumption of bedroom
fan is based on thepresence d a household occupant in an asleep state as well as on
bedroom fan time use presented imable 5.4. An example of a simulated load profile

for bedroom fan is presented in~Fig.5.20.

-163 -

FrE



]
o

~

o
T
1

Power (W)
w & L3, -]
o o o o
T T
| I

N
o

10

L L L L L 1 | |
0:00 3:00 6:00 9:00 12:00 15:00 18:00 21:00 0:00
Time (hour)

Fig.5.20. Simulated load profile for bedroom fan

The simulated bedroom fan load profile inFig. 5.20 shows the ability of the
developed bottomup model to cature the possibility of using an appliance at

different time steps in a day.

5.5.9 Lighting model

Household lighting bulbs are classified in this study into sitting room bulb, bedroom
bulb, and security lulbs. In modelling lighting bulb energy consumption, huma
perception to natural light level from the sun is considered by the lighting bulb end
use model. This approach has been previously used [i©08], [310]. Due to human
perception to natural light level from the sun, lighting energy usage is affected by
seasonal and diurnal variation[310], [329], [332]. To account for natural light level
for the survey location,Egs. (4.28) 7 (4.31) are used to calculate the annual daily
sunrise and sunset time (in minutes) for the survey area. Furthermore, because it is
unlikely that household occupants will always switchon their lighting bulbs exactly
by sunset or dusk and switchoff their lighting bulbs exactly by dawn or sunrise, ciW
twilight 1is used in this study to provide an oflset between dawn and sunrise in the

morning and an offset between sunset and dusk in the evenin@ver a period of a

1Civil twilight is the point in time when the centre of the sun igp’ below the horizon.
-164 -



year, the expected daily tine for dawn, sunrise, sunrise, and dusk calculated with

Egs. (4.28) 7 (4.31) for the survey area are presented imable5.6.

Table5.6. Daily time range for dawn, sunrise, sunset, and dusk

Period Earliest Time (hour) Latesttime (hour) Average time (hour)

Dawn  05:25 05:47 05:36
Sunrise 05:49 06:11 06:00
Sunset 17:49 18:11 18:00
Dusk 18:13 18:35 18:24

Comparison between the surveybased time use for sitting room bulb, bedroom
bulb, and security bulb inTable 54 and the calculated time ranges infable 5.6,
shows that there are similarities between the time of switchingon of the lighting
bulbs in the evening and the time of switchingpff of the lighting bulbs in the
morning. For the sitting room bulb model, since evidence from the energy
consumption survey reveals that sitting room bulb energy consumption is also
dependent on the presence of at least an active household occupant in leisure
activity, modeling of the energy consumption of sitting room bulb is based on
human perception to natural light level from the sun, the presence of an active
household occupant in leisure activity, as well as on sitting room bulb time use
presented in Table 54. An example of a simulated load profile for the sitting room

bulb is presented inFig.5.21.
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Fig.5.21. Simulated load profile for sitting room bulb
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For the bedroom bulb modelgvidence from the energy consumption survey reveals

that bedroom bulb energy consumption is dependent on the time that household

I AAODAT 008 OOAT OEO O AOI AAD OO Aékshan AT A
average duration of use of 10 minuteger hour. So, modelling of the energy
consumption of bed room bulb is based on human perception to natural light level

from the sun, the presence of at least an occupant in asleep state, as well as on
bedroom bulb time use presented infable 5.4. To demonstrate the ability of the load
model to capture multiple quantities of an appliance type, an example of a simulated

load profile of a household with four belroom bulbs is presented in~Fig.5.22.

250 : -

g150 = -
:
& 100 - —

50

(?:00 3:(‘)0 6:(‘)0 9:(‘)0 12:00 15:00 18;00 21:00 0:(‘)0

Time (hour)
Fig.5.22. Simulated load profile for bedroom bulb

Modelling of security bulb energy consumptonEO AAOQOAA 11 EIT OOAEI
response towardsthe level of natural light from the sun SoET OOAET 1 AO8 1 A

will switch-on their security bulbs at any time between sunset and dusk (twilight),
while they switch-off their security lighting bulbs at any time between dawn and
sunrise (twilight) bulbs in response to the level of natural light from the sun. The
choice of this modelling approach is because of the similty between security bulb
time use inTable 5.4 and the calculated natural light leels time ranges inTable5.6.
For example, the number of hourly time steps between zeros conditional
probabilities (switch -off states) and the ones conditional probability (sitching-on
states) is similar to the numler of average hourly time steps between sunrise and

sunset in Table 5.6. Furthermore, another motivation for usirg only human
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perception to natural light level from the sun to model security bulb time use is
because the potential switching-on and switchingoff of security bulbs are
calculated in minutely time steps. An example of a simulated load profile of a

househdd with four security bulbs is presented inFig.5.23.
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Fig.5.23. Simulated load profile for security bulb

In comparison to the time axis of other simulated appliance plots iRig.5.13 to Fig.
5.22, the time axis offig. 5.23, has been adjusted to start from 12:00 to 100 in
order to clearly capture the operating time of security bulb. Simulation of the
security bulb operation revealed that the sectity bulbs were switched-on by 5:46

and switched-off by 18:06 on a simulated day.

5.5.10 Simulation of household load profile

As showed in the load profile implementation scheme iivig. 4.2 a household load
profile is synthesized from the aggregation of all thappliance load profiles within

a household. An example of a simulated load profile for a household with
refrigerator, food blender, electric iron, television, DVD, electric radio, mobile
phone, sitting room fan, bedroom fan, sitting room bulb, bedroom bulkand security

bulb is presented inFig.5.24.
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Fig.5.24. Simulated load profile for a household

It is observed the household load profile iri-ig.5.24 has a high energy consumption
in the night. Simulation result show that the annual energy consumption for the
household in Fig. 5.24 is 2385 kWh. The houshold incandescent bulbs which
comprise of a sitting room bulb, 4 bed bedroom bulbs, and 4 security bulbs, account
for 1108 kWh (46.5%) of the annual energy consumption. If each of the @@att
incandescent bulbs with a brightness level of 50 700 lumen were replaced by
compact fluorescentlamp (CFL) and light emitting diode (LED) lamp of similar
brightness level, that is, by either a CFL of ¥att or a LED lamp of Awatt, the
annual energy consumption for the household will be reduced to 1480 kWh or 1406

kWh respectively.

To investigate the impact that this study major energy consumption drivers, i.e.,
I AAOPAT 006 AT 1 O0O0Ii POEIT AAEAOEI O0Oh 1 01 AAO
EAOA 11 EITOOAEIT T A80 AT Aocu AiT1T OC

profiles are presented inFig.5.25.
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Fig.5.25. Energy consumption pattern of 10 surveyedouseholds

In Fig. 5.25, all the 10 household load profileshad charaderistic morning and
evening peaks, as well asaticeable daily variations in ther energy consumption
patterns. The doserved daly variations in load profile were directly linked to

I AAOPAT 008 AT 1T O0I POETT AAEAOETI 60 AT A
Furthermore, comparison of households shows that some households with more
bedrooms had increase energy consumption because they had more quantity of
some appliances, while some households with more occupants had increase energy

consumption because they ha higher chances of having an active occupant at home
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daily. This suggest that thenumber of bedroom and the number of occupants in a
household have limited influence on energy consumption because their impact on
household energy consumption is not represatative of all households. Therefore,

I AAODPAT 006 AT 1T O00I bOE icé owdAelskiplazEhie @ajor énérgdy ADD

consumption driver that influence load profile modelling in this study

To check if load profile simulated by the developed model is a truepresentation

of the questionnaire collated data, the relationship between the amual energy
consumption of an appliance when it is calculated directly from the questionnaire
collated data and when it is simulated by the developed load profile model is
evaluated. For a household, an appliance annual energy consumption is calculated
from questionnaire collated data by multiplying its power rating, its quantity, and
its usage duration. For the 273 surveyed households, an appliance total annual
energy consumgion is calculated by aggregating its annual energy consumption in
each household.Smulated and calculated total annual energy consumptiormper

household applianceare presented inTable5.7.

Table5.7. Simulatedand calculated total annualapplianceconsumption

Simulated total annual Calailated total annual

Appliance energy consumption energy consumption
kWh % kWh %
Refrigerator 20273 6.80 20236 6.79
Food blender 133 0.04 106 0.04
Electric Iron 1263 042 1281 0.43
Television 17833 5.98 17829 5.98
Digital video disc 2936 0.98 2895 0.97
Electric radio 2470 0.83 2462 0.83
Mobile phone charger 1078 0.36 1037 0.35
Sitting room fan 16109 5.40 16068 5.39
Bedroom fan 26932 9.03 26950 9.05
Sitting rood bulb 21037 7.06 21051 707
Bedroom bulb 4829 1.62 4814 162
Security bulb 183248 61.47 183214 61.49
Total annual consumption 298121 100.00 221708 100.00
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From Table 5.7, appliance simulated and calculated total annual energy
consumption per household is 109Wh and 1091kWh respectively. Despite the
closeness of these annual energy consumption values, theadback with calculating
annual energy consumption directly from questionnaire collate d& is that this
method cannot capture the daily variation in energy consumption. Meanwhile, to
evaluate the difference between appliance simulated and calculated totahnual
energy consumption, a ebar analysis was carried here. 5% is selected as for the
significance level for rejecting the null hypothesis, and the null hypothesig and

alternative hypothesis (  are defined as follow:

( : There is significant differentbetween appliance simulated and calculated total
annual energy consumption

( : There is no significant different between appliance simulated and calculated
total annual energy consumption.

When a dbar analysis of the appliance simulated and calculatedtal annual energy
consumption data presented inTable 5.7 was performed, the significant level
calculated was 26%. The calculated significant level is less than the selected critical
value of 5%, therefore, the null hypothesis is rejected. This imipls that the
difference between appiance simulated and calculated total annual energy

consumption is statistically insignificant

5.6 Simulation of community load profile

In modelling the community load profile, a total of 409 households was selected. The
selected number of households within he community was calculated by dividing

the estimated number of residential customers connected to the low voltage
distribution network in the survey location (10,639) by the number of communities

in the survey location £6). The number of households (409)equired for simulating

the community load profile is more than the number of completely surveyed

ET OOAET 1 AO j¢xoQs8 41 I1EIEO OEIi OIl ACGEIT AE
load profiles, the selection of householsl from amongst the four residential
household classes is determined by the ratio in which the housing population was

distribution amongst the four residential household classes in the survey location.
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According to national population and housing census dat EsanNorth-East LGA
housing popuation distribution ratio between household Class I, Class II, Class llI,
and Class IV is 0.114:0.253:0.508:0.125 respectively38] . Therefore, out of the 409
households load profiles required for simulating the community load profile, 208
households loadprofiles should be simulated fromwithin household class Ill. An
illustration of a simulated load profile for the surveyed community is present ir-ig.
5.26.
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Fig.5.26. Simulated community load profile for the survey area

Fig.5.26 shows that a peak power of about & kW and 166 kW were drawn in the
morning and evening respectively, by the community households. When the bottem
up model was run for a year, an anndanergy of 467858 kWh was consumed by the
409 community households. So, the average annualily) energy consumption per
household in thecommunity is 1144 kWh (3.13 kWh). The household load profile
(Fig.5.24) and the community load profile (Fig.5.26) are associated with morning
and evening peaks. Forig.5.24, there was a higher power peakn the morning than
in the evening (unusual) This was because of the power drawn by the electric iron.
While for Fig. 5.26, there was an expected higher peak in the evening than in the
AOGAT ET C8 4EEO EO AAAAOOA OEA ACQU& A OET 1
averaging of appliance usage. Typically, more variability in household energy
consumption; which can lead tgoower network stability issues or the need for more
robust network protection [447], [450], is expected from a household load profile
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than from a community load profile. In fact, the lower variability in community load
profiles in comparison to househotl load profiles is one of the benefits of a

community grid system over a single household or standalone energy system.

Furthermore, the high energy consumption household in-ig. 5.24, has an annual
energy consumption value (2385 kWh) that is much highevalue than the average
annual energy consumption per household in the community (1144 kWhYhe wide
difference in annual energy consumption can serve as erof the motivations why
community households with higher appliance ownership should combine their
resources and/or partner with governmental and norrgovernmental institutions in

establishing a comnunity grid system.

With respect toE T O O A Hriorithlly &l€xtricity bill presentedin Fig.5.7, an indirect
verification of the survey outcome is carried out with theaverage annual energy
consumption per household (144 kWh). Based on the information provided by
Uromi service unit, a sngle-phase line is mainly used to supply electricity to
households within the survey area. The unit electricity rateM/kwh ) for the sales of
1kWh of electricity to residential customeas connected to a singlgphase line isN
31.26[451].Becausedhe average monthly energy consumption per houshold in the
survey area is 95 kWh, the equivalent monthly electricity #i for a single-phase
household with a daily average electricity availability of 4 hours (based on the
average daily electricity dispatch to the survey area by the utility company) & 495,
but if the daily average electricity availability is 6 hours (baed on the survey area
average daily electricity availability that was evaluated from the time use survey),
the equivalent monthly electricity bill for the single-phase household isN 742. So,
the monthly electricity bill for households with a daily electicity availability of
either 4 or 6 hours (i.eN 495 andN 742 respectively) is less than the amount paid

for electricity consumption by 90% of the surveyed households (se€ig.5.7).

The reason for the difference is perhaps associated with the existing accusation by
residential customers that they are made to pay more for the energy they consume,
when estimated billing system are used by energyroviders [153]. If permission is

granted by the utility company to access the monthly generated electricity bills for

-173 -



households in the survey area and the hourly electricity dispatch to the survey area,
more detailed verification will be performed in future studies.Meanwhile, based on
the survey outcomes on appliance ownershi@nd the proclivity for appliance use
presented inFig.5.8 and Table 5.4 respectively, the annual energy consumption fo
the different appliances, and the effect of replacing the commonly used incandescent
bulb in the survey area with either CFL or LED bulb is presented ireble 5.8.

Table5.8. Energy saving bulbsinfluence on total energy consumption

Appliance Incandescent bulb CFL LED bulb
kWh % kWh % kWh %
Refrigerator 63823 13.64 63823 28.79 63823 31.66
Food blender 177 0.04 177 0.08 177 0.09
Electric Iron 2091 0.45 2091 0.94 2091 1.04
Television 26908 5.75 26908 12.14 26908 13.35
Digital video disc 3971 0.85 3971 1.79 3971 1.97
Electric radio 3084 0.66 3084 1.39 3084 1.53
Mobile phone charger 1722 0.37 1722 0.78 1722 0.85
Sitting room fan 23514 5.03 23514 10.61 23514 11.66
Bedroom fan 41161 8.80 41161 18.57 41161 20.42
Sitting rood bulb 28429 6.08 5212 2.35 3317 1.65
Bedroom bulb 5286 1.13 969 0.44 617 0.31
Security bulb 267692 57.22 49077 22.14 31231 15.49

Total annual consumption 467858 100.00 221708 100.00 201615 100.00

As shown inTable 5.8, when incandescent bulbs are use@4% of the annual energy
consumption was for lighting. However, if incandescent bulbs are replaced by CFL
or LED bulbs, thereis an annual reduction in the caxmunity energy consumption
by 53% and 57% respectively. Furthermore, the percentage of annual energy
consumption that is used for lighting was reduced to 25% and 17% when CFL or
LED bulbs are used respectively. Despite thenormous reduction in residential
energy consumption by using energy saving bulbs, it is surprising that there is low
usage of energy saving bulbs. This challenge is not limited to the surveyed

community, rather it is a national problem|[281], [452]. For the community, the
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relationship betweenhousehold classes annual energy consumption amadimber of

bedroomsis presented in Fig.5.27.
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It is evident from Fig. 5.27 that For the community, the relationship between

household classes annual energy consumption and number of bedroonis

presented in (see~ig.5.9shows that these households had low appliance ownership.

Also, because these households are traditional and informal housing structures, the

maximum number of bedrooms was 3. Household classegngentage distribution

for different range of annud energy consumption values is presenteth Fig.5.28.
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Fig. 5.28. Household classes percentage distribution for different range of annual

energy consumption values

In general,Fig.5.28 showsthat for the different energy consumption range of values,
AAAE 1T £ OEA 1 EI OOAEI T A Al AOOAO EAA OOA
annual energy consumption within the 501- 1000 kWh and 1001- 1500 kWh range

of values. Meanwhile, household Class |, Class I, Class Il and Class IV had their

EI OOAET 1 AGS6 AT 1T OA1 AT AOcu Al jsaokive6@i 1T AE
1000, 1001 - 1500, and 2001 - 2500 range of values respectivel. Descriptive

OOAOEOOEAATI AT AT UOEO 1T £ OEA AEOOOEAOQOEI

household classes is presentenh Table5.9.
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Table5.9. Analysis of simuated household class energy consumption

Indicators Class| Class 1l  Class I Class IV
Householdpopulation 42 89 213 65

Sum (kWh) 22783 82459 246494 116122
Maximum (KWh) 1224 2101 2442 2431
Minimum (kWh) 14 234 150 576
Mean (kWh) 542 927 1157 1786
Standard deviation (kWh) 338 361 522 601
Skewness 0.57 0.52 0.50 -0.72
Coefficient ofvariation (%) 62.41 38.99 45.13 33.66

In Table5.9, the coefficient of variation shows that there was high relative variability

in annual energy consumption for all the household classes. Household Class | had

the highest coefficientof variati T OA1T OA AAAAOOA T AT U T &£ EO
energy consumption are not clustered, therefore, its standard deviation value was

high when it is compared with its mean value. Household Class IV had the lowest
coefficient of variation value because mad 1T £ EOQOO ET OOAET 1 AOS E
consumption values are clustered, therefore, its standard deviation value was low

when it is compared with its mean value. Similarly, household Class Il coefficient of
variation was lower than that of household Clas$ll because households Class llI
comprises of many high energy consumption households as well as many low

energy consumption households thn in household Class Ii

5.7 Developed load profile model verification

An indirect approach was used to validate the deloped demand model because the
injection sub-station is the closest point that PHCN measures hourly electricity
dispatch to residential ctstomers. Therefore, residential customers population and
hourly electricity dispatch data for the survey location cdected from PHCN was
used to perform the indirect validation of the demand model. Because of data
protection policy, permission for data cdlection was granted for only three months
(January 2019 to March 2019). In the survey location, energy consumptiorudng

weekend and weekdays are alike, and electricity is daily dispatch for an average of
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4 hours. Furthermore, the residential customer ppulation is 7881 and the monthly
average electricity dispatch is 345839. Therefore, calculation cdverage annual

electricity consumption per residential customer is presentedn Table5.10.

Table5.10. Average aanual éectricity consumption per residential customer

Energy Allocation kWh
Monthly averageelectricity dispatch 345839~
Equivalent monthly electricity dispatch for 24 hours daily availability 2075034b
Monthly electricity dispatch to electricity bills paying customers 1016767¢
Monthly electricity dispatch to electricity bills paying residential
customer 833749¢
Monthly averageelectricity consumption per residential customer 106¢
1270

Annual (daily) averageelectricity consumption per residential customer (3.48)

athis value correspond to a daily average electricity availability of 4 hours,for 24

hours (steady) electricity supply,© this value was calculated by subtracting the total
estimated energy bss of 51%, that is, 15% due to transmission and distribution
losses and 36% due to collection losse§t3]. ¢ this value was céculated by

multiplying electricity dispatch to bills paying customers by the percentage of
residential customers in the survey location. Acaaling to PHCN, 82% of the
customers in the survey location are residential customers,this value is calculated

by dividing ¢ by the residential customer population.

In Table 5.10, the value of 3.48 kWh calculated as residential customers daily
average energy consumption is close to the simulated value of 3.13 kWh. It is hoped
that the difference between the calculated and simulated values witeduced if
energy consumption data were measured more closer to residential customers
loads. Meanwhile, from a survey on the energy consumption of 480 rural households
in south-west Nigeria, it was reported that the daily average energy consumption of
households was 2.32 kWh[59]. Even though the eflect of householdoccupancy
behaviour on appliance usage was not cordgegred during the survey in[59], and
both surveys (i.e., the survey here and the survey ifc9]) were performed in

different region of the country, the difference in daily average energy consumption
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per household is perhaps linkto the rapid growth in electricity demand in
developing economies [1], [3]. This is because different household energy

consumption surveys were carried out 17 years apart

5.8 Model availability

The stochastic occupancybased demandmodel was ceveloped with the aid of
MATLAB The MATLAB code for the developed demand model is presentedn
appendix C of this thesis. Analysed market and household energy consumption
survey data used for simulating thedad profiles in this study can also be shared,

provided necessary acknowledgement of this thesis is guaranteed.

5.9 Chapter conclusion

A stochastic load model was developed here to generate the load profile of
households in a developing country. This model comET AO OOOOAUAA EI
occupancy behaviour and appénce ownership with censusbased household

classes proportion data and use Marko¢hain technique to continuously synthesize
AAOA OEAO OAPOAOGAT O ET OOAETIT A 1 AhdOddi 006
profiles that can capture diversity between haiseholds or group of households, the

effect of load coincidence, annual and diurnal variation, and short timgcale

fluctuations is generated by the stochastic model.

Evaluation of the simulated comnanity load profile shows thatincandescent bulbs
accouns £l O @t b 1T £ OEA AT 11 O EOUG But vherd ti2AT Al
commonly used incandescent bulbs were replace with CFL and LED bullas annual

energy savings of 53% (with CFL) or 57% (with LEDuUlbs) wasachieved Therefore,

it is recommendedthat policies and regulations that would encourage the use of

energy saving bulbsshould be implemented becaussubstantial energy savings in

household energy consumption can be achieved by using energy sayibulbs.

In-direct validation of the developed stochasc model with utility measured data

OET xO OEAO EI OOAET 1 AOG6 AOAOACA AAEIT U AT T C
energy dispatch is 3.48E 7 A A U and from the developed model, it is3.13
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E 7 B AU. It is hoped that the difference between the measudeand simulated
values can be reduced if energy consumption data were measured more closer to
residential customers loads.Therefore, in developirg countries without national
measured time use data, this developed modelling approach can be applied to model

the load profiles of households and communities
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Chapter 6 ESTIMATION OF GLOBAL SOLAR RADIATION FOR
PHOTOVOLTAIC APPLICATION

Global solar radiation is ameasure of the amount of solar energy received by the
AAOOEG O OOOAAAAS SdOdnérgy praidetAgloBal sdlar tadidtiap |
data are used for energy projection and economic viability studie$he amount solar
energy received is location d@endent [212], [213], [417], and due to solar energy
stochastic natural, thereis substantial variation in diurnal and seasonalglobal solar
radiation. So, when a solar engy project is evaluated, highresolution solar
radiation data should be used because minutely drourly global solar radiation data
will guarantee better designaccuracy than daily or monthly global solar radiation
data [230], [441], [453]. Furthermore, load profiles are characterised by daily
varying energy consumption patterns and peak load (sekeig. 5.29. So, for optinal
design of a solar energyproject, highresolution global solar radiation data is
required to carry out an extensive study of the relationship between the solar
energy supplied and the energy demand. Consequently, hourly solar radiation data

is used in his study for technoeconomic analysis of the solar system in Chapter 7.

Long-term solar radiation data is required to capture solar radiation seasonal
variation, but the cost of purchasing longerm hourly solar radiation is expensive.
An alternative approach is to calculate longerm hourly solar radiation from
weather station long-term measured daily solar radiation data. In Nigeriasolar
radiation is measured by only few Nigerian meteorological agency (NiMet) weather
stations, and amongst the few NiMet weather stations that meases solar radiation,

only daily global solarradiation receivedon a horizontal surfaceis measured.

In locations without measured solar radiation data, longerm daily measurement of

other related meteorological parameterscan be usedo estimate daily horizontal

N s A ~ s o~ oA N

daily measured meteorological parameters such as temperature, sunshine hours,
relative humidity, cloud cover, and precipitation data to derive solar radiation
estimation models [212], [417], [418], [427], [431], [454]. Amongst the derived
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solar radiation estmatE T T 1 T AAT Oh OEAOA AOA 11 OEAAAA
mathematical formation/expression as well as in the choice of the meteorological
parameter(s) used for estimatingdaily horizontal surface global solarradiation.
Therefore, it is difficult to ascetain the most suitable model as well as the most
ATTETATO . E-A080 i AOAhaddar ebtiaie’daily hofxdn@lA i A OA
surfaceglobal solar radiation. Also, the minimum time span that modern data shadi

be collected to achieve substantial accucy during the estimation of daily horizontal

surface solar radiation is unknown. Due to seasonal variation that arises from the
revolution of earth round the sun, estimated horizontal surfacesolar radiation wil |

not represent theoptimal solar energy yiel of a location Therefore, to estimate the

hourly optimal solar energy yield ofthe studied location (Esan North-East LGA in

Nigeria), thefollowing research work are performed in this chapter

1. Performance evalation of different global solar radiation madels as well as
evaluation of dominant meteorological parameter(s) that influences the estimation
of daily global solar radiation.

2. Determination of the minimum time span that modern data should be

collected to ahieve substantial accuracy inestimating the solar radiation of the

studied location.

3. Estimation of hourly horizontal global solar radiation from the estimated
daily horizontal global solar radiation of Esan NorthREast LGA.

4. Evaluation of the optimal montHy, quarterly or annual globalsolar radiation

produced from a PV panel that is positioned on an angled surface.

6.1 Meteorological data collection and performance evaluation of

global solar radiation estimation models

In this study, ground measured NiMet's méorological parameters areacquired.
The acquired NiMet's measured meteorological parameters serve as input
parameters for evaluating the performance of global solar radiation estimation
models as well agvaluating if there aredominant meteorological paameter(s) that
influences the estimation of daily global solar radiation. 15global solar radiation

estimation models are selected for this study The selected models comprise of
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linear, polynomial, exponential, logarithmic, and hybrid models. These seked
global solar radiation estimation models were presented infable 4.1to Table 4.3of
Chapter 4.

The top-performing model amongst the selected estimation models is used toodel

the daily global solar radiation of the studied rural community (EsanNorth-East

local government area, Ed state, Nigeria)and evaluatethe location solar energy
potential. Sq daily recorded meteorological data collected from the nearest ) - A 08 O
weather station (Benin weather station)are used for the performance evaluation of

the selected global solar radition estimation models. A map showinghe location

of NiMet Benin weather station and EsarNorth-East local government area, Edo

state, Nigeria (studied location) is presented irrig.6.1.

/r
_ Ocy Sy
AKOKO-EDO L Are
j ~e
AR | A
T | ETSAXO EAST
TN

Study location

NiMet Benin weather [@
station location \

Fig.6.1. Map of Edo state, Nigerig55]
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6.2 Data collection and regression analysis

AEA AAOA AT 11 AAOGAA AOT I . E- AOreteorsioditae  x A
parameters that are required by the 15 selectedglobal solar radiation estimation

models. Meanwhile, because the estimation error of a global solar radiation
estimation model is reduced when longterm measured meteorological
parameter(s) are employed [192], 26 years (1993-2018) daily measured
meteorological parameter(s) for the15 selectedglobal solar radiation estimation
modelswere acquired from the database of E- AO86 O " AT ET. xAAOEAO

The acquireddaily measured NiMet data werechecked to ersure that therewas no
day without records of measured meteorological data. If there is a day without a
measure meteorological data, then the missing meteorological data will be
interpolated. To use the26 years longterm measured daily meteorological datasets

for the design as well as for the performance evaluation of the 15 selectedtimation
models, the acquired andchecked meteorological data is divided into two sub
datasets This approach has been previously employed in studies such d94],
[417]. Furthermore, togeneratethe daily mean values across a year for both sub
datasets, the yearly average daily measured meteorological data can be averaged by

using the same date in every yedr.17].

The first sub-dataset used for designing the estimation model comprises of 2fears

(1993-2003) measured daily meteorological data. Therefore, theesti AOET 1T 1 T AR
meteorological parameters were derived by averaging the first suldataset daily

OAl OAO8 41 AAI AOI AOGA OEA AOOEI AOGETT I1A
AT AEEEAEAT 60gqh OACOAOGOEITT AT Al UOGEO eAAOx A,
and the modd 08 AOAOACA AAEI U [ AOGAT OT 1T CEAAI b

The calculated Angstrom coefficients for the estimation models are presented in
Table6.1.
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Table6.1. Estimation models Angstrom coefficients

Angstrom coefficients

Model
a b c d e f g h [ j k I
Model | 0.2668  0.5985 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
Model 1l 0.0950 15172 -1.1747 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
Model IlI 0.5329 -2.1219 8.4991 -8.2610 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
Model IV -0.0905 0.3987 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
ModelV  0.7174 0.5183 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
Model VI  -0.1822  0.2377 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
Model VIl 0.2822 -0.0961 0.0593 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
Model VIII  3.6383 -3.7381 1.3664 -0.1550 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
Model IX  0.2485 0.0137 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
Model X -0.1916  1.5182 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
Model XI  0.2968  0.3367 0.0053 -0.0080 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
Model XII  1.8436  0.0438 -1.9709 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
Model XIII  1.4715 0.0783 -1.3593 0.0073 -0.3251 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
Model XIV  0.6142 0.1373 -0.6485 0.0158 -0.2893 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
Model XV -0.5222  0.0000 0.0571 0.0000 0.3358 2.5061 0.0032 0.0000 -0.0002 -1.9435 -0.3660 0.0180
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The second subdataset used for evaluating the performance of the estimation
models comprises of 5years (2014-2018) measured daily meteorological data.
Similarly, the meteorological parameters annual average daily values were derived

by averagng the secmd sub-dataset daily values.

6.2.1 Statistical evaluation of models

To evaluate the estimation models' performance, statistical test indicators were
employed. Nine widely used statistical test indicators in the literature have been
selected in this sudy and were presented inTable 4.4 As shown inTable 4.4 except
for the coefficient of determination 2 value, the closer an estimation model
OOAOEOOEAAIT OAOO ETAEAAOQOI 060 OAI OA EO
model. Sg wheneve an estimation model2 value is close to one, there is a perfect
linear relationship between the measured value and estimated value or there is little
or no variability between the measured value and the estimated value. While,
whenever an estimation model 2 value is close to zero, there is no linear
relationship between the measued value and the estimated valueBased on the
comparison between the 15 selected empirical models daily estimated global solar
radiation values and the measured daily glbal solar radiation values, the statistical

performance of the 15 selected estimatio models are presented infable6.2.
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Table6.2. Evaluation of the solarradiation estimation models

Model Model Type MAE RMSE MPE MARE RRMSE RMSRE erMAX Uos 2
Model | Linear (L) 1.596383 1.902967 1.178311 0.090771 0.000292 0.108589 0.299573 2.165561 0.250062
Model I Quadratic (Q)  1.568139 1.878276 1.135425 0.089452 0.000241 0.108335 0.318671 3.025632 0.269396
Model Il Cubic (C) 1.521178 1.858152 1.110823 0.086422 0.000285 0.106228 0.324872 2.310232 0.284968
Model IV Exponential (E) 1.612274 1.919019 1.210885 0.091682 0.000295 0.109438 0.294479 2.110443 0.237356
Model V  Logarithmic (Log) 1.584995 1.889323 1.154886 0.090380 0.000290 0.108806 0.311344 2.210978 0.260777
Model VI Linear (L) 0.603285 0.732081 0.149558 0.001496 0.000112 0.042135 0.135010 4.067222 0.889011

Model VI Quadratic (Q)  0.575126 0.705140 0.157087 0.032360 0.000108 0.039661 0.128724 4.085467 0.897029
Model VIII Cubic (C) 0.571913 0.695850 0.151119 0.032225 0.000107 0.039237 0.136351 4.091582 0.899725
Model IX  Exponential (E) 0.590957 0.729468 0.189291 0.033131 0.000112 0.040593 0.120044 4.069025 0.889802
Model X Logarithmic (Log) 0.638790 0.778714 0.158982 0.036885 0.000120 0.045578 0.140475 4.033812 0.874420
Model XI Hybrid (H)/L 1.138720 1.424071 0.668024 0.066148 0.000219 0.085469 0.351611 3.287931 0.580022
Model XII Hybrid (H)/L 0.607070 0.746493 0.170272 0.034626 0.000115 0.042961 0.159585 4.057146 0.884598
Model XllI Hybrid (H)/L 0.556310 0.692212 0.135310 0.031975 0.000106 0.040221 0.139355 4.093952 0.900770
Model XIV  Hybrid (H)/L 0.716613 0.877302 0.243664 0.040316 0.000135 0.049219 0.128480 3.955307 0.840610
Model XV Hybrid (H)/L & Q 0.318679 0.410424 0.368167 0.018039 0.000063 0.023188 0.077788 4.237224 0.965116
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From Table 6.2 it is observed that Model XV had the highest coefficient of
determination 2 value of 0.965, while 8 out of the remaining 14 estimation
models also had an exceller2 value that was above 0.84. Based on the coefficient
of determination values inTable 6.2, most of the estimation malels had excellent
performance. However, it is misleading to judge the statistical performance of the
estimation model on only a single statistical test indicator valu€l96], [197], [422].
Therefore, in relation to the other eight selected statistical test indicators, it is vital

to assess the performance of the estimation models.

With respect to the MAE test indicator inTable 6.2, Model XV with the least MAE
value (0.319- i A AUor0.089E 7 E A A U amongst the solar radiation
estimation models, is the topperforming estimation model. Apart from2 and MAE
statistical test indicators, whereby Model XV was the most accurate estimation
model amongst the selected estimationmodels, Model XV with RMSE=0.410
- A AU RRMSE=0.00006RMSRE=0.023, and erMAX=0.078 was athe top-

performing estimation model for these four statistical test indicators.

Although Model XV was the top performing model in 6 out of the 9 selected
statistical test indicators in Table 6.2, with respect to MARE and MPE statistical test
indicators, Model XV performance was ranked the "2 and the 9" position
respectively. Also, with respect to b statistical test indicators, Model XV was the
least performing model. With respect to the togperforming models for MARE, MPE,
and Ws statistical test indicators, Model VI, Model XlIl, and Model XI with a kee of
0.0015, 0.135%, and 2.11 *i A A Urespectively, are the top performing models
for these statistical test indicators Meanwhile, it is difficult to predict from Table6.2
the extent of closeness between the models' statistical test indicators values
Therefore, the boxplot presented inFig. 6.2 is used to capture the vaations

amongst models in each of the selected statistical test indicators.
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From Fig.6.2, the top and bottom tails & the boxplots represent the maximum and
minimum values of the estimationmodels, the top and bottom edge of the boxplot
represent the first and third quartile, and the line across the rectangle is the median
line. Therefore, the performance of a model incomparison to the general
performance of other models can easily be infeed from the boxplots. By comparing
OEA AEEEAOAT O Al @I 1 00N
and third quartile rectangle, median line, or range tails wasdentified, but the

AOOEI AOGEIT 1 D A O &l db Wekel gankrall) doseltd O

each other.

In summary, fromTable 6.2, none of the selected solar radiation estimation models
achieved top perfomance for all the 9 statistical test indicators. In terms of the
individual performance of the selected estimation mdels, Model XV was the top
performing model in 6 out of the 9 selected test indicators but with respect todd
statistical test indicator, Model XV was the worst performing model. Meanwhile,
Model VI and Model XIII were individually the top performing modeonce but with

respect to the 9 statistical test indicators performance evaluation, these models
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Fig.6.2. Statistical test indicators boxplots
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were never the worst performing models.Consequently, it might be misleading to
automatically rank the Model XV as the best performing model or rank any other
estimation models has the best performing model since an obvious lead by an
estimation model in all the 9 selected statistical test indidars could not be
established Therefore, a combined ranking of the 15 selected estimation models is
required. For the combined ranking of the statistical performance of the selected

estimation models, global performance indicator (GPI) is employed.

6.2.2 Global performance indicator and ranking of the models

In recent studies, global performance indicator (GPlpresented byDespotovic et al.
[196] is a statistical procedure that has been widely used to evaluate the combined
performance of an estimation model. One of the advantages of usiGfl is that the
evaluation of the combined performance of a model is unbiased because the
calculation of the combined performance of a model is not based on the product of
the individual statistical test indicators[196]. Therefore, in cases whereby the value
of one or more statistical test indicatords equal to zero, the combined performance
of the model does not equate to zero. The global performee indicator steps used
for evaluating the combined statistical performance of the selected solar radiation

estimation models are explained in detail below

The first step for calculating the estimation models global performance indicator
values is to scat/normalize the statistical test indicators values between of 0 and 1

U [197], [422]. So, since the least statistical test indicator value is 0 and the
highest statistical test indicatorvalue is 1, the other statistical test indicator values
are interpolating between 0 and 1. Based on the ME statistical test indicator, since
the lowest value and highest value is 0.319 and 1.596* A A Urespectively, the
scaled or interpolated MAE value that corresponds to Model | is 0.988. The next step
is to obtain the difference U U by subtractingthe scaled values of the statistical
test indicators U from their scaled medan value U . Finally, the values obtained
from U U are multiplied by a suitable weighted factor § to obtain the
selected estimation models GPI values. Therefore, the exprassfor calculating an
ith estimation model GPI value is defied by [196], [197]:
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'0) 1 U u (6.1)

where from Eq.(6.1), U is the median value of the scaled statistical test indicatdf
U is the value of the scaled stasiical test indicator Efor the estimation modelE and
| is the weighted factor of the scaled statistical test indicatde For all statistical test
indicators, the value (magnitude) ofy is 1, but the sign of| is dependent on the

selected sttistical test indicators [196]. Based on the dected statistical test

indicators in this study, ] is defined as:

ph EICEMA A £HEAEBA @ E2 AOCEIT 1 (62)
L oh  EIGEAOEGMG ABOGAI OF 1AA BARA -

Based ornthe estimation models calculated GPlalues, the ranking of the estimation
models is performed. The order of ranking the estimation models is such that
estimation models with higher GPI values (better performing estimation models)
are ranked higher than estiméion models with lower GPI values.Therefore, the
model with the maximum GPI value is ranked tognost amongst the selected
estimation models, while other estimation models are ranked accordingly based on
their calculated GPI valuesEstimation models statstical test indicators scaled
values, estimation modelsGPI values andranking of the estimation models are

presented inTable 6.3.
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Table 6.3. Estimation models scaled statistical test indicators valugas well as their GPI values and ranking

Model '\'/II')O/SS MAE RMSE MPE MARE RRMSE RMSRE erMAX u9s R2 GPI Rank
Model | L -0.7403 -0.7452 -0.8690 -0.5975 -0.7452 -0.0630 -0.5810 0.8784 -0.8579 -4.3207 13
Model I Q -0.7184 -0.7289 -0.8291 -0.5829 -0.5233 -0.0628 -0.6508 0.4740 -0.8314 -4.4534 15
Model Il C -0.6821 -0.7155 -0.8062 -0.5493 -0.7155 -0.0607 -0.6734 0.8104 -0.8100 -4.2023 11
Model IV E -0.7525 -0.7559 -0.8993 -0.6076 -0.7559 -0.0639 -0.5624 0.9044 -0.8754 -4.3684 14
Model V Log -0.7315 -0.7362 -0.8472 -0.5932 -0.7362 -0.0632 -0.6240 0.8571 -0.8432 -4.3175 12
Model VI L 0.0275 0.0309 0.0875 0.3924 0.0309 0.0034 0.0200 -0.0157 0.0201 0.5969 2
Model VII Q 0.0492 0.0488 0.0805 0.0502 0.0488 0.0059 0.0429 -0.0243 0.0311 0.3330 4

Model VIII C 0.0517 0.0549 0.0860 0.0517 0.0549 0.0063 0.0151 -0.0272 0.0348 0.3283 5
Model IX E 0.0370 0.0326 0.0506 0.0416 0.0326 0.0050 0.0746 -0.0166 0.0211 0.2786 6
Model X Log 0.0000 0.0000 0.0787 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0787 8
Model XI H/L -0.3865 -0.4278 -0.3945 -0.3245 -0.4278 -0.0399 -0.7711 0.3507 -0.4045 -2.8258 10
Model XII H/L 0.0245 0.0214 0.0682 0.0250 0.0214 0.0026 -0.0698 -0.0110 0.0140 0.0964 7
Model XilI H/L 0.0638 0.0573 0.1007 0.0544 0.0573 0.0054 0.0041 -0.0283 0.0362 0.3510 3
Model XIV H/L -0.0602 -0.0654 0.0000 -0.0380 -0.0654 -0.0036 0.0438 0.0369 -0.0465 -0.1983 9
Model XV H/L&Q 0.2475 0.2441 -0.1158 0.2090 0.2441 0.0224 0.2289 -0.0956 0.1246 1.1092 1
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From Table 6.3, Model XV with the highest GPI value of 1.1092 is thestranked
model (best ranked), while Model Il with the lowest GPI value 6#.4534 is the 13"
ranked model (least ranked). Furthermore based on the result outcomes inable
6.3, the following conclusions have been reached:

1 Although the top-most ranked model (Model XV) infable 6.3 is a hybrid (linear
and quadratic type) estimation model, there is no substantial evidence fro the
ranking of the estimation models to suggest that the hybrid estimation model
type or any other model type is the top performing model type for estimating the
global solar radiation of the studied location.

1 Assessment of the dominant meteorological grameters that influence the
performance of the models shows that all the top 10 ranked estimation models
in Table 6.3 had temperature as one otheir meteorological parameters, but the
least performing models were without temperature. This suggests that
temperature is the most dominant meteorological parameter for estimating the
global solar radiation of the studied location.

1 The assertion that tenperature is a dominant meteorological parameter for
estimating the globalsolar radiation of the studied location is supported by the
fact that the simple linear and temperature only estimation model (Model VI)
was the top-most ranked model inTable 6.3 after Model XV. Therefore, for Bein
or any other location with similar climate conditions, Model VI can be used to
estimate the global solar radiation wienever there are scarce financial resources
to purchase NiMet meteorological data. This is because Model VI only requires
measured tempeature to estimate global solar radiation and the measurement
of temperature is one of the cheapest and widely measureoheteorological

parameter.

In summary, the performance evaluation of some of the widely recommended
models for estimating global solar raliation in Nigeria revealed that there is no
substantial evidence to suggest that the estimation model types influencénd
performance of an estimation model, however, temperature was found to be a
dominant meteorological parameter that influences the stuikd location estimated

horizontal surface global solar radiation. Meanwhile, since all the input
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meteorological parametas used for the performance evaluation ofthe 15 selected
estimation models were . E - Adbobird measured longterm data, the highest
ranked solar radiation estimation model (Model XV) infable 6.3 is usedhere and in

Chapter 8 to estimate daily global solar radiation of a horizontal surface
Furthermore, because Esan Nortftast LGA hve similar climatic conditions as
NiMet Benin weather stationthe best performing empirical modelthat can be used
for estimating Esan NorthEast LGA daily global solar radiatioron a horizontal

surfaceis:

E— ™ ¢ ¢ gitu x&l.0 T[8IOU§:L cis)n(pﬁﬁ

4 4 3
T8t T 0% ( n&nnm pBo T Tz—( nier(p(@
mip T O

where . is the day of the year3is the average daily sunshine duration in hours,
3 is the maximum sunshine duation or day length, 4 is the maximum

temperature, RH is the relative humidity, and is the latitude.

6.3 Assessment of the minimum duration of measured data

As earlier mentioned,. E - A @gt€érm kolar radiation datasetis unavailable for
many weathea stations and is expensive when available.dng-term measuredsolar
radiation dataset is now reconstructed to determine the minimum time span of
recent data required for the calculation. Apyranometer can be installed at an
existing weather station to colect therecentshort-term solar radiation dataset The
most recent 10 years of data is used to calculate regression coefficients using
periods of the full 10 years, 5 years, 2 years, 1 year, 6 months, 3 months, and 1 month
measured global solar radiationdata. Durations less than a year were included to
investigate seasonal effects and seasonal variation. Solar radiation is then
reconstructed over the earlier 16 years period from meteorological parameters
other than solar radiation, and2 values calcuated for reconstructed solar radiation

data against measured data. Th2 values usingModel XV are shownn Fig.6.3.
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Fig. 6.3. 2 for reconstructed against measured solar rdiation using regression
durations of (a) 1 month, (b) 3 months, (c) 6 months, (d) 1 year, (e) 2 years, and (f)
5 years.

It is evident from Fig. 6.3 that 2 values increase as the measured solar radiation
regression duration inaeases. A weak positive correlation is seen in Fig. 2e and Fig.
2f, which is likely caused by longerm climate variation or climate change. No
seasonal effects are evident. A plot of avera@e values for regression duration of 1
month, 3 months, 6 monhs, 1 year, 2 years, 5 years, and 10 years, is presentad
Fig.6.4.
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To achieve accuratestimation of the sudied location solar radiation, Fig.6.4 shows

that at least 2 yearaneasured solar radiation or meteorological dataset is required
to achieve a coefficient of determination greater than 0.75 and atdst 4 years of
measured solar radiation or meteorological datasetis required to achieve a

coefficient of determination greater than 0.9

6.4 Estimation of hourly global solar radiation

As earlier mentionedin this chapter, hourly global solar radiation ) data will be
used here tocarry out techno-economic analysis of the solar energy system in
Chapter 7.Therefore, hourly global solar radiation ) datais derived from Model
XV estimateddaily horizontal surface global solarradiation ( . So,Gueymard

[440] modified CollaresPereira and Rabl[438] model (also known as CPRG model)
that was presented in Sectiord.2.6.3 is used to estimate thdourly horizontal
surface global solar radiation of Esan NortfEast LGA. Meanwhile, in the literature,
studies have shown that the CPRG model is usually the top performing model for

estimating hourly horizontal surface globd solar radiation [416], [441]. An
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illustration of the modelling details of CPRG model was presented in Sexti4.2.6.3
by Egs. (4.33) 7 (4.39). The main input parameters of CPRG model is the studied
location daily horizontal surface global solar radiation.Monthly average hourly

global solr radiation generated byCPRD modeis presented inFig.6.5.
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Fig.6.5. Horizontal surface monthly average hourly global solar radiatiorfor Esan
North-East LGA

From Fig.6.5, there are noticeablevariations amongst the diferent monthly average
hourly global solar radiation plots, especially during the hours of peaglobal solar
radiation. It is observed that peak hourly global solar radiation occurred at 12:00
noon for the month of September to [@cember, while for the monh of January to
August, peak hourly global solar radiation occurred at 13:00-urthermore, over a
year, Fig. 6.5 showed that the month of February had the highest peak average
hourly solar irradiance of 871.107 i, while the month ofJulyhad the lowest peak

average hourly solarirradianceof 576.757 |

To in-directly evaluate the performance of CPRG model in estimating haantal
surface hourly global solar radiation, graphical ad statistical analytical tests is

performed here. Graphical analytical test is performed by calculating the percentage
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deviation between the CPRG model estimated hourly global solar radiatioh and
the daily global solar radiation (  that was used for estimating the hourlyglobal

solar radiation. An illustration of the graphical relationship between monthly

average daily) values and monthly averagd values for Esan NorthEast LGAS

presented inFig.6.6.

Il 'o_Monthly average daily global solar radiation
74 [ Hg_Monthly average daily global solar radiation
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Fig.6.6. Monthly relationship between daily average) and (

From Fig.6.6, a close similarity exists between the daily average hourly global sola
radiation ) plot and the daily global solar radiation (  plot. Furthermore, the

maximum and the minimum monthly percentage deviationbetween the daily

average hourly global solar radiation values and the daily global solar radiation
values were 0.15% and 0.02%, respetively. Comparison between the daily average
) values and the( values shows that @art from February, whereby the CPRG
model estimated hourly global solar radiation values were slightly underestimated
(negative monthly average daily percentage deviatio), the CPRG model estimated
hourly global solar radiation values for other months were slightly overestimated

(positive monthly average daily percentage deviation).
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Meanwhile, statistical analysis to evaluate the performancef CPRG model in
estimating horizontal surface hourly global solar radiation is performed with the
use of dbar analysis. The ebar analysis is a statistical procedure, and it will be used
to evaluate how significant is the effect of the monthly percentageeviation
between the daily average hourly global solar radiation values and the daily global
solar radiation values. Typically, whenever statistical decisions are made to either
accept or reject the null hypothesis, a critical value or level of signifioae of 5% is
widely. So, a ctical value of 5% is selected here. For the hypothesis test, the null

hypothesis (  and the alternative hypothesis (  are defined as follow:

( : There is a significant difference betweenhe daily average hourly ¢pbal solar
radiation values and the dailyglobal solar radiation values.
( : There is no significant difference betweeithe daily average hourly global solar

radiation values and the daily global solar radiation values.

Based on the equation for caldating the test statistic 4 presented inEq.(5.1),

the calculated4 is 6.24. Meanwhile, because the data size is 12, the degree of
freedom (df) is 11. Consequently, for a\ &f 11 and a4 value of 6.24, the
corresponding level of significarce from a ttable is 0.00317% (0.0000317). Because
the cdculated t-table value (0.0000317) is less than the selected critical value
(P<0.05), and the null hypothesis should be rejected. Therefore, thdifference
between the daily average hourly global sa@r radiation values and the daily global

solar radiation values is statistically insignificant.

In summary, because a close graphical similarity exists between the daily average
hourly global solar radiation and the daily global solar radiationplots, and the
monthly percentage deviation between the daily averag hourly global solar
radiation and the daily global solar radiation values is statistically insignificant, so,
the CPRG model is therefore a suitable approach for estimating Esan Negast LGA

horizontal surface hourly global solar radiation.

6.5 Estimation of global solar radiation on inclined surfaces

To evaluate the annual optimal hourly global solar radiation received by a PV panel
in a location, the amount of global solar radiation received by a Rdanel when it is
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positioned (facing south since the stugkd location is in the Northern hemisphere)
at different angles that ranges fromm 1o w 1i8 assessed. Data on the amount of
global solar radiation received on inclined surfaces are rarely availablen
developing countries like Nigeria8 &1 O A @A | Bdathen statids dd God O
measurethe global solar radiationreceived on aninclined surface There are several
models derived in the literature for estimating inclined surfaces global solar
radiation. Most of these derived models requires measurediffuse solar radiation
datato estimate inclined surfaces global solar radiatiorof a location Diffuse solar
OAAEAQEIT EO 110 1 AAOOOAA Mo etil-[ROEO x4
estimation model (described by Egs. (4.40) 7z (4.46)) which does not require
disintegrated global solar radiation (direct and diffuse solar radiation) data bedre
estimating the global solar radiation of inclined surfaces is used for estimating

hourly global solarradiation of inclined surfaces in Esan NortFEast LGA.

Olmo et al [229] model is a simple model because thenain input parameters

required by Olmo et al [229] model to estimate inclined surfaces global solar
radiation are horizontal OO O AZAAA Ci1 1T AAT OI 1 AO OAAEAOQEIT I
incident angle. Furthermae, amongst these required input parameters, only
horizontal surface global solar radiation is measured. Therefore, to maximize the
annual global solar radiation receivel by a PV panel in Esan Nortkast LGA,
numerical simulation of Olmo et al [229] model is performed to evaluate the
required optimal tilt angle to maximize the annual global solar radiation received in

Esan NorthEast LGA.

Based on the assumptio that the PV panel is inclined at a fixed angle throughout
the year, the required optmal tilt angle to maximize the annual of global solar
received in Esan NorthEast LGA ip @ JIf an annual tilt angle ofp @ Js selected
for Esan North-East LGA, Fetoary 5t is the date with the highest peak hourly global
solar radiation T P and the highest daily global solar radiation
@ o177 A AU in ayear.To study the hourly global solar radiation received
at different tilt angles in Esan NorthEast LGAan illustration of the hourly global
solar radiation received on the5t of February in Esan NorthEast LGA at some

selected annual tilt angles are presentkin Fig.6.7.
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Fig.6.7. Hourly global solar radiation received on the % of February in Esan North

East LGA at different annual tilt angles

Fig. 6.7 shows that on the % of February in Esan NorthEast LGA, a PV panel
positioned at a tilt angles ok mtar o nwith a peakhourly global solar radiation of
wx @ I and w@ @ | respectively and a dailyglobal solar radiation of
@u p7yEil  and 6548 7 Ei  respectively, received higher peak hourly global
solar radiation and higher daily global solar radiation than PV panel posined at a

tilt angle of p @ JSqit is evident from Fig.6.7 that the hourly global solar radiation

for Esan NorthEast LGA can be optimized if the tilt angle of a PV panel is adequately
adjusted seasonally (monlly or quarterly) to its optimal tilt angle. For an
illustration , the monthly global solar radiation received in Esan NortkEast LGA by

a PV panel positioned at the selected tilt angles Ifig.6.7 are presented inTable6.4.
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Table6.4. Esan NorthrEast LGA monthly global solar radiation for different tilt angles

Global solar radiation E 7 E
Month nX I Co@wtJA prndp@ld P( ¢nd ond tnd vnd @m xnJ YnJ wrmld

January 176.8 186.6 191.4 193.3 2009 BOEE 2019 1934 179.9 1625 142.8 1222
February 165.4 171.4 1739 1748 B 1759 169.3 1583 1439 127.2 109.6 92.2
March 177.4 179.2 [HEB 179.2 1765 169.1 157.7 143.3 127.0 1098 929 77.1
April 157.9 155.9 154.1 153.1 146.7 136.3 1236 1095 949 80.5 67.1 551
May 150.1 146.0 143.0 141.6 133.1 121.0 107.5 935 796 66.6 54.7 445
June 132.2 127.9 125.0 123.6 115.6 104.6 92.7 805 685 573 47.3 386
July 125.2 121.8 1195 118.3 111.8 102.6 92.3 816 708 605 510 424
August 127.6 1255 1239 123.1 118.1 1104 1013 91.2 80.7 70.2 60.2 509
September - 137.7 137.1 136.7 133.6 1275 119.1 109.0 97.8 86.1 74.4 63.3
October 156.5 159.9 161.1 1615 ({68 1587 1519 1419 1295 1155 100.8 86.2
November 164.0 171.6 175.2 176.6 181.8 - 179.8 1714 1589 1434 126.1 108.1
December 173.5 184.0 189.3 191.4 2002 BOSE 2042 197.0 1845 167.8 1483 127.6
Annual

E7E 1844.4 1867.4 1872.8 - 1857.7 1799.4 1701.5 1570.7 1416.0 1247.4 1075.1 908.1
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Table 6.4 shows that for the different months, tilt anglep @ Jvas never the optimal
tilt angle for maximizing the amount d monthly global solar radiation received in
Esan NorthEast LGA, but a highesinnual global solar radiation was received at tilt
angle p @ JFurthermore, it was observed that the tilt angles with maximum
monthly global solar radiation were influenced bythe time of the year. For instance,
between April and September, maximum montly global solar radiation was
received attt Jlow tilt angle), while between November and January, maximum

global solar radiation was received atrt Jhigh tilt angle).

There aretwo weather seasons (dry and rainy season) in Esan Norast LGA.
Typically, the core dry season months are from November to February, and the rainy
season months are from March to October. Therefore, based on the outcomes from
Table 6.4, higher tilt angles (of aboutort J are suitable for the dry season months
while lower tilt angles are generally for the rainy season monthsBecause the
simulated tilt angle for maximizing the monthly global solar radiation was a#cted

by the weather seasons, it is necessary to also analyse the received monthly global
solar radiation at different tilt angles. However, since the number of days in each
month is not the same, the monthly evaluation of the global solar radiation recesd

at the different tilt angles will be misleading. Therefore,monthly average daily
global solar radiation received inEsan North-East LGAat the selected tilt angles are

presented inFig.6.8.
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Fig.6.8. Tilt angles monthly average daily global solar radiation

Noticeable trends can be identified frontig.6.8 when the received monthly average
daily global solar radiation at dfferent tilt angles are compared lased on the
weather seasons of Esan Norttast LGASq it is observed fromFig. 6.8 that the
monthly average daily global solar radiation received on a PV panel during the dry
season months is generally increase from the horizontal tilt angle positionrt Jto a
certain angle of inclination, then after, subsequent increment in the PV panahgle

of inclination results in the reduction of the monthly daily average global solar
radiation. But during the rainy season monthsfig. 6.8 shows that the monthly
average daily global solar radiation received on a PV panel generally decreases as
the angle of inclination increases from the horizontal tiltangle position 1t Jto the

vertical tilt angle position wTTJ

Meanwhile, because the selection of tb optimal tilt angle is influenced by the
weather season, therefore, simulation of the PV panel optimal monthly, seasonal

(quarterly), and annual tilt angles is vital. The optimal tilt angles simulation was
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made to start from November (beginning of the car dry season months) in order to
capture the different weather seasons. Therefore, starting from November, the
quarterly optimal tilt angle values are céculated by assessing the tilt angle that
produces the maximum global solar radiation within each quasdr (3 months). A plot
of the simulated optimal monthly, quarterly, and annual tilt angles against the day

of the year is presented in-ig.6.9.
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Fig. 6.9. Variations of monthly, seasonal, and annual optimum tilt angle for Esan
North-East LGA

Fig.6.9 shows that the ¥t quarter (November to January) had the highest quarterly
tilt angle, while the 39 quarter (May to July) had the lowest quarterly tilt angle.
Furthermore, December (middry season month) had the highest optimal monthly
tilt angle value ofo & Jwhile the month ofApril to August, had the lowest optimal
monthly tilt angle value of it JMeanwhile, the monthly average daily global solar
radiation received by a PV Panel in Esan Kb-East LGA when the PV panel is
positioned horizontally or inclined based on the studiedocation simulated monthly,

guarterly, and annual optimal tilt angles, are presented ifable6.5.
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Table 6.5. Esan NorthEast LGA estimated monthly daily average globaolar
radiation at monthly, quarterly, and annual optimal tilt angles

Daily average global solar radiation E 7 E

Month (1 DB OEUI 11 PIOT 1T C 1 BROOAO ([T PAT 1
January 5.705 6.598 6.598 6.235
February 5.908 6.344 6.212 6.245
March 5.723 5.786 5.785 5.781
April 5.263 5.263 5.135 5.104
May 4.843 4.843 4.843 4.567
June 4.408 4.408 4.408 4.120
July 4.038 4.038 4.038 3.818
August 4.115 4.115 4.061 3.972
September 4.590 4594 4591 4.558
October 5.050 5.228 5.145 5.211
November 5.466 6.118 6.111 5.886
December  Dry 5.597 6.634 6.629 6.174
Annual yield E7E 1844.43 1943.70 1931.40 1873.34
Annual percentage gain - 5.38% 4.72% 1.57%

Table 6.5 shows that whether aPV panel in Esan NortkEast LGA is fixed or adjusted
periodically based on its optimal tilt angles, lhe lowest monthly average daily global

solar radiation was received inJuly(mid-rainy season month). Also] able6.5 shows

that when a PV panel is positioned horizontally or fixed at its annual optimal tilt
angle, the highest monthly average daily global solar radiation was received in
January, but when the PV panel is adjusted periodically at its monthly, or quarterly
optimal tilt angles, the highest monthly average daily global solar radiation was

received in Febuary. Furthermore, the calculated amount of annual global solar

radiation received when a PV panel is either positioned horizontally' or
inclined at its optimal monthly, quarterly, or annual tilt angles * were also
presented inTable 6.5. So, the global solar radiation percentage gaitp when

a PV panel is positioned at either its optimal monthly, qugerly, or annual tilt angles

in comparison to when it is positioned haizontally, is expressed as:
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p —— p PUOT (6.3)

where in Eq.(6.3) is either the monthly, seasonal (quarterly), or annual optimal

tilt angles, whiley  rtmeans the PV panel is positioned horizontally.

Based onkq.(6.3), the annual global solar radiation percentage gained when a PV
panel is inclined at its monthly, quarterly, or annual optimum tilt angles in
comparison to when the PV panel is positioned horontally in Esan NorthEast LGA
is 5.38%, 4.72%, or 1.57% respectively. Therefore, there are noticeable annual
global solar radiation percentage gained when a PV panel is inclined at its monthly,
quarterly, or annual optimum tilt angles than when it is pogtioned horizontally in
Esan NorthEast LGA. Meanwhile, the annual global solar radiation percentage loss
p that would arise from the quarterly or the annual adjustment of PV panels

rather than the monthly adjustment of PV panels is defined by:

pTT (6.4)

where 1 in Eq.(6.4) is either the quarterly or annual optimal tilt angles.

Based onEq.(6.4), the percentage loss in annual global solar radiation when a PV
panel is inclined at its monthly optimal tilt angles in comparison to when the PV
panel is inclined at its quarterly or annualoptimal tilt angles is 0.63% or 3.62%
respectively. Therefore, the percentage loss in in annual global solar radiation is
more obvious when the PV panel is inclined at its annual optimal tilt angle than

when it isinclined at its quarterly optimal tilt angles.
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6.6 Chapter Summary

Information on the amount of global solar radiation that can be received by a solar
energy project is vital for the solar energy project design and operation. However,
the suitability of available global solar radiation data is locatio dependent. For
many locations in developing locations like Nigeria, measured global solar radiation
data is unavailable, while for locations with measured global solar radiation data, it
is expensive to purchasdghe measured data. Therefore, several reaechers have
derived estimation models that utilize longterm measured meteorological
parameter(s) to estimated global solar radiation, but the rationale for including, and
the influence that the various meteorologcal parameter(s) have on the estimation

models is oftenunclear.

In this study, 15 global solar radiation estimation models were selected in this study.
Long-term measured data (19932018) on the required meteorological parameters
of the 15 selected solarradiation estimation models were sourcedfrom Benin
weaOEAO OOAOQOEITT . E-AO6O AOAEEOA8 41 AOIE
performance evaluation of the 15 selected solar radiation estimation models, 9
statistical test indicators were selected, and ta overall performance of the solar
radiation estimation models were assessed by ranking the performance of the solar
radiation estimation models based on their global performance indicator (GPI)
values.Outcome from the study shows that Model XV (hybridlinear and quadratic
type- model) with a GR value of 1.1092, was thebestperforming model while Model

Il with a GPI value ot4.4534, was the worst performing model. Furthermorethe
study showed that temperature is a dominant meteorological parameter for
estimating the global solarradiation of the studied location, but there was no
substantial evidence to suggest that the hybrid estimation model type (i.e. the model
type of the best ranked model) or any other model type was the top performing

model typefor estimating the global soar radiation of the studiedlocation.

To determine the minimum duration of measured data required to calculated past

solar radiation data, recent longterm measured data were reconstructed.

Investigation of seasonal effects andgeasonal variation that wasperformed by

reconstructing less than a year duration of measured data show that seasonal
-208 -



variation has no influence on the calculation of past solar radiation data. A minimum
of 2 years of recent data should be measured withgyranometer or purchased fran
a NiMet weather stationin order to achieveR? greater than 0.75, and more than 5

years of recent solar radiation data is required to achievB2 greater than 0.9

To estimate the hourly global solar radiation that is required for optimal design of
the HRES Gueymardmodified Collares-Pereira and Rabimodel (CPRG mod¢glwas
used. Indirect graphical and statistical analytical tesbf the suitability of using CPRG
model to estimate the studied locationhourly global solar radiaion was performed.
Outcomesfrom the graphical analytial test shows thatthe maximum monthly
overestimation and underestimation by the CPRG model were 0.15% and 0.02%,
respectively. While outcomes fromthe statistical analytical test shows thatwhen
CPRGModel was usedthe level ofsignificance from a ttable was 0.0000317 This
value was less than the selected critical value of 0.9&hich is required for the CPRG
model estimatedhourly global solar radiation to be inaccurategrejected). Therefore,
CPRGmodel is suitable for estimating the studied location burly global solar
radiation becausethe deviation or errors observed from the graphical and statistical

analytical test was insignificant.

Diffused solar radiation data isusually required by most edimation models to
determine the optimalinclined angleto position a PV panel in a studied location. But
because weather stations in Nigeria that measure solar radiation data rarely
measure diffused solar radiation dataso,the common pradice (which might be less
optimal solution) is to position PV panebased on thestudied locationlatitude. Olmo
et al.[229] estimation model; which is one of the few models that does not require
disintegrated global solar radiation (direct anddiffuse solar radiation) data before

estimating the optimal inclined angle to position a PV panel was uselere.

7EOE OAOPAAO O . ECAOEABO Oxi ik umd O
that during the dry season, maximum global solar radiatiorwas received inthe
studied location at aninclined angle ofort Jwhile during the rainy season wherthe
sun is mostly over castmaximum global solar radiation was received in the studied

location atan inclined angle ofrt JFurthermore,there was an increase in theannual
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global solar radiation received whera PV panelwas adjusted monthly to its optimal
angle than when it was adjusted quarterly or positioned annually at its optimal
angle Similarly, more global solar radiationwasreceivedannually when a PV panel
was adjusted quarterly to its optimal anglethan when it was positioned annually at
its optimal angle. However,because of the economics and technicalities of adjusting
PV panels periodically (i.e., monthly or quarterly), it is perhaps beter option to
annudly position PV panelsat its optimal angle when there § scarcity of financial
resources and/or lack of technical expertise. Therefore, the global solar radiation
received when a PV paneh the studied locationis positioned annually d its optimal

angleof p @Jis used in Chapter 7 for the optimal sizing diiybrid energy system
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Chapter 7 DESIGN AND ANALYSIS OF HYBRID ENERGY SYSTEM

%l AAOOEAEOU EO OEOAI &1 O Ei bOT OET ¢ EOI AT ¢
developing countries like Nigeriamany people have no access to electricity, while
others are conneded to an un-reliable grid. As earlier presented in Chapter 1,
communal-grid system; which allows for the aggregation of community loadss a
viable approach that can be used tosupply reliable elecricity to these rural
communities. Therefore, a techno-economic communal grid model that comprises
of PV, bigasgenerator, and battery energy storageis developed here to evaluate
the cost ofusing communal grid system tasupply reliable electricity to acommunity
that is either un-electrified or whose electrical loads are connected tan unreliable
grid. The developedcommunity load profile modelin Chapter 5 andthe hourly solar
radiation data estimated in Chapter Gre some of theinput parameters usedby the
techno-economicmodel to optimally size the hybrd energy system components, in

order to guaranteereliable supply of electricity at minimal cost

Meanwhile, it is profitable to aggregate sveral communal or regionalelectrical
loadsin aregional-grid, but when the aggregated regional loads amot close to each
other, there will be substantial powerlosses in theregional-grid. Therefore, apower
flow study is alsocarried out in this chapter to determine the benefit of regional load
aggregation and to evaluate if centralised or distributed generationis the best
approach to supply electricity tothe load buses ofa regional-grid in order to
minimise the power losses in the network and to guarantee thieealthy operation of

the regional-grid.

7.1 Simulation of the hybrid energy system

As earlier mentioned n Chapter 4, a quickand simplified optimization approach
called design space optimization approach is used for simulating the optimal size of
the hybrid energy system components in this study. This because design space
optimization approach is a usefliapproach for providing optimal solution to search

space problem [338]7[340]. And a search space problem will arise from the
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selection of the best combination of eargy system components that minimize the
total annualized cost of system andthe amount of wn-met load. Although, the
proposed hybrid system configuration was presented in~ig. 4.1, the modelling
architecture of the bottomup demand model and battery energ storage were
presented in Fig. 4.2and Fig 4.3 respectvely, and the design space modellim
scheme was presented ir-ig. 4.4 a simplified one-line diagram of the operating

methodology of the hybrid energy system is presented iRig.7.1.

Hybrid system components
design parameters

Meteorological data Electrical load demand

Configuration and selection of potential
sizes of PV, and bio-gen in the design space

Design space
optimization at
minimal LOLP and
cystem cost

Yes

Optimal sized PV, bio-gen,
battery, and converter

Fig.7.1.Oneline diagram of design space optimization approach

Fig.7.1 shows that the optimal size okystem componentss selected by asearch of
the design spacdor the bestcombination of PVand biogasgenerator, and battery
storage that will guarantee minimal loss of power supply probability (LPSB is
achieved at minimal total annualized cost of systemThe intermittency in solar
radiation and the variability in the community load profileis captured by the hourly
time step simulation performed here. Also, because the community load demand is
characterized by maning and evening peak power (see-ig. 5.25, to avoid over
sizing ofthe PV and biaggasgenerator, and ensure optimal energy balan@ between
energy demand and supply at minimal cost of systerthe battery energy storage is

sized with power pinch analysistechnique[338]7[340].
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The operation of abiogasgenerator at full-loading condition isvital for the optimal
operation of the biogas generator [231]7[233] as well asto guarantee healthy
engine operation and bng engine life This isbecause the operation of a gemator
at lower load ratio over a long duration of timecanlead to exhaust manifold slobber
or wet stacking[234]. So, the bigasgenerator here is designedot to operate when
the load demand is below the selected minimum load ratio In this study, a 50%
minimum load ratio is selected forthe biogasgenerator because tfs is the lowest
recommended load ratio for a gas generatoj234|, [404]. Furthermore, to ensure
optimal supply and usage of thenergy generated from the bigasgenerator atfull
load, whenever the energy generated exceed the load demand, theoessgenerated
energy is sold to the grig when the batery is fully charged. Therefore, in periods
when the community electrical load demand is low andhe biogas generator is
switch-off, un-met load will be supplied by the PV generator and the stored eergy

in the battery storage.

7.2 Hybrid energy system modelling inputs and design parameters

To implement the design space optimization approach irrig. 7.1, the modelling
inputs and design parameters used forthe optimal sizing of the hybrid energy
systemcomponents are presentedin this section. A list of the financial inputs and
some of the designparameters used for modelling thehybrid energy system is

presented inTable 7.1.

1 Generator minimum load ratio is the minimum allowable load on the generator, and it is
defined as a percentage of the genator rated capacity.
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Table7.1. System componens cost and performance characteristics

Parameters Values Parameters Values
Project lifetime (years) 20 Nominal interest rate (%) p @ [456]
Real interest rate (%) (€5 Inflation rate (%) p B [457]

Photovoltaic system

Operation and maintenance

Capital cost AE 7 1260> cost AE7 UAAO 0.01°
Replacement cost AE 7 0 Module efficiency (%) 17.44¢
Biogas generator

Capital cost AE 7 280" Replacement cost AE 7 2800
Operation and maintenance 60 [398],
cost AE7 UAAO 0.05° Biogas methane content (%) [399]
Biogz_:_ls . heating value 37 [236], 26 [236],
-*ET7E [237] Biogas efficiency (%) [237]
Lifetime (years) 5¢

Anaerobic digester

Capital cost Al ?47508] b Total solid (%) p & [459]
In_fluent__ volatile solid ( g7g
Cost of dry cow dung AE C  0.056" EC&EL [459]
o 1040 )

Feedstock density E € [158] Replacement cost Al 0
Specific  biogas production 0.35 Hydraulic retention time

| E®G 3 [158] (days) 42.5[158]
Lithium -ion Battery
Capital cost AE 7 E 530" Depth ofdischarge (%) 80¢
Replacement cost AE 7 E 530° Charging efficiency (%) 99 ¢c
Selfdischarge rate PAAU 0.20 Lifetime (years) 5¢
Converter
Capital cost AE 7 350" Lifetime (years) 10¢
Replacement cost AE 7 3500 Efficiency (%) 90 ¢

a Local market capital cost (including the balance of system cost) for@S6U340P
Canadian solar module.

b Information are acquired locally or country-specific

¢ Information from datasheet or professional recommendations

The lithium ion battery cost and paformance characteristics presented infable 7.1

are for a lithium iron phosphate (LiFeP®@) battery. LiFePO4 is a safe battery
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technology because of its good chemical and thermal stability. In compson to
lithium cobalt dioxide (LiCoQ) battery, that may suffer thermal runaway and heats
up faster under charging conditions, LiFeP{are stable under overcharging or short
AEOAOGEO AITAEOEITO jE8B8A8h OEAU AT dtaddd
high temperature without decomposing.Unlike the cathode of LiCo®battery, that
is hazardous in nature, the cathode of the LiFeR®attery is a nontoxic material,
therefore, there is no concern with the disposal of LiFeR(pattery. Furthermore,

they are about 2 times cheaper than lithium tianium battery [87]

7.2.1 Electrical load demand

Bottom-up modelling of a minutely time step load profile for the studied rurd
community was presented in Chapter 5. However, because of computational
convenience, an hourly time step simulation of the hybrid energy system is
performed here. So, the minutely time step simulated load pro#él is averaged
hourly. The average hourly tme step load profile for the studied rural community is

presented inFig.7.2.
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Fig.7.2. Hourly time step load profile forthe studied rural community

In comparison to the minutely simulated load profile (se€~ig. 5.25, the morning

peak is less evident as shown ifrig. 7.2B. This is because amongst the electrical
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appliances used in tle morning, some of the appliances operating duration in an
hour is low (e.g. electric iron), hence, their effect is averaged over an hour, while
some other applianceswith relatively high operating duration, their percentage
ownership within the community (seeFig. 5.9 is low (e.g. refrigerator). Therefore,
the security/outside incandescent bulbs in the community is responsible for most

of the energy consumption in the morning.

7.2.2 PV energy system

The approach employed for estimating the hourly solar insoladin of a PV panel that
is positioned annually at its optimal tilt angle is presented in Chapter 6. So, the
meteorological data for simulating the PV generated energy are the hourly
estimated sola insolation at an annual tilt angle of 11.8 (i.e. the studied location
annual optimal tilt angle) and Benin city measured ambient temperature by national
centre for energy and environment (NCEE). The Benin city measured ambient
temperature is used in ths study because there is no annual measured ambient
temperature for the studied location, and the ambient temperature of both locations
are expected to be alike. A plot of the studied location hourly estimated solar

insolation at optimal annual tilt angleis presented inFig.7.3.
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Fig.7.3. Hourly estimated solar insolation at optimal annual tilt angle
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Cloudy weather conditions experienced during rainy season months (i.e. between
March and October) that causes the PV panel to bger-cast is responsible for the
noticeable dip in the values of the estimated solar insolation ifig. 7.3A. Detailed
evaluation of the amount of solar insolation received in the studied location at
different time of the year as well as when the PV panel is placed horizontally o
inclined at different angular positions has already been presented in Chapter 6.
National centre for energy and environment (NCEE) measured ambient
temperature for Benin, Nigeria, is measted every 5minutes. But because hourly
simulation is performed here, hourly average of the measured ambient temperature

is presented inFig. 7 .4.
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Fig.7.4. Annual measured ambient temperaturefor Benin, Nigeria

Over a yearf-ig.7.4A shows that the measured ambient temperature had its lowest
peak values during the rainy seasons, while over a dak|g. 7.4B show that the
measured ambent temperature had its lowest values at night and during the early
hours of the morning and its higher values in the afternoon and the early hours of
the evening. Meanwhile, PV panel design parameters areagable in the datasheet

of PV modules. In thistudy, the design parameters obtained from the datasheet of

-217 -



Canadian solar manufactured CS6840 poly crystalline silicon module are used for

the simulation. Some important data from

Table7.2.CS6U340P design parameters for a 80 7 module [187]

Module efficiency s P8 wb
Maximum power temperature coefficient + ™ > J #
Nominal operating cell temperature (NOCT) ToJ#
Derating factor over 25 years $ & 85 %

3407 module effective area 1960x9921 |

7.2.3 Biomass energy system

The generaed biogas energy is dependent on the rated capacity of the bgas
generator and the daily biogas production from the bicdigester/reactor. As earlier
mentioned in Chapter 71, under the biayas generator operating condition, the
biogasgenerator operate atfull-loading condition (i.e. its rated capacity) and when
the electrical load demandis lesser 50% (minimum load ratio), the bigasgenerator
is turn-off. Bio-waste availability and the size of the bialigester are amongst the
main external factors that hfluence daily biogas production. Biewaste can either be
gotten locality or outsourced (purchased) from another location. Estimation othe
bio-waste availability of a studied location is challenging. Therefore, some
assumptions are made here in estimatig the biowaste availability in the

community.

Assumptions for estimaing the bio-waste availability in the community:

1 Although codigestion will likely result in higher biogas yield than a single
feedstock digestion process|[238], [247], [262], but the combinational
proportion betwe en the cadigested feedstocks must be maintained for optimal
biogas praduction to be guaranteed|[96], [238], [259]. So, ths will result in an
increase in the complexity of the anaerobic digestion procesand the need for
an expert for the digester operationBut, because the required expersie for the

day to day operation of annstalled anaerobic digestermight not be guaranteed
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in arural community of a developing country like Nigeria, it is assumed here that
the selectedfeedstock in the community are digested individually

Here,the avaibble ADfeedstock in the studied community are only from animal
and household wastesbecause crop wasteserves as animal feeds, and the
balance arespreadcrop wasteacross thefarmland as a crude way of improving
the soil quality ahead of a new plantingesason Alsq it is assumed that digester
waste is supply to the communty farmland in order to augment the crop waste
that were used as animal feeds.

In the literature, Ogwueleka 68| reported that the average biewaste generated
by a rural dweller in Nigeria is 0.44 ECAAPAU or ECEAAAU.
Meanwhile, Nigeria population increase from 140.4 million in 2006388] to
195.9 million in 2018 [6], i.e., 1.4 times the population of 2006. So, it is assumed
that the population of every region in 2018 have increased by 1.4 times their
population number of 2006. Because the population of EsaNorth-East local
government area was 12989 in 2006 [388], then, the populdion of the areais
170785 in 2018. The average number of persons in each of the 26 communities
in Esan North-East LGA is 6569.Assuming that 60% of the daily generated
household waste were recovered66], then, the total amount of daily waste
generatedin the community is 1734 kg. Furhermore, the daily specific biogas
yield per kg of houselold waste is 0.027401 E C A A U[108], therefore, the
daily estimated biogas production from household waste in the community is
47.51 me.

2016 animal population data (seeFig.2.2) reported by FAO[90], areassumed to
be equally distributed amongst Nigeria774 local government area (LGA). Also,
animal population in each LGA arealso assumed to beequally distrib uted
amongst the communitiesof an LGATherefore, estimatd amount of biogas that
can be generated from animal and humawaste in the studied community are

presented inTable 7.3
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Table7.3. Animals and human potential biogas production in the studied community

Biogas yield
Dry dung p, Available Specific Biogas
- Average  output y fraction Total -p|d 3 i o
Animal 00 lation cahead dung locted  solid (kg ¢ (m3/ yield
species  , p (kg/head 4 collecte day) 9 kg total (my
/day) ©d /day) d, e solid) @ day)
Cattle 1592 1.8¢ 2862  0.3d 85.86 0.2 17.17
Goat 12512 0.4¢ 5004  0.4d 200.16  0.25 50.04
Sheep 85242 0.4¢ 340.8 0.3d 102.24 0.25 25.56
Pig 3054 0.8¢ 244 0.8d 195.2 0.56 109.31
Chicken 105512 0.06¢ 633.06 0.8d 506.45 0.28 141.81
Humans 6569 P 0.09¢ 59121  0.125¢ 73.90 0.45 33.26
Total 377.15

Source:2[90], b[6], [388], <[67], ¢ [66] , © [460].

Therefore, the annual estimated biogas produdion from household and animal
waste in the studied community is 155001 m3. In terms of the cost of purchasng
cow dung,market survey from5 sellers of cow dung reveals that the equivaht cost
of cow dung that can product 1 rdof biogas is $@®8. Meanwhile. te total size of the
bio-digester is dependent on the daily amount of feedstock (i.e. gotten locality

and/or purchased) fed into the digester

By applying Eqgs (4.9) z (4.14) in Section 4.2.1 to model the biogas energy system,
the annual biogas consumptiorand the anaerolic digester volume of the system can
be calculatedwith respect to the gze of biogas generator.Therefore, for different
selected sizes of imgas generatos that operate all through a yearat full-loading
condition, the calculated values for annual biogas consumption and anaerobic

digester volumeis presented inFig.7.5.
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Fig. 7.5. Annual biogas consumption and anaerobic digester volumeequired by

different biogas generatorcapacities

The biogas energy system modkhg outcomes in Fig. 7.5 can be usedto make
important decision during the project planning of a biomass energy systemFor
example,if a 100kW biogas generator is installed in thetudied community and it is
operated continuously throughout the year, the studied community annual biogas
production of 155001ms3 can only supply 28.4% ofthe biogas consuned by the
100kW biogas generatorBut if the 100kW biogas generatototal usage in a year is
6 months, thestudied community annual biogas produdion cansupply 56.8% of the
biogas consumed by the 100kW biogas generatd@onsequently, biogas generator
should only be used during periods of high energy consumption becausentinuous
usage of biogas generator result irexcessive demand for biewaste beyond the
studied location bio-waste generation capabilityestimated and anaeobic digester

volume also increase with continuous biogas generator usage
7.2.4 Battery energy system

Section 3.3 explains that the HRES batterys usedto supply energy to the load
whenever selected corbinations of PV and biogas generatorcapacities in the

feasible region of the HRES design space cannot supply the entire lo&Y. the
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application of Egs. (4.15) - (4.20), the kattery energy system used here isnodelled.
To supply reliable energy to the surveyed community annual load profilen Fig.7.2,
the optimal size of battery capacity that should be integted with different
combinations of PV and biogas generator capacitigs studied in this section. The
biogas generator capacitieselectedhere, only operate daily at fultload condition
from 19:00 in the evening to 6:00in the morning because about 94%of the daily
energy demandof the community are consumed during this period andccontinuous
operation of biogas generator canincrease bio-waste demand beyond the
community waste generation capacityBased on this the optimal size of battery
capacity that should be integrated with different combinations of PV and biogas
generator capacitiesin order to supply reliable energy surveyed community loads

presented inFig.7.6.
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Fig. 7.6. Optimal battery capacity for different combinations of PV and Biogas
generator capacites

On the xaxis of Fig. 7.6, the rated capacities 0 to 320E 7 and 0 to 200 kWshow
selected capacities of PV and biogas generators respectivdtyis evident from Fig.
7.6 that in the feasible regionof HRES design spacéhere is more demand for
battery when only PV is selected electricity generaton than when only biogas

generator is selected.Fig. 7.6 also shows that when PV and biogas generator
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capacities were optimally canbined, the required battery capacityis much lower

than when only biogas generator oonly PVis seleded for electricity generation.

7.3 Hybrid energy system techno-economic analysis

In this section, the cost of HRES components considered when calculathg the
optimal combinations of HRES component that will supply reliable energy to the
load profile in Fig. 7.2. Qutcomes from the optimization process is presented and
discussed. Sensitivity analysis on how differensizing decision criteria affect the
optimum combination of hybrid system components is also presentedAccurate
hybrid energy system modelling was ensured by carryingout annual hourly
simulations. This is because seasonal inputs such as solar radiatiand ambient
temperature vary seasonally over a year. The electrical load demand data presented
in Fig. 7.2 and meteorological data (hourly solar insolation a&ad ambient
temperature data) presented inFig.7.3 and inFig. 7.4, andother system component
design parametersin Table 7.1 are used as the inputs for simulating the optimize of
hybrid energy system componentsA contour plot of annualized system cost that
were calculatedfrom different combinations of PV and biogas generatocapacities

in the design space ipresented inFig.7.7.

Fig.7.7. Design spacesearch ofoptimal solution
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