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Abstract

Cloud data centre applications including big data applications and video

content distribution services are rapidly evolving in terms of their data

formats, frameworks, workloads, and data volumes which has resulted in a

substantial increase in their storage and processing requirements. These ap-

plications and services usually utilise commodity clusters within geograph-

ically-distributed data centres. The increase in traffic between and within

the data centres that migrate, store, and process big data and video content,

is becoming a bottleneck that calls for enhanced infrastructures capable of

reducing the congestion and power consumption. Moreover, it has resulted

in the consideration of fog data centres in access networks in addition to

the cloud data centres to reduce the delay and power consumption associ-

ated with delivering services. This thesis addresses the evaluation of the

energy consumption and performance when deploying big data frameworks

in intra data centre networks and the optimisation of delivering video de-

mands through transport networks from cloud or fog data centres. First, two

energy-efficient Passive Optical Network (PON)-based data centre designs

which are a switch-centric design and a server-centric design are introduced.

For big data applications, the first part of the work in this thesis focuses

on the impact of data centre architectures on the performance, resilience,

and energy efficiency of intra data centre networks. A time-slotted Mixed

Integer Linear Programming (MILP) model that optimises the scheduling

and routing of big data applications traffic was developed and utilised to

compare the energy efficiency and the performance of four state-of-the-art

data centres, in addition to the two PON-based data centres. Two different

objectives are considered focusing on the minimisation of the completion

time and the minimisation of the energy consumption. The comparisons

are performed while considering a number of big data application-related

parameters and data centre-related network architecture parameters. The

results indicate that the topology has a significant impact on the perform-
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ance, energy consumption, and the resilience of the data centre. Thus,

investing in data centre designs is essential to meet future demands. For

video-on-demand services, this thesis considers caching the content near

the users in fog data centres to reduce the brown networking power con-

sumption required to deliver the contents from cloud data centres. A MILP

model is developed to optimse the delivery of content from cloud or fog

data centres. The reduction in the brown power consumption is evaluated

while considered several factors such as the core network design, the Power

Usage Effectiveness (PUE) of the data centres, in addition to the use of

renewable energy in the cloud data centres, and solar energy with Energy

Storage Devices (ESDs) in the fog data centres.
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Chapter 1

Introduction

This chapter provides the motivation for optimising cloud data centres and networks for

big data applications and content delivery services. The problem statement is presented

and the tools and methodologies utilised are summarised. The thesis objectives and

contributions are provided. Finally, the structure for the remainder of the thesis is

provided.
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1.1 Motivation

1.1 Motivation

The evolving practice of big data is essential for critical advancements in data processing

models and the underlying acquisition, transmission, and storage infrastructures [1–

10]. Big data differs from traditional data in being potentially unstructured, rapidly

generated, continuously changing, and massively produced typically by a large number

of distributed users or devices. Typically, big data workloads are transferred into

data centres containing sufficient storage and processing units for real-time or batch

computations and analysis. A widely used characterisation for big data is the “5” notion

which describes big data through its unique attributes of Volume, Velocity, Variety,

Veracity, and Value [11]. In this notation, the volume refers to the vast amount of data

produced which is usually measured in Exabytes (i.e. 260 or 1018 bytes) or Zettabytes

(i.e. 270 or 1021 bytes), while the velocity reflects the high speed or rate of data

generation and hence potentially the short lived useful lifetime of data. Variety indicates

that big data can be composed of different types of data which can be categorised into

structured and unstructured. The veracity measures the trustworthiness of the data

as some generated portions could be erroneous or inaccurate, while the value measures

the ability of the user or owner of the data to extract useful information from the data.

In 2020, the global data volume is predicted to be around 40,000 Exabytes which

represents a 300 times growth factor compared to the global data volume in 2005 [10].

An estimate of the global data volume in 2010 is about 640 Exabytes [12], and in

2015 is about 2,700 Exabytes [13]. This huge growth in data volumes is the result of

continuous developments in various applications that generate massive and rich content

related to a wide range of human activities. For example, online business transactions

are expected to have a rate of 450 Billion transactions per day by 2020 [13]. Social

media such as Facebook, LinkedIn, and Twitter, which have between 300 Million and

2 Billion subscribers who access these social media platforms through web browsers in

personal computers, or through applications installed in tablets and smart phones are

enriching the content of the Internet with content in the range of several Terabytes (240
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bytes) per day [14]. Analysing the thematic connections between the subscribers, for

example by grouping people with similar interests, is opening remarkable opportunities

for targeted marketing and e-commerce. Moreover, the subscribers’ behaviours and

preferences tracked by their activities, clickstreams, requests, and collected web log

files can be analysed with big data mining tools for psychological, economical, business-

oriented, and product improvement studies [15,16].

To accelerate the delay-sensitive operations of web searching and indexing, dis-

tributed programming models for big data such as MapReduce were developed [17].

MapReduce is a powerful, reliable, and cost-effective programming model that per-

forms parallel processing for large distributed datasets. These features have enabled

the development of different distributed programming big data solutions and cloud

computing applications. With the prevalence of mobile applications and services that

have extensive computational and storage demands exceeding the capabilities of the

current smart phones, emerging technologies such as Mobile Cloud Computing (MCC)

were developed [18]. In MCC, the computational and storage demands of applications

are outsourced to remote (or close as in mobile edge computing) powerful servers over

the Internet. As a result, on-demand rich services such as video streaming, interactive

video, and online gaming can be effectively delivered to the capacity and battery limited

devices. Video content accounted for 51% of the total mobile data traffic in 2012 [18],

and is predicted to account for 78% of an expected total volume of 49 Exabytes by

2021 [19]. Due to these huge demands, in addition to the large sizes of video files, big

video data platforms are fronting several challenges related to video streaming, storage,

and replication management, while needing to meet strict Quality-of-Experience (QoE)

requirements [20].

In addition to mobile devices, the wide range of everyday physical objects that

are increasingly interconnected for automated operations has formed what is known

as the Internet-of-Things (IoT). In IoT systems, the underlying communication and

networking infrastructures are typically integrated with big data computing systems for

data collection, analysis, and decision-making. To process the big data generated by IoT
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Figure 1.1: Cloud and fog data centres.

devices, different solutions such as cloud and fog computing were proposed [7, 21–36].

Cloud computing is a centralised solution to computing where a number of cloud data

centers accessed through core networks are used, while fog computing is a decentralised

solution where distributed fog data centres accessed through the access network are

used. An illustration for cloud and fog data centres is provided in Figure 1.1. Existing

cloud computing infrastructures could be utilised by aggregating and processing big

data in powerful central data centres. Alternatively, data could be processed at the

edge where fog computing units, typically with limited processing capacities compared

to cloud, are utilised [37]. Fog computing reduces both the traffic in core networks

and the latency by being closer to end devices. The connected devices could be sensors

gathering different real-time measurements, or actuators performing automated control

operations in industrial, agricultural, or smart building applications. IoT can support

vehicle communication to realise smart transportation systems. IoT can also support
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medical applications such as wearables and telecare applications for remote treatment,

diagnosis and monitoring [38]. With this variety in IoT devices, the number of Internet-

connected things is expected to exceed 50 Billion by 2020, and the services provided by

IoT are expected to add $15 Trillion to the global gross domestic product in the next

20 years [39].

Achieving the full potential of big data requires a multidisciplinary collaboration

between computer scientists, engineers, data scientists, as well as statisticians and other

stakeholders [13]. One of the challenges of big data in enterprise and cloud infrastruc-

tures is the existence of various workloads and tenants with different Service Level

Agreement (SLA) requirements that need to be hosted on the same set of clusters. An

early solution to this challenge at the application level is to utilise a distributed file

system to control the access and sharing of data within the clusters [40]. On the infra-

structure level, solutions such as Virtual Machines (VMs) or Linux containers dedicated

to each application or tenant were utilised to support the isolation between their as-

signed resources [10,41]. Big data systems are also challenged by security, privacy, and

governance related concerns. However, addressing these challenges is out of the scope

of the study presented in this thesis. As the increasing computational demands of the

increasing data volumes are exceeding the capabilities of existing commodity infrastruc-

tures, future enhanced and energy efficient processing and networking infrastructure for

big data have to be investigated and optimised.

1.2 Problem Statement

Typically, big data programming models and applications require extensive server-to-

server communications to carry out their joint computations. As a result, the East-West

data centre traffic (i.e. the traffic between the servers in a data centre) is currently

becoming dominant over the South-North traffic (i.e. the traffic between the servers

and the gateway router to and from the Internet) which was the focus in designing

data centres in the past [10]. This bottleneck calls for enhanced data centre topologies
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and technologies to cope with the evolving requirements of big data applications and

emerging computing models. Moreover, as data volumes in big data applications are

rapidly increasing beyond the capabilities of existing state-of-the-art infrastructures,

a mix of both scale-up and scale-out designs are required. This study aims first to

quantitatively assess the impact of different Data Centre Network (DCN) topologies

on the performance of big data programming models such as MapReduce. The work

is also performed under several typical failure scenarios in data centre environments

including, link, switch, and server failures. This study considered the performance and

resilience of several state-of-the-art data centre topologies, in addition to two recently

introduced Passive Optical Network (PON)-based data centre topologies.

As the dominant inter cloud and cloud to user traffic is made up of video content

delivered to users through access networks, this thesis also examines the reduction in

brown power consumption of data centres and core networks when fog data centres

are considered in the access network. The brown power can be defined as the power

produced by non-renewable sources such as oil or coal that typically cause harmful

Greenhouse Gas emission. These fog data centres can cache Video-on-Demand (VoD)

contents and can then reduce the need for transporting the content through the back-

bone network. Compared to VoD caches that contain a number of streaming servers, a

fog data centre can be considered as a larger cache containing higher number of servers

that can be generic or specific to streaming. Several design factors that affect the power

consumption at the cloud and fog layers are considered. Those include the Power Usage

Effectiveness (PUE) of the data centres, the design of the backbone network, and the

consideration of renewable sources for the cloud and fog data centres, in addition to

Energy Storage Devices (ESDs) in the fog layer.

1.3 Tools and Methodologies

Understanding the complex characteristics of big data workloads is an essential step to-

wards optimising the configurations for the frameworks used and identifying the sources
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of bottlenecks in the underlying clusters. MapReduce and other big data frameworks

are supported by several standard benchmarking suites such as GridMix, hibench,

HcBench, and PUMA [1] which can be used in production environments for initial

tuning, stress-testing, and debugging purposes. The workloads contained in these

benchmarks are typically generated by a semantic that runs on previously collected

or randomly generated datasets. Examples are text retrieval-based workloads, such as

Word-Count (WC) and Sort, and web search-based workloads, such as Grep, Inverted

Index, and Page Rank workloads. These workloads vary in being Input/Output (I/O),

memory, or Central Processing Unit (CPU) intensive. For example, PageRank, Grep,

and sort are I/O intensive, while WC, Page rank, and k-means are CPU intensive [17].

As the first part of the work in this thesis focuses on intra data centre networks, sort

workloads were considered. Sort generates an alphabetically sorted output from input

documents, hence generates final results with size equal to the input data. If per-

formed through a distributed framework such as MapReduce, this allows testing the

data centres when performing the required routing between the distributed data centre

nodes (i.e. servers) to complete the job.

For the inter data centres traffic, consumer video traffic based on the Cisco Visual

Network Index (VNI) forecast for 2020 was considered for the demands from the five

cloud data centre locations to users in the The National Science Foundation Network

(NSFNET) core network [42]. NSFNET is a topology for a core network covering

14 cities in the United States and is widely used in networking studies. The set of

results and corresponding analysis presented in Chapters 4, 5, 6, and 7 of this Thesis

were generated with the aid of the following tools and methodologies as summarised in

Table 1.1.

1. Mixed Integer Linear Programming (MILP):

MILP enables the modelling and optimisation of problems that can be described

in a linear fashion. The optimisation can be carried out through algorithms such

as the Simplex algorithm. The solution to a problem is presented as the optimum

set of values for the variables that achieve the maximum or minimum value of a
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defined objective function while meeting a number of constraints. The constraints

reflect actual operational requirements of the modelled system. Solvers such as

CPLEX can be used to solve MILP problems with up to few million variables.

A brief tutorial for modelling networking problems through MILP is provided in

Appendix A. The Advanced Mathematical Programming Language (AMPL) [43]

was used to write the MILP codes and the associated data files.

2. MATLAB for workloads generation: To examine the data centres performance for

MapReduce sort workloads when the data distribution is not uniform, uniform

random number generation functions in MATLAB were used to generate and

normalise the sizes of the flows to be routed in the data centre.

1.4 Thesis Objectives

The work reported in the thesis had the following objectives:

1. To model and evaluate the impact of choosing a given data centre topology on

the performance of big data applications.

2. To evaluate the energy efficiency and resilience of different data centre network

topologies.

3. To compare recent optical data centre topologies with current data centre topo-

logies.

4. To optimise joint cloud-fog architectures in the presence of renewable energy and

energy storage.

Table 1.1 provides a summary of the applications, tools and methodologies con-

sidered in addition to the workloads evaluated in this thesis.
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Table 1.1: Summary of the content of the chapters and the workloads used.

Chapter Applications Intra DCN Inter DCN Tools and Methodologies Workloads

4 - X MILP model to optimise the -

connections and wavelength routing and

assignment in the in the AWGR-based

DCN design

5 MapReduce X MILP Model to optimise the Sort via

co-flows scheduling and routing MapReduce

for MapReduce traffic

6 MapReduce X MILP Model to optimise the Sort via

co-flows scheduling and routing MapReduce with

with replication under server failure replication

7 VoD services X A MILP model to optimise the Consumer video traffic

delivery of VoD contents from cloud based on Cisco Visual

data centres in the core network Network Index (VNI)

or fog data centres in the access network forecast for 2020 [42]

1.5 Thesis Structure

Following Chapter 1, the remainder of this thesis is organised as follows: Chapter 2

provides a review of data centre applications including big data applications, cloud

computing-based and content delivery services. Chapter 3 provides a review of cloud

networking infrastructures and cloud data centres topologies, traffic characteristics,

routing protocols, and energy efficiency. Chapter 4 introduces two PON-based DCN

designs proposed for use in future cloud and fog data centres. Chapter 5 addresses

the optimisation of the routing and scheduling in intra DCNs and compares the per-

formance and energy efficiency of four state-of-the-art DCNs, in addition to the two

proposed PON-based DCNs. Chapter 6 considers the resilience of DCNs for MapRe-

duce workloads against link, switch, and server failures. Finally, Chapter 7 considers

the optimisation of content delivery from cloud or fog data centres. The conclusions

and future work are provided in Chapter 8.
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Chapter 2

Data Centre Applications and Cloud-Based

Services

This chapter reviews some of the programming models developed to provide parallel

computation for big data including MapReduce. This chapter also reviews cloud com-

puting services and how they are increasingly utilised for big data analytics, in addition

to another class of data centre applications, namely content delivery, which contributes

a high portion of the Internet traffic. The rest of this Chapter is organised as follows:

Section 2.1 discusses MapReduce, Apache Hadoop and related applications, in addition

to distributed in-memory big data applications, distributed graph processing, and big

data stream processing applications. Section 2.2 describes cloud computing services and

emphasises content delivery services.
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2.1 Big Data Programming Models and Applications

2.1.1 The MapReduce Programming Model

The MapReduce programming model was introduced by Google in 2003 as a cost-

effective solution for processing massive data sets. MapReduce utilises distributed

computations in commodity clusters that run in two phases; map and reduce which are

adopted from the Lisp functional programming language [17]. The MapReduce user

defines the required functions of each phase by using a programming language such

as C++, Java, or Python, and then submits the code as a single MapReduce job to

process the data. The user also defines a set of parameters to configure the job. Each

MapReduce job consists of a number of map and reduce tasks depending on the input

data size and the configurations, respectively. Each map task is assigned to process a

unique portion of the input data set, preferably available locally, and hence can run

independently from other map tasks. The processing starts by transforming the input

data into the key-value schema and applies it to the map function to compute another

key-value pair known as the intermediate results. These results are then shuffled (i.e.

transfered) to reduce tasks according to their keys where each reduce task is assigned

to process intermediate results with a unique set of keys. Finally each reduce task

generates a final output.

The internal operational details of MapReduce such as assigning the nodes within

the cluster to map or reduce tasks, partitioning the input data, tasks scheduling, fault

tolerance, and inter-machine communications are typically performed by the run-time

system and are hidden from the users. The input and output data files are typically

managed by a Distributed File System (DFS) that provides a unified view of the files

and their details, and allows various modifications such as replication, read, and write

operations. An example DFS is the Google File System (GFS) [44] which is a fault-

tolerant, reliable, and scalable chunk-based distributed file system designed to support

MapReduce in Google’s commodity servers. The typical chunk size in GFS is 64 MB

and each chunk is replicated in different nodes with a default value of replicating in
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Figure 2.1: Google’s MapReduce cluster components and the programming model im-

plementation.

three nodes to support fault-tolerance.

The components of a typical MapReduce cluster and the implementation details of

the MapReduce programming model are illustrated in Figure 2.1. One of the nodes in

the cluster is set to be a Master, while the others are set to be Workers and are assigned

to either a map or a reduce task by the master. Beside task assignments, the master is

also responsible for monitoring the performance of the running tasks and for checking

the statuses of the nodes within the cluster. The master also manages the information

about the location of the running jobs, data replicas, and intermediate results. The

detailed steps of implementing a MapReduce job are as follows [17]:

1. The MapReduce code is copied to all cluster nodes. In this code, the user defines

the map and reduce functions and provides additional parameters such as input

and output data types, names of the output files, and number of reduce workers.

2. The master assigns map and reduce tasks to available workers where typically,

map workers are more than reduce workers and are assigned to several map tasks.

3. The input data, in the form of key-value pairs, is split into smaller partitions.

12



2.1 Big Data Programming Models and Applications

The splits (S) and their replicas (SR) are distributed in the map workers local

disks as illustrated in Figure 2.1. The splits are then processed concurrently in

their assigned map workers according to their scheduling. Each map function

produces intermediate results (IR) consisting of the intermediate key-value pairs.

These results are then materialised (i.e. saved persistently) in the local disks of

the map workers.

4. The intermediate results are divided into (R) parts to be processed by R reduce

workers. Partitioning can be done through hash functions (e.g. hash(key) mod

R) to ensure that each key is assigned to only one reduce worker. The locations

of the hashed intermediate results and their file sizes are sent to the master node.

5. A reduce task is composed of shuffle, sort, and reduce phases. The shuffle phase

can start when 5% of the map results are generated, however the last reduction

phase cannot start unless all map tasks are completed. For shuffling, each reduce

worker obtains the locations of the intermediate pairs with the keys assigned to it

and fetches the corresponding results from the map workers local disks typically

via the HyperText Transfer Protocol (HTTP).

6. Each reduce worker then sorts its intermediate results by the keys. The sorting is

performed in the Random Access Memory (RAM) if the intermediate results can

fit, otherwise, external sort-merge algorithms are used. The sorting groups all

the occurrences of same key and forms the Shuffled Intermediate Results (SIR).

7. Each reduce worker applies the assigned user-defined reduce function on the

shuffled data to generate the final key-value pairs output (O), the final output

files are then saved in the distributed file system.

In MapReduce, fault-tolerance is achieved by re-executing the failed tasks. Failures

can occur due to hardware causes such as disk failures, out of disk, out of memory,

and socket time out. To improve MapReduce performance, speculative execution can

be activated, where backup tasks are created to speed up the lacking in-progress tasks
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Figure 2.2: Framework components in Hadoop (a) Hadoop 1.x, and (b) Hadoop 2.x.

known as stragglers [17]. Developing efficient MapReduce applications requires ad-

vanced programming skills to fit the computations into the map and reduce pipeline,

and deep knowledge of underlying infrastructures to properly configure and optimise a

wide range of parameters [45,46].

2.1.2 Apache Hadoop Architecture and Related Applications

Hadoop, which is currently under the auspices of the Apache Software Foundation,

is an open source software framework written in Java for reliable and scalable dis-

tributed computing [47]. This framework was initiated by Doug Cutting who utilised

the MapReduce programming model for indexing web crawls and was open-sourced

by Yahoo in 2005. A wide range of applications and programming frameworks can

run natively in Hadoop as depicted in Figure 2.2. Examples of these applications and

frameworks are Pig, Tez, Hive, HBase, Storm, Giraph for graph processing, and Ma-

hout for machine learning [1]. The basic components of the first versions of Hadoop;

Hadoop 1.x are depicted in Figure 2.2(a). These versions contain a layer for the Ha-

doop Distributed File System (HDFS), a layer for the MapReduce 1.0 engine which

resembles Google’s MapReduce, and can have other applications on the top layer. The

MapReduce 1.0 layer follows the master-slave architecture. The master is a single node

containing a Job Tracker (JT), while each slave node contains a Task Tracker (TT).

The JT handles jobs assignment and scheduling and maintains the data and metadata
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of jobs, in addition to resources information. It also monitors the liveness of TTs and

the availability of their resources by sending periodic heartbeat messages typically each

3 seconds. Each TT contains a predefined set of slots. Once it accepts a map or a

reduce task, it launches a Java Virtual Machine (JVM) in one of its slots to perform

the task, and periodically updates the JT with the task status [47]. The HDFS layer

consists of a name node in the master and several data nodes in each slave node. The

name node stores the details of the data nodes and the addresses of the data blocks

and their replicas. It also checks the data nodes via heartbeat messages and manages

load balancing.

Default tasks scheduling mechanisms in Hadoop are First-In First-Out (FIFO), ca-

pacity scheduler, and Hadoop Fair Scheduler (HFS). FIFO schedules the jobs according

to their arrival time which leads to undesirable delays in environments with a mix of

long batch jobs and small interactive jobs [48]. The Capacity scheduler developed at

Yahoo reserves a pool containing minimum resources guarantees for each user, and

hence suits systems with multiple users [49]. FIFO scheduling is then used for the jobs

of the same user. The Fair scheduler developed at Facebook dynamically allocates the

resources equally between jobs. It thus improves the response time of small jobs [50].

Hadoop 2.x, which is also depicted in Figure 2.2(b), introduced a resource manage-

ment platform named YARN; Yet Another Resource Negotiator [51]. YARN decouples

the resource management infrastructure from the processing components and enables

the coexistence of different processing frameworks beside MapReduce which increases

the flexibility in big data clusters. In YARN, the JT and TT are replaced with three

components which are the Resource Manager (RM), the Node Manager (NM), and the

Application Master (AM). The RM is a per-cluster global resources manager which

runs as a daemon on a dedicated node. It contains a scheduler that dynamically leases

the available cluster resources in the form of containers, which are considered as logical

bundles (e.g. 2 GB RAM, 1 Central Processing Unit (CPU) core), among competing

MapReduce jobs and other applications according to their demands and scheduling

priorities. A NM is a per-server daemon that is responsible for monitoring the health
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Figure 2.3: Comparison of clusters with (a) Google’s MapReduce, (b) Hadoop 1.x, and

(c) Hadoop 2.x with YARN.

of its physical node, tracking its containers assignments, and managing the containers

lifecycle (i.e. starting and killing). An AM is a per-application container that manages

the resources consumption, the jobs execution flow, and also handles the fault-tolerance

tasks. The AM, which typically needs to harness resources from several nodes to finish

its job, issues a resource request to the RM indicating the required number of contain-

ers, the required resources per a container, and the locality preferences.

Figure 2.3 illustrates the differences between Hadoop 1.x, and Hadoop 2.x with

YARN. YARN increases the resource allocation flexibility in MapReduce 2 as it util-

ises flexible containers for resources allocations and hence eliminates the use of fixed
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resources slots as in MapReduce 1. However, this advantage comes at the expenses of

added system complexity and a slight increase in the power consumption when com-

pared to MapReduce 1 [52]. Another difference is that the intermediate results shuffling

operations in MapReduce 2 are performed via auxiliary services that preserve the out-

put of a container’s results before killing it.

2.1.3 Distributed In-memory Processing

A limitation in MapReduce that leads to un-utilised usage of disk I/O, CPU and net-

work bandwidth resources is the need for outputs materialisation before being accessible

for further computations, performed for fault-tolerance [53]. Hence, MapReduce is gen-

erally less suitable for interactive and iterative computations that require repetitive ac-

cess to results. Instead, distributed in-memory processing systems are widely preferred.

These use fast memory units such as Dynamic Random Access Memory (DRAM) or

cache units to provide rapid access to data at run-time. However, as memory units are

volatile, in-memory systems are required to adopt advanced mechanisms to guarantee

fault-tolerance and data durability. To support in-memory interactive and iterative

data processing, Spark, which is written in Scala, was introduced [54]. In Spark, the

data is stored as Resilient Distributed Data sets (RDD) which are general purpose and

fault-tolerant abstraction for data sharing in distributed computations. RDDs are cre-

ated in the memory through course-grained deterministic transformations to datasets

such as map, flatmap, filter, join, and GroupByKey.

2.1.4 Distributed Graph Processing

The partitioning and processing of graphs (i.e. a description of entities by vertices and

their relationships by connecting edges) is considered a key class of big data applications

especially for social networks that contain graphs with up to billions of entities and

edges [55]. Most big data graph processing applications utilise in-memory systems

due to the iterative nature of their algorithms. Examples are Pregel, Giraph, Trinity,

GraphLab, and PowerGraph [1].
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2.1.5 Big Data Streaming Applications

Applications that receive unbounded data, also known as streams, require stream pro-

cessing applications with low latency and efficient processing to cope with the high

arrival rate of the events within the streams. If they did not cope, the processing of

some events is dropped leading to load shedding which is undesirable. An example

is Storm which was developed at Twitter as a distributed and fault-tolerant platform

for real-time processing of streams [56]. It utilised two primitives; spout and bolts to

apply transformations to data streams, also named tuples, in a reliable and distributed

manner. The spouts define the streams sources, while the bolts perform the required

computations on the tuples, and emit the resultant modified tuples to other bolts. The

computations in Storm are described as graphs where each node is either a spout or a

bolt, and the vertices are the tuples routes. Storm relies on different grouping methods

to specify the distribution of the tuples between the nodes. These include shuffle where

streams are partitioned randomly, field where partitioning is performed according to a

defined criteria, all where the streams are send to all bolts, and global where all streams

are copied to a single bolt.

2.2 Cloud Computing Services

Cloud computing aims to enable seamless access for multi-users or tenants to a pool

of computational, storage, and networking resources that typically reside within and

between several geographically distributed data centres. Unlike traditional IT services

that are limited by localised resources inaccessible by remote computing units, cloud

computing services allow dynamic outsourcing to software and/or hardware resources.

Hence, they can provide scalable and large-scale computational solutions while increas-

ing the resources utilisation. Moreover, cloud computing considerably reduces both;

the capital expenditure (CAPEX) and operational expense (OPEX) of software and

hardware and increases the resilience. Consequently, it is continuing to encourage wide

deployments of large-scale Internet-based services by various organisations and enter-
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prises [57].

Cloud computing services can be categorised according to the outsourced resources

and end-users privileges into Software-as-a-Service (SaaS), Platform-as-a-Service (PaaS),

and Infrastructure-as-a-Service (IaaS) [58]. SaaS provides on-demand Internet-based

services and applications to end-users without providing the privilege of controlling

or accessing the hardware, network, operating system, or the development platforms

resources. Examples of SaaS are the services offered by Salesforce, Google Apps, and

Microsoft Office 365. In the PaaS model, end-users have access privilege to the platform

which enables them to develop, control, and upgrade their own cloud applications, but

not to the underlying hardware. Thus, more flexibility is provided without the need for

owning, operating and maintaining the hardware. Microsoft Azure and Amazon Web

Services (AWS) provides PaaS offers. The IaaS model provides end-users with extra

provisioning privileges that allow them to fully control the hardware, the operating

systems, and the applications development platforms [59]. Examples of IaaS include

Amazon Elastic Compute Cloud (EC2), Rackspace, and Google Compute Engine.

Although MapReduce and many other big data frameworks were originally provi-

sioned for use in local clusters under controlled environments, there is an increasing

number of cloud computing-based big data applications realisations and services to in-

crease the profit and utilisation of cloud infrastructures despite the incurred overheads

and challenges. Examples of such services are Amazon Elastic MapReduce, Microsoft’s

Azure HDInsight, VMWare Serengeti’s project, Cloud MapReduce, and Resilin. Re-

quirements and challenges of deploying big data applications in cloud computing infra-

structures and the options for deploying big data application in geo-distributed clouds

are discussed in [1].

2.2.1 Content Delivery Applications

Delivering different content such as Video and audio to Internet users is typically per-

formed over a Content Distribution Network (CDN) [60] or an Information-Centric Net-

work (ICN) [61]. CDNs are scalable networks that cache popular content throughout
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Internet Service Provider (ISP) infrastructures, while ICNs support name-based rout-

ing to ease access to content. Content Service Providers (CSPs) place their workloads

and content in geo-distributed data centres to improve the quality of their services, and

rely on multiple ISPs or dedicated Wide Area Networks (WANs) [62] to connect these

data centres. Advantages such as load balancing, increasing the capacity, availability

and resilience against catastrophic failures, and reducing the latency by being close to

the users are attained [63,64]. A Quality of Service (QoS) metric that directly impacts

the revenue of CSPs is the response time of interactive services. It was reported in [65]

and [66] that a latency of 100 ms in search results caused 1% loss in the sales of Amazon,

while a latency of 500 ms caused 20% sales drop, and a speed up of 5 seconds resulted

in 10% sales increase in Google. QoE in video services is also impacted by latency. It

was measured in [67] that with more than 2 seconds delay in content delivery, 60% of

the users abandon the service.

2.3 Summary

This chapter reviews MapReduce, Apache Hadoop and related applications in addition

to distributed in-memory big data applications, distributed graph processing, and big

data stream processing applications. It shows the diversity in the available big data

applications and frameworks and the extensive communication requirements that im-

pose performance and energy consumption challenges in data centres. This chapter

also reviews cloud computing services and emphasis on content delivery services which

contributes a high portion of the Internet traffic and have strict QoE requirements.

The following chapter reviews the networking and computing infrastructure utilised to

deliver the applications and services summarised in this chapter.
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Chapter 3

Cloud Networks and Data Centres

This chapter provides a brief review of cloud transport networks and cloud data centres.

The remainder of this Chapter is organised as follows: Section 3.1 outlines the recent

progress made in core IP over WDM networks and Passive Optical Network (PON)-

based access networks while Section 3.2 discusses the implications of big data on the

energy consumption of these networks. Finally, Section 3.3 provides a review of elec-

tronic switching, hybrid, and all optical data centre state-of-the-art topologies, sum-

marises the characteristics of traffic inside data centres, summarises intra data centre

routing protocols and traffic scheduling mechanisms, and discusses the energy efficiency

of data centres.
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3.1 Cloud Transport Networks

Cloud transport networks, as depicted in Figure 3.1, are composed of a core WAN, typ-

ically connected as a mesh to link cities in a country or across continents, Metropolitan

Area Network (MAN) connected in a ring or star topologies, and access networks that

typically use PON technologies and topologies and different mobile access networking

technologies [68]. In the following Subsection, the advances in core networks and PON

access networks are discussed.
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Figure 3.1: Cloud networking and computing infrastructure.

3.1.1 Core IP over WDM Networks

Core networks use fiber optic communication technologies due to their high capacity,

reach, and energy efficiency. Internet Protocol (IP) routers in core networks are widely

integrated with optical switches to form IP over Wavelength-Division-Multiplexing

(WDM) architectures. The Internet protocol defines the basic rules of exchanging

electrical data packets between devices over the Internet, while WDM technology mul-
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tiplexes multiple optical signals with different wavelengths into optical fiber. In IP

over WDM, the IP layer aggregates the traffic from metro and access networks and

connects with the optical layer through short reach interfaces. The optical layer is

composed of optical switching devices, mainly Reconfigurable Optical Add Drop Mul-

tiplexers (ROADM) realised by Wavelength Selective Switches (WSS), or Optical Cross

Connect (OXC) switches to drop wavelengths of destined IP traffic, insert wavelengths

for newly received IP traffic, and convert wavelengths, if necessary, to groom transit

IP traffic. In addition, transponders for demodulation and modulation and Optical-

Electrical-Optical (O/E/O) conversations are required [69]. Between the nodes, fiber

links spanning up to thousands of kilometers are utilised. Due to physical impairments

in fibers causing optical power losses and pulse dispersion, amplification is required

mainly with Erbium-Doped Fiber Amplifiers (EDFAs) at fixed distances. Reamplific-

ation, Reshaping, and Retiming (3R) regenerators can also be installed at distances

depending on the line rate. Such networks have sophisticated heterogeneous configura-

tions and are typically configured to be static for long periods to reduce labor risk and

costs. However, the increasing aggregated traffic due to Internet-based services with

big data workloads makes legacy infrastructures incapable of serving future demands

efficiently and recalling for improvements at different layers [70–73]. Legacy Coarse

or Dense WDM systems, standardised by the International Telecommunication Union

(ITU), utilised transponders based on On Off Keying (i.e. intensity) modulation and

direct detection with carriers in the Conventional band (C-band) (1530-1565 nm) with

50 GHz spacing between channels and with up to 96 channels [63]. Typically, Single-

Mode Fiber (SMF) links with a Single Line Rate (SLR) at 10 Gbps or 40 Gbps per

fiber are utilised.

To increase the capacity with existing fiber plants and to improve the spectral ef-

ficiency, the use of Mixed-Line Rate (MLR) and multiple modulation formats with

more than 1 bit per symbol such as duobinary and Differential Quadrature Phase Shift

Keying (DQPSK) were proposed [74]. The rates in MLR systems can be adjusted to

transport traffic with short/long reach with high/low rates to reduce regeneration re-
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quirements. With the advances in digital coherent detection enabled with high sampling

rate Digital-to-Analogue Converters (DACs), Digital Signal Processors (DSP), pre and

post digital Chromatic Dispersion (CD) compensation, and Forward Error Correction

(FEC) [63,75,76], the use of coherent higher order modulation formats such as QPSK,

Quadrature Amplitude Modulation (QAM), in addition to Polarisation Multiplexing

were also proposed to enhance the spectral efficiency. DSP can realise matched-filters

for detection and hence, enables transmitting at the Nyquist limit for Inter Symbol In-

terference free transmission and relaxes the 50 GHz guard bands requirements between

adjacent WDM channels allowing more channels in the C-band [63]. The use of the

Long-band (L-band) (1565-1625 nm), and the Short-band (S-band) (1460-1530 nm)

were also proposed to accommodate more channels, however, costly and complex fil-

ters such as Raman amplifiers are required in addition to careful impairments and

non-linearities compensations approaches [63,77]. Space Division multiplexing (SDM)-

based solutions that enable the wavelengths reuse in the fiber are also considered to

increase links’ capacity. However, these solutions call for the replacement of SMFs with

Multi Mode Fibers (MMFs) (i.e. with large core diameter to accommodate several light-

paths propagating at different modes), or Multi Core Fiber (MCFs) (i.e. with several

cores within the fiber) to spatially separate lightpaths that use the same carrier [77].

To further improve the spectral efficiency and allow dynamic bandwidth alloca-

tion, the concept of superchannels in Elastic Optical Networks (EONs) is also intro-

duced [78–81]. A superchannel is composed of bundled spatial or spectral channels

with variable bandwidths at the granularity of 12.5 GHz, as defined by the ITU-

T SG15/G.694.1 FlexGrid. These channels can be transmitted as a single entity

with guard bands only between superchannels. Such channels can be constructed

with Nyquist WDM or with coherent Optical Orthogonal Frequency Division Mul-

tiplexing (O-OFDM) which overlaps adjacent subcarriers [82–84]. Such flexibility in

bandwidth assignments in FlexGrids requires programmable and adaptive networking

equipment such as Bandwidth-Variable Transponders (BV-Ts), Bandwidth-Variable

Wavelength Selective Switches (BV-WSSs), and Contentionless, Directionless, and Col-
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orless ROADMs as detailed in [71,72], and [77]. The modulation format, line rate, and

bandwidth of each channel can then be dynamically configured with Software-Defined

Networking (SDN) control [72] to provide programmable and agile Software-Defined

Optical Networks with fine-grained control at the optical components and IP layer

levels [85,86].

3.1.2 Passive Optical Network (PON) Access Networks

Passive Optical Networks (PONs) are optical distribution networks composed of fiber

optic links in addition to a subset of passive components selected according to the design

requirements [68]. The passive devices include splitters, star couplers, star reflector,

fibre Bragg Grating, Arrayed Waveguide Gratings (AWGs), and Arrayed Waveguide

Grating Routers (AWGRs). PONs are widely used to connect networking equipment

in the access network due to their advantages that include the reduction in costs while

being data-rate agnostic, low maintenance costs, and the reduction in the power con-

sumption in the last mile by eliminating the need for additional batteries or powering

costs for active devices between the Central Office (CO) and the premises [87]. An

example is the connection between a CO equipment that includes the Optical Line

Terminals (OLTs) and the premises such as residential houses through an Optical Net-

work Unit (ONU). Several standards can be used in PONs to control the upload and

download rates such as Point to Multi-Point (P2MP), Point to Point (P2P), Broad-

band Passive Optical Network (BPON), Ethernet PON (EPON), Gigabit-capable PON

(GPON), 10G EPON, next-generation PON (XG-PON), and Time Wavelength Divi-

sion Multiplexing PON (TWDM PON) [88].

3.2 Big Data Implications on the Energy Consumption of

Cloud Networking Infrastructures

Driven by the economic, environmental, and social impacts of the increased CAPEX,

OPEX, Global Greenhouse Gas (GHG) emission, and carbon footprints as a result
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of the expanding demands for Internet-based services, tremendous efforts have been

devoted by industry and academia to reduce the power consumption and increase the

energy efficiency of transport networks [89, 90]. These services empowered by fog,

edge, and cloud computing, and various big data frameworks, incur huge traffic loads

on networking infrastructures and computational loads on hosting data centres which

in turn, increase the power consumption and hence, the carbon footprints of these

infrastructures [10]. In 2018, the global energy demand for data centres was about 198

TWh which is equivalent to 1% of the total demand, while for transport networks was

about 260 TWh which is equivalent to 1.1% of the total demand. Under an assumption

that data centres infrastructures will be more efficient, an estimation for the data

centres demand in 2021 is 191 TWh despite expected 80% increase in traffic and 50%

increase in workloads. In 2021, transport networks are expected to consume 280 TWh if

moderately improved [91]. Thus, improving both infrastructures is essential to reduce or

maintain their demand under increasing traffic in the future. Optimising core networks

plays an important role in improving the energy efficiency of the cloud networking

infrastructures challenged by big data. The reductions of energy consumption and

carbon footprint in core networks have been widely considered in the literature by

optimising the design of their systems, devices, and/or routing protocols [42,68,92–108],

utilising renewable energy sources [109–115], and by optimising the resource assignment

and content placement in different Internet-based applications [60,61,116–128].

The early positioning study in [92] to green the Internet addressed the impact of

coordinated and uncoordinated sleeps (for line cards, crossbars, and main processors

within switches) on the switching protocols such as Open Shortest Path First (OSPF)

and Internal Border Gateway Protocol (IBGP). Factors such as how, when, and where

to cause devices to sleep, and the overheads of redirecting the traffic and awakening the

devices were addressed. The study pointed out that energy savings are feasible but are

challenging due to the modification required in devices and protocols. In [93], several

energy minimisation approaches were proposed such as dynamic voltage scaling and

dynamic frequency scaling at the circuit level, and efficient routing based on equipment
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with efficient energy profiles at the network level. The consideration of switching off

idle nodes and rate adaptation have also been reported in [94]. through Mixed In-

teger Linear Programming (MILP) and heuristic methods. The non-bypass approach

requires O/E/O conversation to lightpaths (i.e. traffic carried optically in fiber links

and optical devices) in all intermediate nodes, to be processed electronically in the

IP layer and routed to following lightpaths. On the other hand, the bypass approach

omits the need for O/E/O conversation in intermediate nodes, and hence reduces the

number of IP router ports needed, and achieves power consumption savings between

25% and 45% compared to the non-bypass approach. In [96], a joint optimisation for

the physical topology of core IP over WDM networks, the energy consumption and

average propagation delay is considered under bypass or non-bypass virtual topologies

for symmetric and asymmetric traffic profiles. Additional 10% saving was achieved

compared to the work in [95].

Traffic-focused optimisations for IP over WDM networks were also considered, for

example in [97–102]. Optimising static and dynamic traffic scheduling and grooming

were considered in [97–100] in normal and post-disaster situations to reduce the energy

consumption and demands blocking ratio. Techniques such as utilising excess capacity,

traffic filtering, protection path utilisation, and services differentiation were examined.

To achieve lossless reduction for transmitted traffic, the use of Network Coding in

non-bypass IP over WDM was proposed in [101, 102]. Network-coded ports encode

bidirectional traffic flows via XOR operations, and hence reduce the number of router

ports required compared to un-coded ports. Utilising renewable energy resources such

as solar and wind to reduce non-renewable energy usage in IP over WDM networks with

data centres was proposed in [109], and [110]. Factors such as renewable energy average

availability and their transmission losses, regular and inter data centre traffic, and the

network topology were considered to optimise the locations of the data centres and

an average reduction by 73% in non-renewable energy usage was achieved. The work

in [111] considered periodical reconfiguration to virtual topologies in IP over WDM

networks based on a “follow the sun, follow the wind” operational strategy. Renewable
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energy was also considered in IP over WDM networks for cloud computing to green

their traffic routing [112], content distribution [113], services migration [114], and for

Virtual Network Embedding (VNE) assignments [115].

The placements of data centres and their contents in IP over WDM core nodes

were addressed in [117] while considering the energy consumption, propagation delay,

and users upload and download traffic. An early effort to green the Internet [118]

suggested distributing Nano Data Centres (NaDa) next to home gateways to provide

various caching services. In [119], the energy efficiency of Video-on-Demand (VoD)

services was examined by evaluating five strategic caching locations in core, metro,

and access networks. The work in [120–122] addressed the energy efficiency of Inter-

net Protocol Television (IPTV) services by optimising video content caching in IP over

WDM networks while considering the size and power consumption of the caches and the

popularity of the contents. To maximise cache hit rates, the dynamics of TV viewing

behaviors throughout the day were explored. Several optimised content replacement

strategies were proposed and up to 89% power consumption reduction was achieved

compared to networks with no caching. The energy efficiency of peer-to-peer protocol-

based CDNs in IP over WDM networks was examined in [123] while considering the

network topology, content replications, and the behaviours of users. In [124], the energy

efficiency and performance of various cloud computing services over non-bypass IP over

WDM networks under centralised and distributed computing modes were considered.

Energy-aware MILP models were developed to optimise the number, location, capacity

and contents of the clouds for three cloud services namely; content delivery, Storage-

as-a-Service, and VM-based applications. An energy efficient cloud content delivery

heuristic (DEER-CD) and a real-time VM placement heuristic (DEERVM) were de-

veloped to minimise the power consumption of these services. The results showed that

replicating popular contents and services in several clouds yielded 43% power saving

compared to centralised placements. The placement of VMs in IP over WDM networks

for cloud computing was optimised in [125] while considering their workloads, intra-

VM traffic, number of users, and replicas distribution and an energy saving of 23% was
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achieved compared to one location placements. The computing and networking energy

efficiency of cloud services realised with VMs and VNs in scenarios using a server, a

data centre, or multiple geo-distributed data centres were considered in [116]. A Real-

time heuristics for Energy Optimised Virtual Network Embedding (REOViNE) that

considered the delay, clients locations, load distribution, and efficient energy profiles

for data centres was proposed and up to 60% power savings were achieved compared

to bandwidth cost optimised VNE.

To bridge the gap between traffic growth and networking energy efficiency in wired

access, mobile, and core networks, GreenTouch 1, which is a leading Information and

Communication Technology (ICT) research consortium composed of fifty industrial

and academic contributors, was formed in 2010 to provide architectures and specific-

ations targeting energy efficiency improvements by a factor of 1000 in 2020 compared

to 2010. As part of the GreenTouch recommendations, and to provide a road map

to ISP operators for energy efficient design for cloud networks, the work in [42, 107]

proposed a combined considerations for IP over WDM design approaches, and the

cloud networking-focused approaches in [116], and [124]. The design approaches jointly

consider optical bypass, sleep mode for components, efficient protection, MLR, op-

timised topology and routing, in addition to improvements in hardware where two

scenarios; Business-As-Usual (BAU), and BAU with GreenTouch improvements are

examined. Evaluations on AT&T core network with realistic 7 data centres locations

and 2020 projected traffic, based on Cisco Visual Network Index (VNI) forecast and

a population-based gravity model, indicated energy efficiency improvements of 315x

compared to 2010 core networks. Focusing on big data and its applications, the work

in [127–130] addressed improving the energy efficiency of transport networks while con-

sidering different “5V” characteristics of big data and suggested progressive processing

in intermediate nodes as the data traverse from source to central data centres.
1Available at the time of writing at: www.greentouch.org
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3.3 Cloud Data Centres

Data centres can be defined as a collection of servers, switches, and storage devices to

provide various data processing and retrieval services [131]. Intra Data Centre Net-

working (DCN), defined by the topology (i.e. the connections between the servers and

switches), links capacity, and the switching technologies utilised, and routing proto-

cols, is an important design aspect that impacts the performance, power consumption,

scalability, resilience, and cost of data centres. The rest of this section is organised as

follows: Subsection 3.3.1 reviews electronic switching-based data centres, while Sub-

section 3.3.2 reviews proposed and demonstrated hybrid electronic/optical and optical

switching-based data centres. Subsection 3.3.3 presents traffic characteristics in cloud

data centres, while Subsection 3.3.4 reviews intra DCN routing protocol and scheduling

mechanisms. Finally, Subsection 3.3.5 addresses the energy efficiency in data centres.

3.3.1 Electronic Switching Data Centres

Servers in data centres are typically organised in “racks” where each rack typically

accommodates between 16-32 servers. A Top-of-Rack (ToR) switch (also known as

access or edge switch) is used to provide direct connections between the rack’s servers

and indirect connections with other racks via higher layer/layers switches according to

the DCN topology. Most of legacy DCNs have a multi-rooted tree structure where the

ToR layer is connected either to an upper core layer (two-tiers) or upper aggregation and

core layers (three-tiers) [131]. For various improvement purposes, alternative designs

based on Clos networks, flattened connections with high-radix switches, unstructured

connections, and wireless transceivers were also considered. These architectures can be

classified as switch-centric as the servers are only connected to ToR switches and the

routing functionalities are exclusive to the switches. Another class of DCNs, known

as server-centric, utilises the servers/set of servers with multiport NIC and software-

based routing to aid the process of traffic forwarding. A brief description for some

electronic switching DCNs while emphasising on their suitability for big data and cloud
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Figure 3.2: Examples of electronic switching DCNs (a) Three-tier, (b) Fat-tree, (c)

Spine-leaf, (d) BCube, and (e) DCell.

applications [1] is provided below and some examples of small topologies are illustrated

in Figure 3.2 showing the architecture in each case

• Three-tier data centres [131]: Three-tier designs have access, aggregation, and

core layers (Figure 3.2(a)). Different subsets of ToR/access switches are connected

to aggregation switches which connect to core switches with higher capacity to

ensure all-to-all racks connectivity. This increases the over-subscription ratio
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as the bisection bandwidth between different layers varies due to links sharing.

Supported by firewall, load balancing, and security features in their expensive

switches, three-tier data centres were sufficient for legacy Internet-based services

with dominant south-north traffic and were widely adopted in production data

centres.

• k-ary Fat-tree [132]: Fat-tree was proposed to provide 1:1 oversubscription and

multiple equal-cost paths between servers in a cost-effective manner by utilising

commodity switches with the same number of ports (k) at all layers. Fat-tree

organises sets of equal edge and aggregation switches in pods and connects each

pod as a complete bipartite graph. Each edge switch is connected to a fixed

number of servers and each pod is connected to all core switches forming a folded-

Clos network (Figure 3.2(b)). The Fat-tree architecture is widely considered

in industry and research [133] indicating its efficiency with various workloads.

However, its wiring complexities increase massively with scaling.

• Spine-leaf (e.g. [134, 135]): Spine-leaf DCNs are folded Clos-based architec-

tures that gained widespread adoption by industry as they utilise commercially-

available high-capacity and high-radix switches. Spine-leaf allows flexibility in

the number of spine, leaf, and servers per leaf and links capacities at all lay-

ers (e.g. in Figure 3.2(c)). Hence, controllable oversubscription according to

cost-performance trade-offs can be attained. Their commercial usage indicates

acceptable performance with big data and cloud applications. However, wiring

complexities are still high.

• BCube [136]: BCube is a generalised hyper cube-based architecture that targets

modular data centres with scales that fit in shipping containers. The scaling in

BCube is recursive where the first building block “BCube0” is composed of n

servers and an n-port commodity switch and the kth level (i.e. BCubek) is com-

posed of n BCubek−1 and nk n-port switches. Figure 3.2(d) shows a BCube1

with n=4. For its multipath routing and to provide low latency and high bisec-
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tion bandwidth and fault-tolerance, BCube utilises switches and servers equipped

with multiple ports to connect with switches at different levels. BCube is hence,

suitable for several traffic patterns such as 1-1, 1-many, one-all, and all-all which

arise in big data workloads. However, with large scales, lower level to higher level

bottlenecks increase and address space are to be overwritten.

• DCell [137]: DCellk is a recursively-scaled data centre that utilises a commodity

switch per DCell0 pod to connect its servers, and the remaining of the (k+1) ports

in the servers for direct connections with servers in other pods of same level and

in higher levels pods. Figure 3.2(e) shows a DCell1 with 4 servers per pod. DCell

provides high bandwidth, scalability, and fault-tolerance at low costs. In addi-

tion, under all-all, many-1, and 1-many traffic patterns, DCell achieves balanced

routing, which ensures high performance for big data applications. However, as

it scales, longer paths between servers in different levels are required.

3.3.2 Hybrid Electronic/Optical and All Optical Switching Data Centres

Optical switching technologies have been proposed for full or partial use in DCNs as

solutions to overcome the bandwidth limitations of electronic switching, reduce costs,

and to improve their performance and energy efficiency [138–143]. Such technologies

eliminate the need for O/E/O conversion at intermediate hops and make the inter-

connections data-rate agnostic. Hybrid architectures add Optical Circuit Switching

(OCS), typically realised with Micro-Electro-Mechanical System Switches (MEMSs) or

free-space links, to enhance the capacity of an existing Electronic Packet Switching

(EPS) network. To benefit from both technologies, bursty traffic (i.e. for mice flows)

is offloaded to EPS while bulky traffic (i.e. for elephant flows) is offloaded to the OCS.

MEMS-based OCS requires reconfiguration time in the scale of ms or µs before setting

paths between pairs of ToR switches, and because packet headers are not processed, ex-

ternal control is needed for the reconfigurations. Another shortcoming of MEMS is their

limited port count. WDM technology can increase the capacity of ports without huge

increase in the power consumption [144], resolve wavelength contention, and reduce
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Figure 3.3: Examples of hybrid/all optical switching DCNs (a) c-Through, (b) Helios,

(c) OSA/Proteus, and (d) DOS.

wiring complexities at the cost of additional devices for multiplexing, de-multiplexing,

and fast tuning lasers and tuneable transceivers at ToRs or servers.

In hybrid and all optical DCNs, both active and passive components were con-

sidered. The passive components including fibers, waveguides, splitters, couplers,

AWGs, and AWGRs, do not consume power but have insertion, crosstalk, and atten-

uation losses. Active components include Wavelength Selective Switches (WSSs), that

can be configured to route different sets of wavelengths out of a total of M wavelengths

in an input port to different N output ports (i.e. 1×N switch), MEMSs, Semiconductor

Optical Amplifiers (SOAs) that can provide switching time in the range of ns, Tuneable

Wavelength Converters (TWCs), and Mach-Zehnder Interferometer (MZI) which are

external modulators based on controllable phase shifts in split optical signals. In ad-

dition to OCS, Optical Packet Switching (OPS) [145–148] was also considered with or

without intermediate electronic buffering. Examples of hybrid electrical/optical and all
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optical switching DCNs are summarised below, and some are illustrated in Figure 3.3:

• c-Through [149]: In c-Through, electronic ToR switches are connected to a two-

tier EPSs network and a MEMS-based OCS as depicted in Figure 3.3(a). The

EPS maintains persistent but low bandwidth connections between all ToRs and

handles mice flows, while the OCS must be configured to provide high bandwidth

links between pairs of ToRs at a time to handle elephant flows. As the used MEMS

had ms switching time, c-Through was only proven to improve the performance

of workloads with slowly varying traffic.

• Helios [150]: In Helios, electronic ToR switches are connected to a single tier

containing arbitrary number of EPSs and MEMS-based OCSs as in Figure 3.3(b).

Helios performs WDM multiplexing in the OCS links and hence requires WDM

transceivers in the ToRs. Due to its complex control, Helios was demonstrated

to improve the performance of applications with second-scale traffic stability.

• Optical Switching Architecture (OSA) [151] / Proteus [152]: OSA and Pro-

teus utilise a single MEMS-based optical switching matrix to dynamically change

the physical topology of electronic ToRs connections. Each ToR is connected to

the MEMS via an optical module that contains multiplexers/demultiplexers for

WDM, a WSS, circulators, and couplers as depicted in Figure 3.3(c). This flexible

design allows multiple connections per ToR to handle elephant flows and elimin-

ates blocking for mice flows by enabling multi-hop connections via relaying ToRs.

OSA was examined with bulk transfers and mice flows and minimal overheads

were reported while achieving 60%-100% non-blocking bisection bandwidth.

• Data centre Optical Switch (DOS) [153]: DOS utilises an N+1-ports AWGR

to connect N ToR electronic switches through OPS with the aid of optical label

extractors as shown in Figure 3.3(d). Each ToR is connected via a TWC to the

AWGR to enable it to connect to one other ToR at a time. At the same time, each

ToR can receive from multiple ToR simultaneously. The last ports of the AWGR

are connected to an electronic buffer to resolve contention for transmitting ToRs.
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DOS suits applications with bursty traffic patterns, however, its disadvantages

include the limited scalability of AWGRs and the power hungry buffering.

3.3.3 Characteristics of Traffic inside Data Centres

Traffic characteristics within enterprise, cloud, social networking, and university cam-

pus data centres have been reported and analysed in [154–158] to provide several in-

sights about traffic patterns, volume variations, and congestion, in addition to various

flows statistics such as their duration, arrivals, and inter-arrival times. Intra data

centre traffic is mainly composed of different mixes of data centre applications includ-

ing retrieval services and big data analytics, and provisioning operations such as data

transfers, replication and backups. The first three pioneering studies by Microsoft Re-

search [154–156] pointed that traffic monitoring tools used by ISPs in WANs do not suit

data centres environments as their traffic characteristics are not statistically similar.

The authors in [154] utilised low-overhead socket-level instrumentation at 1500 serv-

ers to collect application-aware traffic information. Two traffic patterns were defined;

Work-Seeks-Bandwidth: for engineered applications with high locality, and Scatter-

Gather : for applications that require servers to push or pull data from several others.

It was found that 90% of the traffic stays inside the racks and that 80% of the flows

last less than 10s, while less than 0.1% last more than 200s. In [155], an empirical

study for traffic patterns in 19 tree-based two-tier and three-tier data centres for web-

based services was carried based on coarse-grained measurements for links utilisation

and packets loss rate. Average link loads were found the highest at the core switches

and the highest packets losses were found at edge (i.e. ToR) switches. Additionally,

fine-grained packet-level statistics at five edge switches in a smaller cluster showed a

clear ON-OFF intensity and log-normal inter-arrivals during ON intervals.

SNMP logs were also utilised in [156] to study the traffic empirically while con-

sidering broader data centres usages and topologies. Those included 10 data centres

with two-tier, three-tier, star-like, and Middle-of-Rack switches-based (i.e. connecting

servers in several racks) topologies for university campuses, private enterprises, in ad-
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dition to web-based services and big data analytics cloud data centres. It was found

that 80% of the traffic stayed inside the racks in cloud data centres, while 40-90% left

the racks in universities and enterprises data centres. Fine-grained packet traces from

selected switches in 4 DCNs indicated that 80% of the flows are small (i.e. ≤ 10 KB),

active flows were less than 10,000 per second per rack, and Inter-arrivals were less than

10 µs for 2-13% of the flows. The recent studies [157], and [158] presented the traffic

characteristics inside Facebook’s 4-tier Clos-based data centre that hosts hundreds of

thousands of 10 Gbps servers. In [157], wide monitoring tools and per-host packet-level

traces were utilised to characterise the traffic while focusing on its locality, stability,

and predictability. The practice in this architecture recommends assigning each ma-

chine to one role (e.g. cache, web server, Hadoop), localising each type of workloads

in certain racks, and varying the level of oversubscription according to the workload

needs. Traffic was found to be neither fully rack-local nor all-all, and without ON-

OFF behaviour. Also, it was found that servers communicated with up to 100s of

servers concurrently, most of the flows were long-lived, and non-Hadoop packets were

<200 Bytes. To capture fine-grained network behaviours such as µbursts (i.e. high

utilisation events lasting <1 ms), high-resolution measurements at the rack-level with

granularity of tens/hundreds of µs were utilised in [158] for the same data centre and

application sets in the previous study. The measurements were based on a developed

counter collection framework that poll packet counters and buffer utilisation statist-

ics every 25µs, and 50µs, respectively. It was found that high utilisation events were

short-lived as more than 70% of bursts lasted at most for tens of µs, and that load is

very unbalanced as web and Hadoop racks had hot downlink ports while Cache had

uplink hot ports. 90% of bursts lasted <200µs for all application types, and <50µs

for Web racks, and the highest tail was recorded for Hadoop racks at 0.5 ms. It was

noticed that the packets included in µbursts are larger than in the outside, µbursts

were caused by application behavioural changes, and that the arrival rate of µbursts

was not Poisson with 40% of inter-arrivals being> 100 µs for Cache and Web racks.

Regarding the impact of µbursts on shared buffers, Hadoop racks had ports buffers at
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>50% utilisation, while web and cache racks had a maximum of 71% and 64% of their

ports buffers at high utilisation. Latency and packet loss measurements between VMs

in different public clouds were presented and performed in [159] through a developed

tool, PTPmesh, that aided cloud users in monitoring network conditions. The results

for one way messaging delay between data centres in the same and different clouds were

shown to range between µs and ms values. Specific traffic measurements for big data

applications were presented in [160] and three traffic patterns; Single peak, repeated

fixed-width peaks, varying heights and widths peaks were reported.

3.3.4 Intra Data Centres Routing Protocols and Traffic Scheduling

Mechanisms

Routing protocols, which define the rules for choosing the paths for flows or flowlets

between source and destination servers, were extensively surveyed in [161–166]. Routing

in DCNs can be static or adaptive where paths assignments can be dynamic according to

criteria measured by a feedback mechanism. Adaptive routing or traffic scheduling can

be centralised where a single controller is required to gather network-wide information

and to distribute routing and rate decisions to switches and servers, or distributed

where the decisions are taken independently by the switches or servers according to

local decision based on partial view of the network. Centralised mechanisms provide

optimal decisions but have limited scalability while distributed mechanisms are scalable

but not always optimal.

Tree-based data centres such as three-tier designs typically utilise VLAN with Span-

ning Tree Protocol (STP), which is a simple Layer2 protocol that eliminates loops by

disabling redundant links and enforcing the traffic to route through core switches.

Spine-leaf DCNs typically use improved protocols such as Transparent Interconnection

of Lots of Links (TRILL) or Shortest Path Bridging (SPB) that enables the utilisation

of all available links while ensuring loop-free routing. CONGA [167] was proposed as

distributed flowlets routing mechanism for spine-leaf data centres that achieves load

balancing by utilising leaf-leaf congestion feedback. Improved tree-based DCNs such as
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Fat-tree and server-centric DCNs require designing their routing protocols closely with

their topological properties to fully exploit the topology. For example, Fat-tree requires

specific routing with two-level forwarding tables for servers with fixed pre-defined ad-

dressed [132]. For agility, VL2 [168] uses two addresses for servers; a Location-specific

Address (LA), and an Application-specific Address (AA). For packets forwarding, VL2

employs Equal Cost Multi-Path (ECMP), which is a static layer3 routing protocol that

distributes flows to paths by hashing, and Valiant Load Balancing (VLB), that ran-

domly selects intermediate nodes between a source and destination. BCube employs a

Source Routing protocol [136], DCell adopts a distributed routing protocol [137], and

JellyFish [169] uses a k-shortest paths algorithm. c-Through uses the Edmond’s al-

gorithm to obtain the MEMSs configurations from traffic matrix, then the ToR switches

traffic is sent via VLAN-based routing into the OSC or the EPS [149]. Helios has a com-

plex control scheme of three modules; Topology Manager, circuit switch manager, and

pod switch manager [150]. Mordia utilises a Traffic Matrix Scheduling (TMS) algorithm

that obtain effective short-lived circuits schedules, based on predicted demands, that

can be applied to configure the MEMS and WSSs sequentially [170]. OSA, and Pro-

teus use the maximum-weight b-matching problem to enable the connection of multiple

ToR switches, configure the WSS to match capacities and then use shortest path-based

routing [151].

Using the Transmission Control Protocol (TCP), used in the Internet, in data centre

environments has been proved to be inefficient due to the difference in the nature

of traffic, the higher sensitivity to incast in data centres, and the key requirement

for data centre applications of minimised Flow Completion Time (FCT) [163]. Thus,

different transport protocols were proposed for DCNs. DCTCP [171] provides similar

or better throughput than TCP and guarantees low Round Trip Time (RTT) by active

control to queue lengths in the switches. MPTCP [172] splits flows to sub-flows and

balances the load across several paths via linked congestion control. However, it might

perform excessive splitting which requires extensive CPU and memory resources at end

hosts. D2TCP [173] is a Deadline-aware Data centre TCP protocol that considers single
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path for flows and performs load balancing. For FCT reduction, D3 proposed in [174]

uses flows deadline information to control the transmission rate. pFabric [175] and

PDQ [176] enable the prioritisation of the flows close to completion, and DeTail [177]

splits flows, and performs adaptive load balancing based on queues occupancy to reduce

the highest FCT. Alternatively, the centralised schedulers; Orchestra [178], Varys [179],

and Baraat [180] target reducing the completion time of coflows which are sets of flows

with applications-related semantic such as intermediate data shuffling in MapReduce.

SDN has been widely considered for data centres as its flexibility and agility can

improve the load balancing, congestion detection and mitigation [181–183]. To allow

users to make bandwidth reservation in data centres for their VM-to-VM communic-

ations, a centralised controller is used to determine the rate and path for each user’s

flow. SecondNet was proposed in [184] and is such a controller. Hedera in [185], detects

elephant flows and maximises their throughput via a centralised SDN-based controller.

ElasticTree in [186] improves the energy efficiency of Fat-tree DCNs by dynamically

switching-off sets of links and switches while meeting demands and maintaining fault-

tolerance.

3.3.5 Energy Efficiency in Data Centres

The energy consumption in data centres is attributed to servers and storage, network-

ing devices, in addition to cooling, powering, and lighting facilities with percentages

of 26%, 10%, 50%, 11%, and 3%, respectively of the total energy consumption [187].

As the energy consumption of servers is becoming proportional to loads, hence their

energy efficiency is improving faster, the portion of the networking is expected to in-

crease [188]. In [187], techniques for modeling the data centres energy consumption

were comprehensively surveyed. In [189], green metrics including the Power Usage Ef-

fectiveness (PUE) (defined as the total facility power over the IT equipment power), and

measurement tools that can characterise emissions were surveyed to aid in sustaining

distributed data centres.

Several studies considered reducing the energy consumption and costs in data
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centres at different levels [190–194]. For the hardware, dynamically switching off the

idle components, proposing efficient hardware with inherent higher efficiency compon-

ents, Dynamic Voltage and Frequency Scaling (DVFS), and utilising optical networking

elements were considered. For example, to improve the energy proportionality of Eth-

ernet switches, the Energy Efficient Ethernet (EEE) standard [194] was developed.

EEE enables three states for interfaces which are active, idle with no transmission, and

low power idle (i.e. deep sleep). Although EEE has gained industrial adoption, its

activation is not advised due to uncertainty with its impact on applications perform-

ance [195]. Placement of workloads and VMs into fewer servers, and scheduling tasks

to shave peak power usage were also proposed to balance the power consumption and

utilisation in data centres.

3.4 Summary

This chapter reviews cloud transport networks while focusing on core IP over WDM

networks and PON-based access networks and reviews data centre topologies, traffic

characteristics, routing protocols and traffic scheduling. It also discusses the implica-

tions of big data on the energy consumption of these infrastructures and the need for

improving their energy efficiency. The work in the reminder of this thesis considers only

the physical layer of the technologies presented in this chapter. The following chapter

introduces two PON-based data centre topologies that improve the performance and

energy efficiency of data centres by utilising passive optical technologies. The work in

chapters 5 and 6 addresses the performance, energy efficiency and resilience of different

data centre topologies when running MapReduce workloads. Chapter 7 evaluates the

energy consumption of transport networks when optimising the delivery of VoD traffic

from cloud of fog data centres.
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Chapter 4

Passive Optical Networks-based Data Centre

Architectures

This chapter introduces two PON-based DCN designs that target both cloud and fog

data centre environments. Both designs utilise ports in OLT line cards for inter and

possibly intra data centre networking in addition to passive interconnects for the intra

data centre networking between different PON groups (i.e. racks) within a PON cell

(i.e. number of PON groups connected to a single OLT port). The first design is a

switch-centric design that uses two AWGRs and the second is a server-centric design.

The remainder of this chapter is organised as follows: Section 4.1 provides some related

studies and introduces the designs, while Section 4.2 briefly describes the technologies

utilised and requirements in both designs. Section 4.3 provides a MILP model to optim-

ise the connections and wavelength routing and assignment in the AWGR-based design,

while Section 4.4 provides the results. Finally, Section 4.5 provides the chapter sum-

mary.
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4.1 Introduction

The limitations of current Data Centres Networks (DCNs) in terms of capacity, cost,

and energy efficiency have triggered the need for new architectures capable of effi-

ciently meeting the growing demands of cloud and fog computing distributed applica-

tions [4]. The proven high-performance and cost-effectiveness of Passive Optical Net-

works (PONs) in access networks has motivated the use of their technologies in design-

ing energy efficient, low cost, scalable, and elastic future cloud and fog DCNs. The

integration of optical line terminals in access networks and data centres or additional

processing devices for extended fog computing and caching capacities was suggested

in [196–199].

The benefits of using PONs in data centre networks include low equipment cost,

low power consumption, data rate agnostic operation, and high scalability of PONs

compared to EPS. Different PON technologies were considered for data centre networks,

mainly while maintaining electronic ToR switches, including OFDM, WDM PON, and

AWGRs [200–204]. To improve the scalability and reliability of large-scale data centres,

the work in [205] proposed a passive optical cross-connect (PONX) with an efficient

distributed Multiple Access Control (MAC) protocol that can also support fairness and

QoS. The cross connect divides the signal from each input port to all other output

ports equally which eliminates the need for reconfiguration, but reduces the spectral

efficiency as spatial wavelengths reuse is not possible. Chen et. al. focused on the

access tier in data centres and proposed a passive optical ToR interconnect architecture,

POTORI [206], to be used with EPS-based or optical core and aggregation switches in

data centres. A centralised cyclic-based MAC that supports WDM was proposed for

the control and data planes.

In [207], five novel PON-based designs were introduced to provide scalable, low

cost, energy-efficient and high capacity intra and inter rack interconnections for future

DCNs. These designs can replace typical access, aggregation, and/or core switches in

current DCNs with OLTs and different passive intra-rack (i.e. between servers) and
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inter-rack (i.e. between racks) interconnections. The first two designs are TDM and

TDM/WDM-based analogues to PONs in last-mile access networks where servers are

organised in several racks and form cells that can communicate only through the OLT.

Various desired oversubscription ratios and MAC protocols can be adopted. To improve

intra rack communication, three passive technologies were suggested and to improve

inter rack communication within each cell, three designs where proposed. The third

design, which is further discussed in [208] and [209], utilises AWGRs to provide high-

performance interconnections between racks within each cell, and an array of photo

detectors and tuneable lasers at each server for wavelength detection and transmission.

An optimisation study for the wavelengths assignment for inter-rack communication

was presented in [208]. The energy efficiency of the design was assessed and compared

to Fat-Tree and BCube, and energy savings of 45% and 80% were achieved, respect-

ively. In [209], an SDN-based framework was suggested for the AWGR-based PON

DCN, to improve the energy efficiency of routing and resource provisioning for inter-

cells communication and improvement by up to 90% were obtained with no blocking.

Further resources provision optimisations were carried in [210] while considering the

delay-performance trade-offs for different applications. The results show that the delay

can be decreased by 62% for delay-sensitive applications and the power consumption

can be decreased by 22% for batch applications. For partial reduction of the server-

attached tuneable lasers costs, the fourth design introduced the use of special servers

to perform wavelength conversion for inter-rack communication [211, 212]. The work

in [213] introduced the fifth design which is a cost-effective server-centric PON DCN

that does not require tuneable lasers and instead, it utilises Network Interface Cards

(NIC) with non-tunable optical transceivers in the relaying servers for inter-rack com-

munication. Experimental evaluations were provided in [214, 215]. Benchmark studies

were conducted against electronic, hybrid, and optical DCNs through evaluating the

completion time of sort operations performed on big data workloads in [4], while resi-

lience benchmark evaluations are reported in [6].
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4.2 PON Technologies and Design Requirements

4.2.1 PON in Access Networks and for DCNs

In what follows, we discuss and compare the differences between using PONs in access

networks and in data centre environments. In access networks, PONs provide high

speed broadband voice, data, and video streaming (i.e. triple play) services through

efficient and flexible protocols to end user in premises. A single strand of fiber connected

to an OLT port is passively split via splitters or Arrayed Waveguide Gratings (AWGs)

to provision services to 128-256 end locations equipped with ONU or Optical Network

Terminal (ONT) at distances of up to 60 km from the central office [216]. Thus,

no active components are required between the OLT and the end users’ ONUs and

ONTs. The split ratio and design of the passive optical distribution network in the

middle depends on the area requirement and the PON protocols and standards utilised.

Typically, this design can be a tree-based or a point to point design. The OLT switches

in the central office are then responsible for channel access arbitration and upload and

download bandwidth allocation. Figure 4.1 shows two different setups for PONs in

access networks which are a Time Division Multiplexing (TDM)-based PON access

network (Figure 4.1(a)) and hybrid TDM-Wavelength Division Multiplexing (WDM)-

based PON access network (Figure 4.1(b)).

In access networks, ONU to ONU communication is not a concern as the traffic is

mostly transmitted from OLT to users (download) or from the users to OLT (upload).

Hence, the tree based topology design and the much lower upload bandwidth com-

pared to the download bandwidth are suitable to meet the requirements in residential

applications [9, 207].

A TDM PON and a hybrid TDM WDM PON were proposed for the use in data

centres in [207] by connecting a number of racks containing servers (i.e. organised in

cells, each contains a number of racks) passively to OLT ports with flexible superscrip-

tion ratios. These designs replace electronic access and aggregation switches by passive

connections and core switches by the OLT. Figure 4.2 depicts the use of a future-proof
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Figure 4.1: PON in access networks [9] (a) TDM PON, and (b) WDM PON.

OLT chassis such as [217] for PON cells (i.e. number of racks) interconnections. Typ-

ically, such an OLT chassis contains 16 service cards (i.e. line cards) where each card

can provide up to 16 ports depending on the PON protocol. Each PON cell is then

connected to a port in one of the line cards.
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Figure 4.2: Architecture of an OLT chassis with the interconnections of PON-based

DCN cells [9].

In the TDM PON and hybrid TDM WDM PON based designs, the servers utilise

OLT ports to communicate with other servers in the same cell or in other cells. This
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design limits the per server share of an OLT port upload and download bandwidth.

To improve the performance and increase the per server bandwidth, several challenges

are to be addressed. Typical PON setups are not sufficient for server to server com-

munications as user to user traffic was not a concern in the access network. Using the

OLT ports for all intra (including intra and inter rack communication) and inter cell

communication incurs high overheads and provides limited bandwidth, thus, improv-

ing intra rack and intra cell communication is required. A number of designs utilising

different passive technologies were also proposed in [9, 207].

4.2.2 Passive Technologies to Improve Intra-rack Communication

To improve intra rack communication within an individual rack in a cell, three passive

technologies were proposed in [9,207]. Those are a star coupler, a Fiber Bragg Grating,

and a Polymer optical backplane that was proposed in [218]. This backplane can provide

non-blocking full mesh connectivity with a total of 1 Tbps capacity with multimode

polymer waveguides each used at 10 Gbps rate. Figure 4.3 illustrates the connections

when using these technologies for intra rack communication.
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Figure 4.3: Passive technologies to improve intra-rack communication [9] (a) Star re-

flector, (b) Fiber Bragg Grating, and (c) Polymer optical backplane.

This will reduce the need to use the OLT port for intra rack traffic. Then, the
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servers within the rack are interconnected with the remaining of the cell and with

the OLT port through bidirectional splitters. Two of the designs proposed in [9, 207]

for intra cell connections, which are a switch-centric and a server-centric designs, are

discussed in the following two Subsections. Additional inter-cell designs, where any of

the proposed five designs are used for the cells, can be used to attach servers in OLTs

to increase the processing and storage capabilities at access network and the utilisation

of OLTs at reduced data centre networking power consumption and cost.

4.2.3 The AWGR-centric Design (PON3 1)

For intra cell connections (i.e. the connections between the racks and the OLT port),

the use of two AWGRs was proposed for the AWGR-centric design in [9, 207–209].

An AWGR contains equal number of input and output ports (i.e. N × N AWGR)

and provides passive N × N links between the input and output ports. Each input

port routes different wavelengths to different output ports and each output port must

receive a different wavelength from an output port. This can be realised with cyclic and

acyclic designs for the wavelengths routing [69]. The number of AWGR ports required

is a function of the number of racks within the cell and number of OLT ports the cell

is connected to. An example of this design with four racks and connection to a single

OLT port is depicted in Figure 4.4.

Each rack is to be connected to a single AWGR port and a single output port.

The OLT port can be connected to both AWGRs through a single input and output

port in each AWGR. If intra rack communication is to be realised only through one

of the solutions proposed in the previous subsection, then a total of M -1 wavelengths

are required to realise connections between different racks and between each rack and

the OLT port where M is the total number of racks and OLT ports communicating.

Section 4.3 provides a MILP model to optimise the connections and the wavelength

assignment in this design. This design requires equipping the servers with tuneable

transceivers. In addition to offloading intra rack traffic, this design also reduces the
1The third data centre design in [207].
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Figure 4.4: An example of the AWGR-centric design.

need to use the OLT port for intra cell traffic.

4.2.4 The Server-centric Design (PON5 1)

The server-centric design is depicted in Figure 4.5. This design utilises NICs in servers

to forward intra cell traffic between different racks and connects each rack with the

OLT port through a single server in that rack. If a single wavelength is to be used, a

star coupler can be used to connect the OLT port with the racks and all the servers

share the bandwidth of that port through TDM only. If WDM is to be used, an AWG is

used. This design provides multiple paths between servers in different racks at reduced

costs compared to PON3.

4.3 MILP Model for Optimising the AWGR-centric Design

This section provides a MILP model to optimise the connections and wavelength routing

and assignment in PON3. This model takes an initial topology where all input and

output ports of racks and AWGRs are connected to all output and input ports of the
1The fifth data centre design in [207].
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Figure 4.5: An example of the server-centric design.

AWGRs, respectively and maximises the number of achieved connections between the

racks and the OLT port by assigning wavelengths to these connections while selecting

the unique ports connections and maintaining correct routing and AWGR usage. The

sets, parameters, and variables used in the model are provided below:

The objective is to maximise the connections between vertices s, d ∈ P, s 6= d which

can be expressed as:

max
∑

j∈W,s,d∈P
s6=d

µsd
j (4.1)

Subject to the following constraints:

1. Flow conservation: The allocation of the links and wavelengths to connections
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Sets and parameters:
G Number of communicating vertices including OLT ports and PON

groups

W Set of wavelengths used (count to G− 1)

K Set of AWGRs

M The size of an AWGR (i.e. M ×M) which is equal to the number of

wavelengths needed (i.e. G− 1)

T Set of OLT ports (initially one port is needed per PON cell)

R Set of PON groups (i.e. set of racks)

P = T ∪ R, Set of all communicating vertices

Ik Set of input ports of AWGR k; k ∈ K

Ok Set of output ports of AWGR k; k ∈ K

N Set of all vertices (i.e. OLT ports, PON groups, and AWGRs ports)

in a cell

Nm Set of potential neighbours of vertex m; m ∈ N

Variables:
βmn Binary variable which is equal to one if vertex m is chosen to be

connected with vertex n and is equal to zero otherwise; m ∈ N, n ∈ Nm

χsd
jmn Binary variable which is equal to one if wavelength j is used in

link (m,n) if it is chosen to connect vertex s and vertex d and is equal

to zero otherwise; j ∈W,m ∈ N, n ∈ Nm, s, d ∈ P, s 6= d

µsd
j Binary variable which is equal to one if wavelength j is chosen to

connect vertex s and vertex d and is equal to zero otherwise;

j ∈W, s, d ∈ P, s 6= d

follows the flow conservation law [9].

∑
n∈Nm

χsd
jmn −

∑
n∈Nm

χsd
jnm =


µsd

j m = s

−µsd
j m = d

0 otherwise,

∀s, d ∈ P, s 6= d,m ∈ N, j ∈W (4.2)
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4.3 MILP Model for Optimising the AWGR-centric Design

2. Wavelength allocation: Constraint (4.3) ensures that a single wavelength is se-

lected per a communicating pair. Constraint (4.4) ensures that each destination

receives from different sources through different wavelengths. Constraint (4.5)

ensures that each source transmits to different destinations through different

wavelengths [9]. ∑
j∈W

µsd
j ≤ 1, ∀s, d ∈ P, s 6= d (4.3)

∑
s∈P,s 6=d

µsd
j ≤ 1, ∀d ∈ P, j ∈W (4.4)

∑
d∈P,s 6=d

µsd
j ≤ 1, ∀s ∈ P, j ∈W (4.5)

3. Routing constraints: Constraint (4.6) ensures that the flow for a connection

between any pair is not relayed by any other vertex in P. Constraints (4.7)

and (4.8) are for routing within the AWGRs, the first ensures that flows are only

directed from input to output ports and the second ensures that each input port

in an AWGR sends a different and single wavelength to each output port [9].

∑
s,d∈P,s 6=d
n∈Ni,j∈W

χsd
jin −

∑
d∈P,d 6=i

j∈W

µid
j ≤ 0, ∀i ∈ P (4.6)

∑
n∈Ik

χsd
jmn ≤ 0,∀s, d ∈ P, s 6= d, k ∈ K,m ∈ Ok, j ∈W (4.7)

∑
s,d∈P,s 6=d

j∈W

χsd
jmn ≤ 1, ∀k ∈ K, n ∈ Ok,m ∈ Ik, (4.8)

4. Constraint to ensure that flows are routed only between connected communicating

vertices selected according to constraints (4.10)-(4.18). Constraint (4.9) is to

ensure that the sum of traffic in link (m,n) (i.e. ∑
s,d∈P,s 6=d χ

sd
jmn), which can

maximally equal to one according to constraint (4.8), is equal to zero if βmn is

equal zero and allows the sum to equal to one if βmn is equal to one.∑
s∈P,d∈P,s 6=d

χsd
jmn ≤ βmn, ∀m ∈ N, n ∈ Nm, j ∈W (4.9)
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4.3 MILP Model for Optimising the AWGR-centric Design

5. Constraints to determine the connections of the input and output ports of each

AWGR with the OLT ports, PON groups and input and output ports of the

other AWGR. Constraint (4.10) is to ensure that each PON group is connected

to a single AWGR input port, while Constraint (4.11) is to ensure that each

PON group is connected to a single AWGR output port. Constraint (4.12) is to

assign a single input port in each AWGR to the connection with the OLT port,

while Constraint (4.13) is to assign a single output port in each AWGR to the

connection with the OLT port. Constraint (4.14) is to ensure that each input

port in an AWGR has a unique connection with either a PON group, OLT port,

or an output port in the other AWGR. Constraint (4.15) is to ensure that each

output port in an AWGR have a unique connection with either a PON group, OLT

port, or an input port in the other AWGR. Constraint (4.16) is to ensure that all

input and output ports of an AWGRs are internally connected. Constraint (4.17)

is to ensure that remaining output ports of each AWGR are connected to the

remaining input ports of the other AWGR. Constraint (4.18) is to ensure mutual

neighboring between connected vertices.
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∑
k∈K,n∈Ik

βmn ≤ 1,∀m ∈ R (4.10)

∑
k∈K,n∈Ok

βmn ≤ 1,∀m ∈ R (4.11)

∑
n∈Ik

βmn ≤ 1,∀k ∈ K,m ∈ T (4.12)

∑
n∈Ok

βmn ≤ 1,∀k ∈ K,m ∈ T (4.13)

∑
m∈P∪Oq

βmn ≤ 1,∀k ∈ K, q ∈ K, k 6= q, n ∈ Ik (4.14)

∑
m∈P∪Iq

βmn ≤ 1,∀k ∈ K, q ∈ K, k 6= q, n ∈ Ok (4.15)

βmn = 1,∀k ∈ K,m ∈ Ik, n ∈ Ok (4.16)∑
m∈Ok,n∈Iq

βmn ≤
M

2 − 1, ∀k ∈ K, q ∈ K, k 6= q (4.17)

βmn = βnm, ∀m ∈ N, n ∈ Nm (4.18)

4.4 Connections and Wavelength Routing and Assignment

Results

For four racks, single OLT port and when two 4×4 AWGRs are used, the MILP res-

ults for the connections and the wavelength assignment for communication between

the racks and the OLT port are provided in Figures 4.6 and 4.7. Figure 4.6 shows

the detailed routing of each wavelength, while Figure 4.7 shows only the wavelength

continuity from the source to the destination. The assignments are also summarised in

Table 4.1.
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Table 4.1: MILP obtained results for the wavelengths assignment to OLT ports and

PON groups communications in the AWGR-based PON DCN.

OLT port 1 PON group 1 PON group 2 PON group 3 PON group 4

AWGR1,O1 = 1 AWGR2,O2 = 4 AWGR1,O1 = 4 AWGR1,O1 = 2 AWGR2,O2 = 1

AWGR2,O2 = 3

OLT port 1 - λ3 λ2 λ1 λ4

AWGR1, I1 = 3 1 hop 1 hop 1 hop 1 hop

AWGR2, I2 = 3

PON group 1 λ2 - λ3 λ4 λ1

AWGR1, I1 = 2 1 hop 1 hop 1 hop 2 hops

PON group 2 λ1 λ4 - λ2 λ3

AWGR2, I2 = 4 1 hop 1 hop 2 hops 1 hop

PON group 3 λ3 λ1 λ4 - λ2

AWGR2, I2 = 1 1 hop 1 hop 2 hops 1 hop

PON group 4 λ4 λ2 λ1 λ3 -

AWGR1, I1 = 1 1 hop 2 hops 1 hop 1 hop

4.5 Summary

This chapter introduces two PON-based data centre designs; an AWGR-centric design

and a server-centric design that were proposed in [9, 207]. Both designs utilise ports

with OLT line cards for inter and possibly intra data centre networking in addition

to passive interconnects for the intra data centre networking between different PON

groups (i.e. racks) within a PON cell (i.e. number of PON groups connected to a single

OLT port). The AWGR-centric design example presented in this chapter allows up to

20 simultaneous connections between different racks and the OLT. If 10 Gbps tuneable

transceivers are used in servers, a bisection bandwidth of 200 Gbps is achieved while

using 4×4 AWGRs. The server-centric data centre provides a design with better resili-

ent and cost effectiveness compared to the AWGR-centric design. The performance and

resilience of these two designs are examined in the work in Chapter 5, and Chapter 6.
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Figure 4.6: MILP results for the wavelength assignments and the connections between

the PON groups and OLT port and the ports of the two AWGRs. Rectangles represent

input ports of PON groups (i.e. racks) and dashed-line rectangles represent output

ports of PON groups.
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Figure 4.7: MILP results for the wavelength assignments and the connections showing

wavelength continuity. Rectangles represent input ports of PON groups (i.e. racks)

and dashed-line rectangles represent output ports of PON groups.
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Chapter 5

Optimisation of Co-flows Scheduling and Routing

in Intra Data Centre Networks for MapReduce

This chapter aims to investigate the optimisation of the scheduling and routing of the

co-flows of MapReduce shuffling phase with the objective of minimising either the total

energy consumption or the completion time through a MILP model. The study is carried

out while considering different DCN architectures and different traffic patterns defined

according to the distribution of map and reduce tasks in the servers and data skewness.

The remainder of this chapter is organised as follows: Section 5.1 provides some data

centre-related optimisation studies for big data applications. Section 5.2 describes the

system models used for the considered data centres and the characteristics of the work-

loads examined. Section 5.3 presents the MILP model, while Section 5.4 provides the

results and discussions. Finally, Section 5.5 provides a summary.
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5.1 Related Studies

What follows provide some data centre-related optimisation studies to improve the

performance or energy efficiency of MapReduce and related big data applications.

5.1.1 Data Centre Topology

Evaluating the performance and energy efficiency of big data applications in different

data centres topologies was considered in [3, 219–223]. The authors in [219] modelled

Hadoop clusters with up to four ToR switches and a core switch to measure the influ-

ence of the network on the performance. A simulator, MRPerf, was utilised in [220]

to study the effect on Hadoop performance of several parameters related to clusters

(e.g. CPU, RAM, and disk resources), configurations (e.g. chunk size, number of map

and reduce slots), and framework (e.g. data placement and task scheduling). DCell

was compared to double-rack clusters with 72 nodes under the assumptions of 1 replica

and no speculative execution and was found to improve sorting by 99%. The authors

in [221] estimated the completion time of jobs in different topologies with different

workload distributions compared to a hypothetically optimal topology for MapReduce

with a dedicated link for each intermediate data shuffling flow. Different levels of in-

termediate data skew were also examined and worse performance was reported for all

topologies. In [3], we examined the effects of the topology on the performance and en-

ergy efficiency of MapReduce shuffling for sort workloads in different electronic, hybrid

and all-optical switching data centres and different rate-per-server values. The results

indicated that optical switching technologies achieved an average power consumption

reduction by 54% compared to electronic switching data centres with comparable per-

formance. In [222], the Network Power Effectiveness (NPE) defined as the ratio of

the aggregate throughput to the power consumption was evaluated for six electronic

switching data centre topologies under regular and energy-aware routing. The power

consumption of the switches, the server’s NIC ports and CPU cores used to process

and forward packets in server-centric topologies were considered. Design choices such
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as link speeds, oversubscription ratio, and buffer sizes in spine and leaf architectures

with realistic web search queries were examined by simulations in [223].

Several big data frameworks utilised the topology in the computations as in [224,

225]. Camdoop in [224] is a MapReduce-like system that run in CamCube and exploits

its topology by aggregating the intermediate data along the path to reduce workers.

In [225], the utilisation of existing or attached networking hardware was proposed to

improve the performance of query applications. The topologies of data centres were

also considered in optimising VM assignments as in [226, 227]. A Traffic-aware VM

Placement Problem (TVMPP) and its solution were proposed in [226] to improve the

scalability of data centres. TVMPP follows two-tier approximating algorithm that

leverages knowledge of traffic demands and the data centre topology to co-allocate VMs

with heavy traffic in nearby hosts. The work in [227] proposed Oktopus to tackle intra

data centre network performance variability in multi-tenant data centres. The results

showed that allocating VMs while accounting for the oversubscription ratio improved

the completion time and reduced tenant costs by up to 75% while maintaining the

revenue.

The performance of big data applications in SDN-controlled electronic and hybrid

electronic/optical switching data centres was considered in [228–230]. To evaluate the

impact of networking configurations on the performance of big data applications in

SDN-controlled data centres with multi-racks before deployments, a Flow Optimised

Route Configuration Engine (FORCE) was proposed in [228]. To address big data ap-

plications need for frequent reconfigurations, the work in [229] examined a ToR-level

SDN-based topology modification in a hybrid data centre with core MEMS switch and

electrical Ethernet-based switches at run-time. The work in [230] experimentally ex-

amined the performance of MapReduce in two hybrid electronic/optical switching data

centres namely c-Through and Helios. An “observe-analyse-act” control framework was

utilised for the configurations of the OCS and the packet networks. The authors dis-

cussed the challenges and emphasised the need for near real-time analysis of application

requirements to optimally obtain hybrid switching scheduling decisions.
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5.1.2 Data Centre Routing

In [231], a reduce tasks placement problem was analysed in multi-rack environments

to decrease cross-rack traffic based on two greedy approaches and up to 32% speedup

in completion time was achieved. A scalable DCN-aware load balancing technique for

key distribution and routing in the shuffling phase of MapReduce was proposed in [232]

while considering bandwidth constraints and addressing data skewness. To improve

shuffling under varying data sizes and data reduction ratios, a joint intermediate data

partitioning and aggregation scheme was proposed in [233]. A decomposition-based

distributed online algorithm was proposed to dynamically adjust data partitioning by

assigning keys with larger data sizes to reduce tasks closer to map tasks. To effectively

use the bandwidth in BCube data centres, the work in [234] proposed and optimised

two schemes for in-network aggregation at the servers and switches.

The energy efficiency of routing big data applications traffic was considered in [235,

236]. In [235], preemptive flow scheduling and energy efficient routing were combined

to improve the utilisation in Fat-tree data centres. To improve the energy efficiency of

MapReduce-like systems, the work in [236] examined combining VM assignments with

traffic engineering and total average savings by 60% in Fat-tree, and 30% in BCube

data centres were achieved. SDN-based solutions that optimise the routing of big data

applications traffic were discussed in [237–239]. To improve the routing of shuffling

traffic in Fat-tree, an application-aware SDN routing scheme was proposed in [237].

The results indicated a reduction in the shuffling time by 20% and 10% compared to

Round Robin-based ECMP under no skew, and with skew, respectively. To enhance

the shuffling between map and reduce VMs under background traffic, the work in [238]

suggested dynamic flows assignment to queues with different rates. The results showed

that prioritising Hadoop traffic and providing more bandwidth to straggler reduce tasks

improved the completion time by 42% compared to solely using a 50 Mbps queue.

XPath was proposed in [239] to allow applications to explicitly route their flows without

the overheads of dynamic establishment of paths in routing tables. For MapReduce

shuffling, XPath achieved 3× completion time reduction compared to ECMP.
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5.1.3 Scheduling of Flows, Coflows, and Jobs in Data Centres

Scheduling big data traffic at the flow level was addressed in [178], and at the co-flow

level which is more applications-aware in [179, 180, 240, 241]. Orchestra was proposed

in [178] as a task-aware centralised cluster manager to reduce the average completion

time for batch, iterative, and interactive workloads. Varys was proposed in [179] as a

coordinated inter-coflow scheduler in data centres targeting predictable performance.

A greedy co-flow scheduler and a per-flow rate allocator were utilised and trace-driven

simulations indicated that Varys achieved 3.66×, 5.53×, and 5.65× improvements com-

pared to fair sharing, per-flow scheduling, and FIFO, respectively. The authors in [180]

proposed Baraat which is a decentralised task-aware scheduling mechanism for co-flows

to reduce their tail completion times. Compared to pFabric [175] and Orchestra, the

completion time of 95% of MapReduce workloads was reduced by 43% and 93%, re-

spectively. A decentralised coflow-aware scheduling system that dynamically sets the

priorities of flows according to the maximum load was proposed in [240] and out-

performed Baraat by 1.4 and 4 times for homogeneous and heterogeneous workloads,

respectively. Rapier in [241] integrated routing and scheduling at the coflow level in

DCNs with commodity switches. Compared to Varys with ECMP and optimised rout-

ing only, about 80% and 60% improvement in coflow completion time was achieved.

Scheduling traffic in DCNs with SDN environments was addressed in [242, 243].

Pythia in [242] focused on improving the network performance under skewed work-

loads. A run-time intermediate data size prediction and a centralised controller were

utilised and up to 46% improvement in completion time was obtained compared to

ECMP. The authors in [243], proposed and experimentally demonstrated a heuristic

for Bandwidth-Aware Scheduling with SDN (BASS) to reduce the minimum job com-

pletion time in Hadoop clusters. The heuristic prioritises scheduling the tasks locally

but considers remote assignment. The works in [144, 244, 245] focused on scheduling

traffic in optical and hybrid DCNs. In [144], the gaps between evaluating OCS inter-

connects performance and latency-sensitive applications requirements were addressed.

A centralised Static Circuit Flexible Topology (SCFT) algorithm and a distributed
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Flexible Circuit Flexible Topology (FCFT) algorithm were proposed and up to 2.44×

improvement was achieved over Mordia [170]. Resource allocation in NEPHELE was

addressed in [244] while accounting for the SDN controller delay and random alloc-

ation of iterative MapReduce tasks. Compared to Mordia, NEPHELE uses multiple

WDM rings and introduces an application-aware and feedback-based synchronous slot-

ted scheduling algorithms. Effective traffic scheduling for a proposed Packet-Switched

Optical Network (PSON) with space switches and layers of AWGRs was examined

in [245]. Scheduling algorithms that consider priority of flows and occupancy of buffers

were proposed and reduction in packet loss ratio and average delay compared to Round

Robin were reported.

The energy efficiency of data centres through workloads and traffic scheduling was

considered in [195, 246, 247]. The work in [195] examined the performance-energy

tradeoffs when using the Low Power Idle (LPI) link sleep mode of the EEE stand-

ard [194] with MapReduce workloads. The timing parameters of entering and leaving

the LPI mode in 10GbE links were optimised while utilising packet coalescing (i.e delay-

ing outgoing packets during the quite mode and aggregating them for transmission in

the following active mode). Depending on the superscription ratio and workloads, EEE

achieved power saving between 5 and 8 times compared to legacy Ethernet. Willow

in [246] aimed to reduce switches energy consumption in Fat-tree through SDN-based

dynamic scheduling. Compared to ECMP and simulated annealing and particle swarm

optimisation-based heuristics, up to 60% savings were achieved. The authors in [247]

proposed JouleMR as a green-aware and cost-effective tasks and jobs scheduling frame-

work for MapReduce workloads that maximised renewable energy usage while account-

ing for brown energy dynamic pricing. Compared to Hadoop with YARN, a reduction

by 35% in non-renewable energy usage and by 21% in overall energy consumption was

obtained.
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To quantitatively assess the impact of the data centre topology and workloads charac-

teristics on the completion time and the energy efficiency of MapReduce shuffling op-

erations, a MILP model that minimises either the completion time or the total energy

consumption while optimising the scheduling and routing of co-flows was developed.

The problem of optimising the routing of co-flows with known sources and destinations

through a capacitated network that performs shuffling operations can be categorised

as a Multi-Commodity Flow (MCF) problem which is NP-complete, but can be solved

with solvers as CPLEX. The MILP model developed contains additional constraints to

model the routing requirements of each data centre topology. Also, the model can be

considered time-slotted as a discrete time dimension is introduced in the variables to

account for the scheduling of flows or the remainder of flows in the following scheduling

time slots at the granularity of a second or less. Moreover, as the workloads character-

istics are highly coupled with the generated traffic in the data centre, the impact of the

intermediate data skewness on the performance and energy efficiency of the routing and

scheduling of the shuffling co-flows is also examined. The following Subsections provide

the data centre models and the workloads modelling, in addition to the parameters and

assumptions considered.

In this work, we optimise the routing and scheduling for pre-allocated map and

reduce tasks. Although optimising the tasks placement to improve the data locality

at different stages of MapReduce can improve the performance and energy efficiency

in lightly loaded data centres, with larger data sizes and larger data centre scales, it

becomes harder to maintain locality for all tasks. Hence, we present the evaluation

for the data centre topology impact under random tasks allocation which also complies

with the random allocation in native unmodified frameworks such as Hadoop [47]. Also,

the comparison between the data centres was not performed under similar bisection

bandwidth or network diameter (i.e. number of hops between servers) as the work

in [222]. Instead, we compared the performance and energy consumption required to
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shuffle the same amount of data when placing the map and reduce tasks in a fixed

number of server (i.e. 16 servers interconnected with different architectures). The data

centres are compared based on available technologies such as unifying the maximum

data rate per transponder per wavelength to 10 Gbps while using the most suitable

commodity hardware required for each architecture as will be detailed in the following

Section.

5.2.1 Data Centre Models

Six DCN topologies, depicted in Figures 5.1, and 5.2 are considered. Those are Fat-

tree, Spine-leaf, BCube, and DCell as electronic switching DCNs, in addition to the two

PON-based DCNs introduced in Chapter 4. Each data centre is modelled as a graph

with vertices in the set G including the servers and the switches. The topology of each

data centre is defined by a neighbouring set (Gu), where u is a vertex in G. Depending

on these two sets, the edges of the graph are defined where each edge, denoted as (u, v),

represents a link between vertex u and v, where u, v ∈ G. The capacity of each edge per

a wavelength is selected to be 10 Gbps for all topologies. The power consumption and

details of the electronic and optical equipment used in each topology are summarised

in Table 5.1. The number of servers needed to accommodate map or reduce tasks is

set to 16 to enable comparison between the different data centre architectures. To

accommodate 16 servers, a Fat-tree network [132] with k = 4 is sufficient. Such a Fat-

tree requires a total of 3/4k3 = 48 links as modelled in Figure 5.1(a). For BCube [136],

16 servers can be connected in a k = 1, n = 4 configuration where a BCube0 is composed

of a 4-port switch and 4 servers and the BCube1 is composed of 4 BCube0 units and

additional four 4-port switches as depicted in Figure 5.1(c). As a DCellk must be

constructed recursively from n − 1 DCellk−1 units, where n is the number of servers

in each DCell0 [137], the best configuration to connect 16 servers is a DCell1 with

five DCell0 each with 4 servers. To obtain results comparable to other topologies, the

additional four servers are not assigned any additional tasks but can be used for the

routing. The remaining topologies provide more flexibility with the number of servers
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Figure 5.1: Electronic DCNs graph representation. Squares and circles represent servers

and switches, respectively. Blue edges represent EPS bidirectional links. (a) Fat-tree,

(b) Spine-leaf, (c) BCube, and (d) DCell.

in a rack and were configured as in Figure 5.1.

A 1 rack unit form-factor Cisco switch, model 3524X, was used as the switch in

the spine-leaf DCN. It is a 10 Gbps Ethernet switch that has 24 ports providing 480

Gbps switching capacity and a total of 18 MB memory for the packet buffers [248]. For

the electronic Top-of-Rack (ToR) switches in the remaining data centres, SG500XG-

8F8T, with eight 10 fiber-based Gbps ports and eight copper-based 10 Gbps ports,

was used [249]. The SG500XG-8F8T switch has a total of 16 MB memory for the

packet buffers and provides a total of 320 Gbps switching capacity. In the servers of

switch-centric topologies and in the ports of electronic switches, 10 Gbps Enhanced

Small Form Factor Pluggable (SFP+) transceivers with power consumption of 1 Watt
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Figure 5.2: PON-based DCNs graph representation. Squares and circles represent serv-

ers, and switches, respectively. Cyan edges represent bidirectional links, while triple-

dashed edges represent WDM links. Diamonds represent AWGR ports and rounded

dashed rectangles represent AWGRs (a) PON3, and (b) PON5.

are considered [250]. In the servers of server-centric topologies (i.e. BCube, DCell,

and PON5), PE10G2T-SR which is a commodity 10 Gbps Network Interface Card

(NIC) from Broadcom was considered [251]. PE10G2T-SR is based on short range

Fiber (IEEE standard 802.3ae) connections and contains two 10 Gbps ports that can

maximally provide a total of 18.7 Gbps capacity per port due to host and protocol

overheads. We considered that a server consumes 0.07 W to process 1 Gbps of traffic

(i.e. minimal overhead). However, the power consumption can reach a value of up to

14 W to process the same amount of data [251].

Two rates (ρ) are considered for the transmission rate from each server. These rates

are coupled with the data read speed from disks, memory, or caches to the transceiver

or the NIC of the server. The 2.8 Gbps rate matches the read speed of the MapReduce

framework. It is used to read the results of map workers from Solid-State Drives (SSD)

of the server before sending to the network. A rate of 8 Gbps can be considered if the

framework uses memory, optimises the use of Redundant Array of Independent Disks

(RAID), or if it has caching capabilities in NICs. In this work, the completion time

(M) calculation is done by only considering the transmission delay that results from the

optimum routing and scheduling of the flows. Generally, there are four types of delay
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in communication networks which are the propagation delays, transmission delays,

processing delays, and queuing delays [252]. The first is mostly related to the speed of

light in fiber links and can be ignored in DCN environments as the length of cables is

typically small (i.e. less than 10 km) and the delay is estimated as 5µs per km [206].

The second is related to the capacity of links and the size of the transmitted packets and

is considered dominant for elephant flows. The processing delay is related to the control

overheads in the switches and NICs and depends on their CPU and RAM resources. The

last delay (i.e. queuing delay) is determined by the limited buffer sizes in switches, the

processing speed per packet, and the rate of packets arrival to each switch and can be

estimated according to queuing theory which is complex in multi-path, and multi-hop

connections in DCNs. The authors in [223] studied the performance of applications in

Spine-leaf DCNs while assuming that leaf switches are ideal non-blocking switches and

that the spine switch is a one large output-queued switch with infinite capacity. The

authors in [223] assumed that the switches have unlimited buffer space and modelled

them as shared-memory output queued switches that do not drop packets. Based on

measurements, the processing latency in leaf switches was found to be 700 ns, while at

spine switches 2 µs. The host networking stack added a 10 µs delay resulting in a total

RTT of 50 µs. In studies that optimise the routing and scheduling of large flows, the

processing, propagation, and queuing delays can be considered negligible compared to

the transmission delay [253].

For the AWGR-based data centre (i.e. PON3), we considered the design presented

in Figure 4.6. The corresponding system model is depicted in figure 6.1(b). PON group

(i.e. rack) 1 contains servers 22, 23, 24, and 25, while the forth group contains servers

34, 35, 36, and 37. The OLT WDM port is in node 17, while nodes 1 to 16 are for the

ports of the two AWGRs. The power consumption of the OLT port is estimated by

considering a single Ethernet card in the OLT in [217]. The power consumption required

to operate the OLT was estimated to be 187 W by considering the maximum power

consumption values for the power cards, common interface card, and the switching and

control cards. The maximum power consumption of a single Ethernet interface card,
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Table 5.1: Data centre-related parameters

Topology
No of

servers
No of

Switches
No of
links

Wavelengths
use W

Networking Devices Characteristics
Equipment No Oi(max) Watts

Fat-tree [132] 16 20 48 Grey (colorless) SG500XG-8F8T [249] 20 94.33
Spine-leaf [134] 16 6 24 Grey (colorless) Nexus 3524X [248] 6 193

BCube [136] 16 8 32 Grey (colorless)
SG500XG-8F8T [249] 8 94.33
PE10G2T-SR† [251] 16 14

DCell [137] 20∗ 5 30 Grey (colorless)
SG500XG-8F8T [249] 5 94.33
PE10G2T-SR† [251] 20 14

PON3 [207,208] 16 7 64?‡ WDM
4×4 Polymer back-plane 4 12
OLT with one card [217] 1 217

4× 4 AWGR 2 0

PON5 [207,213] 16 5 23 Grey (colorless)
4×4 Polymer back-plane 4 12
OLT with one card [217] 1 217

PE10G2T-SR† [251] 16 14

∗The number of servers is kept 20 as it is a design scale requirement but workloads are allocated

only in 16 servers, ? Excluding internal AWGRs links, ‡ directional. ∗∗ 0.24 Watts per port [150]

which has 10G optical modules is 30 W. A tuneable transceiver per server is required for

the connections with the AWGRs and OLT port through the AWGRs. We considered

SFP-10GDWZR-TC [254] which is a dual fiber 10 Gbps Tunable DWDM transceivers.

SFP-10GDWZR-TC consumes a maximum of 2 Watts and has span of 80 km which

is more than sufficient in data centre environments. A Tuneable transceiver can only

transmit at a single wavelength at a time, but can receive at multiple wavelengths if

a wide band filter and appropriate receiver design and network interface are used. We

considered a Field-Programmable Gate Array (FPGA)-based Network Interface card

which has a power consumption between 11-12.3 W [255]. For the design presented in

Figure 4.6, the servers can communicate with other servers in the rack only through

an optical backplane. For the optical backplane connections we considered additional

grey transceivers in the servers with total power consumption of 12 W per rack.

The server-centric PON-based design, PON5, is assumed to have a TDM connection

with the OLT, hence the 4 connected servers are to share this link using a single grey

wavelength. One cell of the server-centric PON-based DCN design was considered

to have 4 servers per rack and a total of 4 racks in a single cell [6]. We considered
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PE10G2T-SR [251] for the NICs in the servers, in addition to the OLT and optical

backplane equipment as in PON3.

5.2.2 MapReduce Shuffling Traffic Modeling

In this evaluation, we considered a scenario where ten servers are dedicated for map

tasks and six different servers are dedicated for reduce tasks. This configuration re-

sembles a typical tasks ratio in the original Google’s MapReduce [17]. The placement of

map and reduce workers was randomly generated for all the topologies. To effectively

examine network bottlenecks, sort workloads are considered. Sorting via MapReduce

utilises identity map functions to generate < word, 1 > pairs from large text files. The

entire intermediate data is to be shuffled according to words (i.e. keys) to reduce work-

ers in order to be sorted and finally saved. Hence, input, intermediate, and output data

are all equal in size. The volume of total data to be sorted is varied from 1 Gbits to

either 60 Gbits or 120 Gbits. A total of equivalent data is to be shuffled and transferred

from map tasks to reduce tasks. We omit the details of assigning the data to individual

tasks in each server and considered the traffic to be shuffled from a server containing

several map tasks to one of the servers containing several reduce tasks as a single flow.

This generates a total of 60 flows in the data centre network. Beside the shuffling

traffic, DFS data transfers and control messages (i.e. heartbeats) are also required

for the MapReduce framework. Also, as input data placement is not deterministic in

most of MapReduce-based frameworks and as the locality for map input data cannot

be always ensured, a step before starting the map phase may include DFS input data

transfers. Also, HDFS final output data write can be assigned in servers different than

the ones that are assigned to reduce tasks which will require additional transmission at

the end of the MapReduce job. In this work we only considered the shuffling traffic and

for simplicity, we assume that all map tasks finish at the same time and hence, all data

is ready for transmission at the beginning of the shuffling phase. Such configuration can

be realised by modifying the slow start option whose default configuration in Hadoop

enables the shuffling to start when 3% of the map task output is ready [47].
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We considered two cases for the flows sizes distribution. In the first case, the

results of all map tasks are of equal size, and hence, they generate equal size flows.

Such workload is an equivalent to the Indy GraySort benchmark which has uniform

intermediate key distributions due to balanced words count [256]. The second case

considers uneven map task output sizes, which is equivalent to the Daytona GraySort

benchmark [257]. The map output file sizes were generated randomly through a uniform

distribution-based random generator with values that range between zero to the size

of the total shuffling data volume. To ensure that the total sum of the randomly

generated flow sizes (i.e. map output sizes) is maintained, proper scaling was performed.

Figure 5.3 shows the range of the skewed flow sizes as an error bar at each value of the

total shuffling data volume.

Figure 5.3: Size of shuffling flows in Gbps. Blue diamonds represent the uniform flow

size with no data skew.
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5.3 MILP Model for Optimising the Co-flows Scheduling

and Routing for MapReduce Traffic

Ideally, in a MCF problem and based on the source, destination, and file size information

of the flows in a co-flow, a MILP model is to determine the path and the data rate for

each source. Then, the largest ratio of data to be sent divided by the data rate value

will determine the largest completion time required to transmit the total co-flow. In

the following model, we alternatively considered a time-slotted approach, which allow

the scheduling of the flows fully or partially in one of the time slots and in one of the

routes between the servers containing the map and reduce tasks. In this case, the most

congested link in the last used time slot will determine the maximum transmission time

of its flow, and hence will determine the completion time of the co-flow.

By finding the most congested link, we have identified the link with the largest ratio

of data to be send over that link divided by the data rate of that link. Hence this is

equivalent to replacing the multiple sources that send over this link by one source that

has data to be send equal to the sum of the data to be send by each individual source,

hence identifying the largest ratio. Based on the determined schedule and routing, the

model also calculates the energy consumption based on the power consumption values

of the networking equipment and the duration of using each element in the network

while assuming that it will be on during the time slots it is utilised in.

In what follows, a developed MILP model for this optimisation problem is described.

This model takes the topology of the data centre (i.e. the connections and the capacity

of links), the power consumption for all equipment, and the total shuffling traffic as

input and provides the schedule (i.e. time slot and amount of assigned traffic for each

link), the completion time, and the total energy consumption. This is obtained while

considering the architectural and routing constraints under one of two objectives which

are to reduce the energy consumption or to reduce the completion time. The parameters

and variables of the MILP model are provided below. All variables are set to be less

than or equal to zero. The sets are represented as double-lined letters while the small
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letters in the subscripts and postscripts indicate the indices of parameters or variables.

Sets and parameters:
G Set of all vertices (servers and switches) in the data centre
Gu Set of neighbors of vertex; u ∈ G
R Set of servers in the data centre (R ⊂ G)
S Set of switches in the data centre (S ⊂ G,R ∩ S = ∅)
W Set of wavelengths

T Set of time slots
D The duration of a time slot (in seconds)
∆sd The total shuffling traffic to be transmitter from server s to

server d; s, d ∈ R (in Gbits)
Cuvw Capacity of link (u,v); u, v ∈ G, at wavelength w ∈W

(in Gbps)
Pi(max) The maximum power consumption of a transceiver in server i;

i ∈ R or switch i; i ∈ S or an NIC in server i; i ∈ R (in Watts)
ε The server performance per Watt in servers with an NIC (in

Watt per Gbps)
Oi(max) The maximum power consumption of switch i; i ∈ S (in Watts)
ρ The maximum rate per server (in Gbps)
σ The maximum rate per switch (in Gbps)
L A very large number
Q A weighting factor

The power consumption of the transceiver in server i at wavelength w and time slot

t with an ON/OFF power profile is equal to:

θiwt = Biwt Pi(max), (5.1)

∀i ∈ R, w ∈W, t ∈ T.

The power consumption of an NIC in server i at wavelength w and time slot t is

equal to:

θiwt = Biwt Pi(max) + ε βiwt, (5.2)

∀i ∈ R, w ∈W, t ∈ T.
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Variables:
M Completion time which is equal to the time when the last transmission ends
E The total energy consumption
Biwt Binary variable which is equal to one if the transceiver/NIC of server i is

used at wavelength w and time slot t and is equal to zero otherwise;
i ∈ R, w ∈W, t ∈ T

Aiwt Binary variable which is equal to one if switch i is used at wavelength w and
time slot t and is equal to zero otherwise; i ∈ S, w ∈W, t ∈ T

Γuvwt Binary variable which is equal to one if link (u, v) is used at wavelength w

and time slot t and is equal to zero otherwise; u ∈ G, v ∈ Gu, w ∈W, t ∈ T
Zuvwt Binary variable which is equal to one at the link (u, v), wavelength w, and

time slot t where M occurs (i.e. the last used link) and is equal to zero
otherwise; u ∈ G, v ∈ Gu, w ∈W, t ∈ T

χsd
uvwt Traffic in link (u, v) that contributes to the shuffling data flow to be

transmitted from server s to server d at wavelength w and time slot t;
s, d ∈ R, s 6= d, u ∈ G, v ∈ Gu, w ∈W, t ∈ T

ψuvwt Total traffic in link (u, v) at wavelength w and time slot t;
u ∈ G, v ∈ Gu, w ∈W, t ∈ T

βiwt The total ingress and egress traffic of the transceiver/NIC of server i at
wavelength w and time slot t; i ∈ R, w ∈W, t ∈ T

αiwt The total ingress and egress traffic of switch i at wavelength w

and time slot t; i ∈ S, w ∈W, t ∈ T
δsdt Traffic for shuffling data flows from server s to server d selected to

be transmitted at time slot t
θiwt Power consumption of the transciever of server i at wavelength w and

time slot t; i ∈ R, w ∈W, t ∈ T
φiwt Power consumption of switch i at wavelength w and time slot t;

i ∈ S, w ∈W, t ∈ T
Ωuvwt The earliest possible completion time of flow ψuvwt that starts at time slot t

and is routed over link (u, v) at wavelength w; u ∈ G, v ∈ Gu, w ∈W, t ∈ T
τuvwt Variable that has the same definition as Ωuvwt with the exception that it

takes a value of zero if the link (u, v) is inactive; u ∈ G, v ∈ Gu, w ∈W,
t ∈ T

The power consumption of switch i at wavelength w and time slot t is equal to:

φiwt = AiwtOi(max), (5.3)

∀i ∈ S, w ∈W, t ∈ T.
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The total energy consumption is equal to:

E = D

 ∑
i∈R,w∈W,t∈T

θiwt +
∑

i∈S,w∈W,t∈T
φiwt

 . (5.4)

The model can have one of the following two objectives. The first objective is to

minimise, E, the total energy consumption which is expressed as:

min

E +Q
∑

s,d∈R,t∈T,s 6=d

(t δsdt)

 , (5.5)

and the second objective is to minimise, M , the latest completion time of shuffling

which is expressed as:

min

M +Q
∑

s,d∈R,t∈T,s 6=d

(t δsdt)

 . (5.6)

The second term in both objectives is to schedule the flows in the earliest time slots

as possible (i.e. encourage the use of first slots) and therefore the optimisation is not

skewed by large files which takes the longest to be transmitted, hence causing the

model to possibly send small files late (i.e. near completion time of the largest file).

This term in effect improves the fairness for small files when large files are also present.

Both objectives are to be calculated under the following capacity and architectural

constraints in data centres:

1. Flow conservation in the data centre: The allocation of the links to the flows

follows the flow conservation law at each time slot t and wavelength w:

∑
v∈Gu

χsd
uvwt −

∑
v∈Gu

χsd
vuwt =


δsdt u = s

−δsdt u = d

0 otherwise,

(5.7)

∀s, d ∈ R, s 6= d, u ∈ G, w ∈W, t ∈ T.
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2. Constraint to ensure that the total egress traffic from a server does not exceed

the maximum rate per server at each time slot t:

∑
v∈Gi,w∈W

ψivwt ≤ ρ;∀i ∈ R, t ∈ T. (5.8)

3. Constraint to ensure that the total ingress traffic of a switch does not exceed the

maximum allowed rate per switch at each time slot t:

∑
u∈Gi,w∈W

ψuiwt ≤ σ;∀i ∈ S, t ∈ T. (5.9)

4. Constraint to ensure that the total traffic for shuffling data flows in link (u, v) at

wavelength w and time slot t does not exceed its capacity:

ψuvwt ≤ DCuvw;∀u ∈ G, v ∈ Gu, w ∈W, t ∈ T. (5.10)

5. Constraint to calculate ψuvwt by summing the traffic for all shuffling data flows

between all servers that pass through link (u, v) at wavelength w and time slot t:

ψuvwt =
∑

s,d∈R,s 6=d

χsd
uvwt;∀u ∈ G, v ∈ Gu, w ∈W, t ∈ T. (5.11)

6. Constraint to ensure that the sum of shuffling data flow sizes to be send from

server s to server d in all time slots is equal to the total flow size:

∑
t∈T

δsdt = ∆sd;∀s, d ∈ R, s 6= d (5.12)

7. Constraints to find which transceivers/NICs are used (i.e. Biwt is equals to one

only if βiwt > zero and is equal to zero otherwise):

βiwt =
∑

v∈Gu

ψivwt +
∑

u∈Gu

ψuiwt, and (5.13)

Lβiwt ≥ Biwt, and (5.14)

βiwt ≤ LBiwt; ∀i ∈ R, w ∈W, t ∈ T. (5.15)
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8. Constraints to find which switches are used (i.e. Aiwt is equal to one only if αiwt >

zero and is equal to zero otherwise):

αiwt =
∑

v∈Gu

ψivwt +
∑

u∈Gu

ψuiwt, and (5.16)

Lαiwt ≥ Aiwt, and (5.17)

αiwt ≤ LAiwt;∀i ∈ S, w ∈W, t ∈ T. (5.18)

9. Constraints to find if link (u, v) is active (i.e. Γuvwt = one only if ψuvwt > zero

and is equal to zero otherwise):

Lψuvwt ≥ Γuvwt, and (5.19)

ψuvwt ≤ LΓuvwt; ∀u ∈ G, v ∈ Gu, w ∈W, t ∈ T. (5.20)

10. Constraints to find the transmission time in link (u, v) at wavelength w if it is

used up to time slot t and is active at it:

Ωuvwt = D (t− 1) + ψuvwt

Cuvw
, and (5.21)

τuvwt ≤ LΓuvwt, and (5.22)

τuvwt ≤ Ωuvwt, and (5.23)

τuvwt ≥ Ωuvwt − L (1− Γuvwt) , and (5.24)

∀u ∈ G, v ∈ Gu, w ∈W, t ∈ T.

11. Constraints to calculate M , which is the completion time determined by the

calculated transmission time at the last used link:

M ≥ τuvwt, and (5.25)

M ≤ τuvwt + L [1− Zuvwt] , and (5.26)

∀u ∈ G, v ∈ Gu, w ∈W, t ∈ T,∑
i∈G,v∈Gu,w∈W,t∈T

Zuvwt = 1. (5.27)

For PON3, the following additional set and constraints are required:
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Sets and parameters:

I Set of input ports of the two AWGRs

12. Constraint to ensure that servers do not forward the traffic of other servers:

∑
u∈R,v∈Gu,u6=s

χsd
uvwt ≤ 0, (5.28)

∀s ∈ R, d ∈ R, w ∈W, t ∈ T, s 6= d.

13. Constraint to ensure that each server transmits only at one wavelength w in a

given time slot t:

∑
w∈W

Γuvwt ≤ 1, (5.29)

∀u ∈ R, v ∈ Gu ∩ I, t ∈ T.

For PON5, the following additional set and constraints are required:

Sets and parameters:

O Set of OLT ports (One port initially)

12. Constraints to ensure TDM (i.e. share of link) between the servers connected to

the OLT port and the OLT port:

∑
v∈Gu

ψuvwt ≤ C (5.30)

∀u ∈ O, w ∈W, t ∈ T. (5.31)∑
v∈Gu

ψvuwt ≤ C

∀u ∈ O, w ∈W, t ∈ T.

5.4 Results and Discussion

This Subsection provides the total energy consumption calculated by Equation 5.4 and

the completion time estimated by Equations 5.25, 5.26, and 5.27 when optimising the
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Table 5.2: Parameters related to the MILP model for optimising the co-flows scheduling

and routing of MapReduce traffic
Parameter Values
G,Gu,R,S Check Figures 5.1, and 5.2

T, D
Fattree, Spineleaf,

BCube, DCell, PON5 Up to 6 slots, 1 second
PON3 Up to 6 slots, 0.25 seconds∑

s,d∈R,s 6=d ∆sd 1-120 Gbits without skew and with skew
C 10 Gbps

Pi(max)
Transceiver 1 Watt

NIC 14 Watts
ε 0.07 Watt/Gbps

Oi(max) Check table 5.1
ρ 8 Gbps, 2.8 Gbps
σ The maximum switching capacity of the switch
L 5000 - 50000
Q 100

routing and scheduling of shuffling traffic under the objective of minimising the total

energy consumption (i.e Equation 5.5) or the completion time (i.e. Equation 5.6). The

results are generated for several scenarios while considering the parameters in Table 5.2

for the MILP model in Section 5.3

5.4.1 Electronic DCNs

5.4.1.1 Energy Consumption and Completion Time with ON/OFF power

profile and no intermediate data skew

Figures 5.4, 5.5, 5.6, and 5.7 show the results based on the MILP-obtained optimum

routing and scheduling for shuffling traffic in Spine-leaf, Fat-tree, BCube, and DCell

DCNs, respectively. The shuffling data is assumed to have no skew, ranging from 1

Gbits to 120 Gbits and the ON/OFF power profile was considered for the networking

equipment with the specifications detailed in Table 5.1. Two rates per server values (ρ)

were considered which are 2.8 Gbps and 8 Gbps. As the power profile is ON/OFF for

the switches, transceivers, and NICs consume the same amount of power if their traffic

is high or low. Hence, higher server rates will lead to lower energy use for the same

amount of data to be sent due to higher utilisation for shorted duration.
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(a) (b)

Figure 5.4: Energy consumption and completion time for Spine-leaf DCN with no

intermediate data skew.

(a) (b)

Figure 5.5: Energy consumption and completion time for Fat-tree DCN with no inter-

mediate data skew.

For the electronic DCNs, D, which is the time slot used for scheduling, was set to

be 1 second. As the time is discrete and increases in integer multiples of D, a higher

server rate does not necessarily provide an advantage if the file size is small. Namely if

the file is small, the lower server rate may complete the transmission for example at 0.9

D and a higher rate server may complete the transmission in 0.2 D. Both systems will
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(a) (b)

Figure 5.6: Energy consumption and completion time for BCube DCN with no inter-

mediate data skew.

(a) (b)

Figure 5.7: Energy consumption and completion time for DCell DCN with no interme-

diate data skew.

need a full time slot, hence the advantage of a higher data rate in term of the power

efficiency is small at small file sizes. If the time is continuous (i.e. not discrete), then

a higher data rate per server will mean that the data is transmitted in shorter time

and hence the equipment can be switched off sooner leading to higher energy efficiency

for higher rates per server. The best strategy to minimise the energy consumption
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with ON/OFF power profile is to transmit at the maximum rate in fewer devices while

switching off the remaining devices.

5.4.1.2 Energy Consumption and Completion Time with ON/OFF power

profile and intermediate data skew

The results for the energy consumption and completion time when the data is skewed

were generated for optimising the scheduling and routing for total shuffling data sizes

of up to 60 Gbits with a rate per server (ρ) of 8 Gbps. For each total shuffling data size

and each data centre, two runs for the flow sizes, randomly generated, were utilised.

Figures 5.8, 5.9, 5.10, and 5.11 illustrate the results for Spine-leaf, Fat-tree, BCube,

and DCell DCNs, respectively.

(a) (b)

Figure 5.8: Energy consumption and completion time for Spine-leaf DCN with inter-

mediate data skew.

The results show that under different objectives (i.e. minimising the energy con-

sumption or the completion time), the abilities of different data centres to overcome

the overheads of data skew are different. For Fat-tree data centre, the completion time

results when minimising the power consumption or the completion time for skewed

data indicated negligible impact on either objective. However, to achieve this for the

objective of minimising the completion time for total data sizes larger than 30 Gbits,
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(a) (b)

Figure 5.9: Energy consumption and completion time for Fat-tree DCN with interme-

diate data skew.

(a) (b)

Figure 5.10: Energy consumption and completion time for BCube DCN with interme-

diate data skew.

an increase by about 200% in the energy consumption is required. Similar trends are

found for spine-leaf and BCube as depicted in Figure 5.8, and Figure 5.10. In contrast,

the DCell results depicted in Figure 5.11 indicated that optimising the scheduling and

routing with any of the two objectives resulted in balancing the impact of intermediate

data skew.
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(a) (b)

Figure 5.11: Energy consumption and completion time for DCell DCN with intermedi-

ate data skew.

5.4.2 PON-based Optical DCNs

5.4.2.1 Energy Consumption and Completion Time without and with Inter-

mediate Data Skew

We considered a rate per server (ρ) of 8 Gbps for the evaluation of the completion

time and energy consumption in the PON-based DCNs. For PON3, and as a tuneable

transceiver allows each server to transmit at a single wavelength in a given time slot,

D was reduced to 0.25 seconds and an adequate number of slots was considered (i.e.

up to 6 slots). This allows each map server to communicate with the six reduce servers

in different time slots through the AWGR in case they are located in different racks.

The results in Figure 5.12 indicate that the completion time is reduced by about 50%

compared to other data centres. This reduction is attributed to the many server to

server routes at different wavelengths achieved by the PON design that allow better

utilisation of links. The results in Figure 5.13 indicate that PON5 achieves similar

completion time to that of DCell while having lower power consumption. Data skew was

also considered and the results show that PON5 has less sensitivity to skew compared

to PON3.
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(a) (b)

Figure 5.12: Energy consumption and completion time for PON3 DCN without and

with intermediate data skew.

(a) (b)

Figure 5.13: Energy consumption and completion time for PON5 DCN without and

with intermediate data skew.

5.5 Summary

This chapter provides a time-slotted MILP model to optimise the scheduling and rout-

ing of the flows in the shuffling phase of MapReduce. Two objectives are considered,

which are minimising the total energy consumption of the data centre and minimising

the completion time of the shuffling phase. This model is used to compare the energy
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consumption and the performance of four electronic switching data centres and two

PON-based data centres under several scenarios. A general observation is that when

the objective is to minimise the completion time, higher energy is required indicating

the need to activate more devices in the data centre. When the objective is to minim-

ise the energy consumption, higher completion time results as redundant equipment is

preferentially switched off. It is worth noting that for both objectives, an additional

aim is to try to utilise earlier time slots which also helps in reducing the completion

time. Thus, the completion time reduction objective aims to purely reduce completion

time without any consideration for the energy consumption, while the energy minim-

isation objective also targets reducing the completion time but as a lower priority. The

smallest completion time was obtained for PON3 due to the use of WDM in the archi-

tecture which offers higher capacities per route. Fat-tree was found to have the highest

energy consumption when minimising the completion time due to the use of several

commodity switches in the architecture in the path of each flow. With the objective of

minimizing the total energy consumption and for a rate per server value of 8 Gbps and

a total shuffling data volume of 60 Gbits, the two PON-based data centres achieve an

average energy consumption reduction of about 83% compared to the electronic data

centres. With the objective of minimizing the completion time, the average reduction

in the energy consumption for the PON-based data centres is about 56% compared to

the electronic data centres. The impact of data skew and the ability of data centres to

avoid its overhead in terms of the power consumption or the completion time was also

examined. The least sensitive DCNs to intermediate data skew are DCell, and PON5

due to the availability of a large number of routes between the servers. In the following

chapter, the energy consumption and the completion time results are evaluated when

considering link, switch and server failures.
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Chapter 6

Resilience of Data Centre Networks and the

Performance of Big Data Applications

This Chapter addresses the impact of link, switch, and server failure on MapReduce

shuffling performance and energy efficiency in three data centre topologies. The MILP

model in the previous Chapter is utilised while considering different non-fatal switch

and link failure scenarios to evaluate the completion time and total energy consump-

tion. A modified MILP model is also developed to examine the trade-offs in terms of the

performance and energy efficiency when considering a replication factor of two and dif-

ferent allocation schemes for the input data to map tasks in the servers. The remainder

of this chapter is organised as follows: Section 6.1 summarises some related studies and

Section 6.2 discusses the system model and the scenarios considered and parameters.

Section 6.3 provides the MILP model used to optimise the routing of shuffling traffic

when considering the replication factor and server failures, while Section 6.4 discusses

the results. Finally, Section 6.5 provides the summary.
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6.1 Related Studies

Providing high reliability and continuity is a key requirement for cloud computing

services as any disruption or disconnection in the infrastructure typically leads to rev-

enue losses and customer departures. Failures in cloud infrastructure can occur in the

transporting networks, data centres, or in the applications [258]. Overcoming the severe

impacts of these failures requires the adoption of resilient designs and restoration plans.

The resilience and energy efficiency of different IP over WDM network topologies were

examined in [103] under fiber cuts or a core node failure. An energy efficient NC-based

1+1 protection scheme was proposed in [104], and [105] where the encoding of multiple

flows sharing protection paths in non-bypass IP over WDM networks was optimised.

MILP, heuristics, in addition to closed form expressions were used to obtain results

for the networking power consumption as a function of the hop count, network size,

and demands. The results indicated saving by up to 37% compared to conventional

1+1 protection. The authors in [106] optimised the traffic grooming and the assign-

ment of router ports to protection or working links under different protection schemes

while considering the sleep mode for protection ports and cards. Up to 40% saving

in the power consumption was achieved. The work in [99] and [100] considered static

and dynamic adaptation to traffic surges resulting from re-routing demands after links

failures. The authors in [259] addressed the resilience of geo-distributed transport net-

works that link cloud data centres by jointly considering the content placement, and

anycast routing under failures.

At the application level, solutions such as maintaining several replicas of data and

software components are considered. For example, MapReduce, which is a widely used

framework for big data parallel computations, has a data replication mechanism with

default value of 3, and considers speculative execution for straggling tasks that cause

completion time imbalance [17]. The authors in [260] proposed improved speculat-

ive execution strategies where Locally Weighted Regression (LWR) is used to identify

straggler tasks and a cost-benefit model is used to optimise the selection of the backup
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nodes to re-run them. To improve the performance of Hadoop under failures, a modified

MapReduce work flow with fine-grained fault-tolerance mechanism called BEneath the

Task Level (BeTL) was proposed in [261]. BeTL allows generating more files during

the shuffling to create more checkpoints. It improved the performance of Hadoop under

no failures by 6.6% and under failures by up to 51%. The work in [262] proposed four

multi-queue size-based scheduling policies to reduce jobs slowdown variability which is

defined as the idle time to wait for resources or I/O operations. Several factors such as

parameters sensitivity, load unbalance, heavy-traffic, and fairness were considered. The

work in [263] optimised the number of reduce tasks, their configurations, and memory

allocations based on profiling the intermediate results size. The results indicated a

complete disregard for job failures due to insufficient memory and a reduction in the

completion time by up to 88.79% compared to legacy memory allocation approaches.

To improve the performance of MapReduce in memory-constrained systems, Mam-

moth was proposed in [264] to provide global memory management. In Mammoth,

related map and reduce tasks were launched in a single JVM as threads that share

the memory at run time. Mammoth actively pushes intermediate results to reducers

unlike Hadoop that passively pulls from disks. A rule-based heuristic was used to pri-

oritise memory allocations and revocations among map, shuffle, and reduce operations.

Mammoth was found to be 5.19 times faster than Hadoop 1 and it outperformed Spark

for interactive and iterative jobs when the memory is insufficient [264]. An automatic

skew mitigation approach; SkewTune was proposed and optimised in [265]. SkewTune

detects different types of skew, and effectively re-partitions the unprocessed data of

the stragglers to process them in idle nodes. The results indicated a reduction by a

factor of 4 in the completion time for workloads with skew and minimal overhead for

workloads without skew.

Several studies have considered the resilience of DCNs (e.g. [266–269]) by address-

ing the sources of links, switches, and servers’ software and hardware failures. The

resilience of a data centre is highly coupled with its power consumption and cost as

it requires doubling the resources and links that can be underutilised. Fat-tree [132]
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tackles the fault tolerance by allowing multi-paths between paired servers and by having

aggregation and access switches connected as a biperate graph. BCube [136] provides

uniform multi-path between servers that utilise switches at different levels and other

servers for forwarding the traffic. DCell [137] uses a decentralised Fault-tolerant Rout-

ing Protocol to effectively handle hardware and software failures. The authors in [270]

measured the resilience of data centres by the number of cuts required to fully dis-

connect a logical link. XPath in [239] considered the assignment of backup paths to

flows in its application-aware SDN routing scheme. In [271], the authors considered

the capacity and reliability of links between VMs and defined the traffic stress as the

product of the traffic rates, route lengths, and the inverse of the links reliability. Their

objective was to find service nodes placement that minimise the traffic stress.

6.2 System Model and Parameters

We considered the optimisation of the scheduling and routing of shuffling MapReduce

flows under non-fatal link or port failure in three data centres with the objective of min-

imising the energy consumption or the completion time. The data centres considered

are the Spine-leaf, PON3, and PON5. Figure 6.1 shows the graph representation of the

data centres while outlining the fatal links and switches in red. Any failure in one of

those links or switches will require replicating the data in other servers to be accessible.

Non-fatal failures in links or switches reduce the performance of the DCN due to the

loss of redundant paths and the need to transmit data using reduced DCN capacity.

We considered several cases for switch, link, and OLT port failure under no data

replication. The rate per server, ρ, was set to 8 Gbps and no data skew was considered.

To examine the impact of fatal link and switches failure in addition to server failure on

the energy efficiency and completion time, a modified MILP model is also developed

to examine the trade-offs in the performance and energy efficiency when considering a

replication factor of two for input data and different allocation schemes for the input

data to map tasks in the servers.
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Figure 6.1: Non-fatal and fatal link and switch failures in DCNs. Red outlines edges

(i.e. links) and switches whose failure is fatal to MapReduce shuffling. Squares and

circles represent servers and switches, respectively. (a) Spine-leaf, (b) PON3, and (c)

PON5.
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6.3 MILP Model for Optimising the Routing of MapRe-

duce Shuffling Traffic under Server Failures

This MILP model takes the topology of the data centre (i.e. the connections and the

capacity of links), the locations of data copies, the failed servers, the power consumption

for all equipment, and the total shuffling traffic as input and provides the schedule (i.e.

time slot and amount of assigned traffic for each link), the completion time, and the

total energy consumption. This is obtained under one of two objectives which are to

reduce the energy consumption or to reduce the completion time and while considering

the architectural and routing constraints. In addition to the parameters in the MILP

model presented in Chapter 5, the following are additionally defined:

Sets and parameters:
RM Set of servers containing map tasks
Φzs Binary parameter which is equal to one if a copy for the

original data assigned to map tasks in server s is also
available in server z and is equal to zero otherwise; s, z ∈ RM

Λs Binary parameter which is equal to one if server s is
working and is equal to zero if there is a failure in it; s ∈ RM

The variable δsdt is replaced by the following variable to allow shuffling flows cor-

responding to map results from a server containing a copy to servers with reduce tasks.

Variables:
Ξszdt Variable to indicate the amount of map data, which is originally

to be shuffled from server s to reduce tasks in server d, that is
shuffled instead from server z that contain a copy at time
slot t; s, z ∈ RM, d ∈ R, t ∈ T .

Accordingly, the objectives in Equations 5.5, and 5.6 are replaced by what follows:

The first objective to minimise, E, the total energy consumption which is expressed

as:
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min

E +Q
∑

s∈RM,d∈R,t∈T,s 6=d

t ∑
z∈RM

Ξzsdt

 , (6.1)

and the second objective to minimise, M , the latest completion time of shuffling is

expressed as:

min

M +Q
∑

s,d∈R,t∈T,s 6=d

t ∑
z∈RM

Ξzsdt

 . (6.2)

Also, the constraints in Equations 5.7, and 5.12 in the MILP model presented in

Chapter 5 are replaced by Equations 6.3, and 6.4, respectively:

1. Flow conservation in the data centre: The allocation of the links to the flows

follows the flow conservation law at each time slot t and wavelength w:

∑
v∈Gu

χsd
uvwt −

∑
v∈Gu

χsd
vuwt =


∑

z∈RM
Ξzsdt u = s

−
∑

z∈RM
Ξzsdt u = d

0 otherwise
(6.3)

∀s ∈ RM, d ∈ R, s 6= d, u ∈ G, w ∈W, t ∈ T.

6. Constraint to ensure that the sum of shuffling data flow originally assigned between

server s and server d served in all time slots is equal to the total flow size while

allowing serving that flow fully or partially from another server z if it contains a

copy and is working:

∑
t∈T,z∈RM

Ξszdt Λz Φzs = ∆sd;∀s ∈ RM, d ∈ R, s 6= d (6.4)

6.4 Results and Discussion

Link and Switch Non-Fatal Failures

Figure 6.2 shows the energy consumption and the completion time results when con-

sidering a failure in one of the spine switches. The result indicate that the completion

time almost doubles for all objectives and that their impact is equivalent. With the
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objective of minimising the energy consumption, the model will try to schedule the

flows so that the usage time of the leaf switches is minimised throughout all time slots

required. On the other hand, with the objective of minimising the completion time, all

leaf switches will be ON most of the time, however, both objectives achieved similar

completion time.

(a) (b)

Figure 6.2: Energy consumption and completion time for Spine-leaf DCN under link

and switch non-fatal failure.

For PON3, we examined the impact of the OLT port failure. Using the OLT port

in this topology can help in creating paths between more servers in a given time slot.

However, the OLT is equipped with the highest energy consumption. The results in

Figure 6.3 show the completion time when the OLT port is not used. The reduction

in the energy consumption for any of the two objectives is due to not considering the

OLT ports in offloading any traffic. The high power consumption for the objective of

minimising the completion time under no OLT port failure is due to excessive use of

the OLT port to achieve lower completion time. However, the completion time results

shows that the benefit is minimal for the considered workloads. Finally, Figure 6.4

presents the impact of OLT port, single link, and two links failure in PON5. A failure

in the OLT port causes a significant increase in the completion time results. That is

due to the limited capacity in PON5 compared to PON3. Two link failures resulted
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(a) (b)

Figure 6.3: Energy consumption and completion time for PON3 DCN under OLT port

failure.

in increasing the completion time by 33% for the objective of minimising the energy

consumption and resulted in increased power consumption by 50% for the objective of

minimising the completion time. It was also observed that different combinations of

single and two links failure resulted comparable results to those presented in Figure 6.4

as the load is generally balanced among the links. Thus, only a single case was presented

for each of single and two links failure.

Server Failures

Figures 6.5, and 6.6, show the energy consumption and completion time results, re-

spectively for Spine-leaf DCNs when considering a replication factor of two and one

or three server failures. The results for the case of two servers failures is omitted due

to their marginal difference compared to single server failure results. First, the energy

consumption and completion time results are obtained under no server failure. The

reduction in the completion time under the objective of minimising completion time

and the improvement in the energy efficiency under the objective of minimising energy

consumption are attributed to the possibility of improving the locality by selecting the

optimal copies that can improve each objective. Single and three server failures reduce

95



6.4 Results and Discussion

(a) (b)

Figure 6.4: Energy consumption and completion time for PON5 DCN under OLT port

and link failure.

(a) (b)

Figure 6.5: Energy consumption for Spine-leaf DCN with data replication and server

failure, (a) minimise energy consumption objective, and (b) minimise completion time

objective.

this advantage as the copy options needed to perform the shuffling are reduced. Fig-

ures 6.7 - 6.10 show the results for PON3 and PON5 when considering replication and

server failures. As in Spine-leaf, considering a replication factor of two under no server

failure improves the results. In PON3, it enables the utilisation of fewer time slots,
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(a) (b)

Figure 6.6: Completion time for Spine-leaf DCN with data replication and server fail-

ure, (a) minimise energy consumption objective, and (b) minimise completion time

objective.

(a) (b)

Figure 6.7: Energy consumption for PON3 DCN with data replication and server fail-

ure, (a) minimise energy consumption objective, and (b) minimise completion time

objective.

and in PON5, it improves the locality and hence, the routing and scheduling. In all

results, the energy consumption of the failed servers is not considered as they will also

be unavailable for routing traffic.
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(a) (b)

Figure 6.8: Completion time for PON3 DCN with data replication and server failure, (a)

minimise energy consumption objective, and (b) minimise completion time objective.

(a) (b)

Figure 6.9: Energy consumption for PON5 DCN with data replication and server fail-

ure, (a) minimise energy consumption objective, and (b) minimise completion time

objective.

6.5 Summary

In this Chapter, we examine the impact of non-fatal and fatal failures in three data

centres. The non-fatal failures included switch, link, and OLT port failures. For fatal

failures, replicating the data is required to finish the shuffling operations. In this case,
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(a) (b)

Figure 6.10: Completion time for PON5 DCN with data replication and server failure,

(a) minimise energy consumption, and (b) minimise completion time.

a modified MILP model was utilised to calculate the energy consumption required and

completion time achieved when optimising the scheduling and routing while having a

replication factor of two. The results show that different DCNs experience different de-

gradation in the energy efficiency or the completion time based on the links redundancy,

and links utilisation. For spine-leaf data centres with two spine switches, the results for

a spine switch failure indicate that the completion time almost doubles for all objectives

with equivalent impact. Any leaf switch failure is considered fatal as the access to any

of the servers connected to it is not possible. For PON3, the only non-fatal failure is

the OLT port failure. Under OLT port failure, the two objective achieves comparable

energy efficiency and completion time results as the additional paths that can improve

both metrics are not available. Any link failure in this architecture is considered fatal,

however failures are less likely to occur in such passive links compared to electronic

switching-based links. For PON5, and as available capacities are less than PON3, OLT

port failure causes a significant increase in the completion time results. Two link fail-

ures in PON5 resulted in increasing the completion time by 33% for the objective of

minimising the energy consumption and resulted in increased power consumption by

50% for the objective of minimising the completion time. For servers failure results, it
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was observed that allowing the use of any of the two data copies improves the locality

and also the results (i.e. reduces the energy consumption for the energy minimisation

objective and reduces the completion time for the completion minimisation objective).

Under single and three server failures, this advantage is reduced.
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Chapter 7

Optimisation of Content Delivery in

Geo-distributed Cloud and Fog Data Centres

This chapter examines the reduction in the brown power consumption of transport net-

works including core, metro and access layers that can be achieved by caching Video-on-

Demand (VoD) content in solar-powered fog data centres with Energy Storage Devices

(ESDs). The effects of considering optical bypass routing, and MLR in the core network,

the availability of solar renewable energy in the access network, and optimising the use

of ESDs were addressed. A MILP model that considers the above-mentioned factors

was developed to optimise the delivery of VoD content from cloud data centres in the

core network or fog data centres in the access network. The remaining of this chapter

is organised as follows: Section 7.1 provides some related studies and Section 7.2 shows

the considered system model and parameters. Section 7.3 shows the MILP model for

efficient content delivery while Section 7.4 presents the results and discussions. Finally,

Section 7.5 provides the summary.
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7.1 Related Studies

Video traffic is estimated to have a Compound Annual Growth Rate (CAGR) of 54%

from 2016 to 2021 [19]. As a result, the power consumption of transport networks that

link cloud data centres containing video workloads and end users in the access network

is expected to massively increase. As these systems are typically powered by brown

energy (i.e. non-renewable energy), this would also leads to steep rise in CO2 gas

emission and operational costs due to high utilisation and cooling requirements against

thermal dissipation [95]. To overcome both issues, several greening approaches were

considered in the last decade such as improving the hardware, optimising the rout-

ing and workload scheduling algorithms, in addition to considering renewable power

sources [68]. The authors of [95] considered lightpath bypassing in IP over WDM core

networks to reduce the power consumption and achieved energy savings in the range

of 25% to 45%. As part of the efforts in GreenTouch, the work in [42, 107] investig-

ated a combination of greening approaches for IP over WDM core networks through a

comprehensive MILP model and heuristics. Those included the consideration of optical

bypassing, optimising the core network topologies, employing MLR, utilising efficient

protection and sleep modes, in addition to considering two improvements schemes for

hardware which are the Business-As-Usual (BAU) improvement in equipment due to

advances in Complementary Metal Oxide Semiconductor (CMOS) technology, and BAU

with further GreenTouch improvements. The former indicated 4.23× energy efficiency

improvements compared to 2010 networks while the later indicated 20× improvements.

The energy efficiency in Content Delivery Networks (CDNs) and Information-centric

Networks (ICNs) was extensively surveyed in [60], and [61]. Optimising the workloads

and content placement to reduce the traffic and hence the power consumption was also

considered to green core networks as in [117, 119–122, 124]. In [117], the authors fo-

cused on data centre and popular content placement strategies and found that placing

the data centres at the centre of the network and replicating the contents on multiple

data centres according to their popularity minimised the power consumption by 28%.
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In [119], the energy efficiency of Video-on-Demand (VoD) services was examined by

numerically evaluating five strategic locations for caching in core, metro, and access

networks. In [120–122], the caching of VoD contents was optimised to reduce its stor-

age and transport energy consumption while considering the sizes of the caches, the

contents popularity at different hours and dynamic cache contents replacement. To

reduce the energy consumption of various cloud services, the work in [124] optimised

the distribution of contents and services in cloud data centres and found that the op-

timised replications reduced the power consumption by 43% compared to centralised

placements.

To reduce the CO2 emission coupled with the rise in brown power consumption,

the use of renewable resources has been considered to power different networking and

data centre elements. The authors in [109] suggested using renewable energy sources in

IP over WDM core nodes and optimised the routing to maximise the renewable energy

usage which resulted reductions in CO2 emission between 47% and 52%. The dynamics

of solar power availability and workloads was considered in [115] while optimising the

use of solar energy for cloud data centres and IP over WDM equipment and reductions

by up to 32% in CO2 emission was obtained. In [113], wind energy was considered

for cloud services while considering the cloud locations, contents replications and the

renewable energy transmission losses.

Different implementations such as Mobile Edge Computing (MEC), Fog Computing,

and cloudlet Computing were recently emphasised on to reduce the latency of deliver-

ing various services through cloud computing to users in access networks [37,189,272].

Such implementations are also capable of reducing the energy consumption of core net-

works [273]. Nano Data Centres (NaDa) were introduced in the early work in [118] as

a peer-to-peer computing and storage infrastructure at gateways and energy consump-

tion reduction by at least 20-30% was obtained. The use of fog data centres for smart

city applications was discussed in [274] to reduce core networks power consumption and

maintain the QoS. The authors in [275] suggesting edge caching for Device-to-Device

communications to improve the performance and reduce the consumption of back-haul
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networks. The performance and power consumption tradeoffs of using of different data

centre topologies for big data computations in fog environments were discussed in [4].

In [276], the concept of integrating micro data centre (Micro-DC) into OLTs of PONs

was discussed to partially reduce core networks traffic. The authors in [199] proposed

Fog Co-located OLT architecture which integrates fog computing at Central Offices

PONs to improve telecommunication services. In [119], the power consumption and

delay tradeoffs of caching VoD contents from different layers including core routers,

metro routers and switches, and at the OLT and ONU were analysed.

To enhance the use of interrupted renewable sources such as solar power for data

centres, the use of Energy Storage Devices (ESDs) is suggested. In [277], ESDs were

utilised to store surplus renewable energy and discharge it during high workload peaks

or when the brown energy price is expensive. The authors in [278] optimised the use

of ESDs when the renewable energy is not available or during peak workloads and

proposed an opportunistic scheduling algorithm to delay batch workloads until the

renewable energy is available. The work in [279] reduced the energy cost for cloud data

centres by implementing ESDs and energy trading for different renewable sources and

optimising the consumption, storage and trading with power grids while addressing the

inefficiencies with charging and discharging the batteries.

The work in this chapter utilises a MILP model to examine the reduction in the

non-renewable power consumption of transport networks when delivering VoD traffic

by maximising the use of solar renewable energy in fog data centres with ESDs in the

access network as detailed in the following sections.

7.2 System Model and Parameters

7.2.1 Transport Network

In this work, the IP over WDM architecture with the by-pass approach was utilised

for the core network. The network is modelled as a weighted unidirectional graph

G = (N,L), where N is the set of core nodes, and L is the set of physical links between
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Figure 7.1: Fog data centre caching model to assist cloud VoD service.

the nodes. The NSFNET network topology was considered. In NSFNET, 14 nodes

are connected through 21 bidirectional links with distances in km, D(m,n), as provided

in Figure 7.1. Each core node is equipped with adequate IP router and transponder

ports in addition to an optical switch. For the links, a number of Erbium-Doped

Fiber Amplifiers (EDFAs) and regenerators are considered according to the link budget

requirements at different line rates. The cloud data centres (CDCs) are pre-located in
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nodes 2, 3, 7, 8, and 9 [42]. In each core node, a metro network, composed of edge

routers and Ethernet switches, is utilised to provide connection with access networks

associated with that node. All the aggregation ports in the core and metro routers are

assumed to be 40 Gbps as it is the state-of-the-art technology at the time of writing.

For metro Ethernet, C9500-32QC switches [280] are utilised. The access network is

composed of OLTs connecting the metro network with Fog Data Centres (FDCs) to

assist the five CDCs in delivering VoD services to users, in addition to splitters, ONUs,

and end users. The capacities and power consumption values of the OLT chassis are

obtained from [217]. The 40 GE (4 ports) are utilised for metro network connections,

and the 10 GE (12 ports) of the Ethernet uplink and the switching and control cards are

utilised for the connections with the fog data centre. Additional 2 Ethernet interface

service cards providing a total of 4 10 GE ports are also utilised for the FDC. This

provides up to 160 Gbps capacity between the OLT and the metro network and also

160 Gbps capacity between the OLT and the FDC.

7.2.2 Cloud and Fog Data Centres

For both CDCs and FDCs, the networking equipment power consumption is assumed

to be 30% of the servers’ power consumption [187]. The content server in [113] which

has a maximum streaming capacity of 1.8 Gbps was considered. This allows the FDC

to maximally provide 160 Gbps via about 88 servers. Each FDC is powered by brown

sources, directly by solar cells with areas between 50 and 250 m2, or by stored solar

energy in an ESD with a capacity of 100 kWh [281]. Power Usage Effectiveness (PUE)

values between 1.25 and 1.1 for FDC and of 1.1 for CDC were considered. Table 7.1

summarises the networking equipment and data centre parameters considered. In this

work, consumer video traffic based on the Cisco Visual Network Index (VNI) forecast

for 2020 [42] was considered for the demands from the five CDCs to users in the 14

NSFNET nodes. Figure 7.2 shows the total volumes at different times of the day in

Tbps.
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Figure 7.2: 2020 consumer video traffic.

7.2.3 Renewable Energy Sources

We considered solar renewable energy for its suitability for installment in fog envir-

onments within cities. The solar irradiance values in all 14 nodes of NSFNET were

collected from [282] in W/m2 which is based on SOLPOS calculator-based predictions

and were averaged over two hour windows. Considering several factors that affect solar

cells efficiency and based on [283], an efficiency of 26.3% was considered. Accordingly,

Table 7.2 summaries the solar power availability in W/m2.

7.3 MILP Model for Efficient Content Delivery

Below, we list the parameters, the variables, objective, and constraints of the MILP

model. Small letters in superscripts and subscripts indicate indices while double-lined

letters indicate sets.

The power consumption in IP over WDM networks at t; t ∈ T, Pt(IP overW DM), is

composed of the following:

1. IP Router ports under optical bypass:

Pt(IP ) =
∑
i∈N

PRM (CCQit + CMQit) +
∑

j∈N:i 6=j

∑
r∈WR

PRr Cijrt. (7.1)
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Sets and parameters:
N Set of IP over WDM nodes
Nm Set of neighbours of node m; m ∈ N
T Set of hours in the day
WR Set of wavelength rates
CDC Set of cloud data centres (CDCs) (CDC ⊂ N)
S Set of servers in a fog data centre
S The duration between consecutive hours in T
W Number of wavelength in a fibre
Br Line rate at wavelength rate r; r ∈WR (In Gbps)
BM Line rate of an aggregation port (In Gbps)
Dmn Length of the physical link (m,n); m ∈ N, n ∈ Nm (In km)
DA Span between neighbouring EDFAs (In km)
Amn =

⌊
Dmn
DA − 1

⌋
+ 2, number of EDFAs in the physical link (m,n); m ∈ N, n ∈ Nm

Rr Reach of regenerators at wavelength rate r; r ∈WR (In km)
Gmnr =

⌊
Dmn
Rr
− 1

⌋
, number of regenerators in the physical link (m,n) at wavelength

rate r; m ∈ N, n ∈ Nm, r ∈WR
PRr Power consumption of a router port at wavelength rate r; r ∈WR

PRM Power consumption of an aggregation router port
PTr Power consumption of a transponder at wavelength rate r; r ∈WR
POm Power consumption of an optical switch at core node m; m ∈ N
PE Power consumption of an EDFA
PS Power consumption of a metro Ethernet switch port
PCS Power consumption of a content server per Gbps
CS Capacity of a content server
PUEC PUE of cloud data centres
PUEF PUE of fog data centres
PUEN PUE of core, metro, and access networking equipment
ZCDC Ratio to account for networking equipment power consumption in

cloud data centres
ZF DC Ratio to account for networking equipment power consumption in

fog data centres
POLT Power consumption of an OLT
COLT Capacity between an OLT and metro network
CF DC Capacity between an OLT and fog data centre
PGr Power consumption of a regenerator at wavelength rate r; r ∈WR
PS Power consumption of a metro Ethernet switch port
V oDcdt Demands from CDC c to node d at time t; c ∈ CDC, d ∈ N, t ∈ T

(In Gbps)
SPdt Available solar power per m2 in node d at time t; d ∈ N, t ∈ T (In Watts)
SSC Size of a solar cell
M A very large number
EMAX Battery maximum capacity
α Charging percentage per hour
β Discharging percentage per hour
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Variables:
λcd

ijt Traffic between node pair (c, d) passing through virtual link (i, j) at
time t; c ∈ CDC, d ∈ N, i, j ∈ N, t ∈ T, c 6= d

Cijrt Number of wavelengths at rate r on the virtual link (i, j) at time t;
i, j ∈ N, r ∈WR, t ∈ T, i 6= j

ωmn
ijrt Number of wavelengths at rate r of the virtual link (i, j) in the physical

link (m,n) at time t; i, j,m, n ∈ N, r ∈WR, t ∈ T, i 6= j
Fmnt Number of fibres used on the link (m,n) at time t; m ∈ N, n ∈ Nm, t ∈ T
Wmnrt Total number of wavelengths at rate r in the physical link (m,n) at time

t; m ∈ N, n ∈ Nm, r ∈WR, t ∈ T
CCQct Number of aggregation ports required to connect core node c with the

CDC in c at time t; c ∈ CDC, t ∈ T
CMQdt Number of aggregation ports required to connect core node d with the

metro network in d at time t; d ∈ N, t ∈ T
MCQct Number of aggregation ports required to connect the metro network

in c with the cloud data centre c at time t; c ∈ CDC, t ∈ T
MAQdt Number of aggregation ports required to connect the metro network

in d with the access network in d at time t; d ∈ N, t ∈ T
V oDCcdt Demands by users in node d that are served by CDC c at time

t; c ∈ CDC, d ∈ N, t ∈ T (In Gbps)

V oDFcdt Demands by users in node d from cloud data centre c that is
instead served by the FDC in d at time t; c ∈ CDC, d ∈ N, t ∈ T
(In Gbps)

OLTdt Number of OLTs required in node d to accommodate VoD
demands at time t; d ∈ N, t ∈ T

V oDFSdst Demands served in FDC d by server s powered by solar at
time t; d ∈ N, s ∈ S, t ∈ T (In Gbps)

V oDFBdst Demands served in FDC d by server s powered by brown
sources at time t; d ∈ N, s ∈ S, t ∈ T (In Gbps)

V oDFEdst Demands served in FDC d by server s powered by stored solar
power at time t; d ∈ N, s ∈ S, t ∈ T (In Gbps)

Edt Energy stored in the battery at FDC d at time t; i ∈ N, t ∈ T
RSdt Energy to be charged in the battery from the surplus renewable

energy at FDC d at time t; i ∈ N, t ∈ T
EDdt Energy to be discharged from battery to the FDC d at time t;

d ∈ N, t ∈ T

2. Transponders:

Pt(T ) =
∑

m∈N

∑
n∈Nm

∑
r∈WR

PTr Wmnrt. (7.2)

3. Optical switches:

Pt(O) =
∑

m∈N
PO. (7.3)
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Table 7.1: Parameters for the cloud transport network and fog and cloud data centres.
Set of wavelength rates (WR) 40,100,400,1000 Gbps

Span between two neighbouring EDFAs (DA) 80 km
Number of wavelengths in a fibre (W ) [116] 32

The duration between consecutive hours in T (S) 2 hours

Reach of regenerator (Rr) and power consumption
of a regenerator (PGr) at a wavelength rate r; [42]

r ∈WR

r (Gbps) Rr (km) PGr (W)
40 2500 71.4
100 1200 221.8
400 400 857.4
1000 350 2065.2

Power consumption of a router port (PRr) at
wavelength rate r; r ∈WR [42]

r (Gbps) PRr (W)
40 178.2
100 309.3
400 367.8
1000 425.1

Power consumption of a transponder (PTr)
at wavelength rate r; r ∈WR [42]

r (Gbps) PTr (W)
40 35.7
100 110.9
400 428
1000 1032.6

Power consumption of an optical switch (POm) at core
node m; m ∈ N [116]

85 W

Power consumption of an EDFA (PE) [42] 15.3 W
Power consumption of a metro Ethernet

switch port at a rate of 40 Gbps (PS) [280]
50 W

Power consumption of a content server
per Gbps (PCS) [124]

211.1 W/Gbps

Capacity of a content server (CS) [124] 1.8 Gbps

PUE of cloud data centres (PUEC) 1.1

PUE of fog data centres (PUEF ) 1.1-1.3

PUE of core, metro, and access networking equipment (PUEN ) [42] 1.5

Ratio to account for networking equipment power
consumption in fog data centres (ZF DC) [187]

1-1.3

Ratio to account for networking equipment power
consumption in cloud data centres (ZCDC) [187]

1.3

Power consumption of an OLT (POLT ) [217] 904 W
Total capacity of links between OLT and metro

network (COLT )
160 Gbps

Total capacity of links between OLT and fog
data centre (CF DC)

160 Gbps

Size of a solar cell per OLT (SSC) 50, 100, 150, 200, 250 m2

A very large number (M) 10000000000
Battery maximum capacity (EMAX) [281] 100 kWh

Charging efficiency during S (α) [279] 72.25%
Discharging efficiency during S (β) [279] 90.25%
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Table 7.2: Solar power availability per m2 in Watts recorded in February 2018 from

different cities in the NSFNET network.
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4. EDFAs:

Pt(E) = PE
∑

m∈N

∑
n∈Nm

Amn Fmnt. (7.4)

5. Regenerators:

Pt(R) =
∑

m∈N

∑
n∈Nm

PGr Gmnr Wmnrt. (7.5)

Then, Pt(IP overW DM) = PUEN

(
Pt(IP ) + Pt(T ) + Pt(O) + Pt(E) + Pt(R)

)
.

The power consumption of metro and access networks, FDCs and CDCs at time t

is composed of the following:

1. Metro router and Ethernet switch ports:

Pt(Metro) = PUEN

∑
i∈N

PS (CMQit +MCQit +MAQit)

 . (7.6)

2. OLTs in Access Network:

Pt(Access) = PUEN

∑
d∈N

POLT OLTdt. (7.7)

3. FDCs and CDCs:

Pt(F DC) = PCS PUEF ZF DC

∑
c∈CDC

∑
d∈N

V oDFcdt. (7.8)

Pt(CDC) = PCS PUEC ZCDC

∑
c∈CDC

∑
d∈N

V oDCcdt. (7.9)

Objective: Minimise the total brown energy consumption, (PCb), subject to the fol-

lowing constraints:

1. Flow conservation in IP layer: The allocation of virtual links to the demands

follows the flow conservation law.

∑
j∈N,i 6=j

λcd
ijt −

∑
j∈N,i 6=j

λcd
jit =


V oDCcdt i = c

−V oDCcdt i = d

0 otherwise,

(7.10)

∀c ∈ CDC, d ∈ N, i ∈ N, t ∈ T, c 6= d.
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2. Flow conservation in optical layer: Allocation of wavelengths to virtual demands

follows flow conservation law.

∑
n∈Nm

ωmn
ijrt −

∑
n∈Nm

ωmn
jirt =


Cijrt m = i

−Cijrt m = j

0 otherwise,

(7.11)

∀i, j,m ∈ N, r ∈WR, t ∈ T, i 6= j.

3. Virtual IP link capacity constraint: To ensure that traffic flows through a virtual

link do not exceed its capacity.

∑
c∈CDC

∑
d∈N,c 6=d

λcd
jit ≤

∑
r∈WR

CijrtBr, (7.12)

∀i, j ∈ N, t ∈ T, i 6= j.

4. Capacity constraints: Constraint 7.13 ensures that wavelengths in the physical

link do not exceed the maximum capacity of the fibres. Constraint 7.14 calculates

Wmnrt.

∑
i∈N

∑
j∈N,i 6=j

∑
r∈WR

ωmn
ijrt ≤W Fmnt,∀m ∈ N, n ∈ Nm, t ∈ T. (7.13)

∑
i∈N

∑
j∈N,i 6=j

ωmn
ijrt = Wmnrt, (7.14)

∀m ∈ N, n ∈ Nm, r ∈WR, t ∈ T,m 6= n.

5. Aggregation ports constraints: Constraints 7.15, and 7.16 determine the aggreg-

ation ports required in the core node. Constraint 7.15 determines the number of

aggregation ports required to connect core node c; c ∈ CDC with the cloud data

centre c located nearby, while Constraint 7.16 specifies the number of aggregation

ports that are required to connect core node d with the networking equipment

of the metro network at d; d ∈ N. This is required to deliver VoD demands

from CDCs in other nodes. Constraints 7.17, and 7.18 calculates the remaining

aggregation ports in the metro network. Constraint 7.17 calculates the number
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of aggregation ports required to connect the cloud data centre c with the metro

node in c; c ∈ CDC. Constraint 7.18 calculates the number of aggregation ports

required to connect metro networking equipment at node d with the access net-

work located in node d; d ∈ N. This is required to deliver the total VoD demands

to users in node d.

BM CCQct =
∑

d∈N, c 6=d

V oDCcdt, ∀c ∈ CDC, t ∈ T. (7.15)

BM CMQdt =
∑

c∈CDC,c 6=d

V oDCcdt,∀d ∈ N, t ∈ T. (7.16)

BM MCQct =
∑

d∈N,c=d

V oDCcdt, ∀c ∈ CDC, t ∈ T. (7.17)

BM MAQdt =
∑

c∈CDC
V oDCcdt, ∀d ∈ N, t ∈ T. (7.18)

6. Number of OLTs in the access network: Constraint 7.19 determines the number

of OLTs required.

OLTdt =
∑

c∈CDC
V oDcdt/COLT , ∀d ∈ N, t ∈ T. (7.19)

7. Demands distribution: Constraint 7.20 ensures that the sum of the demands

served by CDCs and the demands served by FDCs is equal to the total demands.

V oDCcdt + V oDFcdtOLTdt = V oDcdt, ∀c ∈ CDC, d ∈ N, t ∈ T. (7.20)

8. OLT capacity: Constraint 7.21 ensures that FDC demands do not exceed the

capacity of its links to OLT.

∑
c∈CDC

V oDFcdt ≤ CF DC ,∀d ∈ N, t ∈ T. (7.21)

9. Servers in FDCs: Constraint 7.22 ensures that demands per server do not exceed

its capacity. Constraint 7.23 equates all servers demands with the total FDC
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demands.

V oDFSdst + V oDFBdst + V oDFEdst ≤ CS ,∀d ∈ N, s ∈ S, t ∈ T. (7.22)∑
s∈S

(V oDFSdst + V oDFBdst + V oDFEdst)

=
∑

c∈CDC
V oDFcdt,∀d ∈ N, t ∈ T. (7.23)

10. Solar power: Constraint 7.24 ensures that nodes do not exceed available solar

power.

∑
s∈S

V oDFSdst PCS PUEF ZF DC ≤ SPdt SSC, (7.24)

∀d ∈ N, s ∈ S, t ∈ T.

11. Discharge limit: Constraint 7.25 ensures that the energy discharge does not exceed

the amount stored in the ESD. EDdt at t = 0, ∀d ∈ N is assumed to be zero.

EDdt ≤ Edt, ∀d ∈ N, t ∈ T. (7.25)

12. Charge limit: Constraint 7.26 ensures that the stored energy is within the re-

maining capacity of the ESD.

RSdt ≤ EMAX − Edt,∀d ∈ N, t ∈ T. (7.26)

13. Energy storage constraints: Constraint 7.27 relates the energy stored in ESDs at

t; t ∈ T with the energy stored at t− S; t ∈ T. Constraint 7.28 ensures that the

energy stored in the ESD is within the maximum capacity [279].

Edt =

[Ed (t−S) − EDd (t−S) + αRSd (t−S)] t 6= 0

0 t = 0,
(7.27)

∀i ∈ N, t ∈ T.

Edt ≤ EMAX , ∀d ∈ N, t ∈ T. (7.28)
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14. Energy discharge: Constraint 7.29 ensures that the stored energy used does not

exceed the available battery energy.

S
∑
s∈S

V oDFEdst PCS PUEF ZF DC ≤ β EDdt, (7.29)

∀d ∈ N, t ∈ T

15. Surplus renewable energy: Constraint 7.30 specifies the surplus renewable energy

to be stored into the battery.

S × SSC × SPdt = RSdt + S
∑
s∈S

V oDFSdst PCS · PUEF ZF DC , (7.30)

∀d ∈ N, t ∈ T

7.4 Results and Discussions

7.4.1 Power Consumption with Brown-powered CDCs and FDCs

We start by evaluating the brown power consumption (PCB) at time t required to

optimally deliver VoD demands in terms of power consumption efficiency from brown-

powered cloud and fog data centres for different values of PUEF . In this case:

PCBt =
(
Pt(IP overW DM) + Pt(Metro) + Pt(Access) + Pt(CDC) + Pt(F DC)

)
, (7.31)

and only Constraints 7.10 to 7.23 are considered while setting the variables V oDFSdst,

and V oDFEdst equal to zero; ∀d ∈ N, s ∈ S, t ∈ T . For all the cases in this evaluation,

PUEC is set to 1.1, and ZCDC and ZF DC are set to 1.3. Figures 7.3, 7.4, 7.5, and 7.6

show the PCBt at the time of the day when considering PUEF values of 1.25, 1.2, 1.15,

and 1.1, respectively. The results show that for PUEF of 1.25, delivering fully from

CDCs is the most efficient approach. As PUEF improves, it becomes more efficient

to deliver partially from FDCs. When PUEF is equivalent to PUEC , it becomes

more efficient to fully stream from FDCs as P(F DC) and P(CDC) required to deliver the

same amount of traffic will be equivalent, and the power consumption of the transport

network will be the factor that determines the differences in PCBt.
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Figure 7.3: Brown power consumption (PCBt) for a PUEF of 1.25.

Figure 7.4: Brown power consumption (PCBt) for a PUEF of 1.2.
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Figure 7.5: Brown power consumption (PCBt) for a PUEF of 1.15.

Figure 7.6: Brown power consumption (PCBt) for a PUEF of 1.1.
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Figures 7.7 - 7.10 show the total amount of traffic served from the cloud data centres

(i.e. ∑c∈CDC,t∈T V oDCcdt) and from the fog data centres (i.e. ∑c∈CDC,t∈T V oDFcdt) at

different nodes d in the NSFNET network. Figure 7.7 shows that when PUEF is as

high as 1.25, the fog data centres are not selected to serve the traffic at any node. In this

case, the total brown networking power consumption (PCN ) which can be expressed

as:

PCN =
∑
t∈T

(
Pt(IP overW DM) + Pt(Metro) + Pt(Access)

)
, (7.32)

was found to be about 167.545 MW . Figure 7.8 shows that at PUEF of 1.2, about

half of the traffic is served from the fog data centres. The savings in the total brown

networking power consumption was found to be 53% compared to the case where the

optimal delivery is from the cloud data centres only. Figure 7.9 shows that when PUEF

is further reduced to 1.15, the majority of the traffic is served from the fog data centre

(i.e. about 75% of the VoD traffic). Also, it shows that the cloud data centres are

selected to serve the nodes that contain them (i.e. at nodes 2, 3, 7, 8, and 9) as serving

at these locations will have less brown networking power consumption compared to

serving at the remaining nodes in the NSFNET network. In this case, the savings

in the total brown networking power consumption was found to be 67% compared to

the case of serving fully from the cloud data centres. Finally, Figure 7.10 shows that

the traffic is fully delivered from the fog data centres. The savings in the total brown

networking power consumption in this case was found to be 75% compared to the same

base case of delivering the traffic fully from the cloud data centres.
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Figure 7.7: Volumes of cloud-served and fog-served VoD traffic for PUEF of 1.25.

Figure 7.8: Volumes of cloud-served and fog-served VoD traffic for PUEF of 1.2.
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Figure 7.9: Volumes of cloud-served and fog-served VoD traffic for PUEF of 1.15.

Figure 7.10: Volumes of cloud-served and fog-served VoD traffic for PUEF of 1.1.
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7.4.2 Power Consumption with Fully Renewable-powered CDCs and

Solar-powered FDCs

We now consider fully renewable-powered CDCs and solar-powered FDCs with PUEF

equal to 1.1 and solar cells of different capacities. In this case:

PCBt = Pt(IP overW DM) + Pt(Metro) + Pt(Access)+

PCS PUEF ZF DC

∑
s∈S,d∈N

V oDFBdstOLTdt, (7.33)

and only constraints 7.10 to 7.24 are considered while setting V oDFEdst = 0, ∀d ∈

N, s ∈ S. Figures 7.11 - 7.12 show the total brown power consumption (i.e. PCBt) at

the time of the day when considering different sizes for the solar cells (i.e. SSC). The

results when SSC is equal to 50 m2 (i.e. in Figure 7.11) indicate a total reduction in

the brown power consumption by 15% compared to the case of fully delivering from the

cloud data centres. When SSC is equal to 150 m2 (i.e. the results in Figure 7.12), the

total saving in the brown power consumption was found to be 26%. For SSC of 250

m2 (i.e. the results in Figure 7.13), the reduction in the brown power consumption was

found to be 33%. It can be noticed from Figure 7.12, and 7.13 that the brown power

consumption is no longer proportional to the total traffic in Figure 7.2. The reduction

in the brown power consumption is achieved only between 6:00 and 18:00 during the

availability hours of solar power as presented in Table 7.2. For SSC of 250 m2, the

high availability of the solar power between 10:00 and 12:00 enabled almost complete

delivery from fog data centres resulting in negligible brown power consumption in the

metro and core networks. Figures 7.14 - 7.16 show the total amount of traffic served

from the cloud data centres and from the fog data centres while being powered by brown

sources (i.e. ∑
s∈S,d∈N V oDFBdstOLTdt) or solar cells with different capacities (i.e.∑

s∈S,d∈N V oDFSdstOLTdt). It was observed that utilising brown power for the fog data

centres is not optimal for the objective of reducing the total brown power consumption

when using the above mentioned parameters, in addition to the parameters in Table 7.1.

122



7.4 Results and Discussions

Figure 7.11: Brown power consumption (PCBt) for a SSC of 50 m2.

Figure 7.12: Brown power consumption (PCBt) for a SSC of 150 m2.
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Figure 7.13: Brown power consumption (PCBt) for a SSC of 250 m2.

Figure 7.14: Volumes of cloud-served and fog-served VoD traffic for a SSC of 50 m2.
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Figure 7.15: Volumes of cloud-served and fog-served VoD traffic for a SSC of 150 m2.

Figure 7.16: Volumes of cloud-served and fog-served VoD traffic for a SSC of 250 m2.

7.4.3 Power Consumption with Fully Renewable-powered CDCs and

Solar-powered FDCs with ESDs

In the case of renewable-powered cloud data centres and fog data centres with solar

cells and energy storage devices (ESDs), we consider Constraints 7.10 to 7.30. The

delivery of VoD demands is optimised so that it is from the cloud data centres or

from the fog data centres with PUEF of 1.1 and SSC of 250 m2 while considering
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the usage of an ESD with a capacity of 100 kWh. Figure 7.17 shows the total brown

power consumption (i.e. PCBt) at the time of the day. In this case, the reduction

in the total brown power consumption compared to the case of fully streaming from

cloud data centres in 43%. The additional reduction in the brown power is due to

optimising the direct use of solar power in the fog data centres and charging the ESD

for use when the solar power is not available. Figure 7.18 shows the total amount of

traffic served from the cloud data centres and from the fog data centres while being

powered by brown sources (i.e. ∑s∈S,d∈N V oDFBdstOLTdt), directly by the solar cells

(i.e. ∑
s∈S,d∈N V oDFSdstOLTdt), or with ESD (i.e. ∑

s∈S,d∈N V oDFEdstOLTdt). It

shows that the optimal use of ESDs is between 14:00 and 22:00.

Figure 7.17: Brown power consumption (PCBt) for a SSC of 250 m2 and EMAX of

100 kWh.
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Figure 7.18: Volumes of cloud-served and fog-served VoD traffic for a SSC of 250 m2

and EMAX of 100 kWh.

7.5 Summary

This Chapter presents a comprehensive optimisation model for delivering VoD services

from cloud data centres or distributed fog data centres in the access network with solar

cells and ESDs. The model considers reducing the total brown power consumption

which includes the brown power used by the brown-powered data centres in addition

to the transport network with PON access network, Ethernet metro network, and IP

over WDM core network. For the IP over WDM network, 2020 equipment power

consumption was assumed, optical bypassing and MLR were considered to examine the

reduction in the brown power consumption while considering efficient future networks.

Different scenarios were considered for powering the cloud and fog data centres. For

the first scenario (i.e. brown powered cloud and fog data centres), the results show that

as the PUEF reduces, it becomes more energy efficient to deliver from fog data centres.

WhenPUEF is equivalent to PUEC , it is more efficient to deliver fully from fog data

centres. In this case, the reduction in the brown power consumption is 75% compared

to the case of delivering fully from the cloud data centres. As many cloud providers

are utilising renewable power for their data centres, we also examined the optimisation
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when the cloud data centres are fully powered by renewable sources and the fog data

centres are solar-powered. The results indicated that savings by up to 33% can be

achieved when considering 250 m2 solar cells (which is considered to be of a suitable

size for central offices in the access network) for the fog data centres. Additional saving

of about 10% can be achieved when also considering ESDs with capacity of 100 kWh

to store surplus solar energy.

The results presented in this chapter reflect the need of joint optmisation for the

routing in transport networks and the usage of cloud and fog data centres when the

objective is to reduce the non-renewable power consumption. A first main finding is

that building fog data centres with worst power usage efficiency compared to existing

cloud data centres is not optimal, thus investing in these distributed data centres is

required to improve the energy efficiency of delivering VoD traffic. When considering

renewable solar power, more savings can be achieved with larger solar cells and energy

storage devices.
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Chapter 8

Conclusions and Future Work

This chapter provides the conclusions and contributions for the work presented in this

thesis and also provides some future research directions
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8.1 Conclusions

This thesis addressed some of the challenges associated with deploying big data ap-

plications in intra data centre networks and in delivering the increasing video traffic

volumes in transport networks. The performance of big data applications is determined

by the underlying hardware specifications such as CPU, memory, and disk, cluster net-

working topology, selected programming framework, in addition to the configurations

selected and mechanisms for data and job placements and tasks scheduling. The energy

efficiency of a data centre is highly related to the topology and the equipment utilised.

Chapter 4 introduced two energy efficient PON-based designs proposed in [9, 207] for

use in fog and cloud data centres. The AWGR-centric data centre design was optim-

ised through a MILP model that determined the topology, and the wavelength routing

and assignment for communication between the racks in a single PON cell. For big

data frameworks, this thesis considered evaluating the completion time and the energy

efficiency of the shuffling phase in MapReduce while considering four state-of-the-art

data centres in addition to the two PON-based designs. In Chapter 5 and Chapter 6,

we considered big data application parameters such as the allocation of the map and

reduce tasks, the replication factor, the data volume, and the data skewness. Concur-

rently, we considered data centre parameters such as the rate per server, the topology,

the power consumption of the equipment used, and the resilience of links, switches

and servers. The results presented reveal that the topology of the architecture has a

significant impact on the performance and energy efficiency of MapReduce. Using the

PON-based data centres improves the energy efficiency by about 83% compared to the

electronic state-of-the-art data centres. The best performance and energy efficiency are

achieved by the AWGR-based data centre design as it uses passive devices and utilise

WDM technology. When failures in links, switches, and servers occur, server-centric

data centres have less impact on performance and energy efficiency as optimising the

routing and scheduling under different failures is aided by the availability of more routes

between different servers. However, routing and scheduling in such data centres is more
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complex. One suggestion to improve the resilience of the design of widely used data

centres such as spine-leaf is to have dual links to and from each server, which can in-

crease the over-subscription ratio. The results when considering a replication factor of

two indicate that integrating the optimisation of the routing and scheduling in data

centres and the application parameters can further improve the performance of the

aplication and the energy efficiency of the data centre. For the video-on- demand, the

work in Chapter 7 addressed the optimisation of the delivery of content from cloud

data centres or distributed fog data centres in the access networks. The work presented

in this Chapter considered several factors such as the design of the core network, the

PUE of the cloud and fog data centres, the consideration of renewable energy in cloud

data centres, and solar energy with ESDs in the fog data centres. The results presented

in this chapter reflect that for non-renewable power consumption reduction when op-

timising services delivery, joint optmisation for the routing in transport networks and

the usage of cloud and fog data centres is to be considered. Using fog data centres is

more efficient only if they have similar power usage effectiveness to existing cloud data

centres, thus investing in the infrastructure of these distributed data centres is required.

This is to be widely considered as the use of fog computing is increasingly suggested

due to reduced latency. When considering renewable solar power, more savings can be

achieved with larger solar cells and energy storage devices.

8.2 Thesis Contributions

This thesis makes the following contributions to the knowledge:

1. It develops several MILP models that can be used to design the topologies

and architectures, routing, and scheduling protocols of data centres. Chapter 4

provides a MILP model that can be used to obtain the optimum connections

and wavelength routing and assignment in a proposed AWGR-centric optical

data centre architecture. The AWGR-centric PON-based data centre uses passive

devices such splitters and AWGRs with tunable optical sources and broadband
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optical receivers able to receive a wide range of wavelengths.

2. It designs and optimises in Chapter 5 a time-slotted data centre architecture. A

MILP model was developed and used to optimise the routing and scheduling of

flows in the data centre network. The MILP optimisation minimises the comple-

tion time of tasks (an essential performance metric) and the total energy required

to achieve this performance. This model is used to compare the performance and

energy efficiency of six data centre networks when considering sort workloads and

different objectives.

3. It evaluates through MILP optimisation the resilience of a range of data centre

architectures when used to support big data applications. Chapter 6 provides

a resilience study based on the MILP model and examines the impact of link

and switch failure on the performance and energy efficiency of three data centre

architectures. This Chapter also modifies the MILP model developed in Chapter 5

by introducing the added dimension of data replication to provide additional

resilience and to examine the impact of server failures on the three data centre

architectures.

4. Finally, in Chapter 7 the thesis reports a comprehensive MILP model developed

to optimise the delivery of VoD traffic to users in the access network from cloud

data centres or fog data centres. This chapter provides results for the reduction

of the total brown energy consumption required to deliver the VoD traffic when

considering fog data centres.

8.3 Future Research Directions

In what follows, we list some future research directions and their relation to the work

presented in this thesis:

• PON-based data centre designs: The work in Chapter 4 introduced two

PON-based data centre designs. One of future research directions is to enhance
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and/or propose new data centre architectures to improve the performance and

the energy efficiency of big data applications with increased traffic. Developing a

routing protocol for a proposed data centre design and comparing the performance

results with MILP-based routing will aid in adopting the design by the industry.

• Data centre scales and big data volumes: The work in Chapter 5 and

Chapter 6 considered data centres with 16 servers and big data volumes of up to

120 Gbits due to the complexity of modelling larger scale data centres and more

time slots and the memory requirement of running the MILP optimisation using

AMPL. Also, the results were generated using a limited set of predefined alloc-

ation for the map and reduce tasks. Related future work can include averaging

the results of several allocations and the development of heuristics to perform the

same optimisation and the automation of constructing larger scale data centres

and workloads.

• Workload characteristics and their modelling: The work in Chapter 5 and

Chapter 6 considered a single type of big data workloads, which is sort batch

workloads, to examine the resultant networking bottlenecks related to the data

centre topology and the impact on the completion time and energy efficiency.

Related future work can include the consideration of other MapReduce workloads

and other streaming applications where the latency is more critical than the

bandwidth.

• Queueing delay in data centre networks: The work in Chapter 5 and

Chapter 6 considered the transmission delay and assumed that the queue and

processing delays are much smaller than the transmission delay. For workloads

other than batch workloads, using the models presented there, the consideration

of these additional delays is important.

• VoD content popularity and battery life time: The work in Chapter 7

can be improved by considering the VoD content popularity which can result in

higher reduction in the brown power consumption if these contents are cached
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in the fog data centres. Also, the lifetime of ESDs defined by charge/discharge

cycles should be considered in the optimisation.
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Appendix A

Mixed Integer Linear Programming (MILP)

modeling

This appendix explains the general form of linear programming problems and provides

an example of a network design problem.

A.1 General Form of a Linear Programming Problem

The general form of a linear programming problem contains a set of decision variables

which are to be the outcome values of the optimisation problem, an objective linear

function that defines the solution and should be minimised or maximised, and a number

of constraints in the form of linear functions that defines the requirements of the system

to be optimised [284]. Each constraint is to be equal to, less than or equal, or large

than or equal a parameter. The decision variables should typically have non-negative

values. Nonlinear equations (e.g. multiplication, maximisation, and absolute values for
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the variables) are not allowed in the constraints or the objective equations. Dealing

with such equations requires applying several linearisation techniques. Mixed Integer

Linear Programming (MILP) models contain integer in addition to binary variables

that have values of either zero or one.

Let x1, ..., xn be the variables, cj , ∀ j = 1, 2, ..., n be the objective parameters (i.e.

cost or revenue), and aij , ∀ i, j = 1, 2, ..., n and b1, ..., bm be the parameters that define

the available resources or requirements in the system to be optimised. Then, the general

form of a linear programming problem can be written as [284]:

min or max c1x1 + c2x2 + ...+ cnxn (A.1)

subject to

a11x1 + a12x2 + ...+ a1nxn (≤,=, or ≥)b1 (A.2)

a21x1 + a22x2 + ...+ a2nxn (≤,=, or ≥)b2 (A.3)

...

am1x1 + am2x2 + ...+ amnxn (≤,=, or ≥)bm (A.4)

xj ≥ 0 ∀j = 1, 2, ..., n (A.5)

A.2 Formulation of a Network Design Problem

Figure A.1 shows a graph for a simple network that has three nodes, each is connected

to the others forming a topology of a triangle shape [285]. The nodes can represent

routers, switches or any equipment. Let ∆sd be the demand value that can represent

the traffic to be send from a source node s to a destination node d. In this network, a

demand can be routed over two paths fully or partially. For example if ∆12 is 2 Gbps,

this amount can be routed directly from node 1 to node 2 or from node 1 to node 2

through node 3. Partial amount of traffic can also be routed in these two available

paths (e.g. 1 Gbps can be routed directly from node 1 to node 2 and 1 Gbps from node

1 to node 2 through node 3).
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2

1 3

Δ12
Δ13

Δ31
Δ32

Δ21
Δ23

Figure A.1: Three nodes network example.

In a network design problem, determining the distribution of traffic occurs according

to the optimisation problem and its requirements. There are two ways of formulating

such problems which are the link-path formulation and the node-link formulation [285].

In this thesis and in what follows, the node-link formulation is used. In the node-link

formulation, the variables for the traffic distribution are to be defined by the links and

by the source and destination nodes. For example we can use χsd
uv to represent the

traffic in link (u, v) that contributes to the traffic from node (vertex) s to node d. For

example, χ13
12 is the portion of traffic to be routed from node 1 to node 3 that is assigned

to link (1,2). The total traffic that can be routed in each link in the network is limited

by its physical capacity ψuv, where u, and v are the nodes at the link edges (e.g. this

network can have ψ12, ψ21, ψ23, and ψ32 = 10 Gbps, and ψ13, and ψ31 = 20 Gbps).

Then for example, for link (1,2), the following should apply:

χ12
12 + χ21

12 + χ13
12 + χ31

12 + χ23
12 + χ32

12 ≤ 10; (A.6)

The node-link formulation requires following the flow conservation law which states

that total traffic entering a node should be equal to the total outgoing traffic from

that node. If the node is a source of a demand, then the total outgoing traffic for that

demand minus the total incoming traffic should equal the demand. If the node is a

destination of a demand, then the total incoming traffic for that demand minus the

total outgoing traffic should equal the demand. For example for ∆13, the following
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equations should be applied:

χ13
12 + χ13

13 − χ13
21 − χ13

31 = ∆13 at node 1 (source node) (A.7)

χ13
21 + χ13

23 − χ13
12 − χ13

32 = 0 at node 2 (transit node) (A.8)

χ13
31 + χ13

32 − χ13
13 − χ13

23 = −∆13 at node 3 (destinationnode) (A.9)

An optimisation problem for designing a network should have a meaningful objective

such as minimising the total routing cost. Such problems can be categorised as a multi-

commodity network flow problem where multiple demands (i.e. commodities) need to

be routed simultaneously while competing for link capacities [285]. A more generalised

way to represent this problem, which is followed in this thesis, is as the following where

all sets (e.g. nodes), parameters (e.g. capacities), and variables are first defined. Then,

the objective function is presented followed by the constraints.

Sets and parameters:
G Set of all vertices (i.e. G=[1,2,3])

Gu Set of neighbors of vertex; u ∈ G (i.e. G1 = [2, 3], G2 = [1, 3], G3 = [1, 2])

∆sd Traffic to be send from vertex s to vertex d; s, d ∈ G

Cuv Capacity of link (u,v); u, v ∈ G

Variables:
χsd

uv Traffic in link (u, v) that contributes to the traffic from vertex s to vertex d;

s, d ∈ G, s 6= d, u ∈ G, v ∈ Gu, χsd
uv ≥ 0

The objective is to minimise the routing cost:

min
∑

s,d,u,v∈G,s 6=d

(
χsd

uv

)
(A.10)

The objective is to be calculated under the following capacity and flow conservation

constraints:

1. Flow conservation: The allocation of the links to the flows follows the flow con-
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servation law:

∑
v∈Gu

χsd
uv −

∑
v∈Gu

χsd
vu =


∆sd u = s

−∆sd u = d

0 otherwise,

(A.11)

∀s, d ∈ G, s 6= d, u ∈ G.

2. Constraint to ensure that the total traffic in link (u, v) does not exceed its capa-

city:

∑
s,d∈G,s 6=d

χsd
uv ≤ Cuv; ∀u ∈ G, v ∈ Gu. (A.12)

A numerical example that can be solved through the previous model and can be

solved manually is the following:

If there only one demand ∆12 = 8 Gbps, minimising the routing cost will result

that only the variable χ12
12 will equal 8 Gbps making the objective function equal to 8

Gbps. If the objective is to maximise the routing cost, then each of the variables χ12
13,

and χ12
32 will equal 8 Gbps making the objective function equal to 16 Gbps. The first

solution indicates that the traffic is routed directly from node 1 to node 2, while the

second solution indicates that the traffic is routed from node 1 to node 2 through node

3 which increases the routing cost.

A.3 Formulation of the Thesis MILP Models

Several extension and modifications are considered to the above example model to

address the objectives of this thesis. For example for the models in Chapters 5, and 6,

nodes were categorised into servers, AWGR nodes and switches. Additional binary

variables were introduced to check for example if links or switches have traffic passing

through them. Linearisation techniques such as those explained in [286] were used.

Additional parameters to identify the power consumption of each equipment (located

in a node) are used to aid in calculating the overall power consumption at a time.
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A.3 Formulation of the Thesis MILP Models

Time dimension was added to all variable to aid in optimising the scheduling and to

calculate the total energy consumption. The graph of each data centre (i.e. topology)

was manually defined in the AMPL code. For the model in Chapter 7, the NSFNET

topology is used and additional constraints for the routing in IP over WDM and usage

of different power sources are introduced.
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