Optimal sizing of hybrid renewable systems to improve electricity
supply reliability in Iragi domestic dwellings.

By
Hussain Ali Hatam Alshamri

The University of Leeds
School of Chemical and Process Engineering

October 2019



Declaration

The candidate confirms that the work submitted is his own, except where work
formed jointly -authored publication has been included. The contribution of the
candidate and other authors to this work has been explicitly indicated overleaf.
The candidate cofirms that appropriate credit has been given within the thesis
where reference has been made to the work of others. This copy has been supplied
on the understanding that it is copyright material and that no quotation from the
thesis may be published withait proper acknowledgement.

© 2019 The University of Leeds,Hussain Ali Hatam Alshamri



WORK APPEARING IN JDTLY AUTHORED PUBLCATIONS

Peer Reviewed Conference Proceedings and Poster

1. H. Alshamri, T. Cockerill, Alison S. Tomlin " An Optimal Sizing Methd For
Wind-Pv-Battery Hybrid Power System For Unreliable Electricity Supply in
Energy Leeds PhD network conference 25th Jun&niversity of Leeds UK,
25th June 2019 (Poster)



ACKNOWLEDGEMENTS

Foremost, | would like to express my sincere gratitude tmy main supervisor Professor Tim
Cockerill for all the support and encouragementof my Ph.D study and research, for his
patience, motivation, enthusiasm, and immense knowledge. His guidance helpete
throughout my time of researchand in the writing of this thesis. | could not have imagined
having a better advisor and mentor for my Ph.D studguring the long months | spent
undertaking my PhD work.

In addition, | would like to say a very big thank you to mysecondsupervisor Professor
Alison S. Tomlinfor all her continuous guidance, supporaind immense knowledge thatshe
gave me duringthe long months | spent undertaking my field work. Without ler guidance
and constant feedbackthis PhD would not have been achievable.

My sincere thanks also goes to Dr. Andw Pimm for all his support encouragement and
insightful comments

| would like to thank my family. First of all, my mother and father for giving birth to me at
the first place and supporting me spiritually throughout my life. In addition, | would like to
give big thank you to my wife and children for their help, support, encouragement and
patience during the years of my study.

| am very proud to graduate from the University of Leeds and would like to extend my
thanks and gratitude to all of its staff and lhthe friends | have made during my time here.
Finally, | would like to thank the Iraqgi Ministry of Higher Educationand Scientific Research

(MOHE)for giving me thechance to study in the UK



ABSTRACT

This project aims to evaluate wind and solar powr availability in Iraq in order to
support and design an optimked hybrid renewables system for use in domestic sector§he
unreliable energy supply is one of the main challenges that the residential sector faces in
Irag. This project assessed to what éent the investment in Hybrid Renewable Energy
System (HRES) is feasible and efficient to overcome the problem of unreliable supply at
reasonable cost. Several researchers have tried to assess wind and solar resosiindraq
using low-resolution databasesfrom a limited number of weather stations, but they were
unable to produce a comprehensive evaluation of renewable energy in Iraqg.

This research identified and developed techniques that allow more accurate mapping of
wind resources in Iraq than has beempossible previously. In addition, the thesis developed
a unique technique to optimize the best design of HRES that has sufficient flexibility to deal
with various climatic conditions and economic challenges using wind turbing solar panes,
and rechargealte batteries.

In order to assess the potential windpower in Iraq, many wind resource evaluation
techniques based on the spatial and temporal microscale and mesoscale were reviewed. In
addition, the availability of several wind data resources was considedeand discussed using
observed and estimated data. To evaluate wind resources for the whole of Iraq, a
downscaling model using reanalysis data fromModern-era retrospective analysis for
research and applications MERRA and a landuse map as the basis ofhe surface
roughness map for the whole of the country has been developed. Following this, a power
curve model was used to estimate potential wind power production from several types of
small wind turbines.

The most fundamental techniques were used to euahte and calculate solar power
production. In addition, the most important solar databases were used to evaluate the solar
radiation for the whole of Irag. To evaluate solar resources in Iradihe most validated solar
dataset was employed to evaluate annuiasolar energy production for the whole of the
country. In addition, the hourly solar energy production model based on wind speed and
ambient temperature impact(HSEPWT model) was developed to estimate the hourly solar
system output, combining the effect®f wind speed with the impact of ambient temperature
on cell temperature, aiming to make the solar power evaluation more realistic.

The hybrid system, which has multiple renewable technologies, is considered the most
useful approach to satisfyenergy demand in the residential sector. Accordingly, several
methodologies to size and optimize a hybrid system in terms of reliability and cost
parameters were reviewed. Consequently, aavel computational model has been designed

to size and optimize HRES, which iseemed suitable to maintain supply in domestic



properties that suffer continually from unscheduled outages from the national gridThe
process of optimization examined several energy flow strategies and economical solutions
to decrease the total cost of project and to increase the reliability of HRES.
The results of this thesis have shown, that the downscaling model succeeded in increasing
the resolution and accuracy of estimated wind speed and confirmed that the model should
be applied, based on the Ial variables of the boundary layer. In addition, the wind power
production demonstrated that the most productive locations in Irag are concentrated above
the water surfaces and the area that extends from central to east and sotglst of Iraqg.
Also, theseareas have shown low cost of energy and a payback period lower than eight
years. Furthermore, solar power production confirmed that the most productive locations
are locatedin the west of Irag. Also, most places in Iragq have shown low cost of energy and
a short payback period.

Finally, the optimized technique for identifying optimal combinations of wind, solar and
battery technologies for domestic scale renewable energy provision was developedriigae
design using MATLAB by integrating argoid ard off-grid system (Oiwff-grid OpHRES). This
system has been developed to resolve the problem of frequent and unscheduled outage for
some hours per day from the national grid. The-@fgrid OpHRES system is examined
according to different scenarios gfid Increasing Block Tariffs (IBT) prices, strategies of energy
flow management (discharge and without discharge battery in case -gfridh and based on
different land covers and various weather conditions (wind speed and solar radidtlom)OR
off-grid OpHRES system was successful in reducing the cost of energy and increasing the
reliability of the system when using HRES in areas that have high wind speed and high solar
radiation. In addition, when applying the strategy of Atischarging the storaggystem when
connected to the grid as well as using relatively high electricity prices from the national grid,
HRES has shown excellent performance in terms of cost and reliability by rethecireyelized
Cost of Energy (LGBayback Period (PBRpss & Power Supply Probability (LP3RY Grid
Power Absorption Probability (GPARastly, the availability of wind speed has played an
exceptional role in terms of increasing reliability of HRES, even in areas that have low solar

radiation.
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energy production over one year for the same location and hourly wind speed in Figure A
based on 10kW wind turbine size at 30m hulteight; the red line represents the average

power. . J—— =115 -
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Figure 6-9. Annual average wind speed maps that have been estimated by DSM based on
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for 20kW wind turbine size. For example, D1.10 refers to 1000kWh/month level of
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distribution of AEP for three sizes of solar system (3.1 kW, 5.2 and 10.4 kW)..-.206 -

Figure 8-11. Spatialdistribution of CF for5.2kW for Whole of Iraqg.................... =207 -
Figure 8-12. The boxplot distribution of CF foi8.1,5.2and 10.4 kW.................... =207 -
Figure 8-13. The effect of perceptible water vapour level on relative solar power output
from different kinds of PV semiconductors [303]...........c.oooviiiiiiimeemmeeminnnineee e -.207. -

Figure 8-14. The spatial distribution of LCE for the whole of Iraq based on AEP for different
size of solar system, according just 5000 kWh/month level of demand. Sub Figure A shows
the LCE distribution for 10.4 kW, Sub Figure B for 5.2 kW and Sub Figure C for 3.1 kW. The
AEP of these PV systems#@mated is based on HelioClim1 data for 1982005...- 208 -

Figure 8-15. The distribution of the PSD by using boxplot for three sizes of PV system 10.4
kw, 5.2 kW and 3.1 kW, based on five levels of monthly electricity demand. Figure A
represents PSD for 10.4 kW, Figure B represents PSD for 5.2 kW and Figure C reprasent
PSD for 3.1 kW. Dem: Demand... e -.=209 -
Figure 8-16. The boxplot dlstrlbutlon of LCE for Whole of Iraq and for dlfferent size of solar
system according to different levels of demand from 1000 t6000 kwh/month. Sub Figure

A shows the LCE distribution for 10.4 kW, Sub Figure B for 5.2 kW and Sub Figure C for 3.1
kW. Dem refers to level of demand.... 210 -

Figure 8-17. The boxplot distribution of PBP for 3 1 kW and for drfferent IeveI of monthly
demand from 1000 to 5000 kWh/month and based on the 2015 and 2017 IBT prices from
national grid. For example the PBP1. NP refers to PBP for 1000 kWh/month of monthly
demand based on Np (2017 IBT pcde). While PBP3.0p refers to PBP for 3000 kWh/month
of monthly demand, based on Op (2015 IBT PriCe).......cuuverrrrieeesimmmmmmmeiiiieeneees =211 -

Figure 8-18. The distribution of PBP of less than 8 years, based on the 2017 and 2015 IBT
for 3.1 KW PV system. NP refers to the 2017 Price and OP refers to the 2015 Price. Figure A
shows PBP, based on NP and 5000 kWwh/month of demand, Figure B shows PBP, bared o
OP and 4000 kWh/month and Figure C shows PBP, based on OP and 5000 kwh/month.
212 -

Figure 8-19. The boxplot distribution of PBP for 5.2kW for different levels of monthly
demand from 1000 © 5000 kWh/month, based on the 2015 and 2017 IBT prices from the
national grid. For example, the PBP2. NP refers to PBP for 2000 kWh/month of monthly
demand based on Np (2017 IBT price), while PBP4.0p refers to PBP for 4000 kwWh/month
of monthly demand basél on Op (2015 IBT PriCe)..........ccevvvvvrrvrrimmmmmmmmieeeeeeeeeee.n 213 -

Figure 8-20. The distribution of PBP of less than 8 years for 5.2kW, based on the 2017 IBT
in Figure A and based on the 2015 IBT in Figure B. NP refers to the 2017 Price and OP refers

to the 2015 Price... . 213 -
Figure8-21. The AEP drstnbutron for 8 Iocatlons based on PVGI-E:l (PVGISSkW) Homer
NASA data resources (HomerR5kW) and Homé&#C1 (HomerPVGIS5kW)........: =215 -

Figure 8-22. Absolute pecentage error APE for 8 locations between Homedasa and

PVGISHC1 data (HomerRPVGIS), which is represented by blue columns as well as between

PVGISHC1 and HomeHC1l (PVGISHomerPVGIS) which are represented by orange

columns... =2215-

Figure 8- 23 AEP dlstnbutlon for 10kW PV system for four Iocatlons in Iraq usmg different
software and datasets: HSEWT model based on HC3v5 data, Homer based on NASA data

and PVGIS estimation based on HC1 data... =216 -
Figure 8-24. MAPE and APE distribution between HomerHSEPWT model and between
PVGISHSERWT modelfor four locations in Irag.............eeeevvviiisimmmmmmmiiiiieeeeeen. =216 -

-XV-



Figure 8-25. A sample of hourly mput data of"'Q Gb, Gd, ambient and wind speed at 2m for
the first 10 days of March. These data have been used in hourly energy production
simulation for 2kW solar system sizes. In addition, this Figure shows the Ppv: the output
hourly solar energy produdion from 2kW PV system and also Amfic: the difference
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consumption during outage hours (offgrid) which was being covered by private diesel
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Figure 9-7. The parameters like battery charge and discharge efficiency- & cand

— & Qespectively and the maximum power charge and discharge of a battery (@te)
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HRES... 2232 -

Figure 9- 8 Flowchart for the optrmlzatron process of oﬁgnd and ongrrd for the HRES (On
off-grid Op-HRES) with discharge of the storage system in the case of-gnd that is
determined by dotted red box. This flowchart represents the optimization process of off
grid and on-grid for the HRES without discharge of the storage system in the case ofgnid
according to the dotted red box when replaced by the nedischarge process flowchart in
Figure 9-9B... w239 -
Figure 9-9. Flowchart for the optrmrzatron process ongnd for the HRES wrth discharge of
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Figure 9-11. Result of LPSP, LCE, PBP, TCOP and Size of the HRES configuration to evaluate
the performance of different optimal configurations that have been determined in 12
locations in Iraq by using just BG demand and by applying the 2D strategy. D.N: Discjgar
battery and 2017 IBT price, D.O: Discharge battery and 2015 IBT price, W.N: without
discharge battery and 2017 IBT price, W.O: without discharge battery and 2015 IBT price.
While AD: Amara location. Desert land cover, BsU: Basra. Urban, RU: Rutbah. iJriviJ:
Musal. Urban, HD: Haditha. Desert, BgU: Baghdad. Urban, MW: Musal. Water, MD: Musal.
Desert, HW: Haditha. Water, HU: Haditha. Urban, BgD: Baghdad. Desert, RD: Rutbah. Desert.
=251-
Flgure 9 12 Result of LPSP LCE PBP and the HRES conflguratlon Slze to evaluate the
performance of different optimal configurations that have been determined in different land
covers (water, desert and urban) for four locations in Iraq (Baghdad, Basra, Haldlit and
Mosul) by using just KR demand and by applying the 2D strategy plan. D.N: Discharge
battery and 2017 IBT price, D.O: Discharge battery and 2015 IBT price, W.N: without
discharge battery and 2017 IBT price, W.O: without discharge battery and 2015 IBfice.
While BgW: Baghdad location. Water land cover, BgD: Baghdad location. Desert land cover,
BgU: Baghdad location. Urban land cover, BsW, BsD and BsU: Basra location at the water,
desert and urban land cover. HW: Hadiata. Water, HD: Haditha. Desettt): HHaditha. Urban,
MW: Mosul. Water, MD: Mosul. Desert, MU: Mosul. Urban................cevvceceeeeee. 2. 253 -
Figure9-13. Results of LPSP, LCE, Saving and the HRES configuration Size in Part A and PBP
in Part B, to evaluge the performance of different optimal configurations that have been
determined based on desert land cover at different locations in Iraq (Haditha HD, Amara
AD, Basra BsD, Baghdad BgD and Mosul MD) by using KR B@&dlemand and by applying
2D strategy. DN: Discharge battery based on 2017 IBT price, D.O: Discharge battery based
on 2015 IBT price, W.N: without discharge battery based on 2017 IBT price, W.O: without
discharge battery based on 2015 IBT price. (Annual Wind energy density and Solar
radiation availability) and (Sum of annual wind energy and solar radiation normalization)
in Part B show the availability of solar and wind resource at each locatian.......=.256 -
Figure9-14. Result of 2D, 3Drad 4D strategies of the optimization process to determine the
optimal HRES based on 2015 IBT price and without discharge O.W according to BG and KR
demands at four locations in Iraq: Baghdad BG, Basra BS, Haditha Ha and Mosul M across
the water, desert andurban land covers. In this Figure have been used many parameters
like the HRES configuration size in subigures Al, 2, 3 and 4, which shows the size of WT,
PV, Batt and total system size. Also, Economic and reliability constraints like LCE, LPSP and
GPAPacross subFigures B1, 2, 3 and 4 for above locations. Beside, PBP and percentage of
saving annual cost across subigures C1, 2, 3 and 4. Furthermore, In order to define some
abbreviations BgW: Baghdad water area, BgD: Baghdad desert area, BgU: Baghdadnu
area, BsW: Basra water area, BsD: Basra desert area, BsU: Basra urban area, HW, HD and
HU: Haditha water, desert and urban areas respectively, MW, MD and MU: Mosul water,
desert and urban areas respectively..................... =260 -
Figure9-15. Results of optimization based on Basra house demand to determlne the optimal
HRES design using 2015 IBT price with discharge O.D and 2017 IBT price without discharge
O.W for four locations in Iraq: Baghdad Bg and BasBS across the water, desert and urban
land covers. In this Figure have been used many parameters like the HRES configuration
size in subFigures Al and 2, which shows the size of WT, PV, Batt and total system size.
Also, Economic and reliability constrants like LCE and GPAP across siitigures B1 and 2
for the above locations. Beside, PBP and percentage of saving annual cost across-agires
Cland 2. Furthermore, In order to define some abbreviations BgW: Baghdad water area,
BgD: Baghdad desert area,d®): Baghdad urban area, BsW: Basra water area, BsD: Basra
desert area, BsU: Basra urban area, HW, HD and HU: Haditha water, desert and urban areas
respectively, MW, MD and MU: Mosul water, desert and urban areas respectivels5 -
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Figure 9-16. Result of optimization in Basra house demand to determine the optimal HRES
design based on 2015 IBT price and with discharge O.D and 2015 IBT price and without
Typical O.W for four locations in Irag: Baghdad Bg and Basra BS across the water, desert
and urban land covers. In this Figure have been used many parameters like the HRES
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Chapter 1 INTRODUCTION

1.1 Background

Although Iraq is one of the major oilproducing countries in the world, there is still anurgent
need to overcome the increased demand for electricity and covéhe extensive shortage of
electricity supply for residential, commercial and industrial sectors in Irag. Energy security
in Iraq has represented the most central challenge facing peopknd government and
threatens political and economic stability due to climate change that led to extreme
temperatures. Accordingly there is anurgent andincreased need to introduce renewable
energies as a part of the global trend towards reducing greenhse effects and resolve the
issue of energy security.

The increased use of fossil fuels in all industrial sectors including electricity generation has
played a crucial role in the rise of pollution and global warming. The use of renewable
energy and sustanable development are considerethe most important solutions to reduce
the emission of pollutants, reducing the dependence on fossil fuels, reducing the climate
change phenomenon in the world, reducing the cost of electricity generaticemd to cover
the growing demand for energy.

Renewable energy sources, such as solar, wind, biomass, geothermargy and hydro-
energy, which have recently become more prevalent in use, have started to replace fossil
AOAT 6 AO EO AAAAT A AbDDAQdriotinexbduigiiile. OEA %A OOES O
Recently, there have been vigorous efforts by the international community to resolve the
problems of pollution, climate change and energy security. The United Nations General
Assembly (UNGA)declared that 2014-2024 should be a perid of sustainable energy for
all, through preparation of the post2015 development schedule designed to supply
affordable electricity and economically viable energyl]. In addition, the European Union
(EU) has planned for a new power strategy based on energy security, sustainable
development and dow-carbon economy. In 2009, the EU Parliament set targets to increase
renewable energy production to 20% of the totalenergy demand by 2020 and also has
planned to produce around 27% of total electricity supply by 2030 in order to encourage
private investment in low-carbon technologieq?2].

Hybrid renewable energy systems(HRES)using a small wind turbine solar panels and
rechargeable batteries have become increasingly prevalent in response to global challenges
such as energy security and climate chand@]. In order to invest in renewable energies
optimally, a number of challenges must be overcome. One of the most important is to

develop suitable techniques for evaluating wind and solapower resource accurately. The
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assessment of wind and solar resources is crucial for predicting the likelyower yield at

any site[4].

1.1.1 Climate Change

The greenhouse effect and air pollution are considered significant threats not only to human
health but also to plants and to animal§5]. Thirty years ago, the risk of increasing pollution
and environmental deterioration became a serious problenj6]. The Intergovernmental
Panel on Climate Change (IPCC) was established in 1988, aiming to provide tluelevwith

a scientific assessment of the reasons feland effects ot climate change[7]. The fifth IPCC
evaluation report in 2013 showed evidence that during the period 18562000, the global
mean surface layer temperature and mean sea and oceans levels increased because of an
increasing concentration of greenhouse gas emissiong]. Also, the reportstated that the
emission of greenhouse gases has grown rapidly during the period between 1970 and 2000
to around 70%,[7] due to human activities and increasing consumption of fed fuels [8].
Furthermore, a large quantity of geenhouse gas emissions are produced from the use of
fossil fuels used for power generation. In addition, the IPCC reported that global surface
layer temperatures are calculated to increase 3°C by 2100]. Such an increase in global
surface temperatures will lead to an increase in severe weather events, affect water supplies

and global food and human habitat§3] .

1.1.2 Energy Security

Energy security has presented the second serious challenge ftossil fuel consuming
countries since 1973, due to the growing concerns about the fluctuation of oil prices,
political tensions and instability in the Middle East[10]. These problems and increased
demand for oil have raised the critical question of how to resolve the issue ehergysupply.
Renewable energy investment is one of the most significant solutions for the problem of
energy, such as energy security and climate change. One of the most sigaifi@dvantages
of renewable energy is that it is consideredn active contributor to reducing dependence

on imported fossil fuels[10].

1.1.3 The Problem of Energy Supply in Iraq

Iraq is the secondbiggest dl producer of Organization of the Petroleum Exporting
Countries (OPEC) and has the secotfmiggest oil reserves in the world[11]. Yet Iragi people
have suffered from massive shortagesfelectricity supply since 1990 for various reasons.
Firstly, Iraq has seen a dramatic increase in population over the pa40 yearsas shown in
Figure 1-1a, which has rapidly led to increased demand for electricity supplgs shown in

Figure 1-1c [12]. Also, the national electricity grid was suffering from neglect, severe
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damage and poor maintenance due to the military operations and economic sanctions for

the period between 199Q 2003 and 2014 [13].) OANS& O DI xAO OAAOI O &
challenges. Outages remain an everyday occurrence for most households, as rising
generating capacity has been outrun by growing demand for electrigi, in particular by high

demand for cooling in the hot summer season. Between 2013 to 2018, the size of the gap
between the maximum grid supply of power and peak electricity demand has widened, even

when the available supply has increased by orthird [14] as shown inFigure 1-1b[12].

Iraq: Population

50.000

40.000
/0’.'.’.‘

M

Millions

s &

Iraq: Total Electricity Net Generation

Billion kWh
3
=)
8

I\{

(b)

Iraq: Total Electricity Net Consumption

Figure 1-1. Increase of population(a), total electricity net generation(b) and
consumption (c) in Iraq [12].

The electricity demand trend is characterised by two peaks during a year: the biggest one
during the summer months of June/July/August and the small peak appears over the winter
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months of December/January/ February, as shown ifrigure 1-2. The calculated electricity
demand for the summer in 2004 was about 7,200 MW and 8,800 MW in 2005. While power
production was calculated to be about 3,400 MW in 2004 and increased to 4,000 MW in
2005, it is possible to note that the general trend adnergy demandincreased dramatically
during 2004 and 2005 with an apparent deficit in generating capacity of about 56%4.3].
For these reasonsthe quota of Iraqi citizens is approximately 12 hours per day of electricity
supply from the national grid. Electricity production increased by nearly 90% between
2012 and 2018, but the gap between peak demand and supply is broader today than in
2012. Especially in the summer months, energy supply to meet peak demand is weak, and

this is a primary concern for citizens across the countrj14].

Hence, they are additionally depending on private small electricity generators using petrol,
or buying energy from local medium diesel generators within smalcommunities in order

to acquire the necessaryenergy. In reality, there aremany disadvantages associated with
this procedure, such as increasing air pollution, waste motor oil, noise pollutiomigh fuel
prices, lack of fuel supply, low quality of genetors, increasing faults during summer
months due to increasing temperature and increasing maintenance costs. In fact, renewable
energy investment within small communities or housing units could be the perfect solution

to meet future increases inenergy demand to cover the shortage of electricity supply and
successful business in rural, suburban and urban areas across Irag. An assessment of wind
and solar resources is therefore required to facilitate investment in renewable energy in

Iraqg.

1.1.4 Renewable Energy in Iraq

Several studies have tried to assess wind and solar resources in Iraqg, but none of them has
produced a highresolution wind resource map, because most of these studies were based
on observed data from a limited number of weather stations in Iradror instance,Darwish,

et al.[15] has evaluated windpower in Iraq using Weibull distributions based on monthly
average wind speeds for 15 locations for eleven years. It was found that esith of Iraq
has annual wind speeds higher than 5 m/sKhalifa, [16] mentioned that twenty-three
weather stations were selected foranalysis. The daily model for wind speed has the most
significant values in the midst of the day and the early morning. These highest values ranged
from 5 to 10 m/s. The wind speed in summer months is higher than in winter months. The
demands on energy als increase in summer compared with winter, due to increased
cooling and airconditioning loads. Ahmed|[17] has divided Iraq into three territories. The
first one covers about 48% of Iraq and has monthly average wind speeds ranging between
2 to 3 m/s. The second area (covering about 35% of Iraq) has monthly average wind speeds
ranging between 3.1 to 4.9 m/s. The third region, which represents 8% of Iraq has high wind
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speeds of higher than 5m/s Ahmed,[17] estimated the energydensities for wind regions
were 174 W/mz2in Al-Amarra, 337 W/m2in Al-Kout, 194 W/m2 in Al-Nekhaib, 353 W/

in Ana, and 378 W/nt in Al-Naseria. Concerning the solar assessmerBprja, et d. [18]
produced a monthly and yearly solarenergy map for the radiation periods of 24 weather
stations across Iraq.Dihrab, et al. [19] suggesteda hybrid solar and wind systens of
electricity generation for a connected grid in three cities in Iraq. Results revealed thatvas
feasible for Iraq to use solar and wind power to generate enough energy for many villages

in the desert or rural areas.

Power production and power demand trend per a year

10000
9000
o /\/\/\/
7000
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] Summer Winter
s /A—\/_//\-_\/\/\/\’—/_/\——/\’\

Figure 1-2. Fluctuation of electricity demand trend is characterised peyear[13].

1.2 Aim and objectives

The mainaim of this thesis is to develop a unique method of optimizing a HRES to control
energy flow to meethouse electricity demand which is suffering from unscheduled outage
from the national grid. HRES will generatenergy using small wind turbines, solar panels
and rechargeable batteries based on thgower availability in Iraq and energy demandthat
recorded from several housing units in different places in Irag. In addition, this project aims
to assess the wind and solapower availability in Irag to estimate the potential power

production from renewables.

The following objectives were identified to answerseveral main research questions that are
related to the wind and solar resources assessment as well as the feasibility of using an

optimized HRESor housing units in Iraq:

1. To improve the wind resource assessment methodologytife downscaling model
(DSM)) 1o create a wind resource map for the whole of Iraq using globatodeling data

(Modern-Era Retrospective analysis for Research and Applicatio®ERRA)) Land
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Cover Map (LCM) as roughness maand local observation data for validation. This

objective tries to answer three research questions:

1 Towhat extent is the wind speed prediction using the developed thBSMaccurate

for Irag?
1 What are the disadvantages of the implementation of a DSM using MERRA data?

1 To what extent is the DSM useful in improving the with resources assessment in
Irag using MERRA data?

2. To estimate the annual potentialenergy production by wind and solar systems, based
on wind and solar resource assessment for the whole of Iraq and evaluate the hourly
energy production from different sizes of these systems for any locations in Iraq. This
objective tries to answer the following research questions:

I To what extent is the wind and solar resources assessment in Iraq helpful to
determine the spatial distribution of power production?

1 To what extentdo the wind speed and temperature affect the performance and

efficiency of the solar system?

3. To evaluate the cost of wind and solar systems and determine their efficiency and
feasibility based on a renewables assessment and economical technique, aimingdoer
the shortage of information about this kind of investment in Irag. In addition, this
objective tries to answer the following research question:

1 To what extent is the investment in solar and wind systems feasible in Irag?

4. To examine the impact of dilerent climate conditions, land cover categories and
different techniques of optimized HRES, using wind turbines, solar panels and
rechargeable batteries to cover the energy demands and to reduce energy costs in
housing units for different locations in Iraq. Again, this vital objective tries to answer
the following research questions:

1 To what extent will an optimization system succeed in covering the energy demand
based on wind and solapower availability in Iraq?

1 To what extent will the optimized hybrid renewables system be feasible and
economical for household consumers in terms of egrid and off-grid in Iraq?

1 To what extent does thdand covercategory have an effect on the efficiency of the
solar system, wind system and hybrid system?

1 To what exyentare these methods and results novel, and what is the key contribution

to knowledge?



1.3 Thesis structure

Chapter 2 reviews literature related to the fundamental physics of the wind flow in the
boundary layer and wind speed distributions. Different wind resouce assessment
technologies are reviewed according to various spatial and temporal. Furthermore, the
available data sources that can be used to achieve wind resource assessment for the whole

of Irag are outlined and discussed.

Chapter 3explains the importance of solar power and presents techniques that can be used
to evaluate solar power production An overview ofthe most important solar database used

to assess solar radiation and solar power production is provided.

Chapter 4 presents a general literatug review of methods for determining the optimal sizes
of HRES according to the concepts of reliability and economic assessment of HRES
performance. An overview of the merits and demerits of software available and used for

examining the optimal sizes of HRE& and simulating the hybrid system is also set out.

Chapter 5 illustrates the main steps of th&®SMusing MERRA data as sources of reference
wind data. A second step reviews the broad spectrum of parameteation of the surface
aerodynamics, which is devalped, based on a landise map of Iraq. Sensitivity analysis is
used to study the impact of proposed parameters when applying thBSM This approach
involves developing a technique to achieve better outcomes of wind speed against
observation data. TheDSM performance is evaluated by validating the results with

observed data previously obtained from several sites.

In Chapter 6,several potential techniques to estimate thé\nnual Energy Production(AEP
for the whole of Iraqg map are discussed. Estimation of #factors of a Weibull distribution

and evaluation of the values of the shape factor with height is explained.

In Chapter 7 the capital cost of a wind turbine project is estimated, based on reliable sources
of information, together with the variable cost. The electricity pricing system in Iraq

Increasing Block Tariffs (IBT)is described. The Levelized Cost of Energy and payback period
are used to evaluate the feasibility of a wind turbine project based on a saving strategy and

on different levels of energydemand.

Chapter 8presents the methodology used to evaluate the annuahergy production from
different sizes of PV system for the whole of Iraq, the economic methodology for estimating
the cost of a solar project, and the cost of energy and the paybago#riod. This chapter
presents the method of developing théHourly Solar Energy Production by integration the
effect of Wind and Temperaturdf HSERPWT model), which involves combining the effects
of wind speed and ambient temperature on cell temperature, toalculate the hourly solar
energy production from different sizes of solar system at any location in Iraq.
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Chapter 9 presents an overview of optimization methodology and energy management in
HRES, which includes a demonstration of the component of HRESfiguration in this
project. This involves explaining themodeling of system components (wind turbine and
solar system) and the sources of data that are used in this project. The mathematical model,
of the storage system and energy flow management for difent scenarios, are
demonstrated. Modeling of system reliability and system economic are also demonstrated.
Validation and the analysis of the results of optimization for various locations in Iraq are

presented.



Chapter 2 WIND FUNDAMENTALS AR WIND RESOURCES
ASSESMENT METHODS

2.1 Introduction

One of the main aims of this project is to assess the availability of wipdwer in Iraq
and to estimate the potential power production from small wind turbinessize. To determine
the potential power production of a wind turbine, the wind power availability within a
prospective site must be estimated. In order to evaluate the potentigbwer, a suitable wind
resource assessment methodology must be conducted, which should take into
consideration the power availability of close-surface wind flow at the planetary boundary
layer [20]. The role of wind resources assessment is vital to determine the besites for
wind farms and, if it is accurate enough, it will increase the accuracy of estimationspmwer
production.

In this chapter, an overview of the fundamental physics of the wind flow and the
fundamentals of boundary layer wind flow will be presengd in sections2.2 and 2.2.1 In
addition, adescription of the wind speed frequency distribution will be presented in section
2.3. An overview of different wind resources assessments according to various spatial scale
and temporal scale is outlined in sectior2.4. Furthermore, a description of the wind power
curve model for wind power production is present in section 2.5. Finally, there is an
overview of available data sources that could be used to achieve wind resource assessment

all of Iraqin section2.6.

2.2 Wind Physics

Investment in wind power requires the development of a wind resource assessment
methodology for a specific site. A wide range of physical and meteorological factors should
be taken into consideration to develop wind resourceassessment methods. Furthermore,
the fundamental physics of the wind flow and factors that influence wind flow at a specific
site are required. In addition, meteorological information plays an essential role in the
assessment of wind resources. To achieve precise evaluation for wind resources at a
particular location requires the researcher to estimate the variability of the wind speed at a
location for a long time, in order to forecast wind energy production over the long terrj21,
22]. With respect to the forecasting of wingbower production, the fundamentals of wind
power production and the methods for describing spatial ad temporal variability should

be understood, so as to develop and improve a wind resource assessmé&ttomprehensive
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understanding of the physical and climatic properties of the atmosphere is necessary to

assess wind resource [23]8 4 EA AEAZAOAT AA E1T AOIi T OPEAOEA

surface will lead to generaé wind flow from high pressure to low pressire [24]. The
differential heating in the surface layer creates convection above the hot surface which leads
to rising air in the region of low pressure, while above the cold area the air will beelavy,
which leads it to go down. For this reason, the air mass will move from the area of high
pressure to the area of low pressure to create wind floj24]. Variation of the wind speed

is generatad by diurnal, synoptic and turbulent factors[25]. The atmosphere of the Earth
AT 1 OEOCOO T &£ TATU 1 AUAOO8 &i O AgAi Pl An OEA
In the troposphere, the drag effect®f the surface grow near to the surface, which affects
movements and processes in the boundary layg26] . Boundary layer depth ranges froml
km high during the day, to 100 m at night, based on the atmospheric conditiofi25, 26].
The boundary layer consists of several layers, such as the plangtéoundary layer (PBL),
the turbulent surface layer (TSL) and roughness layer (RL), as shownkigure 2-2 [25].The
geostrophic wind is active within the free atmosiere layer, which is locatedabove the
boundary layer. This wind controls the movements of synoptic weather systenjg5] and is
affected by Coriolis force more than roughness factors at the surfafZ7]. The movement of
synoptic weather systems leads to annual and seasonal variation of the windesul [23].
Within the TSL, wind flow is highly affected by roughness lengthiét in the RL[27]. Wind

speed within TSL is affected by the drag force of surface roughness, which is exertedom t

xETA El1Tx8 4EA AOAC & OAA T &£ OOOZFZAAA 01 OCE]

reducing momentum of wind flow near the surface, until the wind speed is zef@5, 26].In

addition, the roughness length in the RL causes turbulennce in wind flow within T§R5].

&OOOEAOI T OAh OEA AAEI U OAOEAAEI EOU T &£ xETA

surface. The quantity of heat flux changes throughout the day; the strongest occur during
periods of highest solar radiation[26]. The heat trander from the surface leads to an
increasing temperature of an air parcelwhich rises due to buoyancy forces, which causes
a pressure differential at the surfacg28]. The variation of thermal capacities between land
and water leads to differing buoyancy forceover these surfaceswhich in turn, leads to

increasing differentials in the wind speed?23].

4EA COAAOAOGO ET OAOAAOEIT AAOxAAT %AOOEGO O

troposphere layer, which represents the lowest 11 km of the atmospher5]. The most
atmospheric transportation processes such as wind flow and turbulence happen within the
boundary layer which represents the lowest layer of troposphere, ranging from 100m to
3000m, depending on the weather conditn, while the remainder of the troposphere is
generally called the free atmosphere layer, as shown Figure 2-1 [26]. The boundary layer

has been defined as the lowest part of the troposphere, which is directly affected by the

-10-
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existence of the Earth's surface and responds to surface effects during the time scale within

the limits of a hour or lesg[26].

ok T use
L ik T T

Free Atmosphere

Troposphere

Figure 2-1. The troposphere layer, which includes the boundary layer and free atmosph€e2s] .

These effectsnvolve a wide variety of physical elements, such as friction drag, heat transfer,
rough and rigid surface, pollutant emission, evaporation and transpiratiof25, 26]. The
previously mentioned physical factors generally cause turbulence in wind flow that, in turn,
leads to changes in the vertical wind profile and also causes significant variation of the wind
speed[29]. The boundary layer has several significant layers: TSL; PBL and RL, which are
shown in Figure 2-2 [26, 27].

2.2.1 Similarity Theory

The Monin-Obukhov similarity theory has been used to describe the variation of wind speed
with height, within the TSL, by using empirical data. In addition, similarity theory described
the logarithmic vertical profile for mean wind speed within neutral condiions in the
boundary layer [26, 29]. Firstly, to define the turbulent part of the wind speed within a
logarithmic vertical profile, we should understand the structure of mean wind speed0 is
the actual instantaneous velocity that includesmean wind speed O at any time interval
about one hour andthe turbulent part of wind speed O . To get the value o®we should
follow Equation 2-1 [26].

0 06 O Equation2-1

Similarity theory has been used to describe mean wind speed within thESLbased on the
assumption that O & represents the mean wind speed of an air mass at heighbasedon
friction velocity @ and roughness length of the surfaced [29]. The roughness length

represents the height where wind speed equals zef@6]. The friction velocity Q is defined
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asOOEA OOOAOI AT O 111 A1 OO (30] Alare® pakcél at Befghtinith O E A
mean wind speedO & has been displaced by vertical distancéPrandtl mixing length ¢ to
height & &, the wind speed will be increased to bé & «&. Based orEquation 2-1, it is
possible to esimate the value ofoé! |, as expressed irEquation 2-2 [26] and as shown in

Figure 2-3 [31].
8 064 a Oa O Equation 2-2

The variation in the wind speed component with many levels can be described using the

When the air parcel at a heighéithat goes upward and nixes with the fluid at height &
&, the quantity of momentum amounting” &  will add to the fluid in the & & where

the vertical velocity for fluid is x! 8

10° ; 100km
Stratosphere
10°F % -
il & 41

. 10 A km
P Troposphere I
£ 10 : i
= Planetary
: Boundary Layer 4
r 10} I 410m
o Turbulent
w
T - Surface Layer i

10° Roughness 0.1m

Layer

Figure 2-2. Schematic of ginificant layers within the Boundary layer[25].

The average transfer of momentum to the area unit is called the shear stress (Reynolds

stress), as appears ifcquation 2-3 [26, 31];

t  7a xt Equation 2-3
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Figure 2-3. Schematic of wind speed with different layers within the boundary layel31].

The shear stress t is defined in terms of friction velocity inEquation2-4[26];

t "Q Equation 2-4

Furthermore, the shear stress (Reynolds stress) is often evaluated in terms of the fian
velocity from Equation 2-3 and Equation 2-4. It is possible to calculate the valu€ as

expressed inEquation 2-5

Q a xt Equation 2-5

The momentum flux in the kinematic units isCee ae it will be constant through the level
where the momentum is constant too. Assuming tha® xt it is possible to considr
that & represents the value of turbulent@  x! & within a turbulent flow. In this
way, it is possible to compensatéor the value ofQ rather than 3 in Equation 2-2 to get

Equation 2-6
Q O0—, Equation 2-6

The variation in a vertical speed componend ' can be added, as expressed Equation2-7.

a xi , D
oY

Equation 2-7

The shear stress irEquation 2-4 represents the turbulent motion of fluid for an average of

velocity components@ h3 andxt vertically and horizontally and the density of the air” .
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In addition, the shear stress can be described, based on Prandtl mixing length using the von
Karman constantQ = 0.41, as expressed iBquation2-8 [25] because Prandtl mixing length
is directly proportional to the height from the surfaceq, as inEquation 2-8 [32].

a Equation 2-8

"G 04 "o N — Equation 2-9
T d 0 Q Q 0 q
It becomes possible to define the equation of wind shear in terms of describing the velocity
fluctuation by combining the Prandtl mixing length and the friction velocity equation, as

expressed inEquation 2-10.

® 40/ Q6 o

; — K —, ==, Equation2-10
Qa Q& T Qda Qa

A new value for mean wind speed & will be found when integrating the wind shear
equation (Equation 2-9) between the surface and heighd, based onEquation 2-10 to get
Equation2-11 [26, 28].

- Equation2-11

When applyingEquation 2-11 it is found that when thed  1the wind speed will be given
by O & a. Therefore theEquation 2-11 will be applicable when the heighthi=¢ and

also for this reason the value of mean wind speed will b® & T, where & represents
the roughness lengthor the surface. Thereforeequation2-11 after integration will produce

Equation 2-12 [25-27].

L .. g :
o0a —a sd—Q Equation2-12
From this equation, it is clear that when the surfa@ roughnessa is increased, the wind

speed that was required to generate certain shear stress will reduce also. Consequently, it

is possible to rewrite Equation2-12 as the following formula inEquation 2-13 [32];

aga —o6aQ a& Equation 2-13
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Wind speed has a mean logarithmic profile within a neutral boundary laydsased onQ, the
height ¢, thed and the™Q [25]. In addition, it is possible to assess the stability situation by
drawing a relationship betweenO & and . This relationship will produce a logarithmic
curve with a gradient that equal®Q7Q within neutral stability conditions. Within unstable
conditions, however, the wind profile will deviate from the logarithmic relationship, to form
a corcave curve; whereas, the wind profile wilbe a convex curve, within a stable boundary

layer, as shown inFigure 2-4 [26].

v {3 . i3 v

|
Neutral

A i e A A A A

4 5 6 7 @ 9 710 11 iz
Wind Speed (m/s)

Figure 2-4. Different wind profiles based on a logarithmic relationship for different weather conditions
[26].

2.2.2 Aerodynamic Properties in The Boundary Layer

Variation in the roughness lengthof the surface is one of the factors that play a
significant role in changing the wind speed from one region to anotherThe change in
surface roughness elements causes a drag force on wind speed, which leads to reduced wind
speed near the surface and a variation in wind speed with height. In addition, the
O1 O CEIl AiO@ddsents aerodynamic properties to the surfacehat affect the wind
speed. Buildings in urban and suburban areas, forest and orography, represent the surface
roughness that affects the momentum of the wind flow within the boundary layer. Several

aerodynamic properties are connected with each terrain ahe earth's surface;

1 & is the height above the surface, where the mean wind speed arrives at zero within the
surface boundary layer, because of the effect of the surface roughnessiracterizations
on wind flow for a particular surface areg26].

1 Canopyheight (0 ) is the mean height of the highestrees above ground level in the

forest and buildings in the urban ared28]. It is the average elevation of the roughness
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elements in a certain ared33]. The canopy height can be expressed as p ™ [28,
33].

1 Zeroplane displacement height Q) is the height, where the wind speed is equal to zero,
because of the presence of several roughss components, rather than a single element.
The displacement height is widespread in regions that are regarded as highly rough

surfaces, such as suburban and urban areas. The displacement height is approximated as

Q S 6 [33].

Both the canopy height and displacement height are built on mean empirical data. This
empirical data should be collected from weather stations, wind farms, or wind tunnel
experiments to get approximaed valuesfor canopy heightand displacement height{33].
Approximations of the displacement and canopy height are essential to developing the
estimations of surface roughness. The appximations of the displacement and canopy
height vary from one area to another, based on differiniand covers [33, 34]. Furthermore,
the approximations are effective for the assessment of the aerodynamicsdawill be applied

in this project [25, 33]. From the foregoing, it is possible to rewriteEquation 2-12 to
estimate mean wind speed to the urban or suburban aas within the boundary layer using

displacement height as expressed ifcquation 2-14 [34-37];

60a —ac¢é v%;d_'Q Equation2-14
The difference in aerodynamic properties over regions which are located upwind of a site
will affect wind speed. The aerodynamic properties in each area should be determingg6],
to estimate different upwind aerodynamic properties. The aerodynamic properties of the
region located in the upwind fetch should be determined to account for the effects
of O1 O ¢ Ell ATGaviad speed; usually, this region is about twéilometers from a site
or is dependent onthe hub height of a proposed turbine. Additionally, the characteristics of

the upwind area can be averaged to define the regional aerodynamics suag)

1 Blending height (& ), which is the elevation that represents the frictional effects of
individual OT OCET AGO AT i i T AT OO0 AO OEA OACEIT80 O
[28, 36].

| Effective local roughness( & ) represents the O1 O C Eil RiO@OdH surface

components upwind of the site
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2.3 Probability Wind Speed Distribution.

Thewind speed frequency distribution is regarded as a very significant factor in terms
of assessing the characteristics of imd speed variations[23, 38]. The easiest and most
practical way to evaluate the variation of wind speeds is to use probability digtsution [38-
42], which is the most useful and flexible method to describe many wind regimes over a
long period of time and an important part of designing wind farmg438, 43-46]. In recent
decades, the Weibull distribution function has been one of the most commonly used
statistical distributions that could present a very useful method to estimate wind speed data
[38-40, 42, 45, 4749]. In fact, several studies have pointed out a number of reasons why the
Weibull distribution is the best method to represent the distribution of wind speed.
Furthermore, it provides more accurate forecasts of average wind velocity and wirgbwer
density than the Rayleigh distribution at an altitude of 10 m44]. However, there is an
essential weakness in the Weibull distribution function: it cannot precisely represent
probabilities of observing very low wind velocity and zero[40, 42]. Nevertheless, Weibull
distribution represents the best model to assess the variation of wind speed because the
aim of estimating observed wind speed is generatingower from wind turbines and low
wind speeds (between 2.5 and 3.5 m/s) are not sufficient for generating power in this way.
Many studies havautilized the Weibull distribution, which has a twofactor function, where
(Q is the Weibull shape factor (dimensionlesfactor ), () is the Weibull scale factor and )
is the wind speed[23, 42, 44, 45, 47, 566]. The Weibull distribution if it is the probability
density function "QU , for wind speed is defined byEquation2-15 [39, 40, 42, 4450, 52, 53,
55, 57];

Q0

> = AP Equation 2-15
0

"Qu

While the cumulative densty function of Weibull distribution "O0 is expressed by
Equation2-16 [42, 45, 46,48-50, 52,53, 55,57, 58];

o0 p A@D Equation 2-16

The aim of using these equations is to supply more information to improve the
understanding of wind speed distribution in several places, where thecale factor has a
close relationship with the mean wind geed, as shown irEquation 2-20, while the shape
factor measures the width of density distribution. If yearly and monthly average wind
speeds only are available, the factors of Weibull distribution are capable dharacterizing

the hourly change of wind speed in any regiof48]. For example, generally, the value &is
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located between 1.5 and 3, according to the variability of the wind speed. If the value @t
around 2.5 or 3, it refers to a hourly wind speed that diverges from the average wind speed
by a small value. However, if the value dfis around 1.5,it indicates that the hourly wind
velocity deviates far from the mean wind speed by large valu¢23, 48]. Weibull distribution

is equivalent to the Raygigh distribution when Q=2 which corresponds to a normal wind
speeddistribution [23, 48, 53, 57, 58] Furthermore, the lower value ofQrefers to a wind
profile with a great deal of turbulence and also indicate an extensive distribution of wind

velocity around the mean wind speed, as presented ffigure 2-5[23].

0.25
——k=15

——k=20
——k=25
0.20 ——k=3.0

Probability Density Function

o 2 4 6 8 10 12 14 16 18 20
Wind Speed (ms™)

Figure 2-5. This graph shows number of probabilities density distribution, representing the varying shape
factors value for Weibull distribution. Reproduced fran [23].

In fact, several methods have been developed to estimate Weibull distributidiactors using
wind speed data[53, 57]. However, the three most commonly used methods to estimate
Weibull distribution factors are:

1 The Regression method46-49].

1 The Maximum likelihood method[41, 45, 4850, 57].

1 The Moments method45, 46, 50, 57]

Some of these methods have been known by other names, such as the regression method,
graphic method or linear method. Originally, tke titles of this method were derived from the
Weibull cumulative density distribution function, which can be represented by a linear
equation by taking twice the logarithm of cumulative distribution function”O0 Equation
2-17 as follows;

idifp o0 O G QA Equation 2-17
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This equation can be presented graphically to define the shamad scale factos of the
Weibull distribution [45, 48]. Where i & i Ip "O0 Osetting as Yaxis while i 10
represent X, the graphic relationshipd Qo A twill be represented by a straight line,
the gradient of this line isE, and theintercept with the Y-axis,is "Q © [47, 48]
Secondly,the Maximum Likelihood method has been considered to be one of the most
significant methods to estimate the Weibull distribution factors. In fact, this method
requires wide numerical iteration of wind velocity data, taking into consideration of
nonzero wind speeds. Where the wind speed is during number nonzero data¢. The two
Weibull factors "Gand Gcan be estimated as follows irEquation 2-18 and Equation 2-19
[48, 49, 59}

0 _ Equation2-18

& @ — Equation2-19

The value of theshape factor is usually influenced by the variance in wind velocity23]. It
is possible to represent the variance of wind speed using a standard deviatip2] . Finally,
one of the common methods that can measure tHactors of Weibull distribution using the
equation standard deviation and the mean wind speed is shown iEBquation 2-20 and
Equation 2-21[41, 42, 46,49, 51,52, 59];

of i p % Equation 2-20
- [ p Equation 2-21
" wu p 'rQ u P ';'Q

Where the average wind speed[is as shown inEquation 2-22.

0 Equation 2-22

. ; v ol Equation 2-23
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2.4 Wind Resources Assessment

Renewableenergies, especially windenergy, play an essential role in resolving ta
worsening problems of climate change, pollution and the increase in electricity demand, and
can contribute to the achievement of a more sustainable energy future for many countries.
Wind resource assessment has become the first basic phase for any wijyaver project to
maximize the advantages of using wingoower. The role of wind resources assessment is
vital to determine the best sites for wind farms and, if it is accurate enough, it will increase
the accuracy of estimations irpower production. In addition, it is useful for assessing the
financial viability of the wind farm project.

Regarding the accurate assessment of wind resources, if there is a 1 percent error in wind
velocity measurement, it leads to a 3 percent error in the production opower [60].
Gathering all of the factors affecting variation in wind speed is important to increase the
accuracy of wind resource assessment.

Most wind resources assessment models are subject to the classification of spatial and
temporal scale, but thee is no clear agreement or explicit formula about the spatial and
time scale for each significant categorf61]. Wind resources assessment models have been
divided into three classifications[62], depending on the spatial resolution of coverage area

and timescale[63], aspresentedin Table2-1.

Table2-1. Description of spatialresolution and temporalresolution for each of the Microscale, Mesoscale an
Macroscale

Microscale Mesoscale Macroscale
Spatial description Local or site coverage National or regional coverage Global coverage
Space scale From 10 mi 100 m From 5 km and above From 501 200 km
Temporal scale Seconds to minutes Minutes to hours Hours to days

Each project has several objectives, as well as specific informati and datasets from
different sources according to the available data and information related to the location of
the proposed site[64]. For thesereasons, a suitable model should be selected, which caters
to the objectives of the project and is capable of dealing with the available data. A number
of wind resources assessment techniques will be reviewed. Some of those that belong to the
microscale resolution will be discussed in section2.4.1 (on-site measurement, measure
correlate-predict (MCP), Computational Fluid Dynamic (CFD)and statistical power
assessment and analytical boundary layer scaling models). In addition, mesoscale wind
resources assessment models will be reviewed in sian 2.4.2, such as thd-ifth-generation
mesoscale mode{MM5) weather model,Weather Research and Forecasting (WRR)odels.
The advantages and disadvantages of each wind resource assessment technique will be

discussed, based on sitepecific project objectives and available data.
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2.4.1 Micro-Scale Resource Assessment Techniques
2.4.1.1 On-Site Measurement

Oneof the most accurate methods to assess wirgbwer resources at a proposed site
is the onsite measurement. Also, th observation data from this method has been regarded
as being very significant in estimating and predicting the amount gbower that will be
produced from the proposed wind farm[60, 65]. Monitoring equipment should be installed
in on-site measuremens, such as that found in any standard weather statio This station
must be installed onsite to measure data for a period usually ranging between at least one
to five years[64]. There are two kindsof weather station: the first type has been installed
in airports, or near urban settings for climatic and research purposes; the second type is
connected to wind measurement programs to evaluate the wind resource in the proposed
site for wind farms [64, 66].

The time scale and spatial scale of measuring wind data -Gite have been classified as a
micro-scale resolution method. The timestep of the recommended sampling period of this
method ranged from 10 to 30 minutes, as well as one hour to measure the average wind
speed[64, 65]. This method requires a spatial scale ranging from 10 times the elevation of
the nearest obstruction or at leastmore than 100 m[64, 67]. The standard elevation for the
anemometer and wind vares for a standard weather station is ten meters above the ground,
according to the standard criteria forthe World Meteorology Organization (WMO)[64, 67].
A number of anemometers at different levels up to 100 m above the ground should be
installed, to measure the vertical wind speed profil¢64].
The method of onsite measurement has various pros and cons. For instance, the-site
measurement is considered the most accurate way to evaluate the wind resource-site.
Furthermore, the observation data from this method might be used as a reference for
verification of the Numerical Weather Prediction (NWP)technique and reanalysis of the
data. On the other hand, this method requires a long time to observe the data and is the most
costly way to gather data. The average cost for a signal station with a 40 m tower which
operates over two years ranges from $25,000 to 40,00086]. In the context of this project,
the high cost and a significant amount of time needkefor observing data would be fruitless
for the following reasons:
9 Wind resources assessment for the whole of Iraq would require an enormous number of
weather stations throughout Iragq with a high resolution.
1 It requires high funding, which is not availabl€or this research.
1 This method needs a lot of time, a vast number of weather stations and two years to

conduct the observations, all of which are not available for this project.
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Therefore, the production of a wind resourcesassessment for the whole of Irg usingthe

on-site measurement method isunachievable.

2.4.1.2 Measure-correlate-predict

Oneof the most common wind resources assessment methods is meastoerrelate-
predict (MCP). This statistical technique has been used for several years to predict mean
wind speed for the long term at the potential sitg68, 69]. The strategy of this method
supposes a linear regression relationship between wind data for a candidate site in the
short-term, with a long-term measurement at a reference location to evaluate the wind
speed resource in the candida site [60, 70]. The procedure of this method can be
summarized by observing wind speed and direction for a potential site over a period of up
to one year (shortterm). This measurement should be gathered simultaneously witthe
measurement of wind data at the referene site (meteorology station) for a long period,
ranging from five to ten years (longterm) [68, 71]. The potential site should be located near
to the reference site to achieve a high accuracy assessment. The MCP aims to apply a
regression equation to measure wind speed for each wind direction sector for both the
reference and potential sites at the same tim¢72]. The linear regression will draw a
straight line to represent the relationship of wind speed betweerthe candidate sitecy and

the reference sitewy as expressed ifEquation 2-24 [60, 73]:

U a8 o Equation 2-24

MCPshould be applied for one year, which has been suggested to extrapolate the long term
wind speed at the candidate site, based on matching similar wind speed data for the same
direction sector between the candidate and reference. Then, based on the gradiénaind ¢

it should be possible to predict wind speed at the candidate site for the long term only based
on wind data of the reference sitg68]. One advantage of applying this methodology that

it is more accurate than other analytical models because it depends on observation data
from the candidate site. In addition, this method is more economical than esite
measurement, because it will reduce the lifespan of the candidate station to juste year or
less [69], and will decrease the operational costs between $ 13,000 and 20,000 for each
station per year, which is drastically less than the price of erite measurement for five
years. Practically, the MCPmodel does not meet the requirements of this project for the
following reasons:

9 Firstly, this method is still costly and the funding available for this project is minimal.

1 Secondly, this method requires a large number of temporary weather gtans to cover

all of Iraqg.

-22-



I This method needs a long time to install a vast number of stations, and it requires
considerable time for gathering data, which is not available for this project.
1 Finally, most of the meteorology stations which might play the re of reference sites are

currently out of service.

2.4.1.3 Computational Fluid Dynamic

Exponential developments in the computing field have allowed for complicated
mathematical models to be utilized for microscalemodeling. One of these complex
mathematical methodologies is computational fluid dynamic (CFD) for wind resources
assessment. CFD is used to enhance the prediction precision of wind flow, particularly in
complex topographies, as well as in urban aredgl, 74]. The CFD technique is able to output
high-resolution information about the wind flow and provides a clear description of the
interaction of the wind flow with geographical, topographical features and roughness at the
location of the wind farm [75, 76].

CFD is a wind model which is used to evaluate wind resrces above complex terrains,
within a micro-scale resolution, using nodinear solvers of fluid flow equations, as
represented by the ReynoldsAveraged NaviegStokes equations[71, 74, 76] These
equations consis of the following [75]:

1 The law ofconservation of mass.

T Newton's second law

1 The law of conservation of energy.

CFD has several features and advantages. Firstly, this technique can be a faster method of
assessing wind resources at the potential wind farm, for example, CFD is faster tha@®1
and on-site measurement based on the period of measuring data, as well as a less expensive
wind resources assessment as this technique works within a micfscale or urban area.
Furthermore, it provides an accurate description of turbulent wind flow in uban areas,
within neutral stability conditions in the surface boundary layer [74, 77, 78]
Fundamentally, the required input data to run the CFD technique should be observation
data from an onsite measurement. Toobtain accurate results using CFD requires highly
accurate wind climatology, neutral surface boundary layer and isothermal condition as an
operating environment [79], including wind direction at three dimensions over the long
term (one year without missing data), a suitable location that ranges from 50 m to 100 m
around the mast and a standard elevation above the ground (10 m, 30 m, 50 f@p].
However, the CFD model is not a suitable choice to achieve the objeesiof this project for

the following reasons:
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1 CFD techniques require a massive amount of higiesolution climatology data for each
potential site for the whole of Irag. Practically, this kind of data is limited because few
weather stations measure hourly cta.

1 This methodology necessitates the installation of more than one station at the candidate
site to measure wind data for one year at least. But the funding of this project is too
limited to cover the cost of thismodeling throughout Iraqg.

1 This projectdoes not have enough time available to install a vast number of stations, or
to gather data for one year at least, for all of Iraqg.

1 This modeling requires an enormous amount of information about the topography,
geography and roughness elements for a largeimber of potential sites throughout Iraq
which are unavailable currently.

Therefore, the production of a wind resources assessment for all of Iraq usinQFD

techniques is unachievable.

2.4.1.4 Analytical Boundary Layer Scaling Models

Oneof the most significant wind resources assessment techniques that gathers the
advantages of both microscale and mesoscale models tise downscaling model the
boundary layer scaling mode) [28, 80, 81] It should be noted thathe downscaling model
can calculate the wind speed at the desired height by vertically scaling theference of wind
climatology based on roughness elements of the surface, which in turn can lead to varying
the wind speed vertically[25].

The downscaling model (DSMias been derived from the MonirObukhov smilarity theory
using a logarithmic wind profile, which was explained in sectio2.2.1 The first step in this
method requires scaling upa wind speed at a reference height above a reference wind
climatology, where wind flow becomes homogeneous due to that the roughness of a
regional and local surface is beyond the scope of influend86]. Secondly, wind speed can
be downscaled from the reference height to the blending height, where the wind speed has
a horizontally homogenous flow when the effect of surface patches roughness is spatially
averaged. Thirdly, the wind speed at blendig height can also be downscaled to the hub
height, depending on the local roughness of the surface elemeni®8]. In addition, an
accurate wind climatology and local oughness for fetches surrounding the area are
required to achievethe DSMcalculation [35]. Furthermore, the raw wind climatology data
that cover a large scale spatial area can be corrected using the effect i ®lements
roughness usingthe DSM[82]. Here it is also evident thatboundary-layer stability and
terrain-roughness have a significant impact on characteristics of wind flow profile within

the boundary layer.
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For these reasons, highly accurate data about these factors limit the application of boundary
layer scaling models[81]. For example, different kinds of roughness, which represent the
texture of the surface ranging from grass, trees and farmhouses, buildings in suburban and
urban areas, will decrease the wind speed due to the drag force of roughness elements of
the ground, whilethe intensity of drag force depends on the density of roughness elements
above the surface. The drag of these elements will reduce the wind speed near the ground
and then the wind speed will increase with height until blending height, when the flow of
wind speed becomes more homogenous, and the change of wind speed with elevation will

be small, as shown irFigure 2-6 [36].
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Figure 2-6. Effect of surface roughnesglements on wind flow throughthe boundary layer[36].

In addition, the stability of the surface boundary layer plays an essential rolevhen
increasing or decreasing the intensity of changing wind speed with height. For instance, the
wind speed variation with height is larger when the surface boundary layer is stable, while
the variation of wind speed with height is smaller due to an unstable surface boundary layer,

as shown inFigure 2-7 [26].
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Figure 2-7.wind speed variation with height in the surface layer with the different conditions 6 stability
[83].
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As with any other model used to assess wind resources, there are several advantages and
disadvantagedo the performance ofDSM Generally, theDSMis regarded as one of the most
suitable applications for the microgeneration of wind turbines in a wide range of surface
roughnesses such as those found in rural, suburban and urban are436]. In addition, this
technique has been considered the cheapest model tesess wind resources because it only
requires wind speed data for different levels andoughness lengthdata for the site. In
general, most reference climatologgenters provide observation data or reanalysis data.
Furthermore, the DSMis a suitable techmgue for producing a wind resource map of Irag in
this project. Currently, data scarcity for the whole of Iraqg, such as hourly wind speed data
for several levels, is considered one of the most significant barriers to assessing wind
resources in Irag..

Onthe other hand, a number of disadvantages are related to applying tlEM such as the

accuracy of wind data and theoughness length of asite surface. If this technique has been

provided by weak data, it will produce a high level of uncertainty regardinghe output,
according to the rule that any error in wind speed will multiply the error in production
power by three times[60].

9 Firstly, most reference climatology centers provide wind data suffering from low
accuracy, because the interpolatin procedure does not take into consideration the
impact of elements of roughness and the orography of the region on wind flow at the
candidate site.

T Secondly, several reference climatologgenters supply wind data without direction
information, leading to poor assessment for upwind surface roughness.

A comparison reveals an overview of the advantages and disadvantages of microscale wind

resources evaluation models, as shown ihable 2-2

2.4.2 Mesoscale Resource Assessment Techniques
2.4.2.1 MMS5 Weather Model

Many researchers have noted that the fifttgeneration mesoscale model (MM5) is one
of the most common mesoscale prediction techniques to be used to describe and produce
large scale wind resources assessment mapél, 84, 85] This technique employs equations
to describe the atmosphere state and it can simulate weather conditions and show how the
atmosphere varies with height[86]. The resolution resolved by MM5 ranges from 10t 1
km [84]. Generally, MM5 useslational Centres ér Environmental Prediction (NCER data
with 24 levels vertically [86], in addition to other sources of globaNWP data[87], such as
the European Centre for MediuriRange Weather Forecasts (ECMWF8]. This model has

been designed to reproduce observed climatology data with a high degree of reali$d8].
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In addition, a wide range of time series for observation data has been reproduced by MM5,
ranging from hours to months, with a broad range of climate elements near the surface,
such as temperature and wind speed86, 88]. Studies have found that MM5 has shown a
proportion of uncertainty for prediction data approximately 4% at 10 m ard 100 m above
the surface, while it reviewed an accurate correspondence to measurement at low
elevations in particular at 30 and 40 m86]. It is worth mentioning that a number of basic
equations that describe the movement in the atmosphere have been used, including
. AxOT 160 OAATTA TAx T &£ ITTOETT ji171AT OO0 ATTC
conservation), the first law of thermodynamics (energy conservation), the water
conservation equation and the equation of staté89]. With respect to the resolution data,
MMS5 divides the atmosphere into threedimensional cubes as shown in 4a inFigure 2-8;
note that the climate elements, represented by grid points, are located in the centre of each
cube[86].
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Table 2-2. Advantages and disadvantages of each wind resources assessment model

Microscale Advantages Disadvantages

1 The most accurate way to evaluate the wind

: 1 This method requires a large number of weather stations throughout Iraq for high resolution.
On-site Measurement 1 'rl?hS:L(;[:)csee(rjvr;iI(t; data from thismethod can be 1 Th?s plan requires extensivg funding, Whi(.:h 'S not available.for thiproject. .
used as a reference for verification of the NWP 1 This method needs a ang time to detgrmlne the place .and install a lot of weather stations.
technique and reanalysis data. 1 Two years for observation are not available for this project.
1 This method is more accurate than other | Th?s method is tog expensive and also the funding of this projgct is very limited.
VeralEcaTEkiE analytical models. | Th!s method requires Iarge_numbe_r of temporary weather statlc_ms.
predict (MCP) 1 More economical than orsite measurement. 1 This method need a. lot of tlme to |nsta.ll a huge n.umbe.r of stations.
| e e o cE e S i e s 1 Long time for gath_erlng dgta is _not available to this project. . .
1 Most weather stations which might play the role of reference sites are currently out of service.
1 This model requires a huge amount of high resolution data for each potential site in Iraq.
1 This model ca be a faster method to assess thd 1 This method need; to ir.15tal.l more. than one station at a candid_ate sitg.
Computational Fluid wind resources at the potential wind farm. f Thfa fuanng of this project is tog .Ilmlte.d to cover the cost of thlmodellngthroug.hout Iraq.
Dynamic 1 Most accurate description of the turbulent wind 1 This project does not have sufficient timescale to install a huge number of station and to gather dat

for one year at least, for whole of Irag.
1 This modeling requires a great deal of information about the topography, geography and roughness
elements for a large number of each potential sites.

flow at the urban areas.

1 This technique is the most suitable apjcation for micro generation of wind turbine in wide |  Most reference climatology centres provides wind data
. range of surface roughness areas, such as rural, suburban and urban. with low resolution.
Downscaling Model . . Coe
1 The cheapest model to assess wind resources 1 The accuracy of wind speed, wind direction and
(MDS) . . . . . L . .
9 This model is typical technique to produce a wind resource map of Iraq in this project. roughness parameters play a crucial role to produce
9 Most reference climatology centres provide observation and reanalysis data. high accuracy output data.
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Figure 2-8. The shape 4a represents 3Rubes of the atmosphere used by NWP models aRéjure 4b shows
a 50 km grid box, which represents an area of 2500 kn{86].

MM5 solves weather equations for each climate factor at each grid point.
Consequently, the grid cubes will contain the value of variables that MM5 has interpolated
in the 3D grid. In thesame way, the short distance between the close points forms the high
resolution horizontally, as shown inFigure 2-8 part 4b [90]. Furthermore, to increase the
resolution horizontally, MM5 uses nested fields for different levels of resolution, according
to a rate of 1:3 between the small and the large domaiifi81]. In the same context, it divides
the atmosphere into high numbers of layers vertically, which will increase the resolution in
the lower troposphere and allov MM5 to determine boundary layer processes and features.
4AEEO DPOT AAAOOA 1 AAAOG O A OECIEZEAAT O AT 1 OO0
behaviour, such as turbulence, temperature, low level winds and stabili{36] .

Consequently, observation data is interpolated to predict average hourly wind speed at a

specific wind park [87]. MM5 has a number of advantages due to several solutions and

improvements which have been adopted to develop this model:

1 MM5 can simulate a realistic daily cycle for the surface layer variabl§38] .

1 One of the most significant features of the MM5 technique is nesting between difént
domains of integration[92].

However, NWP models attempt to be close to reality. Generally, MM5 has a number of

disadvantages :

1 Firstly, MM5 output has a ratio of uncertainty regarding wind speed bias ranging from
0.25 above the flat surface and 2.5 over complex grod [86].

1 Secondly, MM5 has shown a proportion of uncertainty for prediction data
approximately 4% at 10 m and 100 m aboveahe surface while it corresponds to

measurement at low elevations in particular 30 and 40 niB84].
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9 Thirdly, a high number of errors have been observed regarding the predictionf @ir
temperature near the surface, related to the slow wind speed within a condition of high
stability.

1 MM5 has difficulty distinguishing accurately turbulent fluxes in the surface layer with
strong static stability [88].

1 Finally, NCEP and\ational Centre for Atmospheric ResearchNCAR are wind resources
of global data that MM5 model depends on. These wind resources have less accuracy
than MERRA reanalysis wind datf§93]. NCEPNCARhavea low spatial resolution of 2.5°
latitude x 2.5° longitude, which represents 280x 170 km every 6 hours, while MERRA
data has high spatil resolution data of 1/2° latitude x 2/3° longitude, which represents
56 x 45 km with hourly temporal resolution [28, 94, 95].

Therefore, in spite of the many features of the MM5 technique, this model is not a suitable

NWP technique to use in thiproject for the above reasons.

2.4.2.2 Weather Research and Forecasting Model (WRF)

The nonthydrostatic Weather Research and Forecasting (WRF) model has been
developed for atmospheric research and operational prediction. The WRF model is
regarded as the nextgereration in mesoscale forecast techniques and data assimilation
systems, after MM596]. WRF has been designed by muligency: theNCAR the National
Oced EA AT A ' Oi 1 OPEAOEA ' AT ET EOOOAOQEI T80 j
(MMM) and theNCEF97-99]. Generally, WRF has a lot of flexibility in terms of processing
a wide spectrum of atmospheric data from many database centres, as well as creating a wide
range of horizontal grid and vertical layers. It also pedicts a broad range of output data
with short periods of prediction. WRF has the ability to simulate the atmospheric situation
depending on observation and analyses of data, or using idealized conditions. Currently,
most of the data being used by WRF irperational prediction is provided by NCEP and other
database centreq499]. Interestingly, WRF is used to supply predictions in redglme and for
the next 36 hoursfor domains WRF4at 4km and WRF10at 10 km[100]. In addition, this
model is designed to fit a resolution for horizontal grids, ranging from 1@ 100 km [101].

In other case studies, the WRF model is designed to meet higdsolution horizontal grids,
ranging from 1 to 10 km [98]. Several studies operated the WRF model at different
horizontal grids, such as 4 and 10 km, covering domains WRF4 and WRELO0] as well as

a horizontal grid equally 25, 50 and 100 km which refer to WRF25, WRF50 and WRF100
[101].

In addition to the horizontal resolution, the WRF model has varying degrees of vertical
resolution, which is dependent on the requirement of each study or project. There are two

ways to classify the vertical resolution for the WRF model. The first uses the geometric

-30-

.



elevation for the vertical coordinate, while the second uses the hydrostatic pressure
gradient as the vertical coordinatd97, 98]. For example, the vertical resolution of one study
was divided into 40 vertical layers, starting from 10hPa at the top and also included 10
levels in the lowest 1 km near the surfac§l01]. Version 1.3 of WRF had 35 vertical levels
with 250m space between each in the lowest 1 km close to the surface and 1 km space above
14 km; this vertical resolution is for domains WRF4 att WRF10[100]. Another study has

43 vertical levels, starting from 50 hPa from the top with 17 layers between 1000 and 800
hPa[102]. In general, each NWP model has severahantages and disadvantages, based on
the performance and the accuracy of predictions. The WRF technique has a wide range of

advantages related to the mesoscale assessment:

1 WRF has horizontal resolutions ranging from 1 to 100 km gri¢e8, 101].
1 WRF has highresolution simulation and is similar to the realistic wind for WRF1J101].
1 WREF is very useful for predicting and describing atmospheric components in the oceans

and the Arctic by simulating idealized conditiong96] .

However, WRF models are considered the latest statd-the-art mesoscale NWP system
that is close to rality. However, WRF has several disadvantages which prevent the model

from being used in this project:

9 Firstly, use of a simulation procedure to predict atmospheric condition using idealized
conditions will not produce high quality outcomes.

1 Secondly, theWRF model does not provide a climate data archive for Iraqg.

Lastly, in spite of the many features of the WRF technique, this model is not a suitable NWP
technique for use in this project for the reasons stated above. In respect to selecting a
suitable wind resources assessment technique for this project, it is useful to create a
comparison among mesoscalBlWPmodels and Analytical Boundary Layer Scaling Models,
in order to reveal an overview of the advantages and disadvantages of each technique, as

shown in Table2-3.
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Table 2-3. Comparison between the advantages and disadvantages of each Mesoscale wind resources assessment

Mesoscale

Advantages

Disadvantages

MM5 Weath er Model

1 MM5 has the ability to simulate a realistic daily cycle for
surface layer variables.

1 One of the most significant features of the MM5 techniqui
is nesting between different domains of integration.

1 MM5 has been shown to be accurate, compared f{
meadurements taken at low elevations in particular 30 and
40 m.

1 MMS5 output has a ratio of uncertainty regarding wind speed bias, ranging from 0.25 to 2

1 MM5 has shown a proportion of uncertainty for prediction data: 4% at 10 m and 100 n
above the surface.

1 Agreat number of errors regarding the prediction of air temperature near the surface hav
been observed.

1 MM5 has difficulty distinguishing accurately turbulent fluxes in the surface layer with
strong static stability.

1 NCEP and NCAR are wind resources obbhl data that the MM5 model depends on; thes
wind resources are less accurate than MERRA reanalysis wind data.

Weather Research
and Forecasting
(WRF) Model

1 WRF has wide range of horizontal resolution ranging fronm
1 to 100 km grid.

1 WRF has high resolutin simulation and is similar to the
realistic wind for WRF10.

1 WRF model is very useful for predicting and describing the
atmospheric component in the oceans and the Arctic b’
simulating idealized conditions.

9 Simulation procedure to predict atmospheric condion by using idealized conditions will
not produce high quality of outcomes.

1 The WRF model does not provide climate and weather data archive for IRAQ.

1 NCEP/NCAR are wind resources of global data that MM5 model depends on; these w|
resources are less amurate than MERRA reanalysis wind data.

Downscaling Model
(DSM)

1 This technique is the most suitable application for micro
generation of wind turbines in a wide range of surface
roughness, such as rural, suburban and urban area.

1 Itis the cheapest model tassess wind resources.

1 This model is a typical technique to produce a winc
resource map of Iraq in this project.

1 Most reference climatology centres provide observation
and reanalysis data.

1 This model reveals better description for wind flow near
the surface, compared to others.

1 This technique is unable to predict these wind speed distributions.

1 Most reference climatology centres provide wind data with low accuracy.

1 The accuracy of wind speed, wind direction and roughness parameters play a crucial rc
to produce high accuracy output data.
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2.5 Wind Turbine Power Production and Power Curve Modeling

Itis a well-known fact that the wind has kinetic energy which is converted to electrical
energy by rotating the blades of a wind turbine; in turn, this produceslectricity that comes
from a rotating magnetic flux inside the wind turbine generator{28]. In fact, there are two

ways to calculate production power from a wind turbne:

251 The First Method

The first method built was based on the principle of kinetic energyO for a mass in

motion as given by the expression iEquation 2-25 [28]:

0 Ec’x ) Equation 2-25

This basic physical principles have been applied in wind turbine through calculating the
amount power that can be gained from the available wind speed by the blade ssyearea of
the wind turbine [103]. In this case, the wind turbine works by using a transducer that
converts mechanicapower in the wind speed that haseen captured by the wind rotor into
electricity energy. The output power represents a cubic of wind speed through the

relationship below, as expressedn Equation2-26[72, 104]

00 -6’ ® Equation 2-26
The theoretical wind power that is obtainable from the air mass flow is obtained from
Equation2-27 [105].

00
C

® Equation 2-27
1 0 O represents the power electricity which is converted by turbine per unit of time,

1 0 O represents the wind power, usually measured in Kilowatts.

1 (") is the air density kg/m3.

1 (0) represents the area of a turbine rotor in n.

1 (O refers to the wind speed which is measured im/s .

1 O represents thepower coefficient of the turbine[72, 104].

One of the important aspects related to the behaviour of typical wind turbines is the power
coefficient. It is difficult to transduce a maximum amant of wind power into electricity
power for a variety of reasons: blade design, the tip angle, air density, the kind of

relationship between wind speed and rotor speed, location of turbine, wind direction, and
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wind speed distribution. In addition 6 represents the ratio of theoretical power output
compared to the actual wind power available. Theoretically, the maximum value of will
not exceed 0.593 (it is known as the Betz limit }106, 107]. In fact, the valueof power
coefficient for small wind turbines is typically below 0.5; in addition, Drew (2011) has
stated that the majority of power coefficient values varies with wind speed, and in general
there are peaks between 5 and 10 m/$108]. The power coefficient can be calculated by
using Equation 2-28 [37, 109]:

. 00 g O
© " & “ 06 Equation 2-28

alye)

0 is the rotor swept area,Qthe rotor diameter. The wind power output of a wind turbine
depends on various wind speeds over a lgnperiod, location weather patterns, terrain types
and seasonal variationg104]. The electricity power output of a wind turbine has been
classified according to the variance of wind speed 05, 107]. Any typicalpower curve of a

wind turbine has three key characteristic speeds:

1 (O ) cut-in is defined as thewind speedat which the wind turbine starts to generate
power, when the wind velocity arrives at the cuiin level. Cutin wind speed depends on
the kind of wind turbine [23, 106].

1 (O) the rated speed is the wind speed that produces the highest power the potential
turbine is able to generate. Produced power by wind turbinéncreases side by side with
the wind speed until it reaches the rated sped@3].

1 (O ) cut-out wind speed. If wind speed continues increasing, it will reach a point when
the wind turbine shuts down power production to prevent damage and defects in the
wind turbine machine [23, 106] Figure 2-9 shows the mechanism of power curve for a

typical wind turbine.

The three key characteristics of the power curve of a wind turbine represent the common
relationship between power production and wind speed that is defined irEquation 2-29
[107, 110]:

Equation 2-29

1 O represents the rated power in wind turbine,

1 N O refers to the nonlinear relationship between wind speed and power.
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Typical wind turbine power output with steady wind speed.

Figure 2-9. Behaviour of a typical wind turbine with wind speed, which shows the three levels of wind
speed cutin, rated wind speed and cuut [111].

2.5.2 The Second Method

The wind power curve model is regarded as one of the essential tools to assess wind
power production within the microscale [105]. This technique estimates wind power
production by an individual wind turbine or wind farm at the potential site, aiming to
evaluate the performance and determine the uncertainty of a single wind turbind 05, 112].

A wind turbine power curve represents a nonlinearelationship between wind speed and
wind power output that is produced by the wind turbine [23, 105, 113] To achieve high
accuracy estimation for output power of wind turbines the power curve method is
recommended[108]. The power output from a wind turbine is generated over a wide range
of wind speeds that usually range from 1 to 25 m/s . It is possible to draw a power curve
that represents the realrelationship between observed wind speed and generated power
from a specific wind turbine. This power curve normally is provided by the turbine
manufacturer based on real data from different site$108]. The shape of a power curve is
affected by a number of factors and features, such as the rotor area, the shape bfaale,
number of blades, speed of rotation, the blade shape, the @nf rated power and cutout for
wind speeds and also whéter the blade pitch control is fixed or moving37, 108]. Figure
2-9 shows a typical power curve for a wind turbine. At the low windspeed (generally
between 0 to 3 m/s) the wind turbine does not work. Nonetheless, the wind turbine will
start to generate power from cutin speed at 35m/s and when the wind speed is increased
further the amount of the power output is also increased, uiitit has reached the rated wind
OPAAA O CcAT AOAOA OEA OAOAA bpi xAO8 ' O OEEO
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constant, until the wind speed arrives at the cubut speed at 25 m/s. At this wind speed the
wind turbine will shut down to prevent wind turbine damage [5].

The power curve method has been used in this project because it is more precise than
Equation 2-26, since the amount o varies with wind speed as previously mentioned. In
this project, the power curve information that comes with the wind turbine specification
sheet has been used in the form of a curve or table. In addition, MATLAMaS used to
calculate the potential power output by applying a polynomial function from a curve fitting

tool.

2.6 Data Sources Available

2.6.1 Observational Data From IMOS

Observation data in Iraq is taken from a network of reference weather stations, which
are distributed across the country and kept in the Iragi Meteorological Organization and
Seismology (IMOS)There are 51 weather stations in Irag as shown ifrigure 2-10; they
provide climate observation data from 1970 until now; this data represents the full range
of elements that describe the climate regime above theurface, such as wind speed,
direction, temperature, solar radiation etc.[114]. All these weather stations provide IMOS
with 8 observations of meteorology data every 3 hours per daj82]. Most weather stations
measure the wind speed and direction athe height of 10 m while the weather stations in
some airports measure the wind speed, direction data and other climate elements at
different elevations within the boundary layer twice a day at 00 and 12 GMT using the
radiosonde. The weather station at Bghdad international airport, code number 650,
provides hourly surface observation dataas well asupper-air data using the radiosonde.
This weather station is located 31.7 m above sea level; Latitudé3° 15' 46" N and
Longitude: 44° 14" 7" E [32]. All upperair and surface weather stations which are
associated with IMOS are subject to the criteria of the WM[32, 114]. Highresolution
observation data- such as hourly data- is required to enhance the performance of wind
resource assessment models through an increase in the accuracy of the productajrwind
power density [23] and highresolution data is necessary for verification purposes. For
these rea®ns, hourly observations of wind speed and solar irradiation data from many
weather stations in Iraq are required. Unfortunately, hourly observational data sets in Iraq
are scarce and cannot be used directly for resource estimation for several reasons,lsas
that the observation system is old in most weather stations and measures data every 3
hours. Some of the weather stations do not work because of security concerns and some are
already out of service. The only hourly data is provided by Baghdad Intertianal airport

weather station (BGW), which is associated with IMOR.14]. Even though the weather
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station of BGW provides hourly wind speed, direction and temperature long term (from
2004 to 2014), there is missing data for three years: 2009, 2010 and 2011lufthermore,

there are other data collection sources that provide weather observation data in Iraqg.
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Figure 2-10. Weather stations across Iraq adapted fronj114].

2.6.2 Observational data from Iraqi agrometeorological network (IAN).

The Iragi Agrometeorological Network (IAN) is a specialised department for gathering
weather data for agricultural purposes, related to the Ministry of Agriculture. This
department has 53 automatic weather stations distributed aarss the country to provide
average monthly, weekly and daily weather data, such as wind speed and direction at the
height of 3 m, average solar radiation and other weather data, as showrFigure2-11 [115].
Currently, just 7 of these are outof service, so this project will have the advantage of
observation data of solar radiation, while wind speed data from these weather stations are
not useful, as the wind speed is measured at the height of 3 m above the ground. Finally,

observation data fram IAN is available onling115].
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Figure 2-11. Automatic weather stations associated withthe Iraqi Agrometeorological Network (IAN)[115].

2.6.3 Wind Resource Map Data

One of the most important data resources style is wind resource maps which provide
estimations of the average wind speed for bbf the world or several countries[24]. In the
same context, one of the objectives of this project is to establish a general map of wind speed
variation throughout Iraq to supply long term mean wind speed- for at least ten yearg23]
to be a reference for wind resource assessment in Iraq. There axd ways to create a wind
resource map: either using observed wind data with high resolution according to spatial
interpolation [116, 117], or using microscale/mesoscale wind evaluation models, according
to global climatology data[117, 118].

Several studies have used global climatodjy data from a number of database centres,
such agthe National Aeronautics and Space AdministratioNASA, NCEPNCAR Met office
and ECMWEF, to create a wind resource m§pb, 117, 119]. In general, wind resource maps
should provide average long term wind speed for different regions and supply the wind
speed for several elevations after estimating the local effects of surface roughness and
orography on wind speed. Long term data is required to obtain a deeper uastanding for
trend of wind flow in regions far away from the influence of climate phenomena, such el
Nifio or sunspot activity [23]. One of the most important benefits of using wind resource
maps is that they give an initial visualization about regions which show promise with regard

to obtaining wind power [120].
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2.6.4 Operational Forecast and Re-analysis Data.

In order to assess wind resources anywhere in the world, th&lWP models which
produce operational forecasting and reanalysis data might be a part of the research tools
used to create a map of wind resouss, particularly in remote regions or places suffering
from a lack of observation data. Recently, many studies have usedaealysis data from
different database resource centres, such aNCEP/NCAR MERRA data and others, to
produce wind resources assessm# [28]. The first function for NWP is the operational

prediction for wind power, which branches into two groups:

1 The operation of the first group depends on the analys of historical wind data, using a
statistical method to predict average hourly wind velocity.

1 The second group depends on prediction data from another NWP technique as input data
through driving mean hourly wind speed and direction from a wind dynamics

meteorological technique[121].
In addition, NWP techniques have three key parts:

1 The first part represents the adiabatic flow in the boundary layer.
1 The second jart consists of the physical equations which describe the variability of
atmospheric processes, such as radiation and turbulence.

1 The third part represents gathering and assimilating observational datfl21].

NWP techniques utilize operational predicting and reanalysis data to improve the
prediction of weather patterns. The procedure that has been used by NWP to develop a
forecast weather pattern consists of analsing and assimilating observational data with
multiple previous short term predictions to determine the forecast that has the best
adequate with observation data. By using this procedure, NWP will produce various shert
term predictions for weather maps inthe future, and then the best shorterm predictions
will be used to create long term forecasts of weather patterfd.22] . Although the prediction
methodology is based on observation data, it does not mean that the NWP technique data is
without errors [123]. Furthermore, NWP techniques create ranalysis data by describing
the behaviour of weather variables such as wind speed, pressure, temperature and humidity
through use of observation data, alongside historical forecasts using various operatiof2s8,
124]. Forinstance, the retrospective forecasts, which are utilized to adjust and calibrate the
real-time operational forecasts with historical forecastg124] will increase the accuracy of
re-analysis data by taking advantage of all previous franalyses through finding out and
correcting the last mistakes[28, 124]. To improve the results of operational forecasts, NWP

should assimilate a great deal of observation data from different resources, such as
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gathering data from radiosondes, ships, aircraft and surface weather stations to create a
three-dimensional grid of weaher variables[125].

Reanalysis data is a procedure o&nalyzing data a second time, which is produced by
forecasting weather from the initial use of realtime data[125]. The reanalysis data helps
to present observational data, which does not appear in the operation forecasting during
real-time [28]. Additionally, there are several advantages from using the +&nalysis data
produced by the global NWP mod€R8]:

1 Reanalysis data is considered the best solution for regions or countries that suffer from
a lack of data or massive amounts of missing data.

1 Recently, reanalysis data produced by NWP models in a number of data sets is now
regarded as the cheapest data resource based on observation data.

1 Reanalysis data which covers historical data for several decades might never be
provided by weather stations for potential sites.

I Wind re-analysis data which is specifically based on obseation data has been defined
above displacement height at 2 m, 10 m and 50 m above the surfd&26]. In addition,
surface wind speed measures above sea surface such as observation data from offshore

site or above airport surface for omputational purposes[127].

Currently, there are several global climatology data sets which provide f@nalysis data over
many decades and for many regions, with a wide range of tempdrand spatial resolutions
[28]. The most fanous global sets areNCEP/NCARand MERRA93].

2.6.5 MERRA Re-analysis Data

In the last decades, MERRA (Modetfiera Retrospective analysis for Resarch and
Applications) [94] data setcenter has been considered as a reliable source of-enalysis
data in comparison with observation datg28, 93]. Basically, MERRA outputs are produced
using the Goddard Earth Observing System Data Assimilation Systeeraion 5 the GEOS
DAS[128]. In addition, re-analysis data of MERRA database represent the retrospective
analyses of observation data by integrating wide range of observing systems with NWP, in
I OAAO O1 bDpOi AGAA OOAI PTI OATT U AT A OPAOGEAIIT U
AT AT UOGAOG 1T £ OAOEAAI[IR. Thet @2 AAOEKAO AAODEGAAAD O
GlobalModeling and Assimilation Office for two reasons
1 &EOOOI Uh EO xAO OOAA O1 AipilTu i1T1EOIOETC

satellites within a climate situation.

1 Secondly, it was used to develop the hydrofgic cycle of previous reanalyses generations

on a wide range of climates over spatial and temporal scal§4, 95].
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Moreover, recent evidence suggests that the MERRA-awalysis data has shown higher
temporal and spatial resolution data in comparison with the NCEP/NCAR itonnection
with the regional wind climate [93]. For instance, NCEmCARhas low spatial resolution of
2.5° latitude x 2.5° longitude, which represents 280 knx 170 km every 6 hours, while
MERRA data has high spatial resolution data of 1/2° latitude 2/3° longitude which
represents 56x 45 km with hourly temporal resolution [28, 94, 95] In addition, Liléo[130]
has asserted that MERRA and the Climate Forecast System Reanalysis (CFSR) data have
better performance than NCEPNCARdata and they also have shown high levels of accuracy
with regard to power production.

Generally, the reaalysis technique of MERRA consists of incorporating the model fields
with observation data for various climate elements, which have been distributed irregularly
across place and time within a grid of a meteorological dataset, based on a historical data
record using NWP as has been mentioned in secti@6.4; this NWP model is called NASA
GEOS DAS data assimilation systenf94]. Spatially, MERRA has a high grid resolution
meteorological 1/2° latitude x 2/3° longitude with 72 columnar levels expanded through
the stratosphere. In other words, it starts from ground level up to a height of 0.04Pa[94,

95, 131]. Temporally, MERRA data has provided hourly reanalysis data for 24 hrewper day
since 1979, which will lead to a supply of data with a high temporal resolution in the long
term [95, 131]. Basically, MERRA reanalysis data depends on different types of observation
data and from different resource databases over the long term. For expie, MERRA has
benefitted from observation data produced by some important data archiveenters, such

as NCEP/NCAR reanalysis data, the CFSR and B@&MWFdata. Figure 2-12 shows the
amount of radiosonde data per year, for each main databasenter, for the period 1948 to
2000 [94].

The observation data that has been used by MERRA consists of measurements of standard
climate variables, such as pressure, height, temperature dmvind components, which have
been gathered by various weather station instruments, such as balloons, ships, aircraft,
buoys, and satellites. Most previous observation data covered the whole global map,
measured since 1940 by NCEP/NCAR, which is represedta Figure 2-13 [94].
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Figure 2-13. Outline of the observing regime used by MERRA980z2010 [94]. NEXRAD or NextGeneration Radar
is a network of 159 high resolution Shand Doppler weather radars. SYNOP (surface synoptic observations) is
numerical code created by WMO for reporting weather observation data. PAOBS is "data" used by the NCEP
ECMWF analyses/forecastsHigh Resolution Infrared Radiation (HIRSY132]. Stratospheric Sounding Unit (SSU
[133]. Microwave Sounding Unit (MSUJ134]. Advanced Microwave Sounding UnifA (AMSUA) [135]. Moderate
Resolution Imaging Spectroradiometer (MODIS)]136]. The Special Sensor Microwave/lmager (SSM/I)137].

European Remote Sensing SatellitftERS1 and ERS2)[138, 139]. Geostationary Operational Environmental Satellite
(GOES]140]

MERRA prodices reanalysis data through a merged range of monitoring systems using
numerical models to yield a temporally and spatially steady composition of monitoring and
analyses of variables over a long time fram.31]. It is worth mentioning that the wind re-
analysis data, which is specifically based on observation data, has been defined above
displacement height at 2 m, 10 m and 50 m above the surfafE26]. Furthermore, for
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practical purposes, MERRA wind speed at 2m and 10m outpare intended to compare with
screen level weather stationg141].

Finally, the procedure d producing the reanalysis data from MERRA is explained in section
2.6.6. The wind speed of reanalysis data that is necessary to map the wind resources in Iraq
was downloaded byNetwork Common Data Form etCDF file format from Modeling Data
and Information Services Center (MDISGSubset? GES DISC Goddard Earth Sciences Data

and Information Services Centrg¢142].

2.6.6  MERRA For Data Assimilation System

The MERRAIs the source of ranalysis data for wind speed at 16n and 50m used by
the DSMin this project [129]. MERRA produces the IAU-Rimensional atmospheric single
level diagnostics that includes east and north components of wind speed at ffdand 50m
above the displacement heigh{128]. The reanalysis data from MERRA covers the period
from 1979 to the present, withplans to expand the analysis in the future as resources allow
[94].

The (GEOS DAS) represents a substantial evolution of the system, depending on a joint
analysis with the NCERand NCAR[126]. The new GEOS atmospheric general circulaton
model (AGCM) applied by MERRA uses finitolume dynamics[126, 143].

In addition, MERRA utilizes threedimensional variational data assimilation (3DVAR)
analysis algorithm applied in the Gridpoint Statistical Interpolation Scheme (GSI) to
facilitate the application of anisotropic, heterogeneous difference$94, 144]. The 3DVAR
hasbeen used previously to resolve the problem of intermittent data that isolated sporadic
forcing by applying a statistical interpolation system such a®©ptimum Interpolation (Ol)
and 3DVAR94, 145].

For full understanding of the concept of the data assimilation system operation in MERRA
which produces the components of wind speed above the displacement heigiP8], we
should return to GEOSL DASto understand how this system was working and the types of
difficulty that it faced and the methods of solution that have been used $ar.

The data assimilation system was performed by Data Assimilation Office at NASA / Goddard
Space Flight Centre to produce multiyear assimilation, was running for the period from
1985 to 1993. This data assimilation system has been built on the proceuof combining
the random distribution for meteorological observation data by usingthe General
Circulation Model (GCM) to produce general foudimensional information on the global
atmosphere. This process includes the interaction between analysis measur data and
proceeding of GCMintegration within semi-operational constraints for the assimilation
system[145].
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The continued data assimilation required incorporation of he data into an ongoing model

integration as the data was obtained. The main difficulty with this procedure is the instant

data are often quite patchy and scattered data. That leads to the problem of operat@gM

related to the right responses for isolatd and separate data. To resolve this issue, some

methods applied the technique of Repeated Insertion (RI) of data. This technique attempts

to fill the gap between atmospheric data by carrying multiple uses for each observation of

the data over a period[145]. This technique has reduced the accuracy of reanalysis data

from the assimilation system. Subsequently, intermittent approaches were employed to

increase the efficiency bthe data assimilation system. These approaches usually start with

a statistical interpolation system like Oland 3DVAR. These methods combine all measuring
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with the intermittent approach:

1 Firstly, disturbance in the model workwas caused by shocks and data rejection.

1 Secondly, sudden local changes to the GCM fields can drive large nonphysical adjustment
operations; in this way, the forecasting results from the model will not be useful due to

the reduction of the impact of validobservation[145].

In order to minimize the fake periodic disturbances of the analysis from data assimilation,
MERRA has used the Incremental Analysis Update (IAU) technidd@6] that was improved
by Bloom in 1996[145].

2.6.6.1 GEOS And IAU Process

In 1996, Bloom develped the IAU technique by using GE@SDAS[145]. The data

assimilation system consists of two essential subsystems:

1 The first one used analysis that incorporated observation data witthe background field.
1 The second one used the @M forecast. Both of them supply the analysis background

fields and transfer the analysis information forward in time.

The IAU process is the technique through which the analysis information is combined with
the GEOSL DAS integration.

2.6.6.2 GCM

A General Cirallation Model (GCM) is a kind otlimate model, also known as a global
climate model. It employs the selsame equations of motion as &NWP model [146]. In

addition, it uses amathematical modelof the general circulation d an ocean or planetary
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atmosphere. It employs theNavierzStokes equationn a rotating sphere
with thermodynamic and hydrodynamic termsfor various power sources. These equations
are the foundation for computer programsutilized to simulate the Earth's atmosphere or
oceans[147]. The GEOS GCM employs the Aries/GEOS Dynamical Core presented in Suarez
and Takacq148]. Thisfinite -difference dynamical model is based on the pattern of latitude
and longitude in Cgrid in NASA/ Goddard Space Flight Centre. In version 1, the GCM used
the secondorder energy stable scheme; the secondrder scheme for advection in the
momentum equation infinite difference and moisture equation[145, 148]. Besides, the
dynamical core calculates the time tendencies of winds, surface pressure, temperatures and
an arbitrary number of tracers in a complete set of subrouting[148] . Furthermore, the GCM
employs Arakawa C grid with 2degree latitude by 2.5degrees for horizontal resolution with
standard 20 sigma coordinate in the vertica]145].

The GEOS GCM has theaneuverability to use the Matsuno timeintegration scheme @
incorporation of an AsselinrRobert time filter with the leapfrog time-integration scheme.
Moreover, it uses a few unique techniques for incorporating adjustments due to the fact of
diabatic processes such as turbulence, radiatiorand moisture convection ? also, the
analysis increments during an assimilation systenfil45]. At every time step in this model,
all prognostication fields are updated because of both the sufrid-scale diabatic process
and dynamical.Equation 2-30employs the leapfrog time scheme for arbitrary prognostic
field ) as follows[145].

\ \ YO ™ Equation 2-30

The time tendency expression is representedn the right-hand sidein Equation 2-30. The

total time tendency is separated into two main components, as expressedkquation 2-31.

W W ™ _
0 0 0 Equation 2-31
)yl OEEO ANOAOEIT OAUT Ail EAOGG6 E latkdopthclifndmicOE A O

core (momentum and thermodynamic equations), besideany time tendency represented

Au OEA ££EI OAOET ¢ POI AAOOh xEEAE EO Aii pOOAA
expression gives to GEO$ DAS a significant degree of flekility as is expressed irEquation

2-32.
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frequently updated at a time resoluton related to each physical parameter. For this system,

the adiabatic trends are updated as follow: the shortwave radiatio8 4s updated every 3

hours, longwave radiation, 2is updated every 3 hours, the turbulence® O)AdsAupdated

every 30 minutes, whle the moist convection { I B @ Gpdated every 10 minutes. In the

last part of Equation 2-32, the analysis represents the ability of GCM to incorporate the

analysis increment straight into the prognostic equatior{145].

2.6.6.3 Analysis

The GEO4 DAS used a multivaate analysis of the Ol scheme. The Ol system creates
analysis increments of wind speed components, geopotential height and the mixing ratio
length for 14 pressure levels above mean sea level that starts from 1000 to 20 hPa.
Furthermore, the Ol scheme prduces analysis increments above sea level pressure and
surface wind speed components over surface oceans only. The analyses of Ol are employed
at for synoptic times 0000, 0600, 1200, 180QCoordinated Universal Time(UTQ, which
utilize an observation datain plus and minus 3hours around time windows cenered on the
analysis times. Various observation data sources are used by GEDSAS: synoptic surface
weather station, ships, radiosondes, buoys, TOVS (TIRQ®perational Vertical Sounder);
temperature, cbud-tracked wind speed and the upperair analyses as reported by aircraft.
The last step of the analysis process is represented by interpolating the analysis increments
from the analysis pressure coordinate system to the GCM sigreyer coordinate system
[145].

2.6.6.4 1AU Process

The intermittent approach of the 10 analyses in the GEEAISDAS requires some
strategies to incorporate the analysis increments into the GCM integratio Various
strategies have been used in different data assimilation systems to dampen any
disfiguration or unwanted effects of intermittent assimilation. The improvement of the
GEOS GCM has given the system an ability to update tendency expressions wittirfg to
have multiple time scales; this development provides an alternative method to assimilate
intermittent analysis. In other words, the analysis increments are processed as extra forcing
terms in the GEOS GCM time tendencies.

Figure 2-14 shows the scheme of how the IAU procedure advances through an assimilation
cycle. Every six hours, at the beginning of the synoptic times (0000, 0600, 1200, 1800 UTC)
an Ol analysis is carried out using backgrounds of observations at that timeh8urs before,
and 3-hours after, which assimilates observations data throughout the six hours spanned

by the three backgrounds. The results of this analysis are the outputs incorporated in the
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two analysis collections. The analysis increments represent theifference between the

analysis and the identical synoptic background, which are then divided by a time scale that
OOAO ¢ EIT OO0 O DOI AGAA A1l OAT Al UGEO OAT AAT A
$13 11T AAT EQGOBERITE @ AAAEIAGRASGE, wiid hattbder savied for

this purpose three hours before the analysis time, and then the GCM run for 6 hours, adding

ET OEA EEQAA OEI A OAT Al UOEO OAT AAT Auoh ET Al
stage, a restart is generad that will be used next time the model is backedp, and the first
background for the next Ol analysis cycle is stored. This first shour period operates as the

OAT OOAAOI O OAcCci AT 66 1T &# OEA Y158 4EA 1T PAOAOI
tendency for the next 6 hours, stores the other two backgrounds required for the next

analysis, the first one at the next synoptic time and the second one at the end of the six hours.

We referto thissixET OO T PAOAOGETI T AO OEA OPOAlAEB 06 O
then reiterated throughout the assimilation for subsequent synoptic times using GCM, with

no IAU forcing. Note that throughout each of the four daily analysis cycles the model is run

for 12 hours,asixEei OO0 DPAOET A AO A yGAEODOBABOAOOGAZEDDOAAR
145].
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Figure 2-14. Schematic of the IAU application in GEQISDAS [126].

To sum up, the application of IAU in GEGESDAS illustrates a significant development over
the previous data assimilation systems. In factthe employment of IUA in GEG$ DAS
remarkably reduces the adverse effect of the analysis increments on sensitive model field
precipitation. However, some interpretations need to be considered when performing an
IAU-based assimilation system as well as ken comparing fields from it with those
generated via other assimilation systems. The assimilation fields at the central synoptic
times in the IAU system are fully and directly affected by the data in the preceding giour

interval. However, in the otherassimilation systems, the analyses at the synoptic time are
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affected by data in themid-time window on those analysis timeg145]. Based on this reality
of applying the 1AUsystem, in cases where there is a shortage of observation data and side
by side with weakness in data distribution withinthe horizontal resolution, this approach

will increase the possibility of generating small errors and someeviations.

2.7 Conclusion

Oneof the main objectives of this project is to establish a wind resources map with
high-resolution data for the whole of Iraq. The wind resources map will provide wingower
developers with information about the mean wind speed in the long term. With respéc¢o
establishing a map of wind resources for Iraq, a great deal of highsolution observation
data is required from many climatology stations across Iraq. The IMOS database is suffering
from severe data deficiency for numerous reasons. Firstly, few stdard surface weather
stations are available across Iraq (around 51 weather stationgl14], which does not meet
the ambition of creating a wind resources assessment map with high resolution for Iraq.
Secondly, a large number of weather stations are out of ordeThirdly a few weather
stations that measure hourly wind speed are available, such as the weather station of
Baghdad International Airport. Lastly, the type of weather station associated with
departments in Iragi universities and IAN do not apply the cteria of WMO for standard
surface weather stations. In this case, the best solution is the use of reliable reanalysis
databases as a long term alternative to observation.

Reanalysis data from MERRA represents a suitable alternative that provides an effeet
solution to overcome the problem. This research project requires gathering higtresolution
data for each grid square within Iraq to produce a wind resource map with highesolution.
The re-analysis data from MERRA will be used as the primary source fitre weather data
to map and to assess the wind resources in Irag. Moreover, the available observation data
from Irag will be used to validate the results of the wind resource assessment model that
has been suggested in this project.

The DSMhas been prgosed to produce wind resource maps in this project, based on-re
analysis from the MERRA database arndnd covermap (LCM) of Iraq asroughness length
of the surface. TheDSMhas a broad range of advantages, as presentedTiable 2-2 and
Table 2-3. Finally, the power curveand the DSMusing hourly wind speed from MERRA will
be used to estimate the hourly energy production focandidate wind turbine at specific
location. On he other hand, the power curvanodel and Weibull distribution function will

be used, to estimate thé&nnual Energy Production(AEB rather than hourly wind speed for

whole of Iraq due to the computation over hourly data for whole of Iraq take very longrtie.
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Chapter 3 SOLAR ASSESSMENT

3.1 Introduction

The classic style of generating electricity involves burning oil and other fossil fuels,
which leads to an increase in pollution emission in the atmosphere and an increase in the
greenhouse effect{149]. In addition, more than two billion people are suffering from a
severe shortage of electricity supply, according to the United Nations Environment
Programme (UNEP) reprt [150]. Solar power is clearpower, abundant, quiet and it is a
renewable energy source. It does not release pollutant emissions to the environmgat9].
The solar power that arrives at the earth's surface is around 18101t MW. This quantity of
power is several times larger than the current rate of poweconsumption.

This chapter aims to explain the importance of solar power and reveal the most important
basic techniques that can be used to evaluate and calculate solar power production. In
addition, the most important solar database to assess solar radiah and solar power
production for the whole of Irag will be discussed. This chapter is organized as commences
with an overview of solar power application and solar power componergtin sections 3.2
and 3.3. In addition, an overview ofthe photovoltaic power output calculation is outlined in
section 3.4. Finally, a survey of the most important solar data sources which are suitable

to assess the solar power production in Iraq is presented in secticdh6.

3.2 Solar Power

The utilization of solar power has been done by several methods. One of these
methods is photovoltaic technology (PV). PV is one of the best ways to take advantage of
solar power [151], which converts solar radiation into electricity[149, 150]. There are two
kinds of photovoltaic technology system: the first one is a standlone system which
supplies the load without any connection to tle national or local grid by relying on a set of
batteries to cover the demand during solar power interruption (at night or when there is a
cloudy sky). While the second one is called the gridonnected system which supports the
utility grid by producing electricity to reduce the load on the grid[149]. There are many
features of photovoltaic technology[149, 151]:

1 Solar panels are robust and simple in design.
1 A photovoltaic system requires very little care and maintenance.

9 The standalone system can produce electricity from microwtts to megawatts.
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1 The standalone system is used to provide electrical to water pumping, efrid building,
the communication sector, satellites, solar home systesnand space vehicles.

1 Recently the capacity of solar energy production systems has grown @xponentially
throughout the world to excess totally 500 GW at the end of 201given an increase in

the economic feasibility and reliability of solar systems to reach $ 69/MW[L52].

3.3 Solar Power Component

Solar power is the solar radiation (electromagneticpower) emitted by the sun from
nuclear fusion that occurs in the surj153]. The solar radiation that falls on the top of the
spectral ranging between 290 and 300@Gim of the solar radiation (shortwave)[153]. The
shortwave is classified as followg154] and is shown inFigure 3-1. [155]:

1 Ultraviolet radiation (UV): 290 nm to 400 nm

1 Visible light (VIS): 400 nm to 770 nm

1 Nearinfrared radiation (NIR): 770 nm to 3000 nm.

While the overallAT T 0T O T &£ O1 1 A0 PI xAO E£ATTETC 11T A
Global Horizontal Irradiation (GHI) or global solar radiation "®, thedaily "drepresents the

whole solar energy for a day, the typical amount for dailydranges from 1 to 35 MJ/ma
[156]."dincludes two primary components;the first one is the solar radiation that comes
AOT T OEA OO1 AEOAAOI U Ol xAOA OEA %AOOESO C
atmosphere; this is called beam radiation or direct solar irradiance.

Whereas, the second component is the diffuse radiation that represents the rate of indirect
solar radiation that comes from the atmosphere after scattering by different parts of the
atmosphere towards the horizontal level at the Earth's surface. In other words, diffuse solar
radiation is produced by the atmospherescattering due to atmospheric dust, and water
vapor, while some literature has called it either solar sky radiation or skyadiation [156,

157]. Equation 3-1 [156] is expressed to estimaté®on a horizontal surface:
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Figure 3-1. Solar radiation that reaches Earth consists of visible and infrared light, in which only a small amount ¢
ultraviolet radiation reaches the surface or sea lex [155].

& d AT O Equation 3-1

f "drepresentsGlobal Horizontal Irradiation on a horizontal surface,

1 "Qsymbolizes to direct beam radiation.

1 “Qrefers to diffuse radiation.

T aOADPOAOAT Ofenitdandle. OOT 6 O

Zenith angle(] ;) is the angle between the beam radiation of the sun and the vertical axis on
OEA %AOOESJ O OO0 O Erhdidh 3-A (58] Al RlIevAtomaAdle isBiiilar to the

zenith angle but it is measured from the horizontal rather than from the vertical.

—& W Equation 3-2

Where represents the elevation angle or altitude angle, which is defined as the angle
between the beam radiation of the sun and the horizontal level of the Earth surfagEs8].

The elevation angle changes during the day. It is also built on the latitudetbé location and

the day of the yeaf158]. The elevation angle of the beam radiion is very important to the

PV system. The maximum power is expected to produce bye PV system when the solar

radiation falls vertically from a clear sky on the surface plane dhe PV module[151]. For

this reason, the estimation of elevation angle is considered very important. The elevation

AT CI AR 1 h AAT AR AOOHglafiod 158 GritllaCshodtiFigu 1 1 1 x |
3-2[159].

[ Q& QEVE OE iériné i Equation 3-3
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M nis the latitude of the location.

1 ) is the declination angle.

9 1 isthe hour angle[158].

The declination angle is the angle that is located between the equator and a line of beam
radiation that comes from the sun to thecenter of the earth. This angle varies based on the
season as wk as the Earth is inclined by 23.45° and the declination angle changes plus or
minus this degree[158]. It can be estimated b¥quation 3-4 [160].

Q
0)

S

EQ vp Equation 3-4

i

1 c& vOE

e

Where Qis the number of days since the start of a yeaf. 2 !converts thelocal solar time
(LST) to the degrees based on the sun as it moves across the gk lis estimated by
Equation 3-5[158].

(2! pu 0Y'Y( Equation 3-5

To produce highenergy from a solar panel duringthe daytime, tracking the sun into
skydome will be an useful technique. Tracking the sun should estimate the Azimuth angle.
The Azimuth angle is the sunlight direction that is coming from the sun directlyhich is

moving from east to wes{{158, 160]. The Azimuth angle is determined b¥quation 3-6.

[ "QENE § «0OE i QR O2 !

| UET OQE i T

Equation 3-6

Furthermore, the other important factor related to daily"dis the sunshine duration. This
factor represents the sum of all the direct solar radiation periods during one day when the
direct solar radiation equals 120 W/n? or more than that from the sunrise until sunset
[156].

Figure 3-2. Skydome showing elevation angleh OEA | OEAT OAGEI T AT CI A | £
azimuth angle[159].
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3.4 Photovoltaic Power Generation

A Photovoltaic system consists of a number of components such as a solar module
which is regarded the main part ofsolar system, electrical and mechanical connections,
wires, mountings, converters (solar inverter) that convert theDirect Current (DQ output of
the solar panels intoAlternating Current (AC power and batteries for the standalone
system and sometimes grid connected149, 151]. The solar module consists of a number
of PVcells connected in series or parallel. In fact, the arrangement of solarllsewithin one
module plays an important role in producingpower. The solar cells within a module or
modules within a solar array can be arranged to form a specific configuration to generate a
specific voltage[150]. In addition, the magnitude of power production from a solar array
ranges from a few kilowattpeak (kWp) for each unit housing to several gigawatpeak
(GWp from a PV farm station [150]. The kilowatt-peak represents alarg magnitude of
electrical energy that is expected to be produced bgolar system when the solar radiation
falls vertically from a clear sky[151]. The nominal peak power0  represents the ability
of the photovoltaic array to producethe power production within Sandard Test Condition
(STC) that equalsL000 Watt of solar irradiance per 1 n? and 25 @ for array temperature,
the nominal peak power declared by the manuafcturer. For example, 1 mof PV cells will
produce 1kW with 100% efficiency, if their peak power is XWp under STC Global solar
radiation ("d), PV module efficiency Q"Q@&nd module temperature”Y , as expressed in
Equation3-7 [161].

Ca

“O ooy I\ Ty “O ) T ¥ P R P 14 H
— 0 Q' QY ——0QQQQQQWY Equation 3-7
DTTT DTTT

Where the actual efficiencyrepresents the production of nominal efficiency('Q "Q°Q) by
relative efficiencyQ Q' Q@Y . A: is the area of the modelReformatting Equation 3-7 to
yield Equation 3-8 [161].

- 0 . . _
0 — 0 QQQUY Equation 3-8
DTTM

Furthermore, the efficiency of the first hangmade solar cell was 5%, where 2 chof the

solar cell was generating just few milliwatt , while the ability of modern laboratory solar

cells has become more than 30%157]. In fact, the solar system efficiency varies with
"OA 1 "X as expressedn Equation3-9 [162]

- - (1F &0 1 & & QA0 ))

Yo="y "y Equation 3-9
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where— and—  are the calculated efficiency and the efficiency at STiCand! are the
irradiance coefficients and temperature, respectively. Theariables™Y @& T are the
temperature cell and the temperature cell at STC, whil®©®h ¢ @ are the irradiance and
the irradiance at STG162]. Notton et al.[163] havedetermined the normal values aré =
0.0048 and r = 0.12for a silicon panel Indeed, many factors affect the performance of the
PV system:

1 Electrical parameters such as shortircuit current “O, the opencircuit voltage ® and

the bandgap[164].

1 Climate parameters, such as the ambient temperatuf& and insolation"Q

Examining these parameters provides an understanding of how they influence the design
and performance of a PV systemAlso, there is onather factor play a significant role in

improving the performance of a photovoltaic module:

1 The crucial factor that has an effect mainly on the performance &V module is the
variation with respect to temperature, which influences the efficiency of &V module.
Usually, a high temperature reduces the efficiency of solar panels, which takes place with
a nonttracking system. For example, if th€®Vmodule is fastened to the roof, there is no
chance for the air to movearound the PVmodule.

1 In addition, the inclination angle represents &V module angle with a horizontal plane
for (non-tracking) module, which plays an essential role in reducing or increasing the
output of aPVmodule [149, 161].

3.5 Types of PV Technology

The history of the PV can be dividehto three distinct groups:
1 The first group: crystalline silicon, singlejunction
1 The second group: ThiAfilm PV technologies, CdTe-8i, CIGS

9 The third group: low-cost and highefficiency thin films and multi-junction.

3.5.1 Crystalline Silicon

A crystalline silicon cell is made by silicon semiconductorthat have a builtin electric
field. There are two kinds of silicon wafer: monocrystalline and polycrystalline (mult
crystalline). Polycrystalline is cheaper and less materiahtense to produce than multt
crystalline silicon but it has a lower efficiency{165].

PV of crystalline siliconstill dominates the market with about a 90% slare of the marketin
2014 [166]. Polycrystalline technology with its lower cost and low efficiency makes up the

most significantshare with around 55% of total productionin 2015 [167].
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3.5.2 Thin Films

The thin-film PV has better light absorption characteristics, wie the material
requirement for thin-film PVis lower than crystalline cells by 100 times [16]. The first thin
film cell was made from amorphous silicorf168]. The issue with amorphous silicon is that
it is inefficient and prone tolight degeneration[169]. In spite of the capability of printing
amorphous silicon onto elastic substrates, that could not mean it makes up a significant
portion of the global PV market2015 [167].

There are also thirfilm cells constructed by using polycrystalline chalcogenides; cadmium
indium gallium selenide (CIGS) and cadmium telluridéCdTe). Although crystalline, these
materials have the best absorption characteristics compared to silicon and can be applied
in much thinner layers [170]. CdTe and CIGS also have higher efficiency than amorphous
silicon. One of the key advantages of thifim PV celk over crystalline technologies is that

they can be installed onto flexible substrate§l67].

3.5.3 Multi-Junction

Multi-junction PV cells can overcome the restrictive Shockley limit by incorporating
many p-n junctions into the same equipment; each am has different bandgap energies.
Accordingly, multi-junction PV cells can absorb a greater ratio of the solar spectrum and
thus produce more power per unit of irradiance[167].

Multi-junction PV cells are presently the most efficient PV cells with a record efficiency of
37.9% under ST{171]. The issue with multi-junction PV cells is that they are costly and
therefore only suited to PV systems where high efficiency is needed, such as a power source
for satellites[172].

3.6 Solar Radiation Data

In order to estimate solar power production and produce a map for solar power
assessment for the whole Iraq, this requires monthly and daily solar observation data for a
number of parameters of solar radiation across Irag such §%49, 157]:

1 Direct solar radiation (beam radiation) on a horizontal surface.

9 Diffuseradiation (solar sky radiation) on a horizontal surface.

1 Sunshine duration per day.

1 The incident solar radiation angle

1 The ambient temperature.

The solar observation data is very scarce in Iraq for the same reason as the wind data, as
illustrated in section 2.6.1 For this reason, the solar radiation database will be the best

alternative source of solar data to evaluate solar resources assessment in Irag. In the next
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sections, several solar radiation databases and database developers are praed. These
databases will be validated with observed data to determine the most accurate solar

database for Irag.

3.6.1 Photovoltaic Geographical Information System

The European solar radiation database has been developed by the Joint Research
Centre of the Ewopean Commission (JRC) utilizing solar radiation technigues and climate
datasets that have been integrated witlthe Photovoltaic Geographical Information System.
(PVGIS) merges the longerm laboratory experience in the research field and observing and
testing in the field of geographical knowledge. PVGIS is applied as a research tool to improve
geographical evaluation of solar power and the performance @&V technology in Europe,
Africa, and Asia[173, 174]. The website of PVGIS provides agxs to maps, databases such
as PVGISHelioClim; CMSAF, SARAHaNd tools needed to estimate PV output in terms of
off-grid and on-grid systems [174]. The solar radiation databases of PVGIS have been
developed utilizing the solar radiation model called r.sun algorithmg174]. This model
estimates the average values of solar radiation components for the period 192805 and
the second period, 20072016 [173]. The PVGIS providesseveral componentsof solar
radiation such as[161, 173, 174}

9 Global radiation for the inclined aad horizontal plane.

9 Clearsky and mean realsky for daily radiation (terrain shadowing).

1 The average beam, diffuse radiation and reflected of global radiation.

1 The average power that is produced by fixed and tracking photovoltaic systems.

1 The optimum orientation and inclination are fixed for photovoltaic modules to increase
power production.

1 Ambient temperature.

3.6.2 Helioclim1.

HelioClim-1 (PVGISHelioClim) is a group of surface solar radiation databases
developed by Meteosat Second Generatiagatellite images The method used to calculate
surface solar radiation is called HelioSa2, which was produced by the Centre for Energy
and Processes, a joint research laboratory of the French school of engineers MINES Paris
Tech[175]. This database consists of daily values @and monthly and yearly averagéd
systematically calculated overthe period 1985 2005. The spatial area of the HelioClird
database matches the field of view of the Meteosat Prime disc (the satellite is centered at
latitude 0° and longitude 0°). The original spatial resolution of the HelioClirl database was
around 15arc minutes, which is the area of grid cell close to the equator represents nearly

30x30 km2. The accuracy of the HelioClirl was evaluated by comparisons with observed
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data from WMO radiometric network in Africa (35 sites) and Europe (55 sites) for
period 1994-1997. The RMS error is 35 Wmz2 (17%) for daily mean irradiance, 25 Wm?2
(12%) for monthly mean irradiance, and bias is less than 1 w2 for the whole data se{176,
177]. The original HelioClim1 data (daily values and also monthly and yearly averages) can
be obtained through the SoDa web systeifi78]. In addition, PVGIS is provided daily and
monthly HelioClim-1 global irradiation data, in addition to a PV estimation, based on wide

range of featureg[179].

3.6.3 Helioclim3v5.

HelioClim-3 version 5 is a group of surface solar radiation databases developed by
Meteosat Second Generation satellite images MSG using HelioSat method. In fact,
HelioSat2 method has been used to develop a series of HelioClim data such as HC1, HC3v4
and HC3v5[180, 181]. The time series of the solar radiation over a horizontal, fiklted and
normal plane for clearsky conditions and the actual weather conditions were provided by
the HC3v5 ArchivesNeb service[181]. The HC3v5 is the most advanekand recommended
of HC3 data. It uses ESRA clesky model[182] with observed data from a climatological
database and the limitation of observed datahaa AAT O1T OOAA 1T 00 AU OOEI]
[183]. Thegeographical coverage of HC3v5 includes Africa, Europe, the Middle East, and
Atlantic Ocean. While the spatial resolution is 3 km at (0°) and is rising as soon as moving
away from this point [181]. HC3v5 provided data for different time seriesanging from 15
min to 1 month. The free data only represents a limited period from 20042-01 up to Dec.
2006 [181], while the database for period from 2006 to the currentwo days is not free
[180].

3.6.4 CM-SAF.

The Climate Monitoring Satellite Application Facility (CMBAF) is a solar radiation
database provided by The Photovoltaic Geographical Information Sgsh (PVGIS). CNEAF
is a part of the European Organization for the Exploitation of Meteorological Satellites
(EUMETSAT)184]. The CMSAF solar radiation database consists of solar irradiance dat
derived from Meteosat Second Generation satellites (MSG), which provided data from June
2006 to December 2011 The CMSAFdatabasehas in total of 12 years of da&. The spatial
resolution is 1.5 areminutes (3km under the satellite at 0° N, 0° W). The ®erage spreads
from 35° S to 58° N and from 18° W to 55° B85, 186]. The CMSAF dataset provides a list

of services:
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9 Hourly solar radiation and PVenergy with a wide range of features and for diférent
types and size of solar technology forthe period from 2007 to 2016.

1 Daily solar radiation accordingto actual and clear sky conditions for 2D of tracking for
the period from 2007 to 2016.

1 Monthly solar radiation with a wide range of features 1)"@, and "Q,so on) forthe period
from 2007 to 2016.

1 PV power estimation for offgrid and on-grid separately with awide range of features.

3.6.5 SARAH.

The Surface Solar Radiation Data SetHeliosat (SARAH) is climate data of the solar
surface rradiance SSI, the surface direct normalized irradiance and the effective cloud
albedo determined from satellite measurements of the visible channels of the MVIRI and
SEVIRI instruments, which are installed on the geostationary Meteosat satellites. SARAH
provides data from 2005 to 2016 and covers the region +65° longitude and +65° latitude.
The data supply in terms of hourly, daily and monthly averages on latitude/longitude grid
with a spatial resolution of 0.05°x 0.05°[184]. In addition, the SARAHPVGIS dataset service
provides the same data details that are provided by GIMAF in sectior8.6.4.

3.6.6 MERRA and MERRA-2

MERRA data is regarded as a second reanalysis project that has been created by
National Aeronautics and Space Administration (NASA) which practices bring up to date
new version of the Goddard Earth Observing System Data
Assimilation System. MERRA provides several variables includifi@which ranges from
pwxw O OEA A0 OdGdath hre@scaleFebolutiothBr2D Giggnostics dataset is
1 hourly and its spatial resolution is 0.5 x 0.667 [94].

MERRA?2 dataset is version 2 oMERRA provides data beginning in 1980. It was created to
replace the original MERA database because of the advances made in the assimilation
system that enable assimilation of modern hyperspectral radiation and microwave
measurements. The temporal resolubn of MERRAZ is 1 hour, while the spatial resolution
equals 0.50 x 0.6250 which is better than MERRA. MERRJSs the first long-term global re-
analysis to assimilate spacédased on measurements of aerosols and characterize their
interactions with other physical procedures in the climate systenf94]. The hourly data of
“Gfor both MERRA and MERRR did not consider with other datasets in the validation

process due to they have been detected later after the end of this project.
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3.7 Conclusion.

This chapter aimed b explain the importance of solar power and to reveal the most
important basic aspects and techniques need to evaluate and calculate solar power
production. In addition, the most important solar databases to assess solar radiation and
solar power production for the whole of Iraq were outlined. Regarding solar power, this
thesis aims to evaluate the solar resources assessment for the whole of Iraq and provide a
hybrid renewable energy systenby hourly PV power output from any size of the PV system.
This target requires a reliable database and suitable techniques to estimate the annual solar
energy production and hourly solar energy production from different sizes of the solar
power system.

The observed data of solar radiation is required and regarded as tineost reliable source of
data for solar power assessment. IMOS and IAN observed databases in Iraq suffer from
severe data deficiency for the many reasons mentioned in sectiors6.1 and 2.6.2
According to the apparent shortage in the observed data, an alternative reliable dataset is
required for assessment purposes.

Different databases have been explored in this chapter. Most diet databases provide
hourly, daily, and monthly solar radiation and some of the databases offer PV estimation
techniques to calculate the annual PV power output. These datasets will be validated with
observed data from IAN to determine the most accurate & database for assessment

purposes and calculation of solapower production within the hybrid system.
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Chapter 4 OPTIMIZATION METHODS OF HYBRID BSTEM.

4.1 Introduction.

Hybrid Renewable Energy Systesi(HRES) hae multiple renewable technologies that represent
the most useful approach to satisfying energy demand in the residential sect@klso, the optimal sizing
of HRES describes theptimization method to solve the problem of the uncertainty of wind speed and
solar radiation characteristics[187]. Optimum system sizing includes determining the most economic
effective andreliable way to combine renewable energy technolgies to provide an acceptable level of
performance [188].

This chapter presents a general literature review of m#ods for determining the optimal sizes of HRES.
Firstly, explain the assessment principles of HRES performance based on reliability and economic
factors. Secondly, a reviewof different methods of optimization techniquesto size HRES Furthermore,

the merits and demerits of software are extensively known and will be used for examining the optimal
sizes of HRES and simulating the hybrid system. Finally, we present ttfallenges, whickthis work will

face and suggest the best method and parameters for creaj the optimization process.

4.2 The Concept of Reliability and Economic Assessment of HRES Performance.

According to the definition employed by the North American Electric Reliability Council (NERC),
reliability represents to what extent the components of RES can deliver electricity to all points of load
demand in the quality and with the quantity required by the customer[189]. This concept will,
therefore, provide a basis on which the performance of different typesf power systems may be
compared. On the other hand, the reliability factor is not the crucial factor to determine the most optimal
HRESdue to the cost of HRES and the cost of energy prodwsti For this reason, the economic factor is
significant when seeking to determine the optimal HRES, chosen according to the cheapest system in
terms of the cost of the project or cost of energy. In the following sections, several common reliability
standards and economic standards that have been used to evaluate different hybrid systems are

discussed and explained.

4.2.1 Reliability Assessment

Many performance indicators have been mentioned in the literaturéo evalute the reliability of

HRES. The most commonlysed measures willbbe explained briefly.
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4.2.1.1 Loss of Power Supply Probability

Loss of Power Supply Probabilit(LPSB is defined as the probability of an insufficient power
supply when the hybrid system is unable to meet the load demarjd90]. If the LPSP equals 0, it means
the load demand will always be satisfied, while if the LPSP equals 1, it means that the load will never be
satisfied [191]. The loss of power supply probability is defined as the ratio of summation of all hourly
losses of powe supply values (LPS) when there is no interaction with the grid (of§rid) over the total

required load [191-193], as expressed ifEquation4-1.

W+ ..~ B 0OYD ,
OO0 ™) — Equation4-1
B © 0

LPS(t) represents the loss of power supply at the time step (t), whiléD o refers to the load demand
at the time step. It is the mostommonly used measure for reliability analysis in the HRE394] and has
been regarded both as a constraint to be satisfied in single objective desid®5, 196] and an objective
in multi -criteria design [197-199]. In this work, the LPSP has been chosers aeliability constraint to

determine the reliability of the off-grid system in terms of outages from the national grid.

4.2.1.2 Grid Power Absorption Probability

HRESis always reliable for any size of system components as long as it is connected to the grid.
However, the optimal sizing process of the gridconnected system aims to reduce the grid electricity
purchases to satisfy load demand. A grid power absorption probabilit{ GPAR is defined as a
performance indicator for grid-connected systems with apparent isnilarity to LPSP for standalone
systems. The GPAP is the probability that the system needs to purchase electricity from the national grid
when renewable energy is unable to meet the load demard00]. It is defined as the ratio of purchased
energy ‘O 0 over the total load required during a given period200, 201] as expressed irEquation
4-2. The GPAP techique is considered a technical performance criterion to size the gridonnected
HRES employing a storage batterji200, 202]

0O —m— Equation 4-2

The GPAP is the most frequently used measure for reliability analysis for a giégdnnected power system
in terms of multi-objective design[202, 203]. It is considered as a technical performance criterion to
size the gridconnected HRES employing a storage haty [200, 202]. In this work, the GPAP has been
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selected as reliability constraint to determine the reliability of the ongrid system in terms of connecting

to the national grid.

4.2.1.3 Expected Energy Not Supplied

The Expected Energy Not Supplied (EEN®) a gauge which estimates the amount of energy not
provided by the power system when the load exceeds an available production 1éVj@94, 204]. In
addition, the EENS (also known as theds of energy expectation, LOERO05] at any moment in time is
given by the difference betweerthe load demand and total energy production corresponding to that

time instant [205], as expessed inEquation 4-3.

c o © o xEATC o © 0
s E/Mi VQI Q

%%. 3 Equation 4-3

According to%%. @, it is possible to estimate% %. o8er the entire period of operation, as expressed

in Equation4-4.

%%. 3 %%. A Equation4-4

%%. is8an indicator of the extent of the failure of the energy system. The indicator has been used to

evaluate the performance of hybrid PMvind -diesel systemq205].

4.2.1.4 Energy Index of Reliability
The Energy Index of Reliability(EIR) is the fraction of the demand that has been covered by a

power systemthat is directly linked to % %. [B06], as expressed irEquation 4-5.

%%. 3

%) °p —
N

Equation 4-5
The %) Has been used if206, 207] as an indicator to evaluate the performance of egrid HRES

4.2.1.5 Renewable Energy Fraction

The Renewable Energy FractionRP is the fraction of the energy given to the load demand
produced by renewable technologies. It is typicallyutilized for renewables-based systemsthat own

diesel generators as a backup system to prevent power failure as is given mathematicallygquation

-62-



4-6[195]. In addition, it represents the opposite of LPSP in case that is-gffid, or the inverse of GPAP

in terms of on-grid, as used in Homer, which is expressdd Equation 4-6 [208].

28 p p ,030k1 p "0!'O0 Equation 4-6

Where'C® 0 represents the energy provided by diesel generators anC 0 represents the load
demand overtime period. TheY "@as been employed both as a constraifi209] and as an objective to

be maximized [247] inpower system sizingoptimization [210].

4.2.2 Economic Assessment.
4.2.2.1 Total Cost of Project

The Total Cost of ProjecTCOP)is one of the most important economic indicators to assess the
feasibility of aHRES However, it is evident that the total cost of the project is farom simplicity when
compared to the total present value4 0 6of a project with a lifetime of a project.The4 0 6f aHRES
represents the actual cost of all system componentghich includes the initial costs and variable costs
over the lifespan of a project.In addition, another factor should be taken into considration when
evaluating the total cost of a project. To estimate the time value of total project cost over the project
lifespan,the Capital Recovery Factor (CRF) should be consideréd.terms of understandingthe future
value of money, the value of money that is not gaining will erode over time, due to inflation that weakens
the purchasing power of money. where the money available at the current time is worth more than a

similar sum in the future[211]. The4 # / d@er the project lifetime can be estimated usingquation4-7.

Y6 O * YD © 6 YTOY Equation 4-7

where the function of# 2 ®ansforms the TPVinto a series of equal annual payments over a specified

time, according to a specified interest rat§212], as expressed ifEquation 4-8.

0'YO lp—l Equation4-8
p 1 p

i Dthe interest rate.”Y the lifetime of the project.

4.2.2.2 Levelized cost of energy (LCE)

Several methods are used to assess the economictof renewable technologies; the Levelized

Cost of Energy (LCE) is considered the mogtell-known and preferred indicator to estimate the price
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of electricity that is generated from renewable energy technologies [3, 5, 11, 24]. In general, the LCE is
defined as the ratio of total annualized project cost (Levelized annual cost), based on annual discounting
financial flow to the annual energy production(AEP) from the project, as expressed irfEquation 4-10
[212]. TheLevelizedannual costs (LAC) represent the yearly payment of thEPV of the project based

on 0 'Y @s shown inEquation4-9[212].

066 "YO®WO YO Equation 4-9
000 .
006 0r—x- Equation4-10
0 0uvu

Where4 0 & the total present value of a project! %13 the annual energ production from different
sizes of renewable technology. To estimate the time value of the total project cost over the project life
span, theCRFshould be used. The LCE has been used to minimize the cosewérgy in arenewable
energy system and alsosan economic indicator for aHRESconfiguration in terms of multi-objective
design[190, 213]. In this project, the LCE has been suggested as an economic constraint to minimize the
cost of energy in a HRES and also as an economic indicator to evaluatR&S configuration in terms of

multi -objectives optimization technique.

4.2.2.3 Payback period

One of the most important economic indicators used to assess the viability of any project is the
payback period(PBP) [214]. ThePBPmethod will help the investor to evaluate how long a project needs
to recover the total project cost within the lifespan of a project. For example, if tieRBPwas lower than
the lifespan of a project, it means the project is feasible, but if tiRBPwas longer than the lifespan of a
project, it means the project is not feasile. The PBP is the length dhe period required to recover the
O OAT AT OO(TCOR) bAsedod theEankidd éagh inflow from the project itsel215]. TheTCOP
overtheD O1 E A A O &igdakén khiit AcOdDrk When calculating the PBP.

v o Y6 0 0
(0] e n s . o v me s  ao —%
0Q0 £ € GO0WINQE "Q& €OV

Equation4-11

Net Annual Cash inflow of AEP: represents theevenue of annual energy production from a power
system.In this project, the PBP has been chosen as an economic constraint to minimize the PBP of HRES
and also as an economic indicator to assess the aptimal HRES configuration in terms of rmlifectives

optimization technique.
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4.2.2.4 NetPresent Cost

The net present cos{NPC)is one of the economic constraints that has been used to evaluate and
determine the optimal power system. The net present cost (lifeycle cost) of an element is the current
value of all the expenditure of installing and operating the component over thergject lifespan, minus
the present value of all the incomes that it gains over the project lifespan. Homer uses the NPC as a
constraint and calculates theNPCof each component in the power system and the power system as a
whole. Costs may include initialexpenditure, replacement expenditure, operating and maintenance
costs, fuel prices, the cost of purchasing electricity from the grid. Revenues may consist of income from

injecting power into the network, plus any salvage value that happens at the end oktproject lifespan.
The NPCis expressed inEquation4-12 [216].

00O —_— Equation4-12

Equation4-13

Where'Y represents thenet cash inflow-outflow during a single period,”Q : the discount factor is a ratio
utilized to estimate the present value of a cash flow that happens in any year of the project lifespan.

Homer estimates the discount factor usingEquation 4-13 [216]. Wherei refers to the interest rate ,

while 0 representsnumber of years.

4.3 Review of Optimization Techniques for Hybrid Systems.

A number ofoptimization methods have been developed for looking at the optinhaizes ofHRES.
Luna-Rubio et al[217] summarizeanumber of optimization methodologiessuch: probabilistic methods,
analytical methods, iterative methodsand hybrid methodsfor both on-grid and off-grid HRES. Banos
et al [218] presented an overview of single and multiobjective optimization methods of renewable
energy systems, specifically wingnergy, solarenergy, bioenergy, hydre&nergy, geothermal energyand
hybrid energy systemsNema et al[193] reviewed the present and future state of configuration design,
performance and control requirements of offgrid hybrid PV-WT systems with backup systems such as
a diesel generator, a battery or a grighssisted mode system. Reviews of present simulation and
optimization systems and software which consist of simulatiormodeling for grid-unconnected hybrid

PV-WT-diesel systems with stored energy in batteries or hydrogef219].
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To obtainan optimal solution for real optimization problems, such as optimal configuration of th¢1RES
that have fluctuating resources such as wind and solapower, the optimization problem requires a
decent compromise between the precision of theptimization approach and the detail of the modl of

hybrid system in both mathematical models and meteorological data.

4.3.1 Iterative Technique

The iterative optimization procedure suggestedo determining the optimal sizing of PV and WT
stand-alone systemg220]. Yang et a[196, 221] have presented an iterativeoptimization technique to
find the optimal size of PV system, wind turbine size and batteries for hybrid P¥WT-storage systems
by considering Loss of Power Supply Probability (LPSP) and minimizing the cost of Hybrid system.
Hocaoglu et a[222] used an iterative method to find the minimum size of PV system and wind turbine
system and the maximum size of batteries that could be determined to satisfy demand. The optimum
point represents the minimum costof a power system that could be reached between minimum storage
capacity and maximum storage systeniKaabeche et al223] applied an iterative technique to follow the
deficiency of power supply probability model and theLevelized Cosbf Energy model to determine the
optimal size of aHRES(PV-WT-battery). In this work, the iterative optimization technique has been
suggested to determine the optimal HRES configuratiodue to the small probable numbers of wind

turbine sizes, solar system sizes and storage system sizes.

4.3.2 Worst-Case Scenario Technique

Protogeropoulos et al[224] developed the sizing and techne@conomicaloptimization technique
for (solar-wind-battery), usingthe load fraction and bearing in mind the worstload and the worst
renewable period in a year.Habib et al[225] suggested aroptimization process based on calculating
the optimal percentage of power generated by the PV system and the wind turbine system at a constant
load. These techniques were created using the worst case of a yearctinfigure the systems. With
monthly average data used, they might not give appropriate and ag@ate results because of the
changeable nature of resources and loads. Furthermore, the worsase technique will be expensivdue

to the price of data logges, as suggested bf217, 226].

4.3.3 Probabilistic Approach

The probabilistic approach was compared witlthe independent time series and Markovian time
series and then it was found that the serial correlation of surplus productiorshould be used for
assessing system reliability{226]. A general numerical probabilistic model of an autonomous system

that included many wind turbines, many PV modulesand storage ystems was presented byKaraki et
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al [207]. Conti et al[227] developed a probabilistic model to compute the longerm performance of a
HRES(wind -solar), in terms of the monthly average datausing Fuzzy logic according to the mult
objective optimization process. An analytical model ofHRES (wind-solar) using a probabilistic
approach based on the convolution technique to assess lotgrm performance for both ongrid and off-
grid applications was suggested bylina et al [206]. This analytical malel has been used to find the
optimal sizing of an ongrid system with the Fuzzy logic based multbbjective optimization approach,
which was presented byTerra et al[228].

Although the probabilistic approach is useful when evaluating londerm performance, it cannot be

shown as the dynamic changing performance as the hybrid energy systd229] .

4.3.4 Multi-objective optimization technique

Multi -objective optimization techniques have been utilized for complicated multbbjective
problems, such as thtHRES with constraints, nonlinear and nonconvex objectivesThese techniques
have confirmed thatthey are able to provide better results in conparison with other techniques, both
the design of offgrid and on-grid hybrid renewable systems for this reason, it has been applied in
number of most important hybrid renewables softwares such ag:ybrid Optimization Model for Electric
Renewables (Homer) Hybrid Optimization by Genetic Algorithms (HOGA) Multi-Objective
Evolutionary Algorithms (MOEAs)and Strength Pareto Evolutionary Algorithm (SPEA)218, 230-232].
Fadaee and Radzj231] reviewed the multi-objective optimization of off-grid hybrid systems using
Evolutionary Algorithms (EA). As a result, theParticle Swarm Optimization (PSO) and theGenetic
Algorithm (GA have been regarded as the most popular techniques. The GA was used with an elitist
strategy to determine an optimal number of wind turbines, batteries, PV modules and a fixed slope of
PV panelsWhere elitist strategy represents a limited number of components with the best fithess values
are determined to pass to the next generatiorin addition, the objectives arethe minimum total capital
cost of a project according to a minimum LPSR33]. The fast elitist Nondominated Sorting Genetic
Algorithm (NGASII) was used to minimize three objectives: the system autonomy level; the total system
cost and the wasted energy rat§234]. Yang et al[235] applied the basicGAto optimize the size of a
wind turbine, solar system, batteries and the fixed tilt angle of PV panels and a hub height of wind
turbine s by minimizing the LPSP and total annual cost. The suggesteétimod has been used for IRES
that was producing power for a telecommunication relay stationf236] used the BreedeiGAto minimize
the total annual cost of a hybrid system and toptimize the size of a wind turbine, solar system, with
batteries to support existing diesel generators for decreasing CO2 emissi¢p37] used a PSO algorithm
to determine the optimal size of a wind turbine, solar system, and batteries with the minimum cost.

[238] applied the Strength Pareto Evolutionary Algorithm (SPEA for optimizing the size of an offgrid

-67-



hybrid PV-WT-battery-diesel system by minimizing the CO2 emission and the total system cost, for two
different load profiles but without considering seasonal variations[239] used SPEA taonfigure off-

grid hybrid PV-WT-generator-battery-hydrogen systems by minimizing three objectives: the total cost,

unmet load and CO2 emission. The multbjective optimization techniques have been used more widely

Ol DbOiT OEAA OAI OAAT A ET &£ Oi AGET T AAT OO OEA.TT AAO
The multi-objective optimization technique have been chosen in this work to determin the optimal HRES
configuragtion using LPSP and GPAP as reliably constrains and LG& BBP as economic constrains due

to the high flexibility which is provided by this techniques.

4.4 Optimization software of HRES.

Three optimization software applications are generally used foHRES. The most important
simulation and optimization software tools areHomer, HYBRID2and HOGA, as these types of software

provide many useful features.

44,1 Homer

Homeris one ofsoftware tools for simulation and optimizationwithin the field of HRES[219, 240,
241]. It is awidely used, userfriendly software, and highly suitable to implement theoptimization and
feasibility and to assess uncertainty in the output in many possible system configuration242].
Originally, Homer software hasbeen developed byNational Renewable Energy Laboratory (NREL), USA
for both off-grid and ongrid configurations in 1993 [219, 243, 244] Generally,Homer can optimize
HRES that include a wide range of renewableenergy generators, such as wind turbine, solar panel,
rechargeable batteries, hydraulic turbines, hydrogen tanks, fuel cells, AC generators, electrolysers
hydrogen tanks, boilers and AZDC bidirectional converters [219, 244, 245] Homer is an multi-
objective optimization software package that simulates a wide range of renewable energy sources; it
can also suggest design for different systems depending on economic fact{2d0, 242, 243] Homer
works by assessing the performance of system configurations and estimates tRECwhich represents
the total value of installing and operating a configuration during the lifespan of system; it can calculate
the cost of capital, operation, replacement, fuel, maintenance and inter¢g42, 246]. In addition, it can
provide minimum level of the LCEthat accounts for the total cost of hybridenergy system divided by
the power provided by the hybrid energy systen{219, 240, 242). Furthermore, Homer can assess the
technical feasibility of the renewable energy sources system by evaluating whether this systasnable
to cover the electrical load needed to meet the demands of households, or a small community within
different conditions [242]. In addition, Homer is able to optimize the energy suppked from system

configuration according to the priority levels of each load and it can also reduce the excess energy to

-68-



achieve the lowest cost of generating241, 243, 247] Moreover, theoptimization will provide an
acceptable level of energy storage in the battery bank in order to meet peak load demand during the
period of low wind speed and low or no solar radiatior{247].

Furthermore, Homer simulates variable resources according to time series. For example, it applies a
chronological simulation of solar and wind power according to a variable load to establish the best
performance for the hybrid system[248]. Homer has the ability to simulae a wide range of parameters
of load, input and outputenergy from the components of a hybrid system using -hour intervals per
year[219].Several studies stated thaHomer could simulate a massive number of system configurations
by applying energy balance calculations for each hour, 8760 h in a year, by comparing electric load with
the energy that the system can be supplied with at the sanheur [241] . In this regard, the hybrid system,
which includes batteries, the simulation process foHomerwill make a decision for each hour to operate
the renewable generators with a view to chrging or discharging the batteries[241]. Finally, Homer
displays a list of simulation results for a number of tables and graphs, which are used to compare system

configurations and to assesshe lowest value of source to meet the load demard4l, 243].

4.4.2 HYBRID 2

HYBRID 2is one of the wellknown software between different types of simulation and
optimization software for assessing the technical and amnomic performance ofHRES [219, 249].
Originally, Massachusetts University developed HYBRID 2 with support frothe NREL The Hybrid 1
was developed in 1994 and then HYBRID 2 in 199819, 243]. Firstly, the HYBRID 2 software tool is a
consistent platform used to asses the performance ofHRES over the long term, and it also has the
ability to perform economic analysis on a wide range of hybrid energy systenfa50]. Secondly, HYBRID
2 is a probabilistic/time series optimization technique, using chronology data for loadssolar radiation,
temperature, wind speed and the hybrid energy system, to forecast the performance of the hybrid
energy system[243, 250]. In addition, this software allows the users to operate several strategies to
optimize configuration of the system desigfi251]. Furthermore, HYBRID 2 takes into considerain the
variations in wind, solar radiation and load demand within time series simulations for time steps,
ranging from 10 minutes to 1 hour, in order to achieve the best performance predictiorf219, 243, 250]
HYBRID 2 was invented to study a wide range of hybrid configurations systems that might include
different types of photovoltaics, wind turbines, electrical loads, battery storage, diesel generators of
different sizes and four types of power convertef219, 243]. Moreover, the HYBRID 2 modelled used
many buses of power systems (AC and DC) at the same ti[249]. A wide variety of control strategies
might be implemented, which include interactions between diesel generators and battery stora¢@50].

Additionally, HYBRID 2 consist of economic analysis tools used to assess theiogstconomics life cycle
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of hybrid energy systems such as the present value of system costsevelizedannual costs and several
economic and performance factor251]. HYBRIDZ2 ipacked with a library of devices to help the user
to establish many configurations of a hybrid energy system. Furermore, the library incorporates

samplepower systems and projects that the user is able to use as a templ§243, 250].

443 HOGA

HOGA is an optimization and simulation software developed by the Electric Engineering
Department of the Zaragoza University in Spain [36]. The sygh modeling and process of the present
version are demonstrated in [163]. TwoGAtechniques are used: The SPEA is applied for the main
algorithm to find possible component combinations of the hybrid system to minimize the total costs of
a system. SPEA2 igsed for the second one to search for a suitable control strategy for each of the
configurations, determined by the main algorithm. The new control strategy has been enhanced by two
options of calculation of battery lifespan and two options of different rathematical models for battery
operation [164]. The SPEA and SPEA2 of the HOGA is a suitable choice as imi@mize either a multi-
or a singleobjective optimization problem. Additionally, this method can look for the optimum sizing of
component configurations, dissimilar from the Homer software, in which the user needs to fill the sizes
to be considered. Nevertheless, HOGA software has not beeganizedfor battery group management
[187]. It is worth reviewing the popularly used sizing programs, highlighting their significant features,
advantages and disadvantages, as summarised iffable 4-1. According to the features ofHOGA,
HYBRID2 and Homer softwares, as a result of this specific issue, the decision has been taken to build a
MATLAB model to deal with issues flexibly.
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Table4-1. Review of HRES sizing Softwari@52] .

Software

Homer

HYBRID 2

HOGA

Remarks
Developed by NREL 1
Able to perform prdeasibility studies, optimization
and sensitivity analysis in many potiath system 1

configurations, for both egrid and offgrid systems.
Able to perform a ongear of simulation, with hourly
sampling rate.

Feasible configurations are fixed by net present cos
(NPC). 1

Developed by Renewable Energy Research 1
Laboratory (RERL) at the University of
Massachusetts, with support by NREL in the USA
Adopts probabilistic/time series method to performi |
detail for longterm performance and economic
analysis on a wide change oRESs.

Developed by the University of Zaragoza, Spain. T

Single and multobjective optimization can be T
implemented using a genetic algorithm (GA)

Can be used to analyse-grid and offgrid system

Advantages

Userfriendly Graphical User Interface (GUI)
reduces the &rning curve for new users.
Display simulation outcomes in a wide
variety of graphs and tables which assist us
in comparing and assessing each
configuration according to economic and
technical merits.

The software being updating and keeps
supported.

A variety of different control strategies whicl|
includes the interactions between diesel
generator dispatch and batteries.

Statistical methods to account intéme step
variations in the wind and load to improve tt
accuracy of forecasting for didggenerator
dispatch.

It was stated to be low in computation time
Allows probability analysis

1
1

= =

==/ =/ =/ =2 =

Disadvantages

ABlck boxo code used.

Only allow a single objective function for minimizing
NPC, hence incapable of solving mwdtijective
problems

Does not rank the hybrid system based on LCE
Does not take into account any degradation in batterieg
regardless of its usagEor example, higheDepth Of
Discharge (DOD) may decline the battery lifespan mo
than low an infrequent DOD.

Requires paid a license for the professional version, al
the license pricing rises with additional libraries

Is not able to optimize a hylrisystem suffering from
unscheduled outage

May not work with Windows system later than Window
XP

Software is not supported and not updated from
developer

lack of flexibility and limited access to parameters
does not able to optimize a hybrid system suffering frc
unscheduledutage

The professional version is valued and only limited
features are given for education version

Needs internet connection to run professional Version
Not able to optimize a hybrid system suffering from
unscheduled outage
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4.5 Conclusion.

The main aim in this thesis is to estimate the potential power production frorHRES
which include wind, solar technologies, and rechargeable batteries to satisfy electricity
demand of housing units, which is suffering from unscheduled outage from the natial gr.

According to previousliterature reviews related to the optimization techniques for
HRES, the iterative optimization procedure, and multi-objective optimization techniques
have been suggested in this work. They have showime capability to process a large number
of HRES configurations, using several economic and reliability constraints as mubi
objectives to determine the optimum configuration to satisfy housing units.

Concerning the objectives of reliability, LPSP and GPAP have been proposedtves
constraints to determine the reliability of a hybrid system according tdahe off-grid and on

grid demand, respectively. Whereas, LCE and PBP were set as constraints to determine the
feasibility of a hybrid system in terms of the cosbf energyand payback period.

On the other hand,although Homer, HYBRID2 and HOGA are the most important
optimization software applications, they are not able to optimize a hybrid system suffering
from unscheduled outage from the national grid, which meangsing HRES tcsatisfy load
demandin terms of on-grid and off-grid respectively. According to this specific issue, the
decision has been taken to build a MATLARBodel to deal with issues flexibly as is explained

in Chapter9.
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Chapter 5 BOUNDARY LAYER DOWNZALING MODEL FOR WIN
RESOURCE ASSESSMENT

Wind resource assessment is essential in determining the potential power production
of a wind turbine. A wind resource assessment ought to be sufficiently accurate to ensure
that the calculated power output and fiscal revenues from a turbine represent reality as
closely as possible. This chapter presents the methodology validation and resource
prediction of the downscaling model(DSM)that was discussed in Chapter 2. ThBSMhas
been designed based on similarity theory within the boundary layer according to neutral
stability conditions as developed by the Met Office for wind resource assessment purposes
[35, 36].

Several steps should be taken to realize the objective of usindd&Min Irag. The first step
includes a reviewthe parameterization of the surface aerodynamics that will be developed
based on d_and Cover Map I(CM of Irag. The second step describes tHeSMusing MERRA
data as a source of reference wind data. The third step includes ussgnsitivity analysis to
study the impact of proposed parameters when applying thédSMin Irag. Finally, a
validation proof using available observation data to appropriate parameter selection.

The methodology of theDSMwill reveal the logical steps that ug a number of semi
empirical equations in order to estimate the wind speed at hub height based on the
aerodynamic roughness lengthg for the site and each upwind fetch. This methodology
will be tested by validating the results with observational d#a previously obtained from

several sites.

5.1 Downscaling Methodology

The downscaling methodology includes three steps of vertical scaling of the wind
profile starting from a reference wind climatology, where wind speed changes
logarithmically with height due to the influence of the aerodynamic characteristics of the
surface such as vegetative cover or the built environment in urban areas which affect the
momentum of the wind flow horizontally and vertically. The description of the logarithmic
behavior of the wind profile in the boundary layer within neutral stability conditions has
been illustrated in section2.2.1[26]. The downscaling technique consists of three main
scaling steps as followqd35] and as shown in Figure 5-1. The details and calculations of

necessary inputs in these main scaling steps will be discussed in sectiR.

1. The first step is represented by scaling up vertically the wind climatology at 16 to

estimate wind speed at the reference height® which is usually located near to the
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top of the boundary layer where the influences of terrain roughness are minim§28] as
performed in Equation 5-1.

. The second step consists of downscaling the wind speed from the reference height to the
blending height (& ) to estimate the wind speed at the blending heigh28] as expressed

in Equation 5-2. Blending height is the height where the horizontal wind flow turns into
homogeneous flow and is in quilibrium with the homogeneous effects to individual
roughness elements at the surfaci8]. Thereis also another definitionwhich describes
the blending height as he height where the flow perturbations of wind speed due to the
surface tend to zerd36].

. In the third step, the wind speed that is estimated at the blending height will be scaled
down to determine the wind speed at the hub height based on the upwind feh
roughness for each target site. The equation format for this step will be designed based
on the aerodynamic characteristics for each surface of the target site area. For instance,
if the target site is located within a rural area, wind speed will be donscaled from the
blending height directly to the hub height as expressed ikquation 5-3.

If the target site is located within a suburban area, the displacement heigh must be
estimated and the surface roughass of the target site must be considered. In this case,
the mathematical expression inEquation 5-4 will be most suitable to calculate wind
speed at the hub height6  in the suburban area.

Finally, if the hub height of a potential site is located in an urban canopy, the wind profile
of wind speed will change from a logarithmic profile to an exponential profile as

expressed inEquation 5-6 [36].

-

200m i ,
o Reference climatology s
obtained using ‘open
N country’rougﬁness length D Spatially uniform u,, obtained at
the blending height using 1km
S area-averaged surface roughness
. 4 S
Blending & d
Height ) Hub-height u,, obtained using local
surface roughness and canopy height
) Gridded mean wind speed Uirtan Ui.mm Uparal
I j iy fOr @ 1 km grid above
open, level ground
A ’ .
P a
E . s 1UITIT 7, e
e ki 11

Urban Sub-urban Rural

Figure 5-1. The three distinct steps outline of the downscaling methodologf35].
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5.2 Modeling Technique

Thereference wind climatology 6 at 10 m of hub height & from MERRA datahould

be scaled up to the reference height®d to estimate the reference wind speed at
reference height @  based on roughness lengthd at the reference site by applying
Equation 5-1.

The reference height has beeret at 200 m based on the technical report of the Met Office
[36]. This value will be usedn the first step in theDSM In addition, a second proposed value
of the reference height will be 600m, which has been selected according to the wind speed
DOl £ZE1 A AAT OA " ACEAAA8O0 OOOZAAA AAOAA 11 OA.
and 600m) will be examined and therthe results of wind speed at a target sitavill be
compared with observation dawa for the particular site in order to select the most
appropriate height. More details about reference height are available in sectidn2.1 The

a hasbeen set at 0.14 m according to the value odughness length aibopen area based

on the Met Office technical repor{28, 36]. However, the first step in this work will examine
another the value ofg , the first value ofa = 0.103 m that represents the annual
average of roughness length in open area based on observation data measured by the
radiosonde in Baghdad International Airport(BIA) while the second value of roughness
length at open aread = 0.05 m, which represents one of monthly values of roughness
length that has been estimated inBIA [32]. More details about surface roughness are

available in section5.2.2

116 jd
11 dgja

The next step includes the process of downscaling the wind speed from the reference height

Equation5-1

to estimate wind speed at theBlending height & based on two parameters; the effective
displacement height of the region’Q  and the effective local roughness of the upwind
fetch around the target sit & [26, 36] as expressed irEquation 5-2.

‘Q s the effective displacement height of the upwind fetch. In general, displacement
height is the height where the mean wind speed is equal to zero because of the presence of
several roughness components rather than a single element.isplacement height is
commonly used in suburban and urban areas where the surface roughness is higher than
0.4 m. The displacement height is estimated to be around twibirds of canopy height[28].
The canopy height 6 represents the distance between the surface and a spatially
averaged top of the roughness components where the wind speed in this layer is likely to

be significantly reduceddue to the wind flow being affected by site building$28] .
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0 o} Equation 5-2
The third step in the downscaling process should be built based on the aerodynamic
characteristics of the target site. If the wind speed is downscaled within a rural area,
Equation 5-3 must be applied. whee & of the target site is less than 0.4 m and the value of
the displacement height equals zer¢28].

aéEQ ja

o} 0 —F—— Equation5-3
aéEQja g

In other cases where the site is located in suburban areas, the value of the displacement
height will not be zero. In this case the effective displacement heightQ should be
taken into consideration when downscaling the wind speed from the blending height to the
hub height and also the model should consider the surface roughness$ the target site

a that must be higher than 0.4 m and lower than 1.1 n28]. According to this
condition of surface roughness, the mathematical @xession in Equation 5-4 will be most

suitable to calculate the wind speed at the hub heiglit in a suburban area.

liTe a9 ja

° °77Té o Ja

Equation5-4

In the case of an urban area, the surface roughness of a target site must be 1.1 m, and the
wind speed should be downscaled from blending height to tHeub height that located below

the canopy height for desired hub height between high trees or high buildings. For this
reason, the wind speed at canopy height should be calculated as expresseBduation 5-5.

The @nopy height can be expressed @  p T [28, 33]. In this case, the wind profile

will change from a logarithmic profile to an exponential profile[28, 36] as expressed in
Equation 5-6 to calculate the wind speed from canopy height to hub heiglt .

0 116 © ja Equation 5-5
TTo Q  ja a
, , 0 :
) 6 AP wd_ — Equation 5-6
1 & represents the wind speed at the canopy height.
1 _ represents the frontal surface area of an obstacle to the wind flow, which equals 0.3

[36] and as shown inFigure 5-2 [28].
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T Q is the effective displacement height for the urban/suburban areas which is
calculated byEquation 5-7 and Equation 5-8 [13]. The effective displacement heighis
shaped by the effect of the highest roughness length in each upwind fetch. To estimate
the effective displacement height above an urban/suburban area for 12 wind direction
sectors around a target site, should select the highest roughness length thguel to or

higher than 0.4 m in each upwind fetch.

o
°
g

Equation 5-7

Q S 0 —q Equation 5-8
o o

Regional
downscaling

Zoers s efr

i Blending Height

Local

f downscaling

| Znl I '.Jr-: ~al
Hub Height I Zolocal » @0local

Sub-canopy
Ag

v

Wind Speed

Figure 5-2. Sctema shows the curve shape of the vertical wind profile within different layers and most
important regions within the downscaling field [28].

5.2.1 Reference Height

The first step of the DSM is scaling up the wind speed from hub height (data source)
to suitable reference height. The idea behind scaling up a reference wind climatology to the
reference height is to remove any surface effects on the reference wind climatolof®6] as
well as to be close to the geostrophic wind speed in both magnitude and directi¢28]. In
other words, the reference height shows a notable reduction indiv perturbations, which
are generated by the effect of roughness at the surface on a reference wind speed above the
reference site. In the same context, the reference height represents a sufficient depth which
is located out of the influence range of terria roughness[122]. The Met Office has selected

200 m as a reference height according to wind profiles and weadr conditions in the UK.
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Figure 5-3. Shows merging the monthly wind profile rates of change to the wind speexboveBIA with height
for months: winter, spring, and summer, for four years1985-1986 - 1987-1988 within stable conditions at
00 GMT[32].

On the other hand, wind profiles in Iraq should be taken into consideration to determine
the appropriate reference height above a wind reference climatology site. For this reaso
600 m is suggested to be the reference height in tH2SM This elevation is selected based
on observation data that had been measured by radiosonde aboB¢A for many years. This
elevation has been chosen based on the definition of reference height frahe literature
with wind profiles based on neutral conditions ata height where wind speed does not
change with height due to it is become out of surface roughness effect, as showirigure
5-3[32].

5.2.2 Surface Roughness

The surface roughness of the reference site , the surface roughness of a target

site @ and the effective local roughness of the upwind fetch for a target site required to

apply the DSMin Iraq. Firstly, the surface roughness ™ 1 and the effective
displacement height of the regionQ 1t have been suggested for an open area at the
reference site. The & T 1 value represents the surface roughness of ufarm

COAOO xEOE #Z£Ax OOAAO AT A EAACAO ET 1 PAT OAC
technique [28, 36]. This value has been estimated based on 1 km grid squares by the
European Corineland cover database [122]. On the other hand, the average surface

roughness for open terrain in lraqa T T io as estimated based on obseed data
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measured using a radiosonde within the domain of the weather station &IA by applying
Equation 2-16 within neutral conditions. In addition, the average monthly value ofx

8t U has been choen as one of the surface roughness values BIA, which estimated by
the same above procesg32]. The reason behind the change in the roughness value stems
from the change in the value of friction velocityaffected by vertical wind speed and ensible
heat flux as described in sectio2.2.1

Since the downscaling will be applied in Iraqg to map wind resources assessment, the
a T Ttlo and mdt U will be examined as possibleurface roughness value
of reference sites in this project due to these values being representative of real
measurements for open terrain in Irag. This difference betweea in Irag and UK for open
area stems from the lack of grass at the open terrain Iraq such as at the surface d@IA.
Secondly, the value of surface roughness of a target siteand the effective local roughness
of the upwind fetch for a target site should be determined to apply the downscaling
technique. Basically, the aerodyamic characteristic of the terrain is calculated based on the
obstacles on the ground, such as the vegetative cover, buildings, the topography and
morphology of the surface. All varieties of surface roughness should be taken into

consideration. There aretwo methods to estimated for each surface.

1 The first method depends on estimating the frontal area density and plane area of
obstacles in the terrain[28, 36].
1 The second method determines the surface roughness value based on the

characteristics of the land covercategory for each surface.

The first method is difficult to apply because it requires estimatingoughness lengthfor a
huge area equalling 438,320 kri(the area of Iraq)[253]. In addition, there is not enough
information available about the frontal density and plan area for every building and obstacle
in Iraqg. For these reasonghe second method will be developed based on the LCM of Iraq.
The DSMhas been developed by the Met Office, which estimatéd across the UK based on
geographical information from a 1990 LCM36]. Concerning the work in this project, the
strategy that has been used by the Met Office will be developed and applied usihg tCM
2006 [254]. The LCM of Irag has been produced by Department ofgra-Ecological
Zoning (AEZ) Map Specialist Soil & Water GIS &Remote Sensing at Ministry of Agriculture
in Irag as shown in Figure 5-4 [254]. The LCM of Irag will be used to calculatthe
aerodynamic properties for the whole of Irag. The AEZ provides the map of Irdand cover
with cell size (x,y): 231.6 nx 231.6 m that equals 53638.56 rh= 0.0536 kn? resolution and
also theland covermap includes 19 detached categories as shown Higure 5-4 [254]. The
cell characteristics of the LCM irrigure 5-4 have been addressed to determine the surface
roughness values for the whole of Iraq by matching each value @fwith each category of

land coverclassification based on many literature reviews as revealed ihable 5-1.
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The surface roughness length values ifiable 5-1 have been determined for certainland
cover categories[28, 255-260] based on the similar description ofand covers between the
land coverin the literature review and the land coverof Irag. In addition, the LCM which
was produced by AEZ in 2006 has included just vegetarian cover in Irag without urban areas
like towns and cities.

In order to cover this shotfall, urban areas have determined using 0.5 km MODl&sed
Global Land Cover Climatology from the USGS Land Cover Institute (L|2B1] that has
covered all cities and towns in Irag. The roughness surface cells 0.5 km from MODIS for all
towns and cities in Irag have been integrated with the LCM of Iraq using Raster Editor i
the ArcGIS softwareFigure 5-5 shows the LCM with urban areas for the whole of Irag. The
land cover classification of the urban area will be fitted with a value oft of urban areas a
gathered from some literature review of surface roughness values as illustrated in section
20 in Table 5-1.

5.2.3 Blending Height and Regional Averaged Surface Roughness

In order to apply the second step in thé&SMthat relates to Equation 5-2, both of the
average otblending height @  and the effective local roughness ought to be identified for
12 directions of upwind fetches around the target site. A wide range of surface roughness
values in Table 5-1 will be used fr each patch within each upwind fetch to estimate the
roughness drag that effectsvind flow, as shown in part C irFigure5-7. The blending height
in this project will be estimated for 12 wind direction sectorsusing a variability scale 0
in Equation’5-9 to describe the nature of roughness drag and to understand the interactions
among a series of patches that have different roughness values within each an upwiatth.
Tracking the evolution of a boundary layer within upwind fetch will provide a better
physical description of the effects of surface roughness on the momentum of wind flow

within upwind fetch [262]as shown inFigure 5-6.
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0| mmo 0 0 0 0 § No Data 0
1| mm1 | 125157 [ [ 1 | Water in Lakes, Canals, and Swamps 671651.28579
2| @m2 | 278053 | 0.44 0.59 [ 0.41 J Grasses and Shrubs; Mountains Slopes 1492163.08291
3 3 | 183800 1 0.84 0 § Irrigated Summer crop 986357.186
4| 4 67089 1 1| 0.88 J Snowy and Rocky Areas in the Mountains 360031.10583
5| @5 | 598668 [ 082 071 | 055 § Barren, Desert, and Urban Areas 321273869178
6| 6 93284 1 1 0 j Rainfed Dry Lands 500605.78748
7 7 | 151509 1 0.91 0.7 § Natural Vegetation 813068.50323
8| mms 67567 1 0.65 0 J Marshlands with Aquatic Vegetation 362596.27849
9 mm9 19434 | 0.53 061 0.39 § Winter: Rainfed Wheat and Barley 104291.97798
10 | mm0 | 242707 | 08 068 0 || Rainfed Grass Pasture 1302479.83429
11| EE11 | 238330 | 02 0.73 | 0.07 § Rainfed Wheat and Barley and Grass Pasture Mosaic 1278990.7951
12| WM12 | 206797 0 0.39 0 § Rainfed Wheat 1109769.89659
13| @13 | 42872| 05 1 0 } Winter: Rainfed Wheat and Barley 230071.30184
14| EE14 | 99145 069 0.19| 0.38 | Irrigated Orchards, Mostly Date Palms in the Plain 532058.66815
15| C-15| S50822| 05 1 0.83 | Irrigated Fallwo land 27273473834
16 | @H16 | 110910 | 0.44 062 | 0.57 | Winter: Irrigated Wheat and Barley, Summer: Rice and Vegeta 595195.1877
17| @17 | 42537 | 065 068 | 0.38 | Irrigated Wheat and Barley and Grass Pasture Mosaic 228273.53439
18| [T 18 | 67603 | 0.94 076 0.12 | Irrigated Wheat 362789.47141
19| EE19 | 31232| 0.24 0.82| 0.36 | Winter: Irrigated Wheat and Barley 167605.59104

Figure 5-4. The land coverclassification of Iraq in2006 without urban and suburban areaq254].
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I 100002 m  Wter i Lakes, ©
[ 2 005 m: Grasses and Shvubs: Mo
33014 m- imigated Summer crop
4.0.40 m - Snowy and Rocky Areas i the Mounts
5-0.029 m - Baren, Desert, and Urban Areas
16 012 m Rainfed Dry Lands
17006 m - Nawral Vegetation
[0 8 0.09 m - Marshiands wath Aquatic Vegetation
-s-u m :An urban xeas. Buit up
[ 10-0.05 m - Rainted Grass Pasture
[ 1-015m - Rantea and Grass Pastire M
I 120 16 m - Rainted Wheat
I 13- 018 m - Weter. Rainfed Wheat and Barley
[ 05 m irigatec Orchards; Mosty Date Paims n the Plain
[0 15- 0004 m - Irmgated Fatwo land
[ 15-0.115 m Winter.Igated Wheat and Barley, Summer. Rice and Vegeta
[ 17-0.11 m - vrigated Wheat and Bariey and Grass Pasture Mosaic 0
[ 8- 0.185 m drrigates Wheat
[ 19018 m - Winter- Irigated Wheat and Bariey

Figure 5-5. The land coverof Iraq including all the urban and suburban areas in Iraq from the 0.5 km MODI¢
based Global Land Cover Climatolod®261] that has been integrated with the landcover map of Iraq inFigure
5-4.

Equation 5-9 has two sides. The lefhand side(LHS tracks the development of the boundary layer
over the upwind fetch stream, while the righthand side (RHS represents the proportional force of

the wind experiences for each patch of roughnesa the upwind fetch.

& "0

pgQL &

& &y
& &) Equation 5-9

o ‘%% o

In order to get the value of the blending height& , Equation 5-9 should be solved

iteratively up to 30 iteration s for each wind direction sector usingroughness lengthof each

patch & j in the upwind fetch. When the difference between the last two values of

equals 0.001, the iterative solution will be stopped and providing the result ab . The first

value for& to be inserted in theRHS ofEquation 5-9 before starting the iterative solution
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is equal 10 m and then the procedure will estimate the second value @ in the LHSof

Equation 5-9, after that, the iterative solution process will be started.

1 Q m gsthe von Karman constant.

1 "Qis the spatial fraction of each roughness length patch within the upwind fetch.
1 0 is the variability scale.

1 N refers to the number of patches withirthe upwind fetch.

Table 5-1. Provides roughness legth values according to the 20and covercategories of theland covermap
of Iraq that has been developed in this work based on many literature reviews.

Land cover map Roughness length zo (m) references
2006 category

VGG SEpCaE Water 0.001 | 0.0001 | 0.0002 | [257] [256] | [255,258]
and swamps

Grasses and shrubs; Grassland | 0. | 001 | 005 | [259] | [257] [256]
mountains slopes

Irrigated summer crop Crops 0.18 0.1 0.14 [2265(?] [258] [36]
Snowy and rocky areas in  [l]dA

dhe menmiEing Coastal 0.75 0.28 0.40 [257] [263] [257]
barren, desert Sand 0.06 | 0.0001 0.029 [256] [259] [263]
Rainfed drylands 0.3 0.09 0.12 [256] [257] [255, 260]
Natural vegetation 0.12 0.02 0.06 [257] [260] [255, 260]
Marshlands with aquatic

vegetation Wetland 0.17 0.03 0.09 [256] [256] [255]
‘é‘g:‘lg: (EIRNECIWREATNC T 03 | 009 | o018 (256] [257] | [255, 260]
Rain fed grass pasture Pasture 0.1 0.01 0.05 [255] [257] [257]
e Eel el iy 03 | 001 | 015 [256] [257] | averaged
and grass pasture mosaic

Rain fed wheat Grain 0.18 0.12 0.16 [260] [260] averaged
‘é‘g:‘lg: (SHEIECRNHESESEN (v 03 | 009 | 018 [256] [257] | [255, 260]
Irrigated orchards; mostly - 16 | 05 0.8 [260] [258] [260]
date palms in the plain.

Irrigated fallow land. 0.004 | 0.001 | 0.004 [255] [255] [255]
Winter: irrigated wheat and

barley; summer: rice and Crops 0.17 0.03 0.115 [260] [260] averaged
vegetate.

Irrigated wheat and barley

and grass pasture Pasture 0.14 0.04 0.11 [28] [255] averaged
mosaic.

Irrigated wheat. Crops 0.25 0.12 0.185 [258] [255] averaged
Winter: irrigated wheat

and barley. Crops 0.3 0.09 0.18 [256] [257] [255, 260]
An urban areas, Built-Up Urban 1.6 1 1.1 [256] [261] [257]

The 0 should be estimated before starting the iterative solution. To evaluate the variability
scaleb ,the development of the boundary layer for each upwind fetch should be tracked

using the structure-function in Equation 5-10 [64].

Qod R 6 ar Gr O aj Equation 5-10
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Figure 5-6. A schematic representation to describe the growth of the boundary layer over different patche:
of surface roughnesg28].

The structure-function of this equation will examine the probable change in wind speed
over the fetch. The variety of surface roughness from each patah will produce
turbulent wind flow. While ‘Q 6& ;; represents the function of likely change in velocity due
to turbulence from the preceding patches of surface roughnessy, over the upwind fetch.
The maximum likely speed changel A @ 6 and the average likely speed chang&d a |,
over the upwind fetch can be obtained from the structurdunction utilized to describe the
evolution of the surface roughness by integrating over the length scalé . In other words,
0 EO OEA OOOAAI xEOAB2RT COE | £ OEA Al i AET
Im

d_ % (o 8 Equation5-11
The length of0 in this projectis set to 2.947 km, which represents the longest path through
each directionsector. The value obh forms the hypotenuse of a rightangle triangle with
sides of 2.084 km as shown in part c iRigure 5-7.
Now all the essential inputs are ready to estimate the blending height valdieosm Equation
5-9. The value ofd  will be used to calculate the effective local roughness  in Equation

5-12 for each upwind fetch according to each windlirection sector.

T2 Q 0 ® 0 Equation 5-12
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‘Q refers to the regional effective displacemst height of the wind direction sector.
a represents the effective local roughness of upwind fetch for each direction sector.

1
1
1 & prefertod of each patch.
1

'Q represents the displacement height of each patch.

The effective dsplacement heightQ is shaped by the effect of the highest roughness
length in each upwind fetch. To estimate the effective displacement height for 12 wind
direction sectors around a target siteyve should select the highest roughness length thas
equal to or higher than 0.4 m in each upwind fetch. To estimafe for each patchg must
be higher than 0.4 m. Both 0@ and 'Q can be estimated byEquation 5-8. The value of
o} for each wind direction sector can then be estimated usingquation 5-12. To solve

Equation 5-12 should calculate RHS of this equation firstly.

5.3 Wind Assessment By Downscaling Technique

This chapter aims to develop theDSMand improve the parameters of this technique to
estimate the wind speed in Iraq accurately using MERRA data atite LCM of Irag. There

are two objectives which lie behind using the downscaling thnique in Iraq:

I To evaluate the annual average wind speed for one year for the whole of Iraqg.
I To estimate the hourly wind speed at selected locations in Iraq to feed into tHéRES

model.

This section will describe the techniques used to achieve each bEir objectives.

First of all, Figure 5-7 shows an approximate description of the downscaling technique and
the area and the resolution that MERRA data can cover. There are 151 grid points of MERRA
data covering the whole LCM of Irag. MERRA data represents the reference wind
climatology at height of 10 m and 50 m, as symbolized by small orange points in part (A).
Each orange grid point in part (B) represents the location of MERRA data in thenter of
the MERRA gid square that covers the reference wind climatology over the blue dotted grid
that is surrounded by the green box. The blue dotted grid also represents the distribution
of roughness patches that will be used as reference and target sites in th8M The geen
box covers spatial resolution 55.461 kmx 61.589 km = 3415.7 km which represents a
MERRA grid squarethat includes around 63727 cells, each cell size represenis patch
(Cell size of LCM). Each roughness patch covers the spatial resolution Z3fn x 231.6 m
that equals 0.0536 kn2according to the spatial resolution of theeCMof Iraq in Figure 5-4.
The DSMwill be applied to all roughness patches within each MERRA grid square. TDEM
covers sites withan area equal to 16 kra which includes 324 cells of roughness patches
surrounded by the purple square in part B ofigure 5-7. This area is called the downscaling

square area ([).
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Figure 5-7. Schema A shows the approximate distribution of MERRA data across Irag. Schema B shows
integration between MERRA data andand cover cells. Schema C shows wind direction sectors between (
and 900 includingthe land coverpatches that will be used in blending height estimation within theDSM

In this project, there are 12 wind direction sectors of 30@degrees around each reference site
in the roughness map. In terms of predicting the annual averageind speed within each
wind direction sector that has been estimated based on hourly wind speed from MERRA for
one year.Thefraction of wind speed and direction, as well as the annual average wind speed
to each wind direction sector, have been estimated lsad on the repetition of wind speed

hours to each sector over one year as presented Trable 5-2.
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Table5-2. Distribution of annual average wind speed and directions for reference wind climatology (MERRA
data) at reference sit at 10 maccording to 12 direction sectors at reference site.

0°-30° 597 3.252 m/s 0.068 0.221136
30°-60° 347 2.797 m/s 0.04 0.11188
60°-90° 262 2.905 m/s 0.03 0.08715
90°-120° 359 3.454 m/s 0.041 0.141614

120°-150° 743 4,906 m/s 0.085 0.41701
150°-180° 491 4.028 m/s 0.056 0.225568
180°-210° 323 3.317 m/s 0.037 0.122729
210°-240° 236 2.562 m/s 0.027 0.069174
240°-270° 344 2.701 m/s 0.039 0.105339
270°-300° 818 3.661 m/s 0.093 0.340473
300°-330° 2765 4.524 m/s 0.316 1.429584
330°-360° 1475 4.017 m/s 0.168 0.674856 Annual Ave

To evaluate the annual average wind speed for one yefar each target site over the whole

of Iraq, the 6 in Equation 5-1 will represent the annual averagewind speedof reference

wind climatology (MERRA)at a reference sitdfor a specific sector. For example:

1

At the first step of theDSM the first value of anmial average wind speed in sector 1 is
scaledupto®d usingEquation5-1to estimate6  based on the standard roughness
parameter at the reference site.

At the second step the value @  in sector 1 is scaled down frontd  using Equation
5-2 to estimate the wind speedd at blending heightw . The effective displacement
heightQ and effective local roughness of the upwind fetch for sector 1 around
the target site is estimated using=quation 5-8 and Equation 5-11, respectively.

At the third step, the wind speed thats estimated at thetd is scaled down to determine
the wind speed at hub heightt  according to the roughness characteristic of the target

site and the upwind fetch in sector 1.

A frequency weighted average is then carried out for the 12 sectots produce the annual

average wind speed. This procedure is applied for all 63727 patches of roughness (target

sites) within a MERRA grid square.

In order to predicting the hourly wind speed at a specific location for 8760 hoursp

represents the \alue of hourly reference wind climatology from a MERRA in a specific sector

at reference site based on the wind direction. For example:

-87-



1 At the first step, of theDSM the first hour of wind speed in sector 1 is scaled up
using Equation5-1to estimate6  based on the standard roughness parameter at the
reference site.

1 At the second step, the value @ for the first hour in sector 1 will be scaled down
from &  using Equation 5-2 to estimate the wind speedd at® . TheQ and
o} of the upwind fetch in sector 1 around the target site is estimated usirigquation
5-8 and Equation 5-11, respectively.

1 At the third step, the first hour of wind speedd that is estimated at the® is scaled
down to determine the wind speed at hub heightt according to the roughness

characteristic of a target site and the upwind fetch in sector 1.

The result of wind speed at hub heigh  at the end of the third step is saved. After that,
the second hour of wind speed at a reference site is processed by th&Mbasedon the
roughness effect of the upwind fetch that located within the wind direction sector of the
second hour.

This process is repeated for 8759 times based on the rest of 8760 hours of hourly reference
wind climatology from MERRA. The process of the dowaaling is vital to provide data for
installation planning of small wind turbines at any height and location for one year in terms
of wind farm or HRESdevelopment.

5.4 Sensitivity Analysis

In this project, the DSMhas been applied using reanalysis wind speedath from
MERRA at two levels 10 m and 50 m at the reference site to evaluate the wind speed in Iraq
for long term from 2011 to 2015. In this section, sensitivity analysis has been applied to
investigate the effect of different values for some parametersnladdition to the MERRA
level data used, there are three other parameters in thBSMwhich play a crucial role in
estimating wind speed accurately at a target site such as the reference height at the
reference site, the hub heightd at a reference site andhe roughness lengthat a reference
site &

In addition, the sensitivity analysis was performed comparing the impacts of regular stripes
of effective local roughress based on 9 patches in the upwind fetch and a full sector design
for 32 patches within the upwind fetch. This comparison will show to what extent that this

change can affect wind speed accuracy at the target site.

5.4.1 Regional Averaged Surface Roughness And Sensitivity Analysis

The second step of theDSM that has been applied usingEquation 5-2 aims to

downscale the wind speed fromid to @ , to achieve this estimation, the blending height
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must be calculated for 12 wind direction sectors around a target site usingquation 5-9.
This eguation describes the impact of roughness drag on wind flow within each upwind
fetch. To resolveEquation 5-9, the number of patches , and the spatial fraction of each
roughness patch within each upwind feth "Q must be determined.

Regular patterns of surface roughness (regular stripes) for each upwind fetch have been
suggested by BotiZeid et al[262] to track the development of a boundary layer at different
patches within upwind fetch. In the beginning, 9 patches of surface roughness were
suggested for the regular stripes in the upwind fetch as shown in part C Bigure 5-7. the
regular stripes of 9 patches wrerchosen based on the length scale that was set at 2828
m and 2000 min E, W, S and N directiamaccording to David 2017[20]. Since, the size of
the roughness length patch in this project equals 231.6 m231.6 m, the length scal® for
the longest path has included 9 patches (9 red cells) cox&?2947 m and 2084m in E, W, S
and N directions according to part C oFigure 5-7. While the upwind fetches which have
orange cells and green cells equal 2406 m as shown in part G-ajure 5-7.

The regular stripes of the upwind fetch inFigure 5-7 have been used to calculate the
effective local roughnessy using Equation 5-12 for 12 wind direction sectors above
Baghdad as a case study by depending anmap in Figure 5-8 which include Baghdad city
and the area around it.

a map in Figure 5-8 is used b examine the effective local roughness for 2 wind direction
sectors NE and SW above the Baghdad area as shownFigure 5-9 and Figure 5-10
respectively. It is possible tonote the stretch in the representation of effective local

roughness.
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e 20280 Meter

Figure 5-8. @ map for Baghdad city and the area around it within MERRA area square.
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Figure 5-9. Represents the & i Afor the NE Figure 5-10. Represents the & i A forthe SW
wind direction sector above the Baghdad area by wind direction sector above the Baghdad area by
applying the DSMwithin a MERRA area square. applying the DSMwithin a MERRA area square.

In fact, the wind flow above various surface roughness lengstfor an open area does not
show laminar flow within a horizontal perspective. Usually, the different surface roughness
lengths cause vertical and horizontal changes in wind speed and direction. The horizontal
wind flow generates numerous rotating eddies above a coarse surface. For this reason, the
stripe pattern for upwind fetch will not represent the full effect of the changes in roughness
length across a wind direction sector. In order to improve the estimation of effective local
roughness and increase the estimated wind speed accuracy, the full sector pattern witbr3
degrees sector has been suggested. According to this suggestion, 12 full wind direction
sectors that include 32 roughness length patches around each target site have been
designed in this project, as shown ifrigure 5-11. According to this suggestion the effective
local roughness will be estimated based on 32 roughness patches for each upwind fetch at
each wind direction sector.Figure 5-12 shows the® for 4 directions as case study to
show the difference of the roughness effect within each wind direction sector. At first glance,
it is possible to note the difference between the effective local roughness maps that have
been created based on 9 roughness patcheshigure 5-9 and Figure 5-10 with the effective
local roughness maps that have been created based on 32 roughness patchédgare 5-12.

In addition, it is possible to note thatthe stretch effect of the effective local roughness that
is caused by 9 patches in the upwind fetch has disappearedrigure 5-12 when 32 patches

have been used.
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Figure 5-11. The number of cells within each wind direction sector. There are 12 direction sector which
have been separated by dark cells as sheared area.
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Figure 5-12. Represents the full sector test (32 patches in the upwind fetch) of effective local roughness fo
4 direction sectors for Baghdad city and the area around it within a MERRA area square
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According to the effectivelocal roughness inFigure 5-12 that has been estimated based on
the full sector pattern (32 roughness patches) inFigure 5-11, it becomes possible to
estimate the blending height for 12 wind direction sectors around a target site using
Equation 5-9.

The blending height estimation fortwo-direction NE and SW above Baghdad city according
to full sector pattern is shown inFigure 5-13. The highesblending heightthat was recorded

in Figure 5-13A equals 273.48 m and the lowest blending height equal66.77 m.
Furthermore, in Figure 5-13B the highest blending height is 273.91 m and the lowest height
is 60.61 m. In order to compare with other literature the blending height was ranged from
50 m for low value to 280 m for a higher valu¢264]. In addition, it has been estimated that
the blending height above an urban area ranged from 140 m to 230 [[265].

According to this classification, it is possible to see that the higher blending heights are
located abovethe urban area whichtheir roughness surfaceequals 1.1 and forest area

which their roughness siurface equals 0.8 in Figure 5-13A and Figure 5-13B.
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Figure 5-13. The blending height & results based on the full sector design (32 roughness patches in the
upwind fetch) for Baghdad city and the area around it within MERRA area square.

5.4.2 Reference Height Sensitivity Analysis

In section5.2two values (200 m and 600 m) have been suggested to represent the reference
height to apply the DSMin the boundary layer in Iraq. According to that, the comparison
has been made betweetthe annual average wind speed map ifrigure 5-14 for 2015 that

is modeled based on reference heigltb =200 m at reference site using reanalysis data at
hub height® =10 m and roughness lengthix =0.103 m at the reference site, with wind
speed map inFigure 5-15 that applied the DSMat hub heightc =10 m based on reference
height ® = 600 m anda =0.103 m at the reference site. The wind speed map
difference in m/s in Figure 5-16 represents the absolute difference by subtracting the wind

speed values inFigure 5-14 from the wind speed values inFigure 5-15. In addition, same
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comparison has been made between wind speed maps in 2014 kigure 5-17 and Figure
5-18. Figure 5-19 represents the absolute difference betweefigure 5-17 and Figure 5-18.
At first glance, it is possible to note that the wind speed iRigure 5-14 is consistently lower
than the wind speed inFigure 5-15. The same feature is noted betweeRigure 5-17 and
Figure 5-18. In addition, Figure 5-16 and Figure 5-19 show clear differences above the big

lakes in Iraqg that reach 0.33 m/s. This difference is linked wittwo important variables:

1 Firstly, wind speed increases with the selected reference height. For example, the wind
speed equals 6.53 m/s atd =200 m while the wind speed equals 7.47 m/s ab =
600 m.

1 Secondly the significant reduction in roughness length abee the lake surface.

500

1000 1000

1500 1500

2000 2000

2500 2500

3000 3000

3500 1 3500

0 500 1000 1500 2000 2500 3000 3500
‘Maxwind speed = 6.055 m/s ‘ m/s

500 1000 1500 2000 2500 3000 3500
[ Max wind speed=5.755 mis m's

Figure 5-14. The annual average wind speed map a Figure 5-15. The annual average wind speed map a
® =10mbased oo =10 mM® =200 mand ® = 10 m based o = 10 m,® = 600 m and
@ =0.103 m at reference site in 2015 @ =0.103 m at reference site in 2015
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Figure 5-16. The absolute difference betweerkrigure 5-14 and Figure 5-15.
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Figure 5-17. The annual average wid speed map at Figure 5-18. The annual average wind speed map a
® =10mbased o =10m, ® =200 mand ® =10 m based or® =10 m, ® =600 m and
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Figure 5-19. The absolute difference betweerkigure 5-17 and Figure 5-18.

5.4.3 Roughness Length Sensitivity Analysis

Further sensitivity analysis has been made by comparing the wind speed mapHigure 5-20
that usesa = 0.103m at the reference site with the wind speed map ifrigure 5-21 that
estimated wind speed based o = 0.05 m. TheDSMhas been applied using MERRA
data in 2014 at hub heighto = 10 m at the referencesite and a reference heightd = 200

m. The wind speed map difference irFigure 5-23 represents the absolute difference by
subtracting the wind speed values irfFigure 5-20 from the wind speed values irFigure 5-21.

At first glance atFigure 5-20 and Figure 5-21, it is possible to note thatm general the wind
speed inFigure 5-21 is lower than the wind speed inFigure 5-20. Also, the maximum
difference of wind speed that is recorded irFigure 5-23 equals 0.317 m/s. The maximum
differences concentrated above big lakes and some areas in the middle, wasd south-east

of Irag. The lowest differences are concentrated above urban areas and the north and
northeast of Iraq. The reason behind the low difference above urban area returns to the
general reduction of wind speed above cities and towns due to the presence of the

displacement height above an urban area. The reason behind the low difference in the north
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of Iraq is related to mountain nature in this area and reduction of the reference wind
climatology from MERRA as shown ifrigure 5-22. Whenever wind speed increases from
the raw MERRA data the difference between wind speed maps kigure 5-20 and Figure
5-21 at® = 10 m will be increased dued the impact of roughness length at target site in
the two Figures. Furthermore, the same comparison has been applied for the same factors
based on wind speed from MERRA in 2013 betweétgure 5-24 and Figure 5-25. It easy to
note that the maximum wind speed inFigure 5-25 that used = 0.05 m is lower than
the maximum wind speed inFigure 5-24 that used & = 0.103 m. The maximum
difference of wind speed that is estimated inFigure 5-26 is similar to the maximum
difference of wind speed that is recorded inFigure 5-23. The distribution of wind speed
difference in Figure 5-26 is quite similar to wind speed difference distribution in Figure
5-23. This similaity returns to the methodology of IAU in GEOS DAS that has been applied
in the data assimilation system of MERRA to fanalysis wind speed data as explained in
section2.6.6.4
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Figure 5-20. The annual average wind speed map a Figure 5-21. The annual average wind speed map a
hub heighttd> =10 m based on MERRA data ét = hub height® = 10 m based on MERRA data ét =
10 m, reference height®d = 200 m and® = 10 m, reference heights =200mand®d  =0.05

0.103 m in the reference site using th®SMin 2014  m in the reference site using thddSMin 2014
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Figure 5-22. Color-scale map of annual average wind Figure 5-23. The wind speed difference ato =10 m
speed which created based on the raw MERRA da between & = 0.103 m and&® = 0.05 m site
at level of 10 min 2014 using theDSMin 2014
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Figure 5-24. The annual average wind speed at hut Figure 5-25. The annual average wind speed at hut
height @ = 10 m based on MERRA data & = 10 height® = 10 m based on MERRA data @t = 10

m, reference heightdo = 200 m and® = 0.103 m, reference heighttd =200 m andd® =0.05m
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Figure 5-26. The wind speeddifference at®d =10 m between® =0.103mandd = 0.05 m site using
the DSMin 2013.

5.4.4 Sensitivity Analysis for The Hub Height of Wind Speed from MERRA

The most critical sensitivity analysis that has been implementedni this project, is the
comparison between the wind speed maps ifrigure 5-27 and Figure 5-28. The annual
average wind speed ifFigure5-27 is estimated based on wind speed from MERRA at height
& =10 m while the wind speed map irFigure 5-28 is estimated based on wind speed from
MERRA at heighto = 50 m. For both wind speed maps iffigure 5-27 and Figure 5-28, the
DSMhas been applied using reanalysis data from MERRA in 2012 with surface roughness
length & = 0.103 m at the reference site and reference heightth =200 m.

At first glance, it is possible to note that the wind speed iRigure 5-28 is generally lower
than the wind speed inFigure 5-27. The wind speed map difference inFigure 5-29
represents the absolute difference betweefrigure 5-27 and Figure 5-28.

Figure 5-29 reflects a significant result from applying reanalysis data from different heights

at the reference site. According to similarity theory, the result of th®SMshould be similar
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at the target site when applying twovalues of wind speed from two levels at the same
vertical wind profile at a reference site. This feature is seen in many locationskigure 5-29
that shows low differences signified by dark blue cells of wind spekdifferences between
the two heights used.

The lowest differences in wind speed inFigure 5-29 are distributed across the middle,
north, and southeast of Iraq which are recognized by blue and dark blue cells wheethe
difference ranges between 0 and 0.2 m/s. The rest of the locations show differences ranging
from 0.2 to 0.3 m/s and are distributed over the west and soutlwest of Iraq. The south of
Irag shows differences ranging from 0.3 to 0.4 m/s.

The most signficant differences are located above Tharthar Lake in the middle of Iraq and
Soran region in the north of Iraqg. For both regions, the difference ranges from 0.5 to 0.6 m/s.
The reason behind these bigger differencestems fromthe methodology of IAU in GES1
DAS that has been applied by MERRA and the probability of getting errors during the
reanalysis process as mentioned in sectioR.6.6.4 There are several reasons behind this
difference between results of theDSMthat applied from ¢ = 50 m inFigure 5-28 and from

& =10 m inFigure 5-27.

1 The shortage of observation data, the accuracy of the data used as well as therpo
distribution of observation data will affect the performance of the general circulation
model (GCM) that employs C grid.

T Inaddition, the biggest discrepancies are seen in areas of sharp roughness chawgéech
stems from the insufficient data from obsevations to make the correction for the re-
analysis data as well as this issue is related to the performance of the coarse GCM model

that does not represent the new surface very well.

All these factors can create errors in some locations continue for lomeriod as the same
errors feature with the sensitivity analysis for four years from 2012 to 2015, as shown in
Figure 5-29 and Figure 5-30.
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Figure 5-27.Wind speed map at hub heightd =10m

based on MERRA data @ =10m, reference height
=0.103m in the reference site

@ =200m and &
using theDSMin 2012

06
500
05
1000
04
1500
2000 03
2500
02
3000
01
3500
0
500 1000 1500 2000 2500 3000 3500
‘ the max difference of wind speed = 0.572 m/s |

Figure 5-29. Thewind speed difference atw
2012 and 2013

500 1000 1500 2000 2500 3000 3500
‘ The max difference of wind speed = 0.583 m/s | mls

2014
Figure 5-30. The wind speed difference 8&
2014 and 2015

1000

1500

2000

2500

3000

3500

0
500 1000 1500 2000 2500 3000 3500

Max wind speed = 5.933 mis

Figure 5-28. Wind speed map at hub height
@ =10m based on MERRA data af> =50m,
reference height®d =200m and ¢ =0.103m in
the reference site using thedDSMin 2012

0.6

500
0.5

1000
0.4

1500
2000 0.3

2500
0.2

3000
0.1

3500

500 1000 1500 2000 2500 3000 3500 mis

|The max difference of wind speed = 0.597 m/s |

2013

=10m betweend =10m andd® =50m site using theDSMin

06

500 1000 1500 2000 2500 3000 3500

| The max difference = 0.55 mis ‘

2015

mis

=10m betweend =10m and® =50m site using theDSMin

-08-



5.5 Results Validation And Discussion

Validation is needed betweerpbserved and estimated data to check the accuracy of
wind speed estimation by the DSM A daily aveage of wind speeds calculated from
estimated hourly data has been compared with equivalent data averaged from 3 hourly
values from 16 weather stations throughout Iraq. The 16 sites represent the limited number
of weather stations that have acceptable dataf wind speeds over a year. The validations
have been applied for one year for each weather station for the period between 2012 and
2015. The observation wind speed has been measured by anemometer at 10 m height.
These observation data have been gathed from the weather information service provided
by the OGIMET websit§266]. The locations of 16 weather stationas shown inFigure 5-31.

Y

Figure 5-31. The locations of 16 weather stations distributed in different places in Iraq over the roughnes
map.
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5.5.1 Different levels of MERRA data validation with observed data

Validation has been applied between th®SMresults at hub heightc> =10 m based
on re-analysis data from MERRA dub height of reference site ® = 10 m andd = 50 m
with observation data from the 16 weather stations. Different parameter valuebave also
been applied in this validation, to check which contribution will give the best results by
reducing the error between actual and forecasting wind speed.

This validation has been dividedinto two groups, as shown inTable 5-3. The first
group includes applying theDSMusing MERRAdata ata reference site® = 10 m to® =
10 m at target site with changing between reference heightb =200 m to®d = 600 m
and also changing between roughness lengtbf reference site from® = 0.103 m to
&  =0.05 m.n addition, the second group inrable5-3, includes applying theDSMbased
on MERRAdata from reference site ato = 50 m to® = 10 m at the target site with the
same values for reference height and roughness length in the first groupable5-3 hasbeen
created 9 combinations for each weather station based on 8 methods ranging from DML1 to
DM8. It is worthy of mentioning that the DSM {from DM1 to DM8 has been applied based
on full sector design (32 roughness patches) in terms of validation aralso themaps in the
previous Figures.The 9" combination hasused torecognize thedifference between the raw
MERRA data at 10m and observation data at 10m for each single weather station for the
same period in order to compare the errometric results with the other combinations as
presented inTable 5-3
The re-analysis data from MERRA has been used for 2012, 2013, 2014 and 2015 for
different weather stations depending on observed data availability. Furthermore, in this
validation anumber of error metrics have been applied to calculate the percentagf error

between the estimated result and the observed data as follows:

1. MAPE: Mean Absolute Percentage Error lBquation5-13 [267, 268]

D000

DB v @ & Equation5-13

)

2. MBE: Mean Bias Error irequation 5-14 [269].

060 UE 0 O mnh Equation5-14
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3. RMSE: Root Mean Square Error lBquation5-15[35, 268, 269].

YO "YO B+ Equation5-15
0

4. MAE: the Mean Absolute Error ifequation5-16 [35, 268].

0060 + D @ Equation5-16

5. 'Y :R squared270]

0 Bo™O Bo BO )
Y —— — = Equation 5-17
UBoO Bo 0BO B'O

Where 0 represents the daily average of actual data (observationOrepresents the daily
average of forecasting data that estimated by tHeSM 0 represents the number of days per
year. Table 5-3, shows that the MAPE for DM8 shows the lowest percentage error for 11
stations (green cells) among 16 weather stations through applying 8 proposals usimisSM
when applied the DSMfrom & = 50 m atreference site to the hub heightd =10 m using
@ = 0.05 m for roughness length and> =600 m for the reference height.

The MAPE in this validation calculates the size dhe error in percentage between
forecasting calculation ad actual measuremen{267]. According to the result of MAPE in
proposal DM8, the factors that have used in DM8 show the most accurate wind speed in
comparison with the other proposals. In addition, the RMSE shows the lowest difference for
significant error in m/s between observation and estimation data for 8 weather stations
(green cells) that applied theDSMbased on factors that have been used in DM8n the
contrary, in the first group, the MAPE in the DM1 shows the highest percentage of error for
11 weather stations (ed cells), while the RMSE shows the highest error between
observation and estimation data for 7 weather statios (red cells) and the highest average
of difference 1.15056 m/s in DM1.

5.5.2 The Reference Height Impact

The reference heightd in this validation has been changed from 200 m to 600 m,
where each value of this factor has interacted with other factors. The average MAPE and
RMSE have reduced slightly from DM1 to DM3 in the first group irable 5-3 when the value

of & hasbeenchanged from 200 m to 600 m. In addition, in the second group, the average

MAPE in DM5 and DM7 has reduced from 52.06% to 50.44% respectivathile the average
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of RMSE has decreased slightly betweddM5 and DM7. According to the betterment in
error metrics, it is possible to note that the changing in reference height from 200 m to 600
m has improved the wind speed estimation. The reason behind the low error when using
600 m stems from that this valuereflects the feature of the boundary layer in Iraq due to

this height represents the level where wind speed does not change with heigl32] .

5.5.3 The Roughness Length Impact

The roughness length &  atareference site in this validation ha been changed from
0.103 m to 0.05 m, where each value of this factor has interacted with other parameters. It
is possible to note that the average MAPE and RMSE have reduced slightly from DM1 to DM2
in the first group in Table5-3 when the value of roughness length has changed from 0.103
m to 0.05 m. In addition, in the second group, the average MAPE in DM5 and DM6 has
reduced from 52.06 % to 51.02 % respectively. While the average of RMSE has reduced
slightly from1.1396 m/s to 1.1343 between DM5 and DM6. According to the error reduction
from DM1 to DM2 and DM5 to DMB, it is possible to note that the changing in roughness
length from 0.103 m to 0.05 m will enhance the wind speed estimation. The result approves
that the @  =0.05 m reflects the aerodynamic feature of roughnessurfaceof open area

in Iraq which hasshortage grass and bushes.

5.5.4 The Roughness Length and Reference Height Impact

According to the effect of the reduction in error that has been achieved by chging
reference height value and roughness length severally in the last two sections. The decision
has been taken to integrate between applying the second value of roughness length
®  =0.05 m with the second value of reference height 600m in DNM&hd DM8.

The average value of MAPE in DM4 and DM8 shoauseduction in error in comparison with
other MAPE values that have been calculated based on other combinations. The value of
MAPE in DM4 has dropped down to 48.53%, while the value of MAPE in DM&tdropped
down to 48.91%. Also, the value of RMSE has reduced slightly in DM4 and DMS8 in
comparison with other proposals. Based on the improvement in MAPE and RMSE
calculation in DM4 and DM8, we conclude it is quite useful to integrate between 600 m for
reference heightando = 0.05 m for roughness length when applying th®SMin Iraq.

5.5.5 The Impact Of Applying The Downscaling Model From Zn = 50 m to Znn
=10 m

The most applications of theDSMhave been carried out from® = 10 mto® =10m
based on the availability of measuring wind speed just at 10 m in the surface weather

stations [35, 36, 271] However, reanalysis data from MERRA provide researchers wind
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speed data at two levels 10 m and 5M. Based on this opportunity, it is possible to apply
DSMfrm & =50 m tocd = 10 m in this validation.ccording to Table 5-3, it is possible to
note that the second groughasshown a reduction in MAPE values in comparison with the
first group particularly between DM1 and DM5 and also between DM3 and DM7. In fact, the
change in values of MAPE is small. The small change in percentage between DM8 and DM4
reflects the accuracy ofDSM performance. Despite the clear tendency of MAPE values
reduction for 11 weather stationsin DM8, but the average value for MAPE was higher than
the average value for MAPE in DM4. This difference back to the unigue MAPE value for
Sulaimaniya weather station, which recorded 60.338% in DM4 and 70.3% in DM8 which
leads to increase the average MARin DM8. In addition, the values of RMSE have boosted
the general result for MAPE. It is possible to note that the error between the mean wind
speed and estimation data in RMSE has reduced when applyiB@Mfrom & = 50 m to

& =10 min the secad group. Finally, it is clear to note that applying th©SMfrom & =

50 mto & =10 m using 600m for reference heightando  =0.05m for roughness length
will contribute to improving the wind speed estimation and reduce the error betveen

observation andmodeling data.

5.5.6 The Validation Before Applying The Downscaling Model

At first glance between DM8 and ob%s-MERRA at 10 m in the second group, it is
possible to see the weather stations that hava low error in MAPE between observatio
and raw MERRA data also have lower MAPE in DM8. For example, Karbala weather station
has recorded low MAPE 29%% in DM8 and 4171% in ObsVs-MERRA. On the other hand,
the weather stations that have recorded high MAPE in DM8. For instance, Mosul weather
station has recorded 69.16% for MAPE in DM8, while the OhMs-MERRA has recorded
383.12%. Also, Khanagin weather station has recorded 69% for MAPE in DM8, while it
has recorded 475.58% in Obs8/ssMERRA. Through the above examples we conclude, that
the weather stations which have low MAPE in Ob¥s-MERRA have given a small error when
applying the DSMfor weather stations that are located within suburban area. While the
weather stations that have high MAPE in Obgs-MERRA, have given high MAPE after using
the DSMfor weather stations that are located within urban areas such as Khanagin and
Mosul weather stations. The stations that deviated from this trend are located within
mountain environments such as Singar and Sulaimaniya weather stations that recorded
90.39% and 70.30% respectively. In general, the average MAPE in DM8 represents one third
the error in ObsVsMERRA. This difference reveals the efficiency @SMin general.
Moreover, the average RMSE in Obss-MERRAIs about double that of DM8. Finally, tre
results of MBE in ObsVs-MERRA show high negative bias due to the vast difference between

raw MERRA and observation data, where the raw MERRA data values that recorded were
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higher than the observation data for the same weather station. This negative bithgctuated

from station to station.

-104-



Table 5-3. Reveals the validation results for 16 weather stations in different places in Iraq by calculating a number of error metridd APE, RMSE, MBE and R2. The fil
group includes four proposals of Downscaling Model DM1, DMPM3and DM4 applied fromé = 10 m to ® =10 m. The second group consists of four proposals ¢
Downscaling Model DM5, DM6, DM7 and DM8 applied frod = 50 m to ¢ = 10 m. In addition, two values of reference height tested> =600m and 200m and also two
values of & have tested 0.103 m and 0.05 m. The red colour represents the highest error has recorded, the green colour represent thed@mwer has recorded.

ABgHy O« O [ AEdy O« O ¢ D« o [ AEdy D <«Fyy O Obs-Vs-MERRA
Lm oOfk, g8 La ok, gs8o oht. , w8 0| 4H.g O, g8c0O At 10m
Weather Station | MAPE | RMSE m/s| MAPE | RMSEm/s| MBE MAPE | RMSEm/s| MBE MAPE | RMSE m/s| MBE MAPE | RMSE MBE

. Diwaniya 2015 40.31% 0.872 -37.23% 42.46% 0.918 -44.49% 37.50% 0.825 -26.26% 85.75% | 1.836 | -154.18%
. Basrah Hussen 201! 34.99% 1.146 -18.13% 35.54% 1.157 -21.78% 32.55% 1.121 0.46% 66.18% | 1.874 | -115.62%
. Karbala 2014 31.35% 1.071 -2.23% 32.33% 1.08 -9.01% 41.71% | 1.246 -57.67%

1

2

3 29.91%| 1.079 [ 13.50%

4. Amarah 2014 28.00% 3461%| 1075 [ -29.31% 35.62%| 1.094 | -34.16% 31.65%| 1.033 | 12.97% 58.33% | 1.653 | -118.28%
5. Hadithah 2014 43.74%| 1.447 | 63.95% | 43.80%| 1.494 | 73.23% 130.26%| 2.292 | -173.77%
6
7
8
9

The first group

43.59% | 1.448 64.62% 43.76%| 1.504 75.65%
. Kut-Al-Hai 2014 37.26% 1.025 -18.67% 38.56%| 1.048 -23.92% 35.35%| 0.997 -3.52% 73.13% | 1.962 | -149.77%
. Nasiriya 2014 24.36% 1.006 8.09% 24.73%| 1.004 2.77% 23.77%| 1.001 23.37% 50.71% | 1.791 | -86.98%
. Semawa 2014 1.391 23.02% 38.26% 1.411 40.07% 38.45%| 1.401 35.10% 38.26% | 1.445 54.67% 57.72% | 1.769 | -86.25%
. Sulaimaniya 2014 1.214 -9.63% 64.47% 1.213 1.48% 64.84%| 1.208 0.57% 60.34% 1.22 13.17% 108.10%| 1.449 | -79.59%
10. Kirkuk 2013 38.16% 47.27% 0.919 44.03% 47.34%| 0.913 43.01% 47.10% 217.32%| 2.331 | -201.20%
11. Mosul 2013 21.73% 70.88% 0.83 26.90% 73.77%| 0.821 23.46% 69.40% 383.12%| 2.526 | -223.19%
12. Anah 2012 1.638 52.08% 67.81% 1.675 61.04%
1.16 45.69%

70.59%| 1.682 52.08% 66.80% | 1.677 62.64% 92.19% | 2.378 | -110.73%
13. Najaf 2012 53.94% 1.194 53.00%

14. Baghdad Int 2012 48.11% 1.054 -23.57% 51.24%| 1.101 -36.29% 46.54%| 1.035 84.59% | 1.804 | -134.93%
15. Khanagin 2014 75.26% 0.561 -7.32% 76.25%| 0.563 -8.49% 70.80% 475.58%| 2.91 | -268.38%
16. Singar 2012 92.25% 1.54 -40.07% 97.41%| 1.579 -54.94% 138.61%| 2.11 -72.83%

52.87% | 1.15056 [ 0227 B IEERRE 51.68%| 1.134625 144.80%| 2.0463

54.19%( 1.187 51.78% 52.77% 0.254 | 253.59%| 2.81 | -244.93%

o O «= [ O <L O Obs-Vs-MERRA
The second group L e ORL 1 1 O RdL ».Ill 8 O At 10m
Weather Station MAPE | RMSEm/s| MBE RMSEm/s | MBE RMSE m/s| MBE RMSE m/s MAPE RMSE MBE
1. Diwaniya 2015 42.45%| 0.913 0.882 | -39.20% 40.07%| 0872 | -36.38% ] 0.806 | 27.58% 85.75% | 1.836 | -154.18%
2. Basrah Hussen 2016 35.07%| 1.149 1134 | -13.52% 32.96%| 1123 | -5.08% 31.93%| 1.117 | 4.81% 66.18% | 1.874 | -115.62%
3. Karbala 2014 31.75%| 1.075 | -5.08% 30.98%| 1.0719 | 1.54% 30.52%| 1.076 | 7.10% 29.65%| 1.0716 | 16.27% 41.71% | 1.246 | 57.67%
4. Amarah 2014 1111 | -38.41% 35.13%| 1.085 | -32.03% 33.80%| 1.063 | -25.13% 32.05%| 1.088 | -15.54% 58.33% | 1.653 | -118.28%
5. Hadithah 2014 43.79%| 1.497 | 73.75% 43.90%| 1513 | 76.86% 43.79%| 1.497 | 73.75% 130.26%| 2.292 | -173.77%
6. KU-A-Hai 2014 | 38.92%| 1.041 | -25.36% 37.85%| 1.02 | -19.26% 37.29%| 1.029 | -13.82% 35.99% ! 73.13% | 1.962 | 149.77%
7. Nasiriya 2014 2451%| 1.005 | 556% 24.15%| 1.003 | 11.63% 23.89%| 1.001 | 17.60% | 0.474 | 23.69% 50.71% | 1.791 | -86.98%
8. Semawa 2014 38.32%| 1.404 | 37.28% 38.07%| 1415 | 43.06% 37.85%| 1.427 | 48.80% | 0.23 | 37.74% 57.72% | 1.769 | -86.25%
9. Sulaimaniya 2014 | HOIS008] 1.255 26.82% 73.45%| 1.228 —19.89%H 70.30%| 1.22 | -13.42% 108.10%| 1.449 | 79.59%
10. Kirkuk 2013 46.95%| 0.905 | 41.59% 46.84%| 0914 | 43.61% 46.74%| 0025 | 46.30% | 0.094 | 46.71%| 0.94 | 49.31% 217.32%)| 2.331 | -201.20%
11. Mosul 2013 72.00%| 0.818 | 24.54% 70.70%| 0824 | 26.32% 71.10%| 0.825 | 26.23% | 0.138 | 69.16%| 0.834 | 28.96% 383.12%| 2.526 | -223.19%
12. Anah 2012 67.01%| 1.685 | 68.43% 66.14%| 1.698 | 66.35% 66.56%| 1679 | 63.32% | 0.286 | 65.27% 92.19% | 2.378 | -110.73%
13. Najaf 2012 54.77%| 1.178 | 49.54% 54.11%| 119 | 52.06% 53.39%| 1.06 | 55.46% | 0.254 | 52.73%| 1.225 | 58.85% | 0.254 | 253.59%| 2.81 | -244.93%
14. Baghdad Int 2012| 49.62%| 1078 | -30.47%]| 0.4014 | 48.25%| 1.058 | -24.75% 48.74%| 1.065 | -26.67% 46.29%| 1.025 | -17.83% 84.50% | 1.804 | -134.93%

15. Khanaqin 2014 | 77.27%| 0.564 -9.43% 75.53%
16. Singar 2012 94.81%( 1.557 | -48.54% 92.71%
52.06%( 1.1396 51.02%

0.56 -7.57% 73.43% [ 0.556 -5.33% 69.99%| 0.546 -2.08% | 0.1715 | 475.58%| 2.91 | -268.38%
1.536 -42.50% 93.54%( 1.539 -46.03%| 0.273 | 90.39%| 1.507 | -36.66%| 0.273 | 138.61%| 2.11 -72.83%
1.1343062 50.44%( 1.1319 48.91% | BN PAT:] 0 144.80%| 2.0463
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5.5.7 Validation Between The Full Sector And Stripe Pattern For Upwind
Fetch

In order to examine the improvement in resolution of effective local roughness for the
full sector design and the effect of this development on wind speed accuracy using th§M
validation has been suggested to calculate thexror between estimated wind speed based
on 32 roughness patches and observation data. The previous error will be compared with
the error between estimated wind speed based on 9 roughness patches and observation
data. In this validation, several error metics have been applied to determine the difference
between estimated wind speed and observation data such as MAPE, MBE, RMG&EMAE.
The calculated error metrics are shown inTable 5-4. The estimated wind speedn DM9 in
Table5-4 has been modeled based on the same factors in DM8Tiable5-3 such as reference
height =600 m in the reference site and roughness length = 0.05 m. In addition,
the DSMhas been applied based on MERRA data from referenceesat ® = 50 m to hub
height at a target sitecd = 10 m. Moreover, the downscaling model in DM9 has been
applied based on 9 roughness patches for eacipwind fetch. Furthermore, the validation
has been applied for the same 16 weather stations ifable5-3 as shown inFigure 5-31.

At first glance inTable 5-4, the average of MAE in DM8 has shown lower error (difference)
between estimated and measured wind speed 0.808 m/s while the average error between
estimated and observed wind speed for MAE in DM9 has been 0.812 m/s. In additighe
average MAPE in DM8 has been 48.91% slightly lower than the average MAPE in DM9
49.090%. Furthermore, the average RMSE in DM®&as recorded 1.1258 m/s which
represents significant weight for errors that have large absolute amount more than errors
wit h small absolute amoun{268]. While the average RMSE in DM@asrecorded 1.130 m/s
which is slightly higher than the value of RMSE in DM8.

Theapproach of applying theDSMbased on full sector designyhich including 32 roughness
patches shows better performancebasd on four metricsin comparison with the stripe
pattern for 9 roughness patches. It is very important to put in our consideration thiathe
error metrics results represent the average error for 16 weather stations and also the
average error for one year for each weather station.

In the case that weather station is located within a symmetrical surface roughness area
such as large urban eea or in the desert, small differences are seen between applying the
full sector proposal for 32 patches and the stripe pattern proposal for 9 patches. However,
in case of using 32 patches with various surface roughness area types around the target site,
will improve the wind speed estimation. 13 out of 16 weather stations have shown low error
for various metrics error in DM8 against the same metrics error in DM9 as revealed Trable
5-4.
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The KutAl-Hai weather sttion in 2014 shows the same result for MAE in DM9 and DMS8.
This similarity in error values returns to the similarity of surface roughness areas in the
direction sector of prevailing winds from the NW of KutAl-Hai weather station as shown in
Figure5-32. It is possible to note thathe prevailing wind direction locatedatthe NW within

the urban area has played significant role to reduce the difference in MAE, but the effect of
some different patcheshasappeared in RMSE between DM9 and DMS8.

While in the case of Khanagin weather station, the error metrics show different trends from
others. The error values for MAE, MAPREnd RMSE in DM8 were higher than in DM9. In fact,
this strange trend returns to the big difference in wind speed direction distthution between
wind rose of observed data and wind rose of estimated data within various roughness areas
as shown inFigure 5-33. It possible to note that the prevailing wind speed ifrigure 5-33C

is for the west of weather station and most observed data is concentrated in this wind
direction sector. While the prevailing wind speedn Figure 5-33A concentrated between E
to SE and between NW to W. That means the estimated wind speed will be concentrated in
these directions, the various of roughness surface within these wind direction sectorsiliv

affect the error value when compared between observation and estimated wind speed.
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Table 5-4. Reveals the comparison between the stripe pattern proposal in DM9 and the full sector pattern progal in DM8. Validation has been applied for 16 weathe
station in different places in Iraq by calculating a number of error metrics: MAPE, RMSE, MBE and R2. The error metrics smrethe difference between observation

from and estimation data byDSM (bs-VsSMERRA represents the difference between raw MERRA data and observation data.

Weather Station MAE m/s | MAPE |RMSE m/s MBE
1 Diwaniya 2015 0.657 37.15% 0.818 -29.46%
P Basrah Hussen 2015 0.795 J33.23% 1.135 -1.095
3. Karbala 2014 0.732 §29.90% 1.071 15.00%
4. Amarah 2014 0.809 J32.10% 1.038 -15.87%
5. Hadithah 2014 1.019 44 .16 % 1.53 79.86%
B. Kut-Al-Hai 2014 0.791 35.97% 0.994 -4.43%
T Nasiriya 204 0.715 23.76% 1.012 25.464
8. Semawa 2014 1.126 3T77% 1.455 58.106
9. Sulaimaniya 2014 0.829 J70.52% 1.219 -13.96
10. Kirkuk 2013 0.658 46.73% | 0.944 49.66%
1. Mosul 2013 0.582 ]69.29% 0.835 29.237
12. Anah 2012 11006 | 65.04% 1.715 69.95%
13. Najaf 2012 0.855 92.83% 1.227 59.08%
1. Baghdad Int 2012 0.838 J46.33% 1.029 -M.73%
15. Khanaqin 2014 0.405 J69.69% 0.545 -1.87%
16. Singar 2012 1.514
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Obs-Vs-MERRA
At10m
RM SE m/s MAE m's | MAPE RM SE MBE
0.806 1.583 85.75% | 1.836 -154.18%
1.17 1.503 66.18% 1.874 -115.62%
1.071 0.942 41.71% 1.246 -57.6 7%
1.038 1.372 58.33% | 1.653 -118.28%
1.524 1.916 130.26% ) 2.292 -73.77%
0.995 1635 73.13% | 1.962 -149.77%
1.013 1.397 50.71% 1.791 -86.98%
1.452 1.391 571.72% 1.769 -86.25%
1.22 1.147 108.10% | 1.449 -19.59%
0.94 2.076 217.32% ) 2.331 | -201.20%
0.834 2.243 |383.12%) 2.526 | -223.19%
1.701 1.889 92.19% | 2.378 | -110.73%
1.225 2.92 253.99% ) 2.81 -244.93%
1.025 1.513 84.59% | 1.804 |-134.93%
0.546 2.684 475.58% ) 2.91 -268.38%
1.507 1.667 138.61% 2.1 -12.83%
1717 144.80% J2.0463




The rougthness length of downscaling area 2 Wind rose of Average wind speed created by Downscaling model based on MERRA data in 2014 for Kut-Al-Hai
weather station 32-10 N 46-03 E
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Figure 5-32. Thelocation of Kut-Al-Hai weather station ing area which determined by yellow circle in the left
side and the direction of prevailing wind speed in the NW of weather station location.

Wind rose of daily average wind speed created by downscaling model based The rougthness length of downscaling aruond Khanagin weather station Wwind rose of daily average wind speed observed by Khangin weather
on MERRA data for Khangin weather stationin 2014 34 21 00N 045 23 00E 1.1 stationin 2014 34 21 00N 045 23 00E
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Figure 5-33. The location of Khanagin weather station witlin various roughness area around the site in section B, whileigure A represents wind rose which created basec
on estimation data byDSM whereasFigure C represent wind rose which created based on observation data from Khanagin weather.
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5.6 Conclusions

The main objective of this research is to evaluate wind resources in lraq with high
resolution using the DSMbased on MERRA data as a reference wind climatology and LCM
of Iraq to provide a roughness map. ThBSMin this project has been developed to estimat
accurately the annual average wind speed map for the whole of Iraq and to estimate the
hourly wind speed at a hub height of wind turbine to feed the potential hybrid system
calculation. TheDSMin this work has been developed by creating the surface rghness
values for eachland cover category based on literature sources. In addition, the technique
of evaluating the regionaly averaged surface roughness has been developed according to
the full sector design rather than the stripe pattern. Moreover, theerformance of theDSM
has been improved based on sensitivity analysis for a range of parameters that describe the
boundary layer conditions in Irag.

Sensitivity analysis, validationsand comparisons have been made to evaluate the difference
between the DSMthat has been applied usingdd =200 m and® = 600 m. The results
have shown a notable difference between them, where thid = 600 m have reduced the
error between observed and estimated wind speed and confirmed that this reference height
is less affected lg surface roughness. In facttd0 = 200 m represents the height when the
wind speed does not change with height based on the neutral condition in the boundary
layer in the UK. While thews = 600 m reflect the feature of vertical wind profle in Iraq
where the laminar flow of wind speed is higher than the UK due to the convection of high
heat transfer within the planetary boundary layer. In addition, sensitivity analysis and
validation have been made betweei® = 0.103 m (the aerage ofd above BIA) and

(%) = 0.05 m ( selectiveaveragemonthly value of ® aboveBIA) as surface roughness at
a reference site. The results have shown th® = 0.05 mhasreduced the error between
observed and estimaed wind speed. This value describes clearly the nature of the surface
roughness at an open area in Iraq due to lack of grass and small shrubs. Both of reference
height 600m and surface roughness 0.05 m at the reference site have contributed effectively
in increasing the accuracy of wind speed assessment using tB&M The results of this
investigation show that the local boundary layer variables play a crucial role to reduce the
error when applying the DSM

Furthermore, another sensitivity analysis has beemnade between wind speed maps that
are estimated by theDSMbased on MERRA data at hub height =10 m andé& =50 m at a
reference site. The results have shown good similarity based on the lowest difference of

wind speed in many locations that dstributed in the middle, north, and southeast of Irag.

--110--



While the most significant variations are located above Tharthar Lake in the middle of Iraq
and Soran in the north of Iraq. The reason behind increasing the difference above these
regions returns mainly to the methodology of IAU in GEGS DAS that has created MERRA
and the probability of getting errors during the reanalysis process as mentioned in section
2.6.6and section2.6.6.4 In general, using the wind speed data from MERRA at hub height
@ =50 m has shown a slight improvement in wind resources assessment using D&M

In order to improve evaluation of the blending height,the local reference effectiveld

and wind speed over upwind fetches around the target siteg sensitivity analysis has been
made between applying stripe pattern (9 roughness patches) and full sector (32 roughness
patches) in the DSM The results have shown, that the full sector design for upwind fetch
can describe the wind flow over any wind direction sector better than stripe patters for
any area around a target site that has various roughness surfac&\lso, this tebnique has
increased the accuracy of wind speed assessmerithe full sector design (32 roughness
patches)is regarded as new contrebution to improve evaluation of the blending height, the
local reference effectiveid and wind speed over upwind fetches around the target site
in the DSM.It is worthy of mentioning, that reference height 600m, surface roughness 0.05
m, reference wind climatology from MERRA at 50 m and applying full sector design for
upwind fetch have played a significant role in improving wind resources assessment using
the DSMin Iraq as revealed in DM8 inmable5-3 and Table5-4. This chapter tries to answe

the main research questions in this project as follows:

I To what extent is the wind speedorediction using the developedthe DSMaccurate
for Iragq?

1 What are the advantages and disadvantages implementation DSMusing MERRA
data?

1 To what extent is theDSV useful in improving the wind resources assessment in Iraq
using MERRA data?

According to the first question, theresults of MAE that wascalculatedbetween estimated
and observed data after applying theDSM have shown that theDSMhas succeeded in
decreasing the MAE to 0.8 m/s which is around three times lower than the difference
between MERRA data and observed data. In addition, tt&SMhas played a crucial role in
terms of increasing the accuracy of estimated data when MERRA data has a low error with
observed data. Also, th&SMhas played a significant role in terms of reducing the error
massively when the error between MERRA and observed data too high. In comparison with
other researcher results that have used the same technique72] has reduced the MAE to
0.8 m/s using NOABL dataset and 0.49 m/s based on NCIC dataset in the UK.

111 -



According to the second question, on the other hand, ti#gSMhas shown low performance
within the mountain area, due to theDSMcannot deal with topographic diversity in the
mountain area. In addition, MERRA data also has shown weakness in some areastduiee
IAU system in GEO& DAS method, in case of shortage in observation data and side by side
with weakness in data distribution within the horizontal resolution that will increase the
possibility of generating small errors and some deviations.

According to the third question, the difference in resolution between the two maps iRigure
5-34 shows how effective and useful using th®SMand MERRA data to assess the wind
speed in Irag. Firstly, MERRA has the highespatial resolution as a source of a global
dataset. Where theDSMhas increased the resolution of MERRA data from 55.461 km
61.589 km to 231.6 mx 231.6 m for the whole of Iraq. That means the resolution has
increased by 64448 times. In fact, this ithe highest resolution has been ever made to
evaluate the wind speed in Irag. Finally, according iDSMit is become possible to evaluate
the wind speed at any country or region in this world if we have the LCM for this area using
DSMand MERRA data dueo MERRA data cover all the world.
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Figure 5-34. The difference in spatial resolution between MERRA data iRigure A and wind resources

assessment map irFigure B that has been modeled by th®SMbased on MERRA data iRigure A in 2014.
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Chapter 6 WIND TURBINE POWER RODUCTION IN IRAQ

6.1 Introduction

This chapter aims to evaluate the Annual Energy Production (AEP) for different sizes
of a small wind turbine, to determine the location distribution of the highest and lowesAEP
over the whole of Iraq, using a wind speed maghat has been estimated byhe downscaling
model (DSM). The Weibull distribution is considered a key to carrying out the AEP
calculation with reasonable accuracy and fast performance, which in turn depends on the
shape and scale of théactors. This techique has been suggested to avoid the low capacity
of PC to process a massive amouaft data forlong term: 8760 hours of wind speed across
8 millions pixels of the Iraq map. The Kprofile has been proposed for use in this project to
estimate correctly ashape factor with height. Besides thathe capacity factor (CF)and the
percentage selfdemand (PSD)has been suggested to present the ability of a specific wind
turbine size to cover different levels of monthly electricity demand, based on monthly
averageenergy production.

This chapter is organized as follows: several potential techniques to estimate the AEP
for the whole of Irag map have been discussed in secti@?2. How to determine thefactors
of Weibul distribution has beendiscussed in sectior6.2.1 The analysis of the results and
validation has been discussed in sectiof.3. Finally, the most important finding has been

summarized in section6.4.

6.2 Potential techniques to calculate Annual Energy Production

Wind has kinetic energy, which is converted to electrical energy by rotating the blades
of a wind turbine, which in turn produces electricity that comes from a rotating magnetic
flux inside the wind turbine generator[28]. For the vast majority of researchers, there are
two ways to calculate power production from a wind turbine. The first one was based on
the blade sweep area of specific wind turbine and wind spegd03]. The seond one was
based on the power curve of wind turbine that described the relationship between power
and wind speed[273].

In this project, power production from different wind turbine sizes is required to evaluate
the potential AEPat different heights and for the whole of the Irag map.In addition, the
AEPcalculation will be the substantial estimation for other requirements such as efficiency

and economic calculation, which will be discussed in detail below in this chaptand in the
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next chapter. There are threanethodsto calculate the annual enggy of wind turbine, which

will be described as follows:

6.2.1 Annual Energy Production based on hourly Energy Production

Hourly wind speeds that have been estimated by downscaling model (DSM) for each

pixel in the Iraqg map as shown irfFigure 6-1A, it is useful to estimate power production from

a wind turbine. MATLABcan beused to calculate hourlyenergyproduction using the power
curve information from the specification of wind turbine as shown inFigure 6-1B. Finally,
the sum of hourly energy production for one year represents theAEPby kWh that can be
generated by potential wind turbine size. Tks procedure is regarded as an easy way to
calculate the yearly energy of each size of the wind turbinélowever, the disadvantage of
this procedure is that it is not appropriate to apply it over 8 million pixels in the Iraqg map,
because a large memorys needed to achieve this technique. Otherwise this procedure is

ideal for a small area.

6.2.2 Annual energy production based on wind speed distribution

There is another way to calculateéAEPfrom different wind turbine size at various heights.
First of all, in this procedure, the power curve information for each wind turbine size is
required. Also, the hourly wind sgeed over one year that has been previously estimated by
the downscaling model(DSM) is required for each pixel on the Iraq mapas shown irFigure
6-1A. On the other hand, wind speed distribution for one year shodlbeestimatedbased on
hourly wind data, by calculating the number of frequencies or percentage (fraction) of
frequency for each wind speed bin, which ranged from 1 to 25 m/s as shown Figure 6-2.
Equation 6-1 has been expressed to estimate th&@EPbased on wind speed distribution for

one year[274].

B nou 8Q s8uxorm

0 & & 0QRNQI TR B 00 Equation 6-1

1 n 0 represents the power production for each wind speed. This kind of estimatiois
processed based on information from the power curve information for the selected
wind turbine.

1 "Qu refers to frequency for each wind speed that ranged from 1 to 2f/s. The
calculation of theAEPwas based on wind speed distribution for one yar, as expressed
in Equation6-1 [274].

1 8760 represents the number of hours per year.
1 ¢ represents the number of bins of wind speed.
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The advantage in this process is that the wind speed distribution will show the weight of
the highest frequency for potential wind speed in one year, and the result will be more
accurate.

Figure A Figure B
Figure 6-1 The hourly wind speed which is estimated by th&®SMfor one year in the open area near Amarat
city at 30m of hub height in 2014 inFigure A.Figure B shows the hourlyenergyproduction over one year for
the same location and hourly wind speed irFigure A based on 10kW wind turbine size at 30m hub height
the red line represents the average power.

Figure 6-2 wind speed distribution for hourly wind speed that has been estimated by thBSMin Figure 6-1A.

6.2.3 Annual energy production based on Weibull Factors

It was challenging to apply the last two ways to calculate the annual energy production
for 8 millions pixels for the whole of the Iraq map, due to the low capacity of a PC to process
such a massive amount of data. However, to overcome this barrier, it is essential to find
another method to provide enough accuracy and ability to achieve thisalculation. The
annual energy calculation based on Weibull distribution is considered as a key to carrying
out these kinds of calculation process with reasonable accuracy and fast performance which
in turn depends on the shape and scale of tHactors[274].

Weibull distribution is considered to be the most commorstatistical distribution in wind
energy analysis[28, 38, 48] Weibull distribution is characterised by two factors: shape
factor "Q and scale factor . Thescale factor has a close relationship with the mean wind

speed, while the shae factor measures the width of density distribution. In the case where
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