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ABSTRACT  

This project aims to evaluate wind and solar power availability in Iraq in order to 

support and design an optimized hybrid renewables system for use in domestic sectors. The 

unreliable energy supply is one of the main challenges that the residential sector faces in 

Iraq. This project assessed to what extent the investment in Hybrid Renewable Energy 

System (HRES) is feasible and efficient to overcome the problem of unreliable supply at 

reasonable cost. Several researchers have tried to assess wind and solar resources in Iraq 

using low-resolution databases from a limited number of weather stations, but they were 

unable to produce a comprehensive evaluation of renewable energy in Iraq.  

This research identified and developed techniques that allow more accurate mapping of 

wind resources in Iraq than has been possible previously. In addition, the thesis developed 

a unique technique to optimize the best design of HRES that has sufficient flexibility to deal 

with various climatic conditions and economic challenges using wind turbines, solar panels, 

and rechargeable batteries. 

In order to assess the potential wind power in Iraq, many wind resource evaluation 

techniques based on the spatial and temporal microscale and mesoscale were reviewed. In 

addition, the availability of several wind data resources was considered and discussed using 

observed and estimated data. To evaluate wind resources for the whole of Iraq, a 

downscaling model using reanalysis data from Modern-era retrospective analysis for 

research and applications (MERRA) and a land-use map as the basis of the surface 

roughness map for the whole of the country has been developed. Following this, a power 

curve model was used to estimate potential wind power production from several types of 

small wind turbines.  

The most fundamental techniques were used to evaluate and calculate solar power 

production. In addition, the most important solar databases were used to evaluate the solar 

radiation for the whole of Iraq. To evaluate solar resources in Iraq, the most validated solar 

dataset was employed to evaluate annual solar energy production for the whole of the 

country. In addition, the hourly solar energy production model based on wind speed and 

ambient temperature impact (HSEP-WT model) was developed to estimate the hourly solar 

system output, combining the effects of wind speed with the impact of ambient temperature 

on cell temperature, aiming to make the solar power evaluation more realistic. 

The hybrid system, which has multiple renewable technologies, is considered the most 

useful approach to satisfy energy demand in the residential sector. Accordingly, several 

methodologies to size and optimize a hybrid system in terms of reliability and cost 

parameters were reviewed. Consequently, a novel computational model has been designed 

to size and optimize HRES, which is deemed suitable to maintain supply in domestic 
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properties that suffer continually from unscheduled outages from the national grid. The 

process of optimization examined several energy flow strategies and economical solutions 

to decrease the total cost of a project and to increase the reliability of HRES. 

The results of this thesis have shown, that the downscaling model succeeded in increasing 

the resolution and accuracy of estimated wind speed and confirmed that the model should 

be applied, based on the local variables of the boundary layer. In addition, the wind power 

production demonstrated that the most productive locations in Iraq are concentrated above 

the water surfaces and the area that extends from central to east and south-east of Iraq.  

Also, these areas have shown low cost of energy and a payback period lower than eight 

years. Furthermore, solar power production confirmed that the most productive locations 

are located in the west of Iraq. Also, most places in Iraq have shown low cost of energy and 

a short payback period.  

Finally, the optimized technique for identifying optimal combinations of wind, solar and 

battery technologies for domestic scale renewable energy provision was developed in an unique 

design using MATLAB by integrating an on-grid and off-grid system (On-off-grid Op-HRES). This 

system has been developed to resolve the problem of frequent and unscheduled outage for 

some hours per day from the national grid. The On-off-grid Op-HRES system is examined 

according to different scenarios of grid Increasing Block Tariffs (IBT) prices, strategies of energy 

flow management (discharge and without discharge battery in case of on-grid) and based on 

different land covers and various weather conditions (wind speed and solar radiation). The On-

off-grid Op-HRES system was successful in reducing the cost of energy and increasing the 

reliability of the system when using HRES in areas that have high wind speed and high solar 

radiation. In addition, when applying the strategy of non-discharging the storage system when 

connected to the grid as well as using relatively high electricity prices from the national grid, 

HRES has shown excellent performance in terms of cost and reliability by reducing the Levelized 

Cost of Energy (LCE), Payback Period (PBP), Loss of Power Supply Probability (LPSP) and Grid 

Power Absorption Probability (GPAP). Lastly, the availability of wind speed has played an 

exceptional role in terms of increasing reliability of HRES, even in areas that have low solar  

radiation. 
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Ὅὧὧ Short-circuit current  Amp 

  Ὕ  PV module temperature. °C 

ASEP Annual solar energy production  kWh/year  

ὍὲὺὩὶὸὩὶὅ Inverter cost £ 

ὍὅὊ Installation, Civil work and Foundation cost of the 
solar system 

£ 
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ὅ   Nominal storage capacity watt  

ὈὕὈ Depth of discharge  % 
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ʎ Self-discharge rate  - 

Ὁ ὸ  Energies produced by the PV  kWh 
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Ὁ ὸ Energy flow from the DC bus to the load  kWh 

–  Inverter efficiency % 

Ὀὸ Equivalent DC load demand corresponding to the 
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ὓὥὼȢὖ  Maximum power charge  kW 

ὉὙὉὸ Total renewable energy generated by the HRES kWh 

ὉὉὼὸ Excess electricity kWh 
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ὖ ὸ Amount of power discharging  kW 

Ὁ ὸ  Energy from the diesel generator purchased for 
period 

kWh 

–
ὦὧ

 Battery charge efficiency % 

–
ὦὨ

 Battery discharge efficiency % 

ὃὉ  Annual grid purchase  kWh 
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ὃὉ  Annual diesel generator supply  kWh 
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Ὕὅὕὖ  Total cost of the project for a solar system £ 

Ὕὅὕὖ Total cost of the project for a battery and inverter  £ 

 
Abbreviations  
3DVAR Three-dimensional variational data assimilation 

AC Alternating current  

AEP Annual energy production 

AEZ Agro-ecological zoning  

AMSU-A Advanced Microwave Sounding Unit-A 

a-Si The non-crystalline form of silicon  

BG Baghdad house 

BGW Baghdad international airport weather station 

BS Basra house 

CdTe PV cadmium telluride 

CF Capacity factor 

CFD Computational fluid dynamic  

CFSR Climate forecast system reanalysis 

CIGS Copper indium gallium selenide solar cell 

CM-SAF Satellite application facility on climate monitoring 

CRF Capital recovery factor 

DC Direct current 

DS Downscaling Square  

DSM Downscaling model 

EA Evolutionary algorithms 

ECMWF European centre for medium-range weather forecasts 

EENS Expected energy not supplied 

EIR Energy index of reliability 

EU European Union 

ERS European Remote Sensing Satellite 

FOB Free on board 

GA Genetic algorithm 

GCM General circulation model 

GEOS-5 DAS Goddard earth observing system data assimilation system version 5 

GOES Geostationary Operational Environmental Satellite 

GES DISC Goddard earth sciences data and information services centre 

GHI Global horizontal irradiation 



 

-xxvii- 

GPAP Grid Power Absorption Probability 

GRI Graphical results inter-face 

GSI Grid-point statistical interpolation scheme 

GUI Graphical user interface 

HOGA Hybrid optimization by genetic algorithms 

Homer Hybrid optimization model for electric renewables 

HRES Hybrid renewable energy system 

HSEP-WT model Hourly solar energy production model based on wind speed and 
ambient temperature impact 

HIRS High Resolution Infrared Radiation 

IAN Iraqi agrometeorological network 

IAU Incremental analysis update 

IBT Increasing block tariffs 

ICF Installation cost, civil work and foundation 

IMOS Iraqi meteorological organization and seismology 

IPCC Intergovernmental panel on climate change 

JRC Joint research centre 

JMA Japan Meteorological Agency. 

KR Karbala house 

LAC Levelized annual costs 

LCE Levelized cost of energy 

LCI Land cover institute 

LCM Land cover map 

LPS Losses of power supply 

LPSP Loss of power supply probability 

LR Longwave Radiation 

LST The local solar time 

MAE Mean absolute error 

MAPE Mean absolute percentage error 

MBE Mean bias error 

MCP Measure-correlate-predict 

MDISC MERRA Data and Information Services Center 

MERRA Modern-era retrospective analysis for research and applications 

MM5 Fifth-generation mesoscale model 

MMM Mesoscale and microscale meteorology 

MSG Meteosat Second Generation satellite images 

MODIS Moderate Resolution Imaging Spectroradiometer 

MDISC Modeling Data and Information Services Center 

MSU Microwave Sounding Unit 

NASA National aeronautics and space administration 

NCAR National centre for atmospheric research 

NCEP National centres for environmental prediction  

NERC North american electric reliability council 

NetCDF Network Common Data Form file format 

NGAS-II Fast elitist non-dominated sorting genetic algorithm 

NOAA .ÁÔÉÏÎÁÌ ÏÃÅÁÎÉÃ ÁÎÄ ÁÔÍÏÓÐÈÅÒÉÃ ÁÄÍÉÎÉÓÔÒÁÔÉÏÎȭÓ  

NPC Net present cost 



 

-xxviii - 

NREL National renewable energy laboratory 

NWP Numerical weather prediction 

NCDC National Climatic Data Center 

Obs Observation data 

OI Optimum Interpolation 

OMC Operation and maintenance Cost 

OPEC Organization of petroleum exporting countries 

PBL Planetary boundary layer  

PBP Payback period 

PSD Percentage self-demand 

PSO Particle swarm optimization 

PV Photovoltaic technology 

PVGIS Photovoltaic geographical information system 

PVS Present value of scrap 

RD  Rotor diameter of the wind turbine 

RF Renewable energy fraction 

RI Repeated insertion 

RL Roughness layer  

RMSE Root mean square error 

RSC Replacement and spare part 

SARAH The surface solar radiation data set - heliosat 

SLTC Sea and land transport plus customs cost  

SLTCm Sea and land transport + customs cost per 1m3 of shipment 

SPEA Strength pareto evolutionary algorithm 

SR Shortwave Radiation 

SSI Solar Surface Irradiation 

STC Standard test conditions 

SSU Stratospheric Sounding Unit 

SSM/I Special Sensor Microwave/Imager 

TCOP Total cost of project 

TPV Total present value 

TSL Turbulent surface layer 

TSR Time series raob (NCAR format for upper-air data) 

UNEP The united nations environment programme 

UNGA United nations general assembly 

UTC Coordinated Universal Time 

WMO World organization meteorology 

WRF Weather research and forecasting  

WT Wind turbine 

WTC Cost of the wind turbine  

VC Variable cost  

 

 



 

-1- 

 INTRODUCTION   

 

Although Iraq is one of the major oil-producing countries in the world, there is still an urgent 

need to overcome the increased demand for electricity and cover the extensive shortage of 

electricity supply for residential, commercial and industrial sectors in Iraq. Energy security 

in Iraq has represented the most central challenge facing people and government and 

threatens political and economic stability due to climate change that led to extreme 

temperatures. Accordingly, there is an urgent and increased need to introduce renewable 

energies as a part of the global trend towards reducing greenhouse effects and resolve the 

issue of energy security. 

The increased use of fossil fuels in all industrial sectors including electricity generation has 

played a crucial role in the rise of pollution and global warming. The use of renewable 

energy and sustainable development are considered the most important solutions to reduce 

the emission of pollutants, reducing the dependence on fossil fuels, reducing the climate 

change phenomenon in the world, reducing the cost of electricity generation and to cover 

the growing demand for energy.  

Renewable energy sources, such as solar, wind, biomass, geothermal energy and hydro-

energy, which have recently become more prevalent in use, have started to replace fossil 

ÆÕÅÌÓ ÁÓ ÉÔ ÂÅÃÁÍÅ ÁÐÐÁÒÅÎÔ ÔÈÁÔ ÔÈÅ %ÁÒÔÈȭÓ ÒÅÓÏÕÒÃÅÓ Áre not inexhaustible. 

Recently, there have been vigorous efforts by the international community to resolve the 

problems of pollution, climate change and energy security. The United Nations General 

Assembly (UNGA) declared that 2014 -2024  should be a period of sustainable energy for 

all, through preparation of the post-2015 development schedule designed to supply 

affordable electricity and economically viable energy [1] . In addition, the European Union 

(EU) has planned for a new power strategy based on energy security, sustainable 

development and a low-carbon economy. In 2009, the EU Parliament set targets to increase 

renewable energy production to 20% of the total energy demand by 2020 and also has 

planned to produce around 27% of total electricity supply by 2030 in order to encourage 

private investment in low-carbon technologies [2] .  

Hybrid renewable energy systems (HRES) using a small wind turbine, solar panels and 

rechargeable batteries have become increasingly prevalent in response to global challenges 

such as energy security and climate change [3] . In order to invest in renewable energies 

optimally, a number of challenges must be overcome. One of the most important is to 

develop suitable techniques for evaluating wind and solar power resource accurately. The 
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assessment of wind and solar resources is crucial for predicting the likely power yield at 

any site [4] .  

 

The greenhouse effect and air pollution are considered significant threats not only to human 

health but also to plants and to animals [5]. Thirty years ago, the risk of increasing pollution 

and environmental deterioration became a serious problem [6] . The Intergovernmental 

Panel on Climate Change (IPCC) was established in 1988, aiming to provide the world with 

a scientific assessment of the reasons for - and effects of - climate change [7] . The fifth IPCC 

evaluation report in 2013 showed evidence that during the period  1850 - 2000, the global 

mean surface layer temperature and mean sea and oceans levels increased because of an 

increasing concentration of greenhouse gas emissions [7] . Also, the report stated that the 

emission of greenhouse gases has grown rapidly during the period between 1970 and 2000 

to around 70%, [7]  due to human activities and increasing consumption of fossil fuels [8] . 

Furthermore, a large quantity of greenhouse gas emissions are produced from the use of 

fossil fuels used for power generation. In addition, the IPCC reported that global surface 

layer temperatures are calculated to increase 3°C by 2100 [9] . Such an increase in global 

surface temperatures will lead to an increase in severe weather events, affect water supplies 

and global food and human habitats [8] . 

 

Energy security has presented the second serious challenge for fossil fuel consuming 

countries since 1973, due to the growing concerns about the fluctuation of oil prices, 

political tensions and instability in the Middle East [10] . These problems and increased 

demand for oil have raised the critical question of how to resolve the issue of energy supply. 

Renewable energy investment is one of the most significant solutions for the problem of 

energy, such as energy security and climate change. One of the most significant advantages 

of renewable energy is that it is considered an active contributor to reducing dependence 

on imported fossil fuels [10] .  

 

Iraq is the second-biggest oil producer of Organization of the Petroleum Exporting 

Countries (OPEC) and has the second-biggest oil reserves in the world [11] . Yet Iraqi people 

have suffered from massive shortages of electricity supply since 1990 for various reasons. 

Firstly, Iraq has seen a dramatic increase in population over the past 40 years as shown in 

Figure 1-1a, which has rapidly led to increased demand for electricity supply as shown in 

Figure 1-1c [12] . Also, the national electricity grid was suffering from neglect, severe 
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damage and poor maintenance due to the military operations and economic sanctions for 

the period between 1990, 2003 and 2014 [13] . )ÒÁÑȭÓ ÐÏ×ÅÒ ÓÅÃÔÏÒ ÆÁÃÅÓ ÓÕÂÓÔÁÎÔÉÁÌ 

challenges. Outages remain an everyday occurrence for most households, as rising 

generating capacity has been outrun by growing demand for electricity, in particular by high 

demand for cooling in the hot summer season. Between 2013 to 2018, the size of the gap 

between the maximum grid supply of power and peak electricity demand has widened, even 

when the available supply has increased by one-third  [14]  as shown in Figure 1-1b [12]. 

 

(a) 

 
(b) 

 
c) 

Figure 1-1. Increase of population (a), total electricity net generation (b) and 
consumption (c) in Iraq [12] . 

 

The electricity demand trend is characterised by two peaks during a year: the biggest one 

during the summer months of June/July/August and the small peak appears over the winter 
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months of December/January/ February, as shown in Figure 1-2. The calculated electricity 

demand for the summer in 2004 was about 7,200 MW and 8,800 MW in 2005. While power 

production was calculated to be about 3,400 MW in 2004 and increased to 4,000 MW in 

2005, it is possible to note that the general trend of energy demand increased dramatically 

during 2004 and 2005 with an apparent deficit in generating capacity of about 56% [13] . 

For these reasons, the quota of Iraqi citizens is approximately 12 hours per day of electricity 

supply from the national grid. Electricity production increased by nearly 90% between 

2012 and 2018, but the gap between peak demand and supply is broader today than in 

2012. Especially in the summer months, energy supply to meet peak demand is weak, and 

this is a primary concern for citizens across the country [14] . 

Hence, they are additionally depending on private small electricity generators using petrol, 

or buying energy from local medium diesel generators within small communities in order 

to acquire the necessary energy. In reality, there are many disadvantages associated with 

this procedure, such as increasing air pollution, waste motor oil, noise pollution, high fuel 

prices, lack of fuel supply, low quality of generators, increasing faults during summer 

months due to increasing temperature and increasing maintenance costs. In fact, renewable 

energy investment within small communities or housing units could be the perfect solution 

to meet future increases in energy demand to cover the shortage of electricity supply and 

successful business in rural, suburban and urban areas across Iraq. An assessment of wind 

and solar resources is therefore required to facilitate investment in renewable energy in 

Iraq.  

 

Several studies have tried to assess wind and solar resources in Iraq, but none of them has 

produced a high-resolution wind resource map, because most of these studies were based 

on observed data from a limited number of weather stations in Iraq. For instance, Darwish, 

et al. [15]  has evaluated wind power in Iraq using Weibull distributions based on monthly 

average wind speeds for 15 locations for eleven years. It was found that one-sixth of Iraq 

has annual wind speeds higher than 5 m/s. Khalifa, [16]  mentioned that twenty-three 

weather stations were selected for analysis. The daily model for wind speed has the most 

significant values in the midst of the day and the early morning. These highest values ranged 

from 5 to 10 m/s. The wind speed in summer months is higher than in winter months. The 

demands on energy also increase in summer compared with winter, due to increased 

cooling and air-conditioning loads. Ahmed, [17]  has divided Iraq into three territories. The 

first one covers about 48% of Iraq and has monthly average wind speeds ranging between 

2 to 3 m/s. The second area (covering about 35% of Iraq) has monthly average wind speeds 

ranging between 3.1 to 4.9 m/s. The third region, which represents 8% of Iraq has high wind 
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speeds of higher than 5m/s. Ahmed, [17]  estimated the energy densities for wind regions 

were 174 W/m 2 in Al-Amarra,  337 W/m2 in Al-Kout, 194 W/m2 in Al-Nekhaib, 353 W/m2 

in Ana, and 378 W/m2 in Al-Naseria. Concerning the solar assessment, Borja, et al. [18]   

produced a monthly and yearly solar energy map for the radiation periods of 24 weather 

stations across Iraq. Dihrab, et al. [19]  suggested a hybrid solar and wind systems of 

electricity generation for a connected grid in three cities in Iraq. Results revealed that it was 

feasible for Iraq to use solar and wind power to generate enough energy for many villages 

in the desert or rural areas. 

 

 

 
Figure 1-2. Fluctuation of electricity demand trend is characterised per year [13]. 

 

 

The main aim of this thesis is to develop a unique method of optimizing a HRES to control 

energy flow to meet house electricity demand which is suffering from unscheduled outage 

from the national grid. HRES will generate energy using small wind turbines, solar panels 

and rechargeable batteries based on the power availability in Iraq and energy demand that 

recorded from several housing units in different places in Iraq. In addition, this project aims 

to assess the wind and solar power availability in Iraq to estimate the potential power 

production from renewables. 

The following objectives were identified to answer several main research questions that are 

related to the wind and solar resources assessment as well as the feasibility of using an 

optimized HRES for housing units in Iraq: 

1. To improve the wind resource assessment methodology (the downscaling model 

(DSM)) to create a wind resource map for the whole of Iraq using global modeling data 

(Modern-Era Retrospective analysis for Research and Applications (MERRA)), Land 
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Cover Map (LCM) as roughness map and local observation data for validation. This 

objective tries to answer three research questions: 

¶ To what extent is the wind speed prediction using the developed the DSM accurate 

for Iraq?  

¶ What are the disadvantages of the implementation of a DSM using MERRA data? 

¶ To what extent is the DSM useful in improving the wind resources assessment in 

Iraq using MERRA data? 

2. To estimate the annual potential energy production by wind and solar systems, based 

on wind and solar resource assessment for the whole of Iraq and evaluate the hourly 

energy production from different sizes of these systems for any locations in Iraq. This 

objective tries to answer the following research questions: 

¶ To what extent is the wind and solar resources assessment in Iraq helpful to 

determine the spatial distribution of power production? 

¶ To what extent do the wind speed and temperature affect the performance and 

efficiency of the solar system? 

3. To evaluate the cost of wind and solar systems and determine their efficiency and 

feasibility based on a renewables assessment and economical technique, aiming to cover 

the shortage of information about this kind of investment in Iraq. In addition, this 

objective tries to answer the following research question: 

¶ To what extent is the investment in solar and wind systems feasible in Iraq? 

4. To examine the impact of different climate conditions, land cover categories and 

different techniques of optimized HRES, using wind turbines, solar panels and 

rechargeable batteries to cover the energy demands and to reduce energy costs in 

housing units for different locations in Iraq. Again, this vital objective tries to answer 

the following research questions: 

¶  To what extent will an optimization system succeed in covering the energy demand 

based on wind and solar power availability  in Iraq?  

¶ To what extent will the optimized hybrid renewables system be feasible and 

economical for household consumers in terms of on-grid and off-grid in Iraq? 

¶ To what extent does the land cover category have an effect on the efficiency of the 

solar system, wind system and hybrid system? 

¶ To what exyent are these methods and results novel, and what is the key contribution 

to knowledge?  
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Chapter 2 reviews literature related to the fundamental physics of the wind flow in the 

boundary layer and wind speed distributions. Different wind resource assessment 

technologies are reviewed according to various spatial and temporal.  Furthermore, the 

available data sources that can be used to achieve wind resource assessment for the whole 

of Iraq are outlined and discussed. 

Chapter 3 explains the importance of solar power and presents techniques that can be used 

to evaluate solar power production. An overview of the most important solar database used 

to assess solar radiation and solar power production is provided. 

Chapter 4 presents a general literature review of methods for determining the optimal sizes 

of HRES according to the concepts of reliability and economic assessment of HRES 

performance. An overview of the merits and demerits of software available and used for 

examining the optimal sizes of HRES and simulating the hybrid system is also set out. 

Chapter 5 illustrates the main steps of the DSM using MERRA data as sources of reference 

wind data. A second step reviews the broad spectrum of parameterization of the surface 

aerodynamics, which is developed, based on a land-use map of Iraq. Sensitivity analysis is 

used to study the impact of proposed parameters when applying the DSM. This approach 

involves developing a technique to achieve better outcomes of wind speed against 

observation data. The DSM performance is evaluated by validating the results with 

observed data previously obtained from several sites. 

In Chapter 6, several potential techniques to estimate the Annual Energy Production (AEP) 

for the whole of Iraq map are discussed. Estimation of the factors of a Weibull distribution 

and evaluation of the values of the shape factor with height is explained. 

In Chapter 7, the capital cost of a wind turbine project is estimated, based on reliable sources 

of information, together with the variable cost. The electricity pricing system in Iraq 

Increasing Block Tariffs (IBT) is described. The Levelized Cost of Energy and payback period 

are used to evaluate the feasibility of a wind turbine project based on a saving strategy and 

on different levels of energy demand.  

Chapter 8 presents the methodology used to evaluate the annual energy production from 

different sizes of PV system for the whole of Iraq, the economic methodology for estimating 

the cost of a solar project, and the cost of energy and the payback period. This chapter 

presents the method of developing the Hourly Solar Energy Production by integration the 

effect of  Wind and Temperature (HSEP-WT model), which involves combining the effects 

of wind speed and ambient temperature on cell temperature, to calculate the hourly solar 

energy production from different sizes of solar system at any location in Iraq. 



 

-8- 

Chapter 9 presents an overview of optimization methodology and energy management in 

HRES, which includes a demonstration of the component of HRES configuration in this 

project. This involves explaining the modeling of system components (wind turbine and 

solar system) and the sources of data that are used in this project. The mathematical model, 

of the storage system and energy flow management for different scenarios, are 

demonstrated. Modeling of system reliability and system economic are also demonstrated. 

Validation and the analysis of the results of optimization for various locations in Iraq are 

presented. 
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 WIND FUNDAMENTALS AND WIND RESOURCES 

ASSESSMENT METHODS 

 

One of the main aims of this project is to assess the availability of wind power in Iraq 

and to estimate the potential power production from small wind turbines size. To determine 

the potential power production of a wind turbine, the wind power availability within a 

prospective site must be estimated. In order to evaluate the potential power, a suitable wind 

resource assessment methodology must be conducted, which should take into 

consideration the power availability of close-surface wind flow at the planetary boundary 

layer [20] . The role of wind resources assessment is vital to determine the best sites for 

wind farms and, if it is accurate enough, it will increase the accuracy of estimations of power 

production. 

In this chapter, an overview of the fundamental physics of the wind flow and the 

fundamentals of boundary layer wind flow will be presented in sections 2.2 and 2.2.1. In 

addition, a description of the wind speed frequency distribution will be presented in section 

2.3. An overview of different wind resources assessments according to various spatial scale 

and temporal scale is outlined in section 2.4. Furthermore, a description of the wind power 

curve model for wind power production is present in section 2.5. Finally, there is an 

overview of available data sources that could be used to achieve wind resource assessment 

all of Iraq in section 2.6.  

 

Investment in wind power requires the development of a wind resource assessment 

methodology for a specific site. A wide range of physical and meteorological factors should 

be taken into consideration to develop wind resource assessment methods. Furthermore, 

the fundamental physics of the wind flow and factors that influence wind flow at a specific 

site are required. In addition, meteorological information plays an essential role in the 

assessment of wind resources. To achieve a precise evaluation for wind resources at a 

particular location requires the researcher to estimate the variability of the wind speed at a 

location for a long time, in order to forecast wind energy production over the long term [21, 

22]. With respect to the forecasting of wind power production, the fundamentals of wind 

power production and the methods for describing spatial and temporal variability should 

be understood, so as to develop and improve a wind resource assessment. A comprehensive 
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understanding of the physical and climatic properties of the atmosphere is necessary to 

assess wind resources [23]Ȣ 4ÈÅ ÄÉÆÆÅÒÅÎÃÅ ÉÎ ÁÔÍÏÓÐÈÅÒÉÃ ÐÒÅÓÓÕÒÅ ÁÂÏÖÅ ÔÈÅ %ÁÒÔÈȭÓ 

surface will lead to generate wind flow from high pressure to low pressure [24] . The 

differential heating in the surface layer creates convection above the hot surface which leads 

to rising air in the region of low pressure, while above the cold area the air will be heavy, 

which leads it to go down. For this reason, the air mass will move from the area of high 

pressure to the area of low pressure to create wind flow [24] . Variation of the wind speed 

is generated by diurnal, synoptic and turbulent factors [25] . The atmosphere of the Earth 

ÃÏÎÓÉÓÔÓ ÏÆ ÍÁÎÙ ÌÁÙÅÒÓȢ &ÏÒ ÅØÁÍÐÌÅȟ ÔÈÅ ÔÒÏÐÏÓÐÈÅÒÅ ÉÓ ÔÈÅ ÃÌÏÓÅÓÔ ÔÏ ÔÈÅ %ÁÒÔÈȭÓ ÓÕÒÆÁÃÅȢ 

In the troposphere, the drag effects of the surface grow near to the surface, which affects 

movements and processes in the boundary layer [26] . Boundary layer depth ranges from 1 

km high during the day, to 100 m at night, based on the atmospheric conditions [25, 26]. 

The boundary layer consists of several layers, such as the planetary boundary layer (PBL), 

the turbulent surface layer (TSL) and roughness layer (RL), as shown in Figure 2-2 [25] . The 

geostrophic wind is active within the free atmosphere layer, which is located above the 

boundary layer. This wind controls the movements of synoptic weather systems [25]  and is 

affected by Coriolis force more than roughness factors at the surface [27] . The movement of 

synoptic weather systems leads to annual and seasonal variation of the wind speed [23] . 

Within the TSL, wind flow is highly affected by roughness length ᾀ  in the RL [27] . Wind 

speed within TSL is affected by the drag force of surface roughness, which is exerted on the 

×ÉÎÄ ÆÌÏ×Ȣ 4ÈÅ ÄÒÁÇ ÆÏÒÃÅ ÏÆ ÓÕÒÆÁÃÅ ÒÏÕÇÈÎÅÓÓ ÆÏÒÍÓ ÓÈÅÁÒ ÓÔÒÅÓÓ ɉʐɊȟ ×ÈÉÃÈ ÌÅÁÄ ÔÏ 

reducing  momentum of wind flow near the surface, until the wind speed is zero [25, 26]. In 

addition, the roughness length in the RL causes turbulennce in wind flow within TSL [25] . 

&ÕÒÔÈÅÒÍÏÒÅȟ ÔÈÅ ÄÁÉÌÙ ÖÁÒÉÁÂÉÌÉÔÙ ÏÆ ×ÉÎÄ ÓÐÅÅÄÓ ÉÓ ÃÒÅÁÔÅÄ ÂÙ ÈÅÁÔ ÆÌÕØ ÆÒÏÍ ÔÈÅ %ÁÒÔÈȭÓ 

surface. The quantity of heat flux changes throughout the day; the strongest occur during 

periods of highest solar radiation [26] . The heat transfer from the surface leads to an 

increasing  temperature of an air parcel, which rises due to buoyancy forces, which causes 

a pressure differential at the surface [28] . The variation of thermal capacities between land 

and water leads to differing buoyancy forces over these surfaces, which in turn, leads to 

increasing differentials in the wind speed [23] .  

4ÈÅ ÇÒÅÁÔÅÓÔ ÉÎÔÅÒÁÃÔÉÏÎ ÂÅÔ×ÅÅÎ %ÁÒÔÈȭÓ ÓÕÒÆÁÃÅ ÁÎÄ ÁÔÍÏÓÐÈÅÒÅ ÏÃÃÕÒÓ ×ÉÔÈÉÎ ÔÈÅ 

troposphere layer, which represents the lowest 11 km of the atmosphere [25] . The most 

atmospheric transportation processes such as wind flow and turbulence happen within the 

boundary layer which represents the lowest layer of troposphere, ranging from 100m to 

3000m, depending on the weather condition, while the remainder of the troposphere is 

generally called the free atmosphere layer, as shown in Figure 2-1 [26] . The boundary layer 

has been defined as the lowest part of the troposphere, which is directly affected by the 
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existence of the Earth's surface and responds to surface effects during the time scale within 

the limits of a hour or less [26] . 

These effects involve a wide variety of physical elements, such as friction drag, heat transfer, 

rough and rigid surface, pollutant emission, evaporation and transpiration [25, 26]. The 

previously mentioned physical factors generally cause turbulence in wind flow that, in turn, 

leads to changes in the vertical wind profile and also causes significant variation of the wind 

speed [29] . The boundary layer has several significant layers: TSL; PBL and RL, which are 

shown in Figure 2-2 [26, 27]. 

 

The Monin-Obukhov similarity theory has been used to describe the variation of wind speed 

with height, within the TSL, by using empirical data. In addition, similarity theory described 

the logarithmic vertical profile for mean wind speed within neutral conditions in the 

boundary layer [26, 29]. Firstly, to define the turbulent part of the wind speed within a 

logarithmic vertical profile, we should understand the structure of mean wind speed. Õ is 

the actual instantaneous velocity that includes: mean wind speed Õ at any time interval 

about one hour and the turbulent part of wind speed Õ  . To get the value of Õwe should 

follow Equation 2-1 [26]. 

  
Õ Õ  Õ Equation 2-1 

  
Similarity theory has been used to describe mean wind speed within the TSL based on the 

assumption that Õᾀ  represents the mean wind speed of an air mass at height ᾀ based on 

friction velocity Õz  and roughness length of the surface ᾀ  [29] . The roughness length 

represents the height where wind speed equals zero [26] . The friction velocity Õz is defined 

 
 

 

 
Figure 2-1.  The troposphere layer, which includes the boundary layer and free atmosphere [26] . 
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as ȰÔÈÅ ÔÕÒÂÕÌÅÎÔ ÍÏÍÅÎÔÕÍ ÆÌÕØ ÃÌÏÓÅ ÔÏ ÔÈÅ ÓÕÒÆÁÃÅȱ [30] . If an air parcel at height ᾀ with 

mean wind speed Õᾀ has been displaced by vertical distance (Prandtl mixing length ὰ) to 

height ᾀ ὰ, the wind speed will be increased to be όᾀ ὰ. Based on Equation 2-1, it is 

possible to estimate the value of όł, as expressed in Equation 2-2 [26]  and as shown in 

Figure 2-3 [31].  

  

Õł  Õᾀ ὰ Õᾀ  ὰ
ÄÕ

Äᾀ
 Equation 2-2 

  
  

The variation in the wind speed component with many levels can be described using the ὰ. 

When the air parcel at a height ᾀ that goes upward and mixes with the fluid at height ᾀ

ὰ, the quantity of momentum amounting ”Õł  will add to the fluid in the ᾀ ὰ where 

the vertical velocity for fluid is ×ł Ȣ 

 
 

 

 
Figure 2-2. Schematic of significant layers within the Boundary layer [25]. 

 

 

The average transfer of momentum to the area unit is called the shear stress (Reynolds 

stress), as appears in Equation 2-3 [26, 31]; 

  
†  ”Õł×ł Equation 2-3 
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Figure 2-3. Schematic of wind speed with different layers within the boundary layer [31]. 
 
 

The shear stress † is defined in terms of friction velocity  in Equation 2-4 [26]; 

  
†  ”Õz Equation 2-4 

  
Furthermore, the shear stress (Reynolds stress) is often evaluated in terms of the friction 

velocity from Equation 2-3 and Equation 2-4. It is possible to calculate the value Õz as  

expressed in Equation 2-5 

  

Õz  Õł×ł Equation 2-5 

  

The momentum flux in the kinematic units is Õᴂ×ᴂ ; it will be constant through the level 

where the momentum is constant too. Assuming that Õł  ×ł it is possible to consider 

that  Õz represents the value of turbulent Õł ×ł  Õz within a turbulent flow. In this 

way, it is possible to compensate for the value of Õz rather than Õł in Equation 2-2 to get 

Equation 2-6 

  

Õz  ὰ
ὨÕ

Ὠᾀ
 Equation 2-6 

  

The variation in a vertical speed component ύł can be added, as expressed in Equation 2-7. 

  

  Õł×ł   ὰ
ὨÕ

Ὠᾀ
 Equation 2-7 

  
The shear stress in Equation 2-4 represents the turbulent motion of fluid for an average of 

velocity components ÖłȟÕłand ×łvertically and horizontally and the density of the air ”. 
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In addition, the shear stress can be described, based on Prandtl mixing length using the von 

Karman constant Ὧ = 0.41, as expressed in Equation 2-8 [25]  because Prandtl mixing length 

is directly proportional to the height from the surface ᾀ, as in Equation 2-8 [32]. 

  
ὰ  Ὧ ᾀ Equation 2-8 

  
  

†  ”όłύł  ”Ὧὺᾀ 
Ὠό

Ὠᾀ
 Equation 2-9 

  
It becomes possible to define the equation of wind shear in terms of describing the velocity 

fluctuation by combining the Prandtl mixing length and the friction velocity equation, as 

expressed in Equation 2-10.  

  

Ὠό

Ὠᾀ
 
”όłύł

”Ὧᾀ
 ḳ 
Ὠό

Ὠᾀ
 
όz

Ὧᾀ
 Equation 2-10 

  
A new value for mean wind speed Õᾀ will be found when integrating the wind shear 

equation (Equation 2-9) between the surface and height ᾀ, based on Equation 2-10 to get 

Equation 2-11 [26, 28].  

  

Ὠό  
όz

Ὧὺ

Ὠᾀ

ᾀ
 Equation 2-11 

  
  

When applying Equation 2-11 it is found that when the ᾀ  π the wind speed will be given 

by Õᾀ   ¤. Therefore the Equation 2-11 will be applicable when the height ᾀ = ᾀ and 

also for this reason the value of mean wind speed will be Õᾀ π, where ᾀ represents 

the roughness length for the surface. Therefore Equation 2-11 after integration will produce 

Equation 2-12 [25-27]. 

  

όᾀ  
όz

Ὧὺ
ὰέὫ
ᾀ

ᾀ
 Equation 2-12 

  
From this equation, it is clear that when the surface roughness ᾀ is increased, the wind 

speed that was required to generate certain shear stress will reduce also. Consequently, it 

is possible to rewrite Equation 2-12 as the following formula in Equation 2-13 [32];  

  

ὰὲ ᾀ
Ὧὺ

όz
όᾀ ὰὲᾀ Equation 2-13 
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Wind speed has a mean logarithmic profile within a neutral boundary layer based on Õz, the 

height ᾀ, the ᾀ and the Ὧ [25] . In addition, it is possible to assess the stability situation by 

drawing a relationship between Õᾀ and ᾀ. This relationship will produce a logarithmic 

curve with  a gradient that equal ὯȾÕz within neutral stability conditions. Within unstable 

conditions, however, the wind profile will deviate from the logarithmic relationship, to form 

a concave curve; whereas, the wind profile will be a convex curve, within a stable boundary 

layer, as shown in Figure 2-4 [26]. 

 

 

 
Figure 2-4. Different wind profiles based on a logarithmic relationship for different weather conditions 

[26] . 
 
 

 

Variation in the roughness length of the surface is one of the factors that play a 

significant role in changing the wind speed from one region to another. The change in 

surface roughness elements causes a drag force on wind speed, which leads to reduced wind 

speed near the surface and a variation in wind speed with height. In addition, the 

ÒÏÕÇÈÎÅÓÓ ÌÅÎÇÔÈ represents aerodynamic properties to the surface that affect the wind 

speed. Buildings in urban and suburban areas, forest and orography, represent the surface 

roughness that affects the momentum of the wind flow within the boundary layer. Several 

aerodynamic properties are connected with each terrain of the earth's surface;  

¶ ᾀ is the height above the surface, where the mean wind speed arrives at zero within the 

surface boundary layer, because of the effect of the surface roughness characterizations 

on wind flow for a particular surface area [26] . 

¶  Canopy height (ὅ) is the mean height of the highest trees above ground level in the 

forest and buildings in the urban area [28] . It is the average elevation of the roughness 
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elements in a certain area [33] . The canopy height can be expressed as ὅ  ρπ ᾀ  [28, 

33]. 

¶ Zero plane displacement height (Ὠ) is the height, where the wind speed is equal to zero, 

because of the presence of several roughness components, rather than a single element. 

The displacement height is widespread in regions that are regarded as highly rough 

surfaces, such as suburban and urban areas. The displacement height is approximated as 

Ὠ  ςσ ὅ [33] . 

Both the canopy height and displacement height are built on mean empirical data. This 

empirical data should be collected from weather stations, wind farms, or wind tunnel 

experiments to get approximated values for canopy height and displacement height [33] . 

Approximations of the displacement and canopy height are essential to developing the 

estimations of surface roughness. The approximations of the displacement and canopy 

height vary from one area to another, based on differing land covers [33, 34]. Furthermore, 

the approximations are effective for the assessment of the aerodynamics and will be applied 

in this project [25, 33]. From the foregoing, it is possible to rewrite Equation 2-12 to 

estimate mean wind speed to the urban or suburban areas within the boundary layer using 

displacement height, as expressed in Equation 2-14 [34-37];  

  

όᾀ  
όz

Ὧὺ
ὰέὫ

ᾀ Ὠ

ᾀ
 Equation 2-14 

  
The difference in aerodynamic properties over regions which are located upwind of a site 

will affect wind speed. The aerodynamic properties in each area should be determined [36] , 

to estimate different upwind aerodynamic properties. The aerodynamic properties of the 

region located in the upwind fetch should be determined to account for the effects 

of ÒÏÕÇÈÎÅÓÓ ÌÅÎÇÔÈ on wind speed; usually, this region is about two kilometers from a site 

or is dependent on the hub height of a proposed turbine. Additionally, the characteristics of 

the upwind area can be averaged to define the regional aerodynamics such as; 

¶ Blending height (ὤ ), which is the elevation that represents the frictional effects of 

individual ÒÏÕÇÈÎÅÓÓ ÃÏÍÐÏÎÅÎÔÓ ÁÔ ÔÈÅ ÒÅÇÉÏÎȭÓ ÓÕÒÆÁÃÅ ÅÖÅÎ ÔÏ ÂÅÃÏÍÅ ÈÏÍÏÇÅÎÅÏÕÓ 

[28, 36]. 

¶ Effective local roughness ( ᾀ ) represents the ÒÏÕÇÈÎÅÓÓ ÌÅÎÇÔÈ of all surface 

components upwind of the site.  
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The wind speed frequency distribution is regarded as a very significant factor in terms 

of assessing the characteristics of wind speed variations [23, 38]. The easiest and most 

practical way to evaluate the variation of wind speeds is to use probability distribution [38-

42], which is the most useful and flexible method to describe many wind regimes over a 

long period of time and an important part of designing wind farms [38, 43-46]. In recent 

decades, the Weibull distribution function has been one of the most commonly used 

statistical distributions that could present a very useful method to estimate wind speed data 

[38-40, 42, 45, 47-49]. In fact, several studies have pointed out a number of reasons why the 

Weibull distribution is the best method to represent the distribution of wind speed. 

Furthermore, it provides more accurate forecasts of average wind velocity and wind power 

density than the Rayleigh distribution at an altitude of 10 m [44] . However, there is an 

essential weakness in the Weibull distribution function: it cannot precisely represent 

probabilities of observing very low wind velocity and zero [40, 42]. Nevertheless, Weibull 

distribution represents the best model to assess the variation of wind speed because the 

aim of estimating observed wind speed is generating power from wind turbines and low 

wind speeds (between 2.5 and 3.5 m/s) are not sufficient for generating power in this way. 

Many studies have utilized the Weibull distribution, which has a two factor  function, where 

(Ὧ) is the Weibull shape factor (dimensionless factor ), (ὧ) is the Weibull scale factor and (ὺ) 

is the wind speed [23, 42, 44, 45, 47, 50-56]. The Weibull distribution if it is the probability 

density function Ὢὺ, for wind speed is defined by Equation 2-15 [39, 40, 42, 44-50, 52, 53, 

55, 57]; 

  

Ὢὺ
Ὧ

ὧ

ὺ

ὧ

 

ÅØÐ  Equation 2-15 

  
While the cumulative density function of Weibull distribution Ὂὺ  is expressed by 

Equation 2-16 [42, 45, 46, 48-50, 52, 53, 55, 57, 58]; 

  

Ὂὺ ρ ÅØÐ  Equation 2-16 

  
  

The aim of using these equations is to supply more information to improve the 

understanding of wind speed distribution in several places, where the scale factor  has a 

close relationship with the mean wind speed, as shown in Equation 2-20, while the shape 

factor measures the width of density distribution. If yearly and monthly average wind 

speeds only are available, the factors of Weibull distribution are capable of characterizing 

the hourly change of wind speed in any region [48] . For example, generally, the value of Ὧ is 
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located between 1.5 and 3, according to the variability of the wind speed. If the value of Ὧ is 

around 2.5 or 3, it refers to a hourly wind speed that diverges from the average  wind speed 

by a small value. However, if the value of Ὧ is around 1.5, it indicates that the hourly wind 

velocity deviates far from the mean wind speed by large values [23, 48]. Weibull distribution 

is equivalent to the Rayleigh distribution when Ὧ =2 which corresponds to a normal wind 

speed distribution  [23, 48, 53, 57, 58]. Furthermore, the lower value of Ὧ refers to a wind 

profile with a great deal of turbulence and also indicates an extensive distribution of wind 

velocity around the mean wind speed, as presented in Figure 2-5 [23]. 

 

 
Figure 2-5. This graph shows number of probabilities density distribution,  representing the varying shape 
factors value for Weibull distribution. Reproduced from  [23] . 
 
 
 

In fact, several methods have been developed to estimate Weibull distribution factors using 

wind speed data [53, 57]. However, the three most commonly used methods to estimate 

Weibull distribution factors are: 

¶ The Regression method [46-49]. 

¶ The Maximum likelihood method [41, 45, 48-50, 57]. 

¶ The Moments method [45, 46, 50, 57]. 

Some of these methods have been known by other names, such as the regression method, 

graphic method or linear method. Originally, the titles of this method were derived from the 

Weibull cumulative density distribution function, which can be represented by a linear 

equation by taking twice the logarithm of cumulative distribution function Ὂὺ Equation 

2-17 as follows; 

  
ÌÎổÌÎρ Ὂὺ Ỗ ὯÌÎὺ ὯÌÎὧ Equation 2-17 
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This equation can be presented graphically to define the shape and scale factors of the 

Weibull distribution [45, 48]. Where ÌÎổÌÎρ Ὂὺ Ỗ setting as Y-axis while ÌÎÖ 

represent X, the graphic relationship Ù Ὧὼ ὯÌÎὧ will be represented by a straight line, 

the gradient of this line is Ë, and the intercept with the Y-axis, is ὯÌÎὧ [47, 48]  

Secondly, the Maximum Likelihood method has been considered to be one of the most 

significant methods to estimate the Weibull distribution factors. In fact, this method 

requires wide numerical iteration of wind velocity data, taking into consideration of 

nonzero wind speeds. Where the wind speed is ὺ during number nonzero data ὲ. The two 

Weibull factors  Ὧ and ὧ can be estimated as follows in Equation 2-18 and Equation 2-19 

[48, 49, 59]; 

  

Ὧ
В ὺÌÎὺ

В ὺ

В ÌÎὺ

ὲ
 Equation 2-18 

  

ὧ
В ὺ

ὲ
 Equation 2-19 

  
The value of the shape factor  is usually influenced by the variance in wind velocity [23] . It 

is possible to represent the variance of wind speed using a standard deviation [42] . Finally, 

one of the common methods that can measure the factors of Weibull distribution using the 

equation standard deviation and the mean wind speed is shown in Equation 2-20 and 

Equation 2-21 [41, 42, 46, 49, 51, 52, 59]; 
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Where the average wind speed ὺӶ is as shown in Equation 2-22. 
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Renewable energies, especially wind energy, play an essential role in resolving the 

worsening problems of climate change, pollution and the increase in electricity demand, and 

can contribute to the achievement of a more sustainable energy future for many countries. 

Wind resource assessment has become the first basic phase for any wind power project to 

maximize the advantages of using wind power. The role of wind resources assessment is 

vital to determine the best sites for wind farms and, if it is accurate enough, it will increase 

the accuracy of estimations in power production. In addition, it is useful for assessing the 

financial viability of the wind farm project.

Regarding the accurate assessment of wind resources, if there is a 1 percent error in wind 

velocity measurement, it leads to a 3 percent error in the production of power [60] . 

Gathering all of the factors affecting variation in wind speed is important to increase the 

accuracy of wind resource assessment.  

Most wind resources assessment models are subject to the classification of spatial and 

temporal scale, but there is no clear agreement or explicit formula about the spatial and 

time scale for each significant category [61] . Wind resources assessment models have been 

divided into three classifications [62] , depending on the spatial resolution of coverage area 

and timescale [63] , as presented in Table 2-1. 

Table 2-1. Description of spatial resolution and temporal resolution for each of the Microscale, Mesoscale and 
Macroscale 

 Microscale Mesoscale Macroscale 

Spatial description Local or site coverage National or regional coverage Global coverage 

Space scale From 10 m ï 100 m From 5 km and above From 50 ï 200 km 

Temporal scale Seconds to minutes Minutes to hours Hours to days 

    
    

Each project has several objectives, as well as specific information and datasets from 

different sources according to the available data and information related to the location of 

the proposed site [64] . For these reasons, a suitable model should be selected, which caters 

to the objectives of the project and is capable of dealing with the available data. A number 

of wind resources assessment techniques will be reviewed. Some of those that belong to the 

microscale resolution will be discussed in section 2.4.1 (on-site measurement, measure-

correlate-predict (MCP), Computational Fluid Dynamic (CFD) and statistical power 

assessment and analytical boundary layer scaling models). In addition, mesoscale wind 

resources assessment models will be reviewed in section 2.4.2, such as the Fifth-generation 

mesoscale model (MM5) weather model, Weather Research and Forecasting (WRF) models. 

The advantages and disadvantages of each wind resource assessment technique will be 

discussed, based on site-specific project objectives and available data.  
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One of the most accurate methods to assess wind power resources at a proposed site 

is the on-site measurement. Also, the observation data from this method has been regarded 

as being very significant in estimating and predicting the amount of power that will be 

produced from the proposed wind farm [60, 65]. Monitoring equipment should be installed 

in on-site measurements, such as that found in any standard weather station. This station 

must be installed on-site to measure data for a period usually ranging between at least one 

to five years [64] . There are two kinds of weather station: the first type has been installed 

in airports, or near urban settings for climatic and research purposes; the second type is 

connected to wind measurement programs to evaluate the wind resource in the proposed 

site for wind farms [64, 66]. 

The time scale and spatial scale of measuring wind data on-site have been classified as a 

micro-scale resolution method. The time-step of the recommended sampling period of this 

method ranged from 10 to 30 minutes, as well as one hour to measure the average wind 

speed [64, 65]. This method requires a spatial scale ranging from 10 times the elevation of 

the nearest obstruction or at least more than 100 m [64, 67]. The standard elevation for the 

anemometer and wind vanes for a standard weather station is ten meters above the ground, 

according to the standard criteria for the World Meteorology Organization (WMO) [64, 67]. 

A number of anemometers at different levels up to 100 m above the ground should be 

installed, to measure the vertical wind speed profile [64] . 

The method of on-site measurement has various pros and cons. For instance, the on-site 

measurement is considered the most accurate way to evaluate the wind resource on-site. 

Furthermore, the observation data from this method might be used as a reference for 

verification of the Numerical Weather Prediction (NWP) technique and re-analysis of the 

data. On the other hand, this method requires a long time to observe the data and is the most 

costly way to gather data. The average cost for a signal station with a 40 m tower which 

operates over two years ranges from $25,000 to 40,000 [66] . In the context of this project, 

the high cost and a significant amount of time needed for observing data would be fruitless 

for the following reasons: 

¶ Wind resources assessment for the whole of Iraq would require an enormous number of 

weather stations throughout Iraq with a high resolution. 

¶ It requires high funding, which is not available for this research. 

¶ This method needs a lot of time, a vast number of weather stations and two years to 

conduct the observations, all of which are not available for this project. 
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Therefore, the production of a wind resources assessment for the whole of Iraq using the 

on-site measurement method is unachievable.  

 

One of the most common wind resources assessment methods is measure-correlate-

predict (MCP). This statistical technique has been used for several years to predict mean 

wind speed for the long term at the potential site [68, 69]. The strategy of this method 

supposes a linear regression relationship between wind data for a candidate site in the 

short-term, with a long-term measurement at a reference location to evaluate the wind 

speed resource in the candidate site [60, 70]. The procedure of this method can be 

summarized by observing wind speed and direction for a potential site over a period of up 

to one year (short-term). This measurement should be gathered simultaneously with the 

measurement of wind data at the reference site (meteorology station) for a long period, 

ranging from five to ten years (long-term) [68, 71]. The potential site should be located near 

to the reference site to achieve a high accuracy assessment. The MCP aims to apply a 

regression equation to measure wind speed for each wind direction sector for both the 

reference and potential sites at the same time [72] . The linear regression will draw a 

straight line to represent the relationship of wind speed between the candidate site ώ, and 

the reference site ὼ, as expressed in Equation 2-24 [60, 73]: 

  
Ù άØ ὧ Equation 2-24 

  
MCP should be applied for one year, which has been suggested to extrapolate the long term 

wind speed at the candidate site, based on matching similar wind speed data for the same 

direction sector between the candidate and reference. Then, based on the gradient ά and ὧ, 

it should be possible to predict wind speed at the candidate site for the long term only based 

on wind data of the reference site [68] . One advantage of applying this methodology is that 

it is more accurate than other analytical models because it depends on observation data 

from the candidate site. In addition, this method is more economical than on-site 

measurement, because it will reduce the lifespan of the candidate station to just one year or 

less [69] , and will decrease the operational costs between $ 13,000 and 20,000 for each 

station per year, which is drastically less than the price of on-site measurement for five 

years. Practically, the MCP model does not meet the requirements of this project for the 

following reasons: 

¶ Firstly, this method is still costly and the funding available for this project is minimal. 

¶ Secondly, this method requires a large number of temporary weather stations to cover 

all of Iraq. 
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¶ This method needs a long time to install a vast number of stations, and it requires 

considerable time for gathering data, which is not available for this project. 

¶ Finally, most of the meteorology stations which might play the role of reference sites are 

currently out of service.  

 

Exponential developments in the computing field have allowed for complicated 

mathematical models to be utilized for microscale modeling. One of these complex 

mathematical methodologies is computational fluid dynamic (CFD) for wind resources 

assessment. CFD is used to enhance the prediction precision of wind flow, particularly in 

complex topographies, as well as in urban areas [71, 74]. The CFD technique is able to output 

high-resolution information about the wind flow and provides a clear description of the 

interaction of the wind flow with geographical, topographical features and roughness at the 

location of the wind farm [75, 76].

CFD is a wind model which is used to evaluate wind resources above complex terrains, 

within a micro-scale resolution, using non-linear solvers of fluid flow equations, as 

represented by the Reynolds-Averaged NavierɀStokes equations [71, 74, 76]. These 

equations consist of the following [75] : 

¶ The law of conservation of mass. 

¶  Newton's second law 

¶ The law of conservation of energy. 

CFD has several features and advantages. Firstly, this technique can be a faster method of 

assessing wind resources at the potential wind farm, for example, CFD is faster than MCP 

and on-site measurement based on the period of measuring data, as well as a less expensive 

wind resources assessment as this technique works within a micro-scale or urban area. 

Furthermore, it provides an accurate description of turbulent wind flow in urban areas, 

within neutral stability conditions in the surface boundary layer [74, 77, 78]. 

Fundamentally, the required input data to run the CFD technique should be observation 

data from an on-site measurement. To obtain accurate results using CFD requires highly 

accurate wind climatology, neutral surface boundary layer and isothermal condition as an 

operating environment [79] , including wind direction at three dimensions over the long 

term (one year without missing data), a suitable location that ranges from 50 m to 100 m 

around the mast and a standard elevation above the ground (10 m, 30 m, 50 m) [75] . 

However, the CFD model is not a suitable choice to achieve the objectives of this project for 

the following reasons: 
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¶ CFD techniques require a massive amount of high-resolution climatology data for each 

potential site for the whole of Iraq. Practically, this kind of data is limited because few 

weather stations measure hourly data.  

¶ This methodology necessitates the installation of more than one station at the candidate 

site to measure wind data for one year at least. But the funding of this project is too 

limited to cover the cost of this modeling throughout Iraq. 

¶ This project does not have enough time available to install a vast number of stations, or 

to gather data for one year at least, for all of Iraq.  

¶ This modeling requires an enormous amount of information about the topography, 

geography and roughness elements for a large number of potential sites throughout Iraq 

which are unavailable currently.   

Therefore, the production of a wind resources assessment for all of Iraq using CFD 

techniques is unachievable.  

 

One of the most significant wind resources assessment techniques that gathers the 

advantages of both microscale and mesoscale models is the downscaling model (the 

boundary layer scaling model) [28, 80, 81]. It should be noted that the downscaling model 

can calculate the wind speed at the desired height by vertically scaling the reference of wind 

climatology based on roughness elements of the surface, which in turn can lead to varying 

the wind speed vertically [25] .

The downscaling model (DSM) has been derived from the Monin-Obukhov similarity theory 

using a logarithmic wind profile, which was explained in section 2.2.1. The first step in this 

method requires scaling up a wind speed at a reference height above a reference wind 

climatology, where wind flow becomes homogeneous due to that the roughness of a 

regional and local surface is beyond the scope of influence  [36] . Secondly, wind speed can 

be downscaled from the reference height to the blending height, where the wind speed has 

a horizontally homogenous flow when the effect of surface patches roughness is spatially 

averaged. Thirdly, the wind speed at blending height can also be downscaled to the hub 

height, depending on the local roughness of the surface elements [28] . In addition, an 

accurate wind climatology and local roughness for fetches surrounding the area are 

required to achieve the DSM calculation [35] . Furthermore, the raw wind climatology data 

that cover a large scale spatial area can be corrected using the effect of site elements 

roughness using the DSM [82] . Here it is also evident that boundary-layer stability and 

terrain -roughness have a significant impact on characteristics of wind flow profile within 

the boundary layer.  
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For these reasons, highly accurate data about these factors limit the application of boundary 

layer scaling models [81] . For example, different kinds of roughness, which represent the 

texture of the surface ranging from grass, trees and farmhouses, buildings in suburban and 

urban areas, will decrease the wind speed due to the drag force of roughness elements of 

the ground, while the intensity of drag force depends on the density of roughness elements 

above the surface. The drag of these elements will reduce the wind speed near the ground 

and then the wind speed will increase with height until blending height, when the flow of 

wind speed becomes more homogenous, and the change of wind speed with elevation will 

be small, as shown in Figure 2-6 [36]. 

 

 
Figure 2-6. Effect of surface roughness elements on wind flow through the boundary layer [36]. 

 
 

In addition, the stability of the surface boundary layer plays an essential role when 

increasing or decreasing the intensity of changing wind speed with height. For instance, the 

wind speed variation with height is larger when the surface boundary layer is stable, while 

the variation of wind speed with height is smaller due to an unstable surface boundary layer, 

as shown in Figure 2-7 [26].  

 

 

 
Figure 2-7. wind speed variation with height in the surface layer with the different conditions of stability 

[83] . 
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As with any other model used to assess wind resources, there are several advantages and 

disadvantages to the performance of DSM. Generally, the DSM is regarded as one of the most 

suitable applications for the microgeneration of wind turbines in a wide range of surface 

roughnesses such as those found in rural, suburban and urban areas [36] . In addition, this 

technique has been considered the cheapest model to assess wind resources because it only 

requires wind speed data for different levels and roughness length data for the site. In 

general, most reference climatology centers provide observation data or reanalysis data.  

Furthermore, the DSM is a suitable technique for producing a wind resource map of Iraq in 

this project. Currently, data scarcity for the whole of Iraq, such as hourly wind speed data 

for several levels, is considered one of the most significant barriers to assessing wind 

resources in Iraq..  

On the other hand, a number of disadvantages are related to applying the DSM, such as the 

accuracy of wind data and the roughness length of a site surface. If this technique has been 

provided by weak data, it will produce a high level of uncertainty regarding the output, 

according to the rule that any error in wind speed will multiply the error in production 

power by three times [60] .  

¶ Firstly, most reference climatology centers provide wind data suffering from low 

accuracy, because the interpolation procedure does not take into consideration the 

impact of elements of roughness and the orography of the region on wind flow at the 

candidate site. 

¶ Secondly, several reference climatology centers supply wind data without direction 

information, leading to poor assessment for upwind surface roughness. 

A comparison reveals an overview of the advantages and disadvantages of microscale wind 

resources evaluation models, as shown in Table 2-2 

 

 

Many researchers have noted that the fifth-generation mesoscale model (MM5) is one 

of the most common mesoscale prediction techniques to be used to describe and produce 

large scale wind resources assessment maps [71, 84, 85]. This technique employs equations 

to describe the atmosphere state and it can simulate weather conditions and show how the 

atmosphere varies with height [86] . The resolution resolved by MM5 ranges from 100 to 1 

km [84] . Generally, MM5 uses National Centres for Environmental Prediction (NCEP) data 

with 24 levels vertically [86] , in addition to other sources of global NWP data [87] , such as 

the European Centre for Medium-Range Weather Forecasts (ECMWF) [88] . This model has 

been designed to reproduce observed climatology data with a high degree of realism [88] . 
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In addition, a wide range of time series for observation data has been reproduced by MM5, 

ranging from hours to months,  with a broad range of climate elements near the surface, 

such as temperature and wind speed [86, 88]. Studies have found that MM5 has shown a 

proportion of uncertainty for prediction data approximately 4% at 10 m and 100 m above 

the surface, while it reviewed an accurate  correspondence to measurement at low 

elevations in particular at 30 and 40 m [86] . It is worth mentioning that a number of basic 

equations that describe the movement in the atmosphere have been used, including 

.Å×ÔÏÎȭÓ ÓÅÃÏÎÄ ÌÁ× ÏÆ ÍÏÔÉÏÎ ɉÍÏÍÅÎÔÕÍ ÃÏÎÓÅÒÖÁÔÉÏÎɊȟ ÔÈÅ ÃÏÎÔÉÎÕÉÔÙ ÅÑÕÁÔÉÏÎ ɉÍÁÓÓ 

conservation), the first law of thermodynamics (energy conservation), the water 

conservation equation and the equation of state [89] .  With  respect to the resolution data, 

MM5 divides the atmosphere into three-dimensional cubes as shown in 4a in  Figure 2-8; 

note that the climate elements, represented by grid points, are located in the centre of each 

cube [86] .
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Table 2-2.  Advantages and disadvantages of each wind resources assessment model 

Microscale  Advantages Disadvantages 

On-site  Measurement  

¶ The most accurate way to evaluate the wind 

resource on-site. 

¶ The observation data from this method can be 

used as a reference for verification of the NWP 

technique and re-analysis data. 

¶ This method requires a large number of weather stations throughout Iraq for high resolution. 

¶ This plan requires extensive funding, which is not available for this project. 

¶ This method needs a long time to determine the place and install a lot of weather stations. 

¶ Two years for observation are not available for this project. 

Measure-correlate 

predict (MCP)  

¶ This method is more accurate than other 

analytical models. 

¶ More economical than on-site measurement. 

¶ The lifespan of candidate station until one year. 

¶ This method is too expensive and also the funding of this project is very limited. 

¶ This method requires large number of temporary weather stations. 

¶ This method needs a lot of time to install a huge number of stations. 

¶ Long time for gathering data is not available to this project. 

¶ Most weather stations which might play the role of reference sites are currently out of service. 

Computational Fluid 

Dynamic  

¶ This model can be a faster method to assess the 

wind resources at the potential wind farm. 

¶ Most accurate description of the turbulent wind 

flow at the urban areas. 

¶ This model requires a huge amount of high resolution data for each potential site in Iraq. 

¶ This method needs to install more than one station at a candidate site. 

¶ The funding of this project is too limited to cover the cost of this modeling throughout Iraq. 

¶ This project does not have sufficient timescale to install a huge number of station and to gather data 

for one year at least, for whole of Iraq. 

¶ This modeling requires a great deal of information about the topography, geography and roughness 

elements for a large number of each potential sites. 

Downscaling Model  

(MDS) 

¶ This technique is the most suitable application for micro generation of wind turbine in wide 

range of surface roughness areas, such as rural, suburban and urban. 

¶ The cheapest model to assess wind resources 

¶ This model is typical technique to produce a wind resource map of Iraq in this project. 

¶ Most reference climatology centres provide observation and reanalysis data. 

¶ Most reference climatology centres provides wind data 

with low resolution.  

¶ The accuracy of wind speed, wind direction and 

roughness parameters play a crucial role to produce 

high accuracy output data. 
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Figure 2-8. The shape 4a represents 3D-cubes of the atmosphere used by NWP models and Figure 4b shows 
a 50 km grid box, which represents an area of 2500 km2 [86] . 
 
 

MM5 solves weather equations for each climate factor at each grid point. 

Consequently, the grid cubes will contain the value of variables that MM5 has interpolated 

in the 3D grid. In the same way, the short distance between the close points forms the high 

resolution horizontally, as shown in Figure 2-8 part 4b [90] . Furthermore, to increase the 

resolution horizontally, MM5 uses nested fields for different levels of resolution, according 

to a rate of 1:3 between the small and the large domains [91] . In the same context, it divides 

the atmosphere into high numbers of layers vertically, which will increase the resolution in 

the lower troposphere and allow MM5 to determine boundary layer processes and features. 

4ÈÉÓ ÐÒÏÃÅÄÕÒÅ ÌÅÁÄÓ ÔÏ Á ÓÉÇÎÉÆÉÃÁÎÔ ÃÏÎÔÒÉÂÕÔÉÏÎ ÔÏ ÕÎÄÅÒÓÔÁÎÄÉÎÇ ÔÈÅ ÃÌÉÍÁÔÅ ÅÌÅÍÅÎÔÓȭ 

behaviour, such as turbulence, temperature, low level winds and stability [86] . 

Consequently, observation data is interpolated to predict average hourly wind speed at a 

specific wind park [87] . MM5 has a number of advantages due to several solutions and 

improvements which have been adopted to develop this model: 

¶ MM5 can simulate a realistic daily cycle for the surface layer variables [88] .  

¶ One of the most significant features of the MM5 technique is nesting between different 

domains of integration [92] .  

However, NWP models attempt to be close to reality. Generally, MM5 has a number of 

disadvantages : 

¶ Firstly, MM5 output has a ratio of uncertainty regarding wind speed bias ranging from 

0.25 above the flat surface and 2.5 over complex ground [86] . 

¶ Secondly, MM5 has shown a proportion of uncertainty for prediction data 

approximately 4% at 10 m and 100 m above the surface while it corresponds  to 

measurement at low elevations in particular 30 and 40 m [84] . 
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¶ Thirdly, a high number of errors have been observed regarding the prediction of air 

temperature near the surface, related to the slow wind speed within a condition of high 

stability.  

¶ MM5 has difficulty distinguishing accurately turbulent fluxes in the surface layer with 

strong static stability [88] . 

¶ Finally, NCEP and National Centre for Atmospheric Research (NCAR) are wind resources 

of global data that MM5 model depends on. These wind resources have less accuracy 

than MERRA reanalysis wind data [93] . NCEP/NCAR have a low spatial resolution of 2.5° 

latitude × 2.5° longitude, which represents 280 × 170 km every 6 hours, while MERRA 

data has high spatial resolution data of 1/2° latitude × 2/3° longitude, which represents 

56 × 45 km with hourly temporal resolution [28, 94, 95]. 

Therefore, in spite of the many features of the MM5 technique, this model is not a suitable 

NWP technique to use in this project for the above reasons.  

 

The non-hydrostatic Weather Research and Forecasting (WRF) model has been 

developed for atmospheric research and operational prediction. The WRF model is 

regarded as the next-generation in mesoscale forecast techniques and data assimilation 

systems, after MM5 [96] . WRF has been designed by multi-agency: the NCAR; the National 

OceaÎÉÃ ÁÎÄ !ÔÍÏÓÐÈÅÒÉÃ !ÄÍÉÎÉÓÔÒÁÔÉÏÎȭÓ ɉ./!!ɊȠ -ÅÓÏÓÃÁÌÅ ÁÎÄ -ÉÃÒÏÓÃÁÌÅ -ÅÔÅÏÒÏÌÏÇÙ 

(MMM) and the NCEP [97-99]. Generally, WRF has a lot of flexibility in terms of processing 

a wide spectrum of atmospheric data from many database centres, as well as creating a wide 

range of horizontal grid and vertical layers. It also predicts a broad range of output data 

with short periods of prediction. WRF has the ability to simulate the atmospheric situation 

depending on observation and analyses of data, or using idealized conditions. Currently, 

most of the data being used by WRF in operational prediction is provided by NCEP and other 

database centres [99] . Interestingly, WRF is used to supply predictions in real-time and for 

the next 36 hours for domains WRF4 at 4km and WRF10 at 10 km [100] . In addition, this 

model is designed to fit a resolution for horizontal grids, ranging from 10 to 100 km [101] . 

In other case studies, the WRF model is designed to meet high-resolution horizontal grids, 

ranging from 1 to 10 km [98] . Several studies operated the WRF model at different 

horizontal grids, such as 4 and 10 km, covering domains WRF4 and WRF10 [100]  as well as 

a horizontal grid equally 25, 50 and 100 km which refer to WRF25, WRF50 and WRF100 

[101] . 

In addition to the horizontal resolution, the WRF model has varying degrees of vertical 

resolution, which is dependent on the requirement of each study or project. There are two 

ways to classify the vertical resolution for the WRF model. The first uses the geometric 
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elevation for the vertical coordinate, while the second uses the hydrostatic pressure 

gradient as the vertical coordinate [97, 98]. For example, the vertical resolution of one study 

was divided into 40 vertical layers, starting from 10-hPa at the top and also included 10 

levels in the lowest 1 km near the surface [101] . Version 1.3 of WRF had 35 vertical levels 

with 250m space between each in the lowest 1 km close to the surface and 1 km space above 

14 km; this vertical resolution is for domains WRF4 and WRF10 [100] . Another study has 

43 vertical levels, starting from 50 hPa from the top with 17 layers between 1000 and 800 

hPa [102] . In general, each NWP model has several advantages and disadvantages, based on 

the performance and the accuracy of predictions. The WRF technique has a wide range of 

advantages related to the mesoscale assessment:  

¶ WRF has horizontal resolutions ranging from 1 to 100 km grid [98, 101]. 

¶ WRF has high-resolution simulation and is similar to the realistic wind for WRF10 [101] .  

¶ WRF is very useful for predicting and describing atmospheric components in the oceans 

and the Arctic by simulating idealized conditions [96] .  

However, WRF models are considered the latest state-of-the-art mesoscale NWP system 

that is close to reality. However, WRF has several disadvantages which prevent the model 

from being used in this project:  

¶ Firstly, use of a simulation procedure to predict atmospheric condition using idealized 

conditions will not produce high quality outcomes. 

¶ Secondly, the WRF model does not provide a climate data archive for Iraq. 

Lastly, in spite of the many features of the WRF technique, this model is not a suitable NWP 

technique for use in this project for the reasons stated above. In respect to selecting a 

suitable wind resources assessment technique for this project, it is useful to create a 

comparison among mesoscale NWP models and Analytical Boundary Layer Scaling Models, 

in order to reveal an overview of the advantages and disadvantages of each technique, as 

shown in Table 2-3. 
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Table 2-3. Comparison between the advantages and disadvantages of each Mesoscale wind resources assessment 

Mesoscale Advantages Disadvantages 

MM5 Weather Model  ¶ MM5 has the ability to simulate a realistic daily cycle for 
surface layer variables. 
¶ One of the most significant features of the MM5 technique 

is nesting between different domains of integration. 
¶ MM5 has been shown to be accurate, compared to 

measurements taken at low elevations in particular 30 and 
40 m. 

¶ MM5 output has a ratio of uncertainty regarding wind speed bias, ranging from 0.25 to 2.5  
¶ MM5 has shown a proportion of uncertainty for prediction data: 4% at 10 m and 100 m 

above the surface. 
¶ A great number of errors regarding the prediction of air temperature near the surface have 

been observed.  
¶ MM5 has difficulty distinguishing accurately turbulent fluxes in the surface layer with 

strong static stability. 
¶ NCEP and NCAR are wind resources of global data that the MM5 model depends on; these 

wind resources are less accurate than MERRA reanalysis wind data. 

Weather Research 
and Forecasting 

(WRF) Model  

¶ WRF has wide range of horizontal resolution ranging from 
1 to 100 km grid.  
¶ WRF has high resolution simulation and is similar to the 

realistic wind for WRF10. 
¶ WRF model is very useful for predicting and describing the 

atmospheric component in the oceans and the Arctic by 
simulating idealized conditions. 

¶ Simulation procedure to predict atmospheric condition by using idealized conditions will 
not produce high quality of outcomes. 
¶ The WRF model does not provide climate and weather data archive for IRAQ. 
¶ NCEP/NCAR are wind resources of global data that MM5 model depends on; these wind 

resources are less accurate than MERRA reanalysis wind data. 

Downscaling Model  
(DSM) 

¶ This technique is the most suitable application for micro 
generation of wind turbines in a wide range of surface 
roughness, such as rural, suburban and urban area. 
¶ It is the cheapest model to assess wind resources. 
¶ This model is a typical technique to produce a wind 

resource map of Iraq in this project. 
¶ Most reference climatology centres provide observation 

and reanalysis data. 
¶ This model reveals better description for wind flow near 

the surface, compared to others.  

¶ This technique is unable to predict these wind speed distributions. 
¶ Most reference climatology centres provide wind data with low accuracy. 
¶ The accuracy of wind speed, wind direction and roughness parameters play a crucial role 

to produce high accuracy output data.  
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It is a well-known fact that the wind has kinetic energy which is converted to electrical 

energy by rotating the blades of a wind turbine;  in turn, this produces electricity that comes 

from a rotating magnetic flux inside the wind turbine generator [28] . In fact, there are two 

ways to calculate production power from a wind turbine: 

 

The first method built was based on the principle of kinetic energy Ὁ  for a mass in 

motion as  given by the expression in Equation 2-25 [28]: 

  

Ὁ
ρ

ς
άÖ Equation 2-25 

  
This basic physical principles have been applied in wind turbine through calculating the 

amount power that can be gained from the available wind speed by the blade sweep area of 

the wind turbine [103] . In this case, the wind turbine works by using a transducer that 

converts mechanical power in the wind speed that has been captured by the wind rotor into 

electricity energy. The output power represents a cubic of wind speed through the 

relationship below, as expressed in Equation 2-26 [72, 104] 
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The theoretical wind power that is obtainable from the air mass flow is obtained from 

Equation 2-27 [105]. 

  

0 Ö  
ρ

ς
”ὃÖ Equation 2-27 

  
¶ 0Ö represents the power electricity which is converted by turbine per unit of time, 

¶ 0 Ö represents the wind power,  usually measured in Kilowatts.  

¶ (”) is the air density kg/m 3. 

¶  (ὃ) represents the area of a turbine rotor in m2. 

¶  (Ö) refers to the wind speed which is measured in m/s .  

¶ ὅ  represents the power coefficient of the turbine [72, 104].  

One of the important aspects related to the behaviour of typical wind turbines is the power 

coefficient. It is difficult to transduce a maximum amount of wind power into electricity 

power for a variety of reasons: blade design, the tip angle, air density, the kind of 

relationship between wind speed and rotor speed, location of turbine, wind direction, and 
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wind speed distribution. In addition ὅ  represents the ratio of theoretical power output 

compared to the actual wind power available. Theoretically, the maximum value of ὅ will 

not exceed 0.593 (it is known as the Betz limit ) [106, 107]. In fact, the value of power 

coefficient for small wind turbines is typically below 0.5; in addition, Drew (2011) has 

stated that the majority of power coefficient values varies with wind speed, and in general 

there are peaks between 5 and 10 m/s [108] . The power coefficient can be calculated by 

using Equation 2-28 [37, 109]: 

  

ὅ
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 Equation 2-28 

  
ὃ is the rotor swept area, Ὠ the rotor diameter. The wind power output of a wind turbine 

depends on various wind speeds over a long period, location weather patterns, terrain types 

and seasonal variations [104] . The electricity power output of a wind turbine has been 

classified according to the variance of wind speed [105, 107]. Any typical power curve of a 

wind turbine has three key characteristic speeds: 

¶  (Ö  ) cut-in is defined as the wind speed at which the wind turbine starts to generate 

power, when the wind velocity arrives at the cut-in level. Cut-in wind speed depends on 

the kind of wind turbine [23, 106]. 

¶ (Ö) the rated speed is the wind speed that produces the highest power the potential 

turbine is able to generate. Produced power by wind turbine increases side by side with 

the wind speed until it reaches the rated speed[23] . 

¶ (Ö ) cut-out wind speed. If wind speed continues increasing, it will reach a point when 

the wind turbine shuts down power production to prevent damage and defects in the 

wind turbine machine [23, 106] Figure 2-9 shows the mechanism of power curve for a 

typical wind turbine. 

The three key characteristics of the power curve of a wind turbine represent the common 

relationship between power production and wind speed that is defined in Equation 2-29 

[107, 110]: 
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 Equation 2-29 

  
¶ 0 represents the rated power in wind turbine,  

¶ ÑÖ refers to the non-linear relationship between wind speed and power. 
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Figure 2-9. Behaviour of a typical wind turbine with wind speed, which shows the three levels of wind 
speed cut-in, rated wind speed and cut-out [111] . 
 
 

 

The wind power curve model is regarded as one of the essential tools to assess wind 

power production within the microscale [105] . This technique estimates wind power 

production by an individual wind turbine or wind farm at the potential site, aiming to 

evaluate the performance and determine the uncertainty of a single wind turbine [105, 112]. 

A wind turbine power curve represents a nonlinear relationship between wind speed and 

wind power output that is produced by the wind turbine [23, 105, 113]. To achieve high 

accuracy estimation for output power of wind turbines the power curve method is 

recommended [108] . The power output from a wind turbine is generated over a wide range 

of wind speeds that usually range from 1 to 25 m/s . It is possible to draw a power curve 

that represents the real relationship between observed wind speed and generated power 

from a specific wind turbine. This power curve normally is provided by the turbine 

manufacturer based on real data from different sites [108] . The shape of a power curve is 

affected by a number of factors and features, such as the rotor area, the shape of a blade, 

number of blades, speed of rotation, the blade shape, the cut-in, rated power and cut-out for 

wind speeds and also whether the blade pitch control is fixed or moving [37, 108]. Figure 

2-9 shows a typical power curve for a wind turbine. At the low wind speed (generally 

between 0 to 3 m/s ) the wind turbine does not work. Nonetheless, the wind turbine will 

start to generate power from cut-in speed at 3.5 m/s and when the wind speed is increased 

further the amount of the power output is also increased, until it has reached the rated wind 

ÓÐÅÅÄ ÔÏ ÇÅÎÅÒÁÔÅ ÔÈÅ ÒÁÔÅÄ ÐÏ×ÅÒȢ !Ô ÔÈÉÓ ÌÅÖÅÌȟ ÔÈÅ ÔÕÒÂÉÎÅȭÓ ÇÅÎÅÒÁÔÅÄ ÐÏ×ÅÒ ÓÔÁÙÓ 
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constant, until the wind speed arrives at the cut-out speed at 25 m/s. At this wind speed the 

wind turbine will shut down to prevent wind  turbine damage [5]. 

The power curve method has been used in this project because it is more precise than 

Equation 2-26, since the amount of ὅ varies with wind speed as previously mentioned. In 

this project, the power curve information that comes with the wind turbine specification 

sheet has been used in the form of a curve or table. In addition, MATLAB was used to 

calculate the potential power output by applying a polynomial function from a curve fitting 

tool. 

 

 

Observation data in Iraq is taken from a network of reference weather stations, which 

are distributed across the country and kept in the Iraqi Meteorological Organization and 

Seismology (IMOS). There are 51 weather stations in Iraq as shown in Figure 2-10; they 

provide climate observation data from 1970 until now; this data represents the full range 

of elements that describe the climate regime above the surface, such as wind speed, 

direction, temperature, solar radiation etc. [114] . All these weather stations provide IMOS 

with 8 observations of meteorology data every 3 hours per day [32] . Most weather stations 

measure the wind speed and direction at the height of 10 m while the weather stations in 

some airports measure the wind speed, direction data and other climate elements at 

different elevations within the boundary layer twice a day at 00 and 12 GMT using the 

radiosonde. The weather station at Baghdad international airport, code number 650, 

provides hourly surface observation data as well as upper-air data using the radiosonde. 

This weather station is located 31.7 m above sea level; Latitude: 33° 15' 46" N and 

Longitude: 44° 14' 7" E [32]. All upper-air and surface weather stations which are 

associated with IMOS are subject to the criteria of the WMO [32, 114]. High-resolution 

observation data - such as hourly data - is required to enhance the performance of wind 

resource assessment models through an increase in the accuracy of the production of wind 

power density [23]  and high-resolution data is necessary for verification purposes. For 

these reasons, hourly observations of wind speed and solar irradiation data from many 

weather stations in Iraq are required. Unfortunately, hourly observational data sets in Iraq 

are scarce and cannot be used directly for resource estimation for several reasons, such as 

that the observation system is old in most weather stations and measures data every 3 

hours. Some of the weather stations do not work because of security concerns and some are 

already out of service. The only hourly data is provided by Baghdad International airport 

weather station (BGW), which is associated with IMOS [114] . Even though the weather 
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station of BGW provides hourly wind speed, direction and temperature long term (from 

2004 to 2014), there is missing data for three years: 2009, 2010 and 2011. Furthermore, 

there are other data collection sources that provide weather observation data in Iraq. 

 

 

 
Figure 2-10. Weather stations across Iraq adapted from [114]. 

 
 

 

The Iraqi Agrometeorological Network (IAN) is a specialised department for gathering 

weather data for agricultural purposes, related to the Ministry of Agriculture. This 

department has 53 automatic weather stations distributed across the country to provide 

average monthly, weekly and daily weather data, such as wind speed and direction at the 

height of 3 m, average solar radiation and other weather data, as shown in Figure 2-11 [115] . 

Currently, just 7 of these are out of service, so this project will have the advantage of 

observation data of solar radiation, while wind speed data from these weather stations are 

not useful, as the wind speed is measured at the height of 3 m above the ground. Finally, 

observation data from IAN is available online [115] .  
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Figure 2-11. Automatic weather stations associated with the Iraqi Agrometeorological Network (IAN) [115] . 
 
 

 

One of the most important data resources style is wind resource maps which provide 

estimations of the average wind speed for all of the world or several countries [24] . In the 

same context, one of the objectives of this project is to establish a general map of wind speed 

variation throughout Iraq to supply long term mean wind speed - for at least ten years [23]  

to be a reference for wind resource assessment in Iraq. There are two ways to create a wind 

resource map: either using observed wind data with high resolution according to spatial 

interpolation [116, 117], or using microscale/mesoscale wind evaluation models, according 

to global climatology data [117, 118].  

Several studies have used global climatology data from a number of database centres, 

such as the National Aeronautics and Space Administration (NASA), NCEP/NCAR, Met office 

and ECMWF, to create a wind resource map [35, 117, 119]. In general, wind resources maps 

should provide average long term wind speed for different regions and supply the wind 

speed for several elevations after estimating the local effects of surface roughness and 

orography on wind speed. Long term data is required to obtain a deeper understanding for 

trend of wind flow in regions far away from the influence of climate phenomena, such el 

Niño or sunspot activity [23] . One of the most important benefits of using wind resource 

maps is that they give an initial visualization about regions which show promise with regard 

to obtaining wind power [120] .   
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In order to assess wind resources anywhere in the world, the NWP models which 

produce operational forecasting and re-analysis data might be a part of the research tools 

used to create a map of wind resources, particularly in remote regions or places suffering 

from a lack of observation data. Recently, many studies have used re-analysis data from 

different database resource centres, such as NCEP/NCAR, MERRA data and others, to 

produce wind resources assessment [28] . The first function for NWP is the operational 

prediction for wind power, which branches into two groups: 

¶ The operation of the first group depends on the analysis of historical wind data, using a 

statistical method to predict average hourly wind velocity.  

¶ The second group depends on prediction data from another NWP technique as input data 

through driving mean hourly wind speed and direction from a wind dynamics 

meteorological technique [121] .  

In addition, NWP techniques have three key parts: 

¶ The first part represents the adiabatic flow in the boundary layer. 

¶ The second part consists of the physical equations which describe the variability of 

atmospheric processes, such as radiation and turbulence.  

¶ The third part represents gathering and assimilating observational data [121] .  

NWP techniques utilize operational predicting and re-analysis data to improve the 

prediction of weather patterns. The procedure that has been used by NWP to develop a 

forecast weather pattern consists of analysing and assimilating observational data with 

multiple previous short term predictions to determine the forecast that has the best 

adequate with observation data. By using this procedure, NWP will produce various short-

term predictions for weather maps in the future, and then the best short-term predictions 

will be used to create long term forecasts of weather patterns [122] . Although the prediction 

methodology is based on observation data, it does not mean that the NWP technique data is 

without errors [123] . Furthermore, NWP techniques create re-analysis data by describing 

the behaviour of weather variables such as wind speed, pressure, temperature and humidity 

through use of observation data, alongside historical forecasts using various operations [28, 

124]. For instance, the retrospective forecasts, which are utilized to adjust and calibrate the 

real-time operational forecasts with historical forecasts [124]  will increase the accuracy of 

re-analysis data by taking advantage of all previous re-analyses through finding out and 

correcting the last mistakes [28, 124]. To improve the results of operational forecasts, NWP 

should assimilate a great deal of observation data from different resources, such as 
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gathering data from radiosondes, ships, aircraft and surface weather stations to create a 

three-dimensional grid of weather variables [125] .  

Re-analysis data is a procedure of analyzing data a second time, which is produced by 

forecasting weather from the initial use of real-time data [125] . The re-analysis data helps 

to present observational data, which does not appear in the operation forecasting during 

real-time [28] . Additionally, there are several advantages from using the re-analysis data 

produced by the global NWP model [28] : 

¶ Re-analysis data is considered the best solution for regions or countries that suffer from 

a lack of data or massive amounts of missing data.  

¶ Recently, re-analysis data produced by NWP models in a number of data sets is now 

regarded as the cheapest data resource based on observation data.  

¶ Re-analysis data which covers historical data for several decades might never be 

provided by weather stations for potential sites.  

¶ Wind re-analysis data which is specifically based on observation data has been defined 

above displacement height at 2 m, 10 m and 50 m above the surface [126] . In addition, 

surface wind speed measures above sea surface such as observation data from offshore 

site or above airport surface for computational purposes [127] . 

Currently, there are several global climatology data sets which provide re-analysis data over 

many decades and for many regions, with a wide range of temporal and spatial resolutions 

[28] . The most famous global sets are NCEP/NCAR and MERRA [93] .   

 

In the last decades, MERRA (Modern-Era Retrospective analysis for Research and 

Applications) [94]  data set center has been considered as a reliable source of re-analysis 

data in comparison with observation data [28, 93]. Basically, MERRA outputs are produced 

using the Goddard Earth Observing System Data Assimilation System Version 5 the GEOS-5 

DAS [128] . In addition, re-analysis data of MERRA database represent the retrospective-

analyses of observation data by integrating wide range of observing systems with NWP, in 

ÏÒÄÅÒ ÔÏ ÐÒÏÄÕÃÅ ȰÔÅÍÐÏÒÁÌÌÙ ÁÎÄ ÓÐÁÔÉÁÌÌÙ ÃÏÎÓÉÓÔÅÎÔ ÓÙÎÔÈÅÓÉÓ ÏÆ ÏÂÓÅÒÖÁÔÉÏÎÓ ÁÎÄ 

ÁÎÁÌÙÓÅÓ ÏÆ ÖÁÒÉÁÂÌÅÓ ÎÏÔ ÅÁÓÉÌÙ ÏÂÓÅÒÖÅÄȱ [129] . The -%22! ×ÁÓ ÃÁÒÒÉÅÄ ÏÕÔ ÂÙ .!3!ȭÓ 

Global Modeling and Assimilation Office for two reasons: 

¶  &ÉÒÓÔÌÙȟ ÉÔ ×ÁÓ ÕÓÅÄ ÔÏ ÅÍÐÌÏÙ ÍÏÎÉÔÏÒÉÎÇ ÄÁÔÁ ÆÒÏÍ .!3!ȭÓ %ÁÒÔÈ /ÂÓÅÒÖÉÎÇ 3ÙÓÔÅÍ 

satellites within a climate situation.  

¶ Secondly, it was used to develop the hydrologic cycle of previous reanalyses generations 

on a wide range of climates over spatial and temporal scales [94, 95].  
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Moreover, recent evidence suggests that the MERRA re-analysis data has shown higher 

temporal and spatial resolution data in comparison with the NCEP/NCAR in connection 

with the regional wind climate [93] . For instance, NCEP/NCAR has low spatial resolution of 

2.5° latitude × 2.5° longitude, which represents 280 km × 170 km every 6 hours, while 

MERRA data has high spatial resolution data of 1/2° latitude × 2/3° longitude which 

represents 56 × 45 km with hourly temporal resolution [28, 94, 95]. In addition, Liléo [130]  

has asserted that MERRA and the Climate Forecast System Reanalysis (CFSR) data have 

better performance than NCEP/NCAR data and they also have shown high levels of accuracy 

with regard to power production. 

Generally, the reanalysis technique of MERRA consists of incorporating the model fields 

with observation data for various climate elements, which have been distributed irregularly 

across place and time within a grid of a meteorological dataset, based on a historical data 

record using NWP as has been mentioned in section 2.6.4; this NWP model is called NASA 

GEOS-5 DAS data assimilation system [94] . Spatially, MERRA has a high grid resolution 

meteorological 1/2° latitude × 2/3° longitude with 72 columnar levels expanded through 

the stratosphere. In other words, it starts from ground level up to a height of 0.01 hPa [94, 

95, 131]. Temporally, MERRA data has provided hourly reanalysis data for 24 hours per day 

since 1979, which will lead to a supply of data with a high temporal resolution in the long 

term [95, 131]. Basically, MERRA reanalysis data depends on different types of observation 

data and from different resource databases over the long term. For example, MERRA has 

benefitted from observation data produced by some important data archive centers, such 

as NCEP/NCAR reanalysis data, the CFSR and the ECMWF data. Figure 2-12 shows the 

amount of radiosonde data per year, for each main database center, for the period 1948 to 

2000 [94] . 

The observation data that has been used by MERRA consists of measurements of standard 

climate variables, such as pressure, height, temperature and wind components, which have 

been gathered by various weather station instruments, such as balloons, ships, aircraft, 

buoys, and satellites. Most previous observation data covered the whole global map, 

measured since 1940 by NCEP/NCAR, which is represented in Figure 2-13 [94]. 
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Figure 2-12. Counts of merged radiosonde data per year from each of the main archive database centres, 1948ɀ2000 
[94] . Japan Meteorological Agency (JMA). Time series raob (TSR). National Climatic Data Center (NCDC). 
 
 

 

 
Figure 2-13. Outline of the observing regime used by MERRA, 1980ɀ2010 [94] . NEXRAD or Next-Generation Radar 
is a network of 159 high resolution S-band Doppler weather radars. SYNOP (surface synoptic observations) is a 
numerical code created by WMO for reporting weather observation data. PAOBS is "data" used by the NCEP and 
ECMWF analyses/forecasts. High Resolution Infrared Radiation (HIRS) [132] . Stratospheric Sounding Unit (SSU) 
[133] . Microwave Sounding Unit (MSU) [134] . Advanced Microwave Sounding Unit-A (AMSU-A) [135] . Moderate 
Resolution Imaging Spectroradiometer (MODIS) [136] . The Special Sensor Microwave/Imager (SSM/I) [137] . 
European Remote Sensing Satellite, (ERS-1 and ERS-2)[138, 139]. Geostationary Operational Environmental Satellite 
(GOES) [140]  
 
 

MERRA produces reanalysis data through a merged range of monitoring systems using 

numerical models to yield a temporally and spatially steady composition of monitoring and 

analyses of variables over a long time frame [131] . It is worth mentioning that the wind re-

analysis data, which is specifically based on observation data, has been defined above 

displacement height at 2 m, 10 m and 50 m above the surface [126] . Furthermore, for 
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practical purposes, MERRA wind speed at 2m and 10m output are intended to compare with 

screen level weather stations [141] . 

Finally, the procedure of producing the reanalysis data from MERRA is explained in section 

2.6.6. The wind speed of reanalysis data that is necessary to map the wind resources in Iraq 

was downloaded by Network Common Data Form (NetCDF) file format from Modeling Data 

and Information Services Center (MDISC) Subset ɂ GES DISC Goddard Earth Sciences Data 

and Information Services Centre [142] .  

 

The MERRA is the source of reanalysis data for wind speed at 10 m and 50 m used by 

the DSM in this project [129] . MERRA produces the IAU 2-Dimensional atmospheric single-

level diagnostics that includes east and north components of wind speed at 10 m and 50 m 

above the displacement height [128] . The reanalysis data from MERRA covers the period 

from 1979 to the present, with plans to expand the analysis in the future as resources allow 

[94] .  

The (GEOS-5 DAS) represents a substantial evolution of the system, depending on a joint 

analysis with the NCEP and NCAR [126] . The new GEOS-5 atmospheric general circulation 

model (AGCM) applied by MERRA uses finite-volume dynamics [126, 143].  

In addition, MERRA utilizes three-dimensional variational data assimilation (3DVAR) 

analysis algorithm applied in the Grid-point Statistical Interpolation Scheme (GSI) to 

facilitate the application of anisotropic, heterogeneous differences [94, 144]. The 3DVAR 

has been used previously to resolve the problem of intermittent data that isolated sporadic 

forcing by applying a statistical interpolation system such as Optimum Interpolation (OI)  

and 3DVAR [94, 145].  

For full understanding of the concept of the data assimilation system operation in MERRA 

which produces the components of wind speed above the displacement height [128] , we 

should return to GEOS-1 DAS to understand how this system was working and the types of 

difficulty that it faced and the  methods of solution that have been used so far.  

The data assimilation system was performed by Data Assimilation Office at NASA / Goddard 

Space Flight Centre to produce multiyear assimilation, was running for the period from 

1985 to 1993. This data assimilation system has been built on the procedure of combining 

the random distribution for meteorological observation data by using the General 

Circulation Model (GCM) to produce general four-dimensional information on the global 

atmosphere. This process includes the interaction between analysis measured data and 

proceeding of GCM integration within semi-operational constraints for the assimilation 

system [145] .  
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The continued data assimilation required incorporation of the data into an ongoing model 

integration as the data was obtained. The main difficulty with this procedure is the instant 

data are often quite patchy and scattered data. That leads to the problem of operating GCM 

related to the right responses for isolated and separate data. To resolve this issue, some 

methods applied the technique of Repeated Insertion (RI) of data. This technique attempts 

to fill the gap between atmospheric data by carrying multiple uses for each observation of 

the data over a period [145] . This technique has reduced the accuracy of reanalysis data 

from the assimilation system. Subsequently, intermittent approaches were employed to 

increase the efficiency of the data assimilation system. These approaches usually start with 

a statistical interpolation system like OI and 3DVAR. These methods combine all measuring 

ÄÁÔÁ ÉÎ Á ÔÉÍÅ Ȭȭ×ÉÎÄÏ×ȭȭ ɉÔÙÐÉÃÁÌÌÙ φ-hours) with a background field regularly taken from a 

6-houÒÓȭ '#- ÐÒÅÄÉÃÔÉÏÎȟ ÔÏ ÆÏÒÍ ÁÎ ÁÎÁÌÙÓÉÓȢ 4ÈÉÓ ÁÎÁÌÙÓÉÓ ÉÓ ÔÈÅÎ ÕÔÉÌÉÚÅÄ ÁÓ ÉÎÉÔÉÁÌ ÄÁÔÁ ÆÏÒ 

the next 6-ÈÏÕÒÓȭ ÐÒÅÄÉÃÔÉÏÎ ÏÆ ÔÈÅ '#- ÐÒÏÃÅÓÓȢ )ÎÄÅÅÄȟ Ô×Ï ÒÅÌÁÔÅÄ ÉÓÓÕÅÓ ×ÅÒÅ ÉÎÃÒÅÁÓÉÎÇ 

with the intermittent approach:  

¶ Firstly, disturbance in the model work was caused by shocks and data rejection. 

¶ Secondly, sudden local changes to the GCM fields can drive large nonphysical adjustment 

operations; in this way, the forecasting results from the model will not be useful due to 

the reduction of the impact of valid observation[145] .  

In order to minimize the fake periodic disturbances of the analysis from data assimilation, 

MERRA has used the Incremental Analysis Update (IAU) technique [126]  that was improved 

by Bloom in 1996 [145] . 

 

In 1996, Bloom developed the IAU technique by using GEOS-1 DAS [145] . The data 

assimilation system consists of two essential subsystems:  

¶ The first one used analysis that incorporated observation data with the background field. 

¶ The second one used the GCM forecast. Both of them supply the analysis background 

fields and transfer the analysis information forward in time.  

The IAU process is the technique through which the analysis information is combined with 

the GEOS-1 DAS integration. 

 

A General Circulation Model (GCM) is a kind of climate model, also known as a global 

climate model. It employs the self-same equations of motion as a NWP model [146] . In 

addition, it uses a mathematical model of the general circulation of an ocean or planetary 

https://en.wikipedia.org/wiki/Climate_model
https://en.wikipedia.org/wiki/Mathematical_model
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atmosphere. It employs the NavierɀStokes equations on a rotating sphere 

with  thermodynamic and hydrodynamic terms for various power sources. These equations 

are the foundation for computer programs utilized to simulate the Earth's atmosphere or 

oceans [147] . The GEOS GCM employs the Aries/GEOS Dynamical Core presented in Suarez 

and Takacs [148] . This finite -difference dynamical model is based on the pattern of latitude 

and longitude in C-grid in NASA/ Goddard Space Flight Centre. In version 1, the GCM used 

the second-order energy stable scheme; the second-order scheme for advection in the 

momentum equation infinite difference and moisture equation [145, 148]. Besides, the 

dynamical core calculates the time tendencies of winds, surface pressure, temperatures and 

an arbitrary number of tracers in a complete set of subroutines [148] . Furthermore, the GCM 

employs Arakawa C grid with 2-degree latitude by 2.5 degrees for horizontal resolution with 

standard 20 sigma coordinate in the vertical [145] .  

The GEOS GCM has the maneuverability to use the Matsuno time-integration scheme or 

incorporation of an Asselin-Robert time filter with the leapfrog time-integration scheme. 

Moreover, it uses a few unique techniques for incorporating adjustments due to the fact of 

diabatic processes such as turbulence, radiation, and moisture convection ɂ also, the 

analysis increments during an assimilation system [145] . At every time step in this model, 

all prognostication fields are updated because of both the sub-grid-scale diabatic process 

and dynamical. Equation 2-30employs the leapfrog time scheme for arbitrary prognostic 

field ή as follows [145] .  

  

Ñ Ñ ςЎÔ
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 Equation 2-30 

  
The time tendency expression is represented on the right -hand side in Equation 2-30. The 

total time tendency is separated into two main components, as expressed in Equation 2-31. 
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)Î ÔÈÉÓ ÅÑÕÁÔÉÏÎ ȰÄÙÎÁÍÉÃÓȭȭ ÉÎÄÉÃÁÔÅÓ ÔÈÁÔ ÔÈÅ ÁÄÉÁÂÁÔÉÃ ÐÒÏÃÅÓÓ ÉÓ ÇÅÎÅÒated by the dynamic 

core (momentum and thermodynamic equations), besides any time tendency represented 

ÂÙ ÔÈÅ ÆÉÌÔÅÒÉÎÇ ÐÒÏÃÅÓÓȟ ×ÈÉÃÈ ÉÓ ÃÏÍÐÕÔÅÄ ÁÔ ÅÖÅÒÙ ÔÉÍÅ ÓÔÅÐȢ 7ÈÉÌÅ ÔÈÅ ȰÆÏÒÃÉÎÇȱ ÔÅÎÄÅÎÃÙ 

expression gives to GEOS-1 DAS a significant degree of flexibility as is expressed in Equation 

2-32.  

  
ЋÑ

ЋÔ
ÍÏÉÓÔÔÕÒÂ,2 32 ÁÎÁÌÙÓÉÓ Equation 2-32 

  

https://en.wikipedia.org/wiki/Atmosphere
https://en.wikipedia.org/wiki/Navier%E2%80%93Stokes_equations
https://en.wikipedia.org/wiki/Thermodynamics
https://en.wikipedia.org/wiki/Simulation
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4ÈÅ ȬȭÆÏÒÃÉÎÇȭȭ ÅØÐÒÅÓÓÉÏÎ ÃÏÎÓÉÓÔÓ ÏÆ ÓÅÖÅÒÁÌ ÍÁÉÎ ÁÄÉÁÂÁÔÉÃ ÔÉÍÅ ÔÅÎÄÅÎÃÉÅÓ ×ÈÉÃÈ ÁÒÅ 

frequently updated at a time resolution related to each physical parameter. For this system, 

the adiabatic trends are updated as follow: the shortwave radiation 32 is updated every 3 

hours, longwave radiation ,2  is updated every 3 hours, the turbulence (ÔÕÒÂ) is updated 

every 30 minutes, while the moist convection (ÍÏÉÓÔ) is updated every 10 minutes. In the 

last part of Equation 2-32, the analysis represents the ability of GCM to incorporate the 

analysis increment straight into the prognostic equation [145] . 

 

The GEOS-1 DAS used a multivariate analysis of the OI scheme. The OI system creates 

analysis increments of wind speed components, geopotential height and the mixing ratio 

length for 14 pressure levels above mean sea level that starts from 1000 to 20 hPa. 

Furthermore, the OI scheme produces analysis increments above sea level pressure and 

surface wind speed components over surface oceans only. The analyses of OI are employed 

at for synoptic times 0000, 0600, 1200, 1800 Coordinated Universal Time (UTC), which 

utilize an observation data in plus and minus 3-hours around time windows centered on the 

analysis times. Various observation data sources are used by GEOS-1 DAS: synoptic surface 

weather station, ships, radiosondes, buoys, TOVS (TIROS-N Operational Vertical Sounder); 

temperature, cloud-tracked wind speed and the upper-air analyses as reported by aircraft. 

The last step of the analysis process is represented by interpolating the analysis increments 

from the analysis pressure coordinate system to the GCM sigma-layer coordinate system 

[145] . 

 

The intermittent approach of the IO analyses in the GEOS-1 DAS requires some 

strategies to incorporate the analysis increments into the GCM integration. Various 

strategies have been used in different data assimilation systems to dampen any 

disfiguration or unwanted effects of intermittent assimilation. The improvement of the 

GEOS GCM has given the system an ability to update tendency expressions with forcing to 

have multiple time scales; this development provides an alternative method to assimilate 

intermittent analysis. In other words, the analysis increments are processed as extra forcing 

terms in the GEOS GCM time tendencies. 

Figure 2-14 shows the scheme of how the IAU procedure advances through an assimilation 

cycle. Every six hours, at the beginning of the synoptic times (0000, 0600, 1200, 1800 UTC) 

an OI analysis is carried out using backgrounds of observations at that time, 3-hours before, 

and 3-hours after, which assimilates observations data throughout the six hours spanned 

by the three backgrounds. The results of this analysis are the outputs incorporated in the 
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two analysis collections. The analysis increments represent the difference between the 

analysis and the identical synoptic background, which are then divided by a time scale that 

ÕÓÅÓ φ ÈÏÕÒÓ ÔÏ ÐÒÏÄÕÃÅ ÁÎ ȰÁÎÁÌÙÓÉÓ ÔÅÎÄÅÎÃÙȱ ÏÎ ÔÈÅ '#- ÇÒÉÄ ÔÏ ÕÓÅ ÁÓ )!5 ÆÏÒÃÉÎÇȢ 4ÈÅ 

$!3 ÍÏÄÅÌ ÉÓ ÔÈÅÎ ȰÂÁÃËÅÄ-ÕÐȱȟ ÉÔ ÒÅÃÏÖÅÒÓ ÉÔ ÆÒÏÍ Éts initial state, which had been saved for 

this purpose three hours before the analysis time, and then the GCM run for 6 hours, adding 

ÉÎ ÔÈÅ ÆÉØÅÄ ÔÉÍÅ ȰÁÎÁÌÙÓÉÓ ÔÅÎÄÅÎÃÙȱȟ ÉÎ ÁÄÄÉÔÉÏÎ ÔÏ ÉÔÓ ÎÏÒÍÁÌ ÐÈÙÓÉÃÁÌ ÔÅÎÄÅÎÃÉÅÓȢ !Ô ÔÈÁÔ 

stage, a restart is generated that will be used next time the model is backed-up, and the first 

background for the next OI analysis cycle is stored. This first six-hour period operates as the 

ȰÃÏÒÒÅÃÔÏÒ ÓÅÇÍÅÎÔȱ ÏÆ ÔÈÅ )!5Ȣ 4ÈÅ ÏÐÅÒÁÔÉÏÎ ÉÓ ÔÈÅÎ ÃÏÎÔÉÎÕÅÄ ×ÉÔÈÏÕÔ ÁÎ ÁÎÁÌÙÓÉÓ 

tendency for the next 6 hours, stores the other two backgrounds required for the next 

analysis, the first one at the next synoptic time and the second one at the end of the six hours. 

We refer to this six-ÈÏÕÒ ÏÐÅÒÁÔÉÏÎ ÁÓ ÔÈÅ ȰÐÒÅÄÉÃÔÏÒȱ ÓÅÇÍÅÎÔ ÏÆ ÔÈÅ )!5Ȣ 4ÈÅ full cycle is 

then reiterated throughout the assimilation for subsequent synoptic times using GCM, with 

no IAU forcing. Note that throughout each of the four daily analysis cycles the model is run 

for 12 hours, a six-ÈÏÕÒ ÐÅÒÉÏÄ ÁÓ Á ȰÃÏÒÒÅÃÔÏÒȱ ÆÏÌÌÏ×ÅÄ Ây six-ÈÏÕÒÓ ÁÓ Á ȰÐÒÅÄÉÃÔÏÒȱ[126, 

145]. 

 

 

 
Figure 2-14. Schematic of the IAU application in GEOS-1 DAS  [126]. 

 

To sum up, the application of IAU in GEOS-1 DAS illustrates a significant development over 

the previous data assimilation systems. In fact, the employment of IUA in GEOS-1 DAS 

remarkably reduces the adverse effect of the analysis increments on sensitive model field 

precipitation. However, some interpretations need to be considered when performing an 

IAU-based assimilation system as well as when comparing fields from it with those 

generated via other assimilation systems. The assimilation fields at the central synoptic 

times in the IAU system are fully and directly affected by the data in the preceding six-hour 

interval. However, in the other assimilation systems, the analyses at the synoptic time are 
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affected by data in the mid-time window on those analysis times [145] . Based on this reality 

of applying the IAU system, in cases where there is a shortage of observation data and side 

by side with weakness in data distribution within the horizontal resolution, this approach 

will increase the possibility of generating small errors and some deviations.  

 

One of the main objectives of this project is to establish a wind resources map with 

high-resolution data for the whole of Iraq. The wind resources map will provide wind power 

developers with information about the mean wind speed in the long term. With respect to 

establishing a map of wind resources for Iraq, a great deal of high-resolution observation 

data is required from many climatology stations across Iraq. The IMOS database is suffering 

from severe data deficiency for numerous reasons. Firstly,  few standard surface weather 

stations are available across Iraq (around 51 weather stations) [114] , which does not meet 

the ambition of creating a wind resources assessment map with high resolution for Iraq. 

Secondly, a large number of weather stations are out of order. Thirdly a few weather 

stations that measure hourly wind speed are available, such as the weather station of 

Baghdad International Airport. Lastly, the type of weather station associated with 

departments in Iraqi universities and IAN do not apply the criteria of WMO for standard 

surface weather stations. In this case, the best solution is the use of reliable reanalysis 

databases as a long term alternative to observation.  

Reanalysis data from MERRA represents a suitable alternative that provides an effective 

solution to overcome the problem. This research project requires gathering high-resolution 

data for each grid square within Iraq to produce a wind resource map with high-resolution. 

The re-analysis data from MERRA will be used as the primary source for the weather data 

to map and to assess the wind resources in Iraq.  Moreover, the available observation data 

from Iraq will be used to validate the results of the wind resource assessment model that 

has been suggested in this project.  

The DSM has been proposed to produce wind resource maps in this project, based on re-

analysis from the MERRA database and land cover map (LCM) of Iraq as roughness length 

of the surface. The DSM has a broad range of advantages, as presented in Table 2-2 and 

Table 2-3. Finally, the power curve and the DSM using hourly wind speed from MERRA will 

be used to estimate the hourly energy production for candidate wind turbine at specific 

location. On the other hand, the power curve model and Weibull distribution function will 

be used, to estimate the Annual Energy Production (AEP) rather than hourly wind speed for 

whole of Iraq due to  the computation over hourly data for whole of Iraq take very long time.  
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 SOLAR ASSESSMENT  

 

The classic style of generating electricity involves burning oil and other fossil fuels, 

which leads to an increase in pollution emission in the atmosphere and an increase in the 

greenhouse effect [149] . In addition, more than two billion people are suffering from a 

severe shortage of electricity supply, according to the United Nations Environment 

Programme (UNEP) report [150] . Solar power is clean power, abundant, quiet and it is a 

renewable energy source. It does not release pollutant emissions to the environment [149] . 

The solar power that arrives at the earth's surface is around 1.8 × 1011 MW. This quantity of 

power is several times larger than the current rate of power consumption.  

This chapter aims to explain the importance of solar power and reveal the most important 

basic techniques that can be used to evaluate and calculate solar power production. In 

addition, the most important solar database to assess solar radiation and solar power 

production for the whole of Iraq will be discussed. This chapter is organized as commences 

with an overview of solar power application and solar power components in sections 3.2 

and 3.3. In addition, an overview of the photovoltaic power output calculation is outlined in 

section 3.4. Finally, a survey of the most important solar data resources which are suitable 

to assess the solar power production in Iraq is presented in section 3.6. 

 

The utilization of solar power has been done by several methods. One of these 

methods is photovoltaic technology (PV). PV is one of the best ways to take advantage of 

solar power [151] , which converts solar radiation into electricity [149, 150]. There are two 

kinds of photovoltaic technology system: the first one is a stand-alone system which 

supplies the load without any connection to the national or local grid by relying on a set of 

batteries to cover the demand during solar power interruption (at night or when there is a 

cloudy sky). While the second one is called the grid-connected system which supports the 

utility grid by producing electricity to reduce the load on the grid [149] . There are many 

features of photovoltaic technology [149, 151]:  

¶ Solar panels are robust and simple in design.  

¶ A photovoltaic system requires very little care and maintenance. 

¶ The stand-alone system can produce electricity from microwatts to megawatts. 
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¶ The stand-alone system is used to provide electrical to water pumping, off-grid building, 

the communication sector, satellites, solar home systems, and space vehicles. 

¶ Recently the capacity of solar energy production systems has grown up exponentially 

throughout the world to excess totally 500 GW at the end of 2018 given an increase in 

the economic feasibility and reliability of solar systems to reach $ 69/MWh [152] . 

 

 

Solar power is the solar radiation (electromagnetic power) emitted by the sun from 

nuclear fusion that occurs in the sun [153] . The solar radiation that falls on the top of the 

%ÁÒÔÈȭÓ ÁÔÍÏÓÐÈÅÒÅ ÉÓ ÃÁÌÌÅÄ ÅØÔÒÁ-terrestrial solar radiation, which represents 97% of 

spectral ranging between  290 and 3000 nm of the solar radiation (shortwave) [153] . The 

shortwave is classified as follows [154]  and is shown in Figure 3-1.  [155]: 

¶ Ultraviolet radiation (UV): 290 nm to 400 nm 

¶ Visible light (VIS): 400 nm to 770 nm 

¶ Near-infrared radiation (NIR): 770 nm to 3000 nm. 

While the overall ÁÍÏÕÎÔ ÏÆ ÓÏÌÁÒ ÐÏ×ÅÒ ÆÁÌÌÉÎÇ ÏÎ Á ÈÏÒÉÚÏÎÔÁÌ %ÁÒÔÈȭÓ ÓÕÒÆÁÃÅ ÉÓ ÃÁÌÌÅÄ 

Global Horizontal Irradiation (GHI) or global solar radiation ὋӶ, the daily ὋӶ represents the 

whole solar energy for a day, the typical amount for daily ὋӶ ranges from 1 to 35 MJ/m2 

[156] . ὋӶ includes two primary components; the first one is the solar radiation that comes 

ÆÒÏÍ ÔÈÅ ÓÕÎ ÄÉÒÅÃÔÌÙ ÔÏ×ÁÒÄ ÔÈÅ %ÁÒÔÈȭÓ ÓÕÒÆÁÃÅ ×ÉÔÈÏÕÔ ÁÎÙ ÓÃÁÔÔÅÒÉÎÇ ÔÈÒÏÕÇÈ ÔÈÅ 

atmosphere; this is called beam radiation or direct solar irradiance.  

Whereas, the second component is the diffuse radiation that represents the rate of indirect 

solar radiation that comes from the atmosphere after scattering by different parts of the 

atmosphere towards the horizontal level at the Earth's surface. In other words, diffuse solar 

radiation is produced by the atmosphere scattering due to atmospheric dust, and water 

vapor, while some literature has called it either solar sky radiation or sky radiation [156, 

157]. Equation 3-1 [156]  is expressed to estimate ὋӶ on a horizontal surface: 
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Figure 3-1. Solar radiation that reaches Earth consists of visible and infrared light, in which only a small amount  of 
ultraviolet radiation reaches the surface or sea level [155] . 
 
  

ὋӶ ὋӶ ὋӶÃÏÓᾀ Equation 3-1 
  

¶ ὋӶ represents Global Horizontal Irradiation on a horizontal surface,  

¶  Ὃὦ symbolizes to direct beam radiation.  

¶  ὋὨ refers to diffuse radiation.  

¶  ᾀ  ÒÅÐÒÅÓÅÎÔÓ ÔÈÅ ÓÕÎȭÓ zenith angle.  

Zenith angle (ʃz) is the angle between the beam radiation of the sun and the vertical axis on 

ÔÈÅ %ÁÒÔÈȭÓ ÓÕÒÆÁÃÅ ÁÓ ÅØÐÒÅÓÓÅÄ ÉÎ Equation 3-2 [158] . the elevation angle is similar to the 

zenith angle but it is measured from the horizontal  rather than from the vertical. 

  
—ᾀ ωπ   Equation 3-2 

  
Where  represents the elevation angle or altitude angle, which is defined as the angle 

between the beam radiation of the sun and the horizontal level of the Earth surface [158] . 

The elevation angle changes during the day. It is also built on the latitude of the location and 

the day of the year [158] . The elevation angle of the beam radiation is very important to the 

PV system. The maximum power is expected to produce by the PV system when the solar 

radiation falls vertically from a clear sky on the surface plane of the PV module [151] . For 

this reason, the estimation of elevation angle is considered very important. The elevation 

ÁÎÇÌÅȟ ɻȟ ÃÁÎ ÂÅ ÅÓÔÉÍÁÔÅÄ ÕÓÉÎÇ ÔÈÅ ÆÏÌÌÏ×ÉÎÇ Equation 3-3 [158]  and as shown in Figure 

3-2 [159]. 

  
 ίὭὲίὭὲ ίὭὲɲὧέί ὧέίɲ ὧέί Equation 3-3   
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¶  ɲis the latitude of the location. 

¶  ɿ is the declination angle. 

¶ is the hour angle [158]  .  

The declination angle is the angle that is located between the equator and a line of beam 

radiation that comes from the sun to the center of the earth. This angle varies based on the 

season as well as the Earth is inclined by 23.45° and the declination angle changes plus or 

minus this degree [158] . It can be estimated by Equation 3-4 [160]. 

  

  ςσȢτυ ÓÉÎ
σφπ

σφυ
Ὠ ψρ Equation 3-4 

  
Where Ὠ is the number of days since the start of a year. (2!  converts the local solar time 

(LST) to the degrees based on the sun as it moves across the sky. (2! is estimated by 

Equation 3-5 [158].  

  
(2! ρυ ὒὛὝρς Equation 3-5 

  
To produce high energy from a solar panel during the daytime, tracking the sun into 

skydome will be an useful technique. Tracking the sun should estimate the Azimuth angle. 

The Azimuth angle is the sunlight direction that is coming from the sun directly which is 

moving from east to west [158, 160]. The Azimuth angle is determined by Equation 3-6. 

  

!ÚÉÍÕÔÈ ὧέί
ίὭὲ ὧέί•ὧέί ίὭὲ• ÃÏÓ (2!

ὧέί
 Equation 3-6 

  
Furthermore, the other important factor related to daily ὋӶ is the sunshine duration. This 

factor represents the sum of all the direct solar radiation periods during one day when the 

direct solar radiation equals 120 W/m2 or more than that from the sunrise until sunset 

[156] .  

 

 
Figure 3-2. Skydome showing elevation angle ȟ ÔÈÅ ÏÒÉÅÎÔÁÔÉÏÎ ÁÎÇÌÅ ÏÆ ÔÈÅ ÓÏÌÁÒ ÐÁÎÅÌ ɉɼɊ ÁÎÄ ÔÈÅ ÓÏÌÁÒ 
azimuth angle [159] . 
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A Photovoltaic system consists of a number of components such as a solar module 

which is regarded the main part of solar system, electrical and mechanical connections, 

wires, mountings, converters (solar inverter) that convert the Direct Current (DC) output of 

the solar panels into Alternating Current (AC) power and batteries for the stand-alone 

system and sometimes grid connected  [149, 151]. The solar module consists of a number 

of PV cells connected in series or parallel. In fact, the arrangement of solar cells within one 

module plays an important role in producing power. The solar cells within a module or 

modules within a solar array can be arranged to form a specific configuration to generate a 

specific voltage [150] . In addition, the magnitude of power production from a solar array 

ranges from a few kilowatt-peak (kWp) for each unit housing to several gigawatt-peak 

(GWp) from a PV farm station [150] . The kilowatt-peak represents a larg magnitude of 

electrical energy that is expected to be produced by solar system when the solar radiation 

falls vertically from a clear sky [151] . The nominal peak power ὖ  represents the ability 

of the photovoltaic array to produce the power production within Standard Test Condition 

(STC) that equals 1000 Watt of solar irradiance per 1 m2 and 25 Co for array temperature, 

the nominal peak power declared by the manufacturer. For example, 1 m2 of PV cells will 

produce 1 kW with 100% efficiency, if their peak power is 1kWp under STC. Global solar 

radiation (ὋӶ), PV module efficiency ὩὪὪ and module temperature Ὕ , as expressed in 

Equation 3-7 [161]. 

  

ὖ
Ὃ

ρπππ
 ὃ  ὩὪὪὋȟὝ  

Ὃ

ρπππ
 ὃ ὩὪὪ ὩὪὪὋȟὝ  Equation 3-7 

  
Where the actual efficiency represents the production of nominal efficiency (ὩὪὪ) by 

relative efficiency ὩὪὪὋȟὝ . A: is the area of the model. Reformatting Equation 3-7 to 

yield Equation 3-8 [161]. 

  

ὖ  
Ὃ

ρπππ
 ὖ  ὩὪὪὋȟὝ  Equation 3-8 

  
Furthermore, the efficiency of the first handɀmade solar cell was 5%, where 2 cm2 of the 

solar cell was generating just a few milliwatt , while the ability of modern laboratory solar 

cells has become more than 30% [157] . In fact, the solar system efficiency varies with  

Ὃ ÁÎÄ Ὕ  as expressed in Equation 3-9 [162] 

   

 –  –  (1- ȢЎὸ  ȢὰέὫὋȾὋ ))  
Ўὸ = Ὕ  Ὕ  

Equation 3-9 
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where –  and –  are the calculated efficiency and the efficiency at STC. ɾ and  are the 

irradiance coefficients and temperature, respectively. The variables Ὕ  ὥὲὨ Ὕ  are the 

temperature cell and the temperature cell at STC, while Ὃ ὥὲὨ Ὃ  are the irradiance and 

the irradiance at STC [162] . Notton et al. [163]  have determined the normal values are  = 

0.0048 and  ɾ = 0.12 for a silicon panel. Indeed, many factors affect the performance of the 

PV system: 

¶ Electrical parameters such as short-circuit current Ὅ , the open-circuit voltage ὠ  and 

the bandgap [164] . 

¶ Climate parameters, such as the ambient temperature Ὕ and insolation Ὃ. 

Examining these parameters provides an understanding of how they influence the design 

and performance of a PV system. Also, there is onather factor play a significant role in 

improving the performance of a photovoltaic module: 

¶ The crucial factor that has an effect mainly on the performance of PV module is the 

variation with respect to temperature, which influences the efficiency of a PV module. 

Usually, a high temperature reduces the efficiency of solar panels, which takes place with 

a non-tracking system. For example, if the PV module is fastened to the roof, there is no 

chance for the air to move around the PV module.  

¶ In addition, the inclination angle represents a PV module angle with a horizontal plane 

for (non-tracking) module, which plays an essential role in reducing or increasing the 

output of a PV module [149, 161].  

 

The history of the PV can be divided into three distinct groups: 

¶ The first group: crystalline silicon, single-junction  

¶ The second group: Thin-film PV technologies, CdTe, a-Si, CIGS 

¶ The third group: low-cost and high-efficiency thin films and multi-junction. 

 

A crystalline silicon cell is made by silicon semiconductors that have a built-in electric 

field. There are two kinds of silicon wafer: monocrystalline and polycrystalline (multi-

crystalline). Polycrystalline is cheaper and less material-intense to produce than multi-

crystalline silicon but it has a lower efficiency [165] .  

PV of crystalline silicon still dominates the market with about a 90% share of the market in 

2014 [166] . Polycrystalline technology with its lower cost and low efficiency makes up the 

most significant share with around 55% of total production in 2015 [167] . 
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The thin-film PV has better light absorption characteristics, while the material 

requirement for thin -film PV is lower than crystalline cells by 100 times [16]. The first thin-

film cell was made from amorphous silicon [168] . The issue with amorphous silicon is that 

it is inefficient and prone to light degeneration [169] . In spite of the capability of printing 

amorphous silicon onto elastic substrates, that could not mean it makes up a significant 

portion of the global PV market  2015 [167] . 

There are also thin-film cells constructed by using polycrystalline chalcogenides; cadmium 

indium gallium selenide (CIGS) and cadmium telluride (CdTe). Although crystalline, these 

materials have the best absorption characteristics compared to silicon and can be applied 

in much thinner layers [170] . CdTe and CIGS also have higher efficiency than amorphous 

silicon. One of the key advantages of thin-film PV cells over crystalline technologies is that 

they can be installed onto flexible substrates [167] . 

 

Multi -junction PV cells can overcome the restrictive Shockley limit by incorporating 

many p-n junctions into the same equipment; each one has different bandgap energies. 

Accordingly, multi-junction PV cells can absorb a greater ratio of the solar spectrum and 

thus produce more power per unit of irradiance [167] . 

Multi -junction PV cells are presently the most efficient PV cells with a record efficiency of 

37.9% under STC [171] . The issue with multi-junction PV cells is that they are costly and 

therefore only suited to PV systems where high efficiency is needed, such as a power source 

for satellites [172] . 

 

In order to estimate solar power production and produce a map for solar power 

assessment for the whole Iraq, this requires monthly and daily solar observation data for a 

number of parameters of solar radiation across Iraq such as [149, 157]: 

¶ Direct solar radiation (beam radiation) on a horizontal surface. 

¶ Diffuse radiation (solar sky radiation) on a horizontal surface. 

¶ Sunshine duration per day. 

¶ The incident solar radiation angle.  

¶ The ambient temperature.  

The solar observation data is very scarce in Iraq for the same reason as the wind data, as 

illustrated in section 2.6.1. For this reason, the solar radiation database will be the best 

alternative source of solar data to evaluate solar resources assessment in Iraq. In the next 
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sections, several solar radiation databases and database developers are presented. These 

databases will be validated with observed data to determine the most accurate solar 

database for Iraq. 

 

The European solar radiation database has been developed by the Joint Research 

Centre of the European Commission (JRC) utilizing solar radiation techniques and climate 

datasets that have been integrated with the Photovoltaic Geographical Information System. 

(PVGIS) merges the long-term laboratory experience in the research field and observing and 

testing in the field of geographical knowledge. PVGIS is applied as a research tool to improve 

geographical evaluation of solar power and the performance of PV technology in Europe, 

Africa, and Asia [173, 174]. The website of PVGIS provides access to maps, databases such 

as PVGIS-HelioClim; CM-SAF, SARAH, and tools needed to estimate PV output in terms of 

off-grid and on-grid systems [174] . The solar radiation databases of PVGIS have been 

developed utilizing the solar radiation model called r.sun algorithms [174]. This model 

estimates the average values of solar radiation components for the period 1998-2005 and 

the second period, 2007-2016 [173] . The PVGIS provides several components of solar 

radiation such as [161, 173, 174]: 

¶ Global radiation for the inclined and horizontal plane. 

¶ Clear-sky and mean real-sky for daily radiation (terrain shadowing). 

¶ The average beam, diffuse radiation and reflected of global radiation. 

¶ The average power that is produced by fixed and tracking photovoltaic systems. 

¶ The optimum orientation and inclination are fixed for photovoltaic modules to increase 

power production. 

¶ Ambient temperature. 

 

HelioClim-1 (PVGIS-HelioClim) is a group of surface solar radiation databases 

developed by Meteosat Second Generation satellite images. The method used to calculate 

surface solar radiation is called HelioSat-2, which was produced by the Centre for Energy 

and Processes, a joint research laboratory of the French school of engineers MINES Paris 

Tech [175] . This database consists of daily values of ὋӶ and monthly and yearly average ὋӶ, 

systematically calculated over the period 1985- 2005. The spatial area of the HelioClim-1 

database matches the field of view of the Meteosat Prime disc (the satellite is centered at 

latitude 0° and longitude 0°). The original spatial resolution of the HelioClim-1 database was 

around 15 arc minutes, which is the area of a grid cell close to the equator represents nearly  

30x30 km². The accuracy of the HelioClim-1 was evaluated by comparisons with observed 
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data from WMO radiometric network in Africa (35 sites) and Europe (55 sites) for the 

period 1994-1997. The RMS error is 35 W/ m2 (17%) for daily mean irradiance, 25 W/ m2 

(12%) for monthly mean irradiance, and bias is less than 1 W/m2 for the whole data set [176, 

177]. The original HelioClim-1 data (daily values and also monthly and yearly averages) can 

be obtained through the SoDa web system [178] . In addition, PVGIS is provided daily and 

monthly HelioClim-1 global irradiation data, in addition to a PV estimation, based on wide 

range of features [179] . 

 

 

HelioClim-3 version 5 is a group of surface solar radiation databases developed by 

Meteosat Second Generation satellite images MSG using HelioSat-2 method. In fact, 

HelioSat-2 method has been used to develop a series of HelioClim data such as HC1, HC3v4 

and HC3v5 [180, 181]. The time series of the solar radiation over a horizontal, fix-tilted and 

normal plane for clear-sky conditions and the actual weather conditions were provided by 

the HC3v5 Archives Web service [181] .  The HC3v5 is the most advanced and recommended 

of HC3 data. It uses ESRA clear-sky model [182]  with observed data from a climatological 

database and the limitation of observed data has ÂÅÅÎ ÓÏÒÔÅÄ ÏÕÔ ÂÙ ÕÓÉÎÇ -Ã#ÌÅÁÒȭÓ ÍÏÄÅÌ 

[183] . The geographical coverage of HC3v5 includes Africa, Europe, the Middle East, and 

Atlantic Ocean. While the spatial resolution is 3 km at (0°) and is rising as soon as moving 

away from this point [181] . HC3v5 provided data for different time series ranging from 15 

min to 1 month. The free data only represents a limited period from 2004-02-01 up to Dec. 

2006 [181] , while the database for period from 2006 to the current two days is not free 

[180] .  

 

 

The Climate Monitoring Satellite Application Facility (CM-SAF) is a solar radiation 

database provided by The Photovoltaic Geographical Information System (PVGIS). CM-SAF 

is a part of the European Organization for the Exploitation of Meteorological Satellites 

(EUMETSAT) [184] . The CM-SAF solar radiation database consists of solar irradiance data 

derived from Meteosat Second Generation satellites (MSG), which provided data from June 

2006 to December 2011. The CM-SAF database has in total of 12 years of data. The spatial 

resolution is 1.5 arc-minutes (3km under the satellite at 0° N, 0° W). The coverage spreads 

from 35° S to 58° N and from 18° W to 55° E [185, 186]. The CM-SAF dataset provides a list 

of services: 
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¶ Hourly solar radiation and PV energy with a wide range of features and for different 

types and sizes of solar technology for the period from 2007 to 2016. 

¶ Daily solar radiation according to actual and clear sky conditions for 2D of tracking for 

the period from 2007 to 2016. 

¶ Monthly solar radiation with a wide range of features (ὋӶ, ὋὨ, and Ὃὦ so on) for the period 

from 2007 to 2016. 

¶ PV power estimation for off-grid and on-grid separately with a wide range of features.  

 

The Surface Solar Radiation Data Set - Heliosat (SARAH) is climate data of the solar 

surface irradiance SSI, the surface direct normalized irradiance and the effective cloud 

albedo determined from satellite measurements of the visible channels of the MVIRI and 

SEVIRI instruments, which are installed on the geostationary Meteosat satellites. SARAH 

provides data from 2005 to 2016 and covers the region ±65° longitude and ±65° latitude. 

The data supply in terms of hourly, daily and monthly averages on latitude/longitude grid 

with a spatial resolution of 0.05° × 0.05° [184] . In addition, the SARAH-PVGIS dataset service 

provides the same data details that are provided by CM-SAF in section 3.6.4. 

 

MERRA data is regarded as a second reanalysis project that has been created by 

National Aeronautics and Space Administration (NASA) which practices bring up to date 

new version of the Goddard Earth Observing System Data 

Assimilation System. MERRA provides several variables including ὋӶ which ranges from 

ρωχω ÔÏ ÔÈÅ ÃÕÒÒÅÎÔȢ 4ÈÅ -%22!ȭÓ ὋӶ data timescale resolution for 2D diagnostics dataset is 

1 hourly and its spatial resolution is 0.5o × 0.667o [94] . 

MERRA-2 dataset is version 2 of MERRA provides data beginning in 1980. It was created to 

replace the original MERA database because of the advances made in the assimilation 

system that enable assimilation of modern hyperspectral radiation and microwave 

measurements. The temporal resolution of MERRA-2 is 1 hour, while the spatial resolution 

equals 0.5o × 0.625o which is better than MERRA. MERRA-2 is the first long-term global re-

analysis to assimilate space-based on measurements of aerosols and characterize their 

interactions with other physical procedures in the climate system [94] . The hourly data of 

ὋӶ for both MERRA and MERRA-2 did not consider with other datasets in the validation 

process due to they have been detected later after the end of this project.  
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This chapter aimed to explain the importance of solar power and to reveal the most 

important basic aspects and techniques need to evaluate and calculate solar power 

production. In addition, the most important solar databases to assess solar radiation and 

solar power production for the whole of Iraq were outlined. Regarding solar power, this 

thesis aims to evaluate the solar resources assessment for the whole of Iraq and provide a 

hybrid renewable energy system by hourly PV power output from any size of the PV system. 

This target requires a reliable database and suitable techniques to estimate the annual solar 

energy production and hourly solar energy production from different sizes of the solar 

power system.  

The observed data of solar radiation is required and regarded as the most reliable source of 

data for solar power assessment. IMOS and IAN observed databases in Iraq suffer from 

severe data deficiency for the many reasons mentioned in sections 2.6.1 and 2.6.2. 

According to the apparent shortage in the observed data, an alternative reliable dataset is 

required for assessment purposes.  

Different databases have been explored in this chapter. Most of the databases provide 

hourly, daily, and monthly solar radiation and some of the databases offer PV estimation 

techniques to calculate the annual PV power output. These datasets will be validated with 

observed data from IAN to determine the most accurate solar database for assessment 

purposes and calculation of solar power production within the hybrid system.  
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 OPTIMIZATION METHODS OF HYBRID SYSTEM. 

 

Hybrid Renewable Energy Systems (HRES) have multiple renewable technologies that represent 

the most useful approach to satisfying energy demand in the residential sector. Also, the optimal sizing 

of HRES describes the optimization  method to solve the problem of the uncertainty of wind speed and 

solar radiation characteristics [187] . Optimum system sizing includes determining the most economic-

effective and reliable way to combine renewable energy technologies to provide an acceptable level of 

performance [188] .  

This chapter presents a general literature review of methods for determining the optimal sizes of HRES. 

Firstly, explain the assessment principles of HRES performance based on reliability and economic 

factors. Secondly, a review of different methods of optimization  techniques to size HRES. Furthermore, 

the merits and demerits of software are extensively known and will be used for examining the optimal 

sizes of HRES and simulating the hybrid system. Finally, we present the challenges, which this work will 

face and suggest the best method and parameters for creating the optimization  process.  

 

According to the definition employed by the North American Electric Reliability Council (NERC), 

reliability represents to what extent the components of HRES can deliver electricity to all points of load 

demand in the quality and with the quantity required by the customer [189] .  This concept will, 

therefore, provide a basis on which the performance of different types of power systems may be 

compared. On the other hand, the reliability factor is not the crucial factor to determine the most optimal 

HRES due to the cost of HRES and the cost of energy production. For this reason, the economic factor is 

significant when seeking to determine the optimal HRES, chosen according to the cheapest system in 

terms of the cost of the project or cost of energy. In the following sections, several common reliability 

standards and economic standards that have been used to evaluate different hybrid systems are 

discussed and explained. 

 

Many performance indicators have been mentioned in the literature to evalute the reliability of 

HRES. The most commonly used measures will be explained briefly. 
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Loss of Power Supply Probability (LPSP) is defined as the probability of an insufficient power 

supply when the hybrid system is unable to meet the load demand [190] . If the LPSP equals 0, it means 

the load demand will always be satisfied, while if the LPSP equals 1, it means that the load will never be 

satisfied [191] . The loss of power supply probability is defined as the ratio of summation of all hourly 

losses of power supply values (LPS) when there is no interaction with the grid (off-grid) over the total 

required load [191-193], as expressed in Equation 4-1. 

  

ὒὖὛὖ 
В ὒὖὛὸ

В Ὁ ὸ
 Equation 4-1 

  
  

LPS (t) represents the loss of power supply at the time step (t), while  Ὁ ὸ refers to the load demand 

at the time step. It is the most commonly used measure for reliability analysis in the HRES [194]  and has 

been regarded both as a constraint to be satisfied in single objective design [195, 196] and an objective 

in multi -criteria design [197-199]. In this work, the LPSP has been chosen as reliability constraint to 

determine the reliability of the off-grid system in terms of outages from the national grid. 

 

HRES is always reliable for any size of system components as long as it is connected to the grid. 

However, the optimal sizing process of the grid-connected system aims to reduce the grid electricity 

purchases to satisfy load demand. A grid power absorption probability (GPAP) is defined as a 

performance indicator for grid-connected systems with apparent similarity to LPSP for stand-alone 

systems. The GPAP is the probability that the system needs to purchase electricity from the national grid 

when renewable energy is unable to meet the load demand [200] . It is defined as the ratio of purchased 

energy  Ὁ ὸ over the total load required during a given period [200, 201] as  expressed in Equation 

4-2. The GPAP technique is considered a technical performance criterion to size the grid-connected 

HRES employing a storage battery [200, 202] 

  

Ὃὖὃὖ 
В Ὁ ὸ

В Ὁ ὸ
 Equation 4-2 

  
The GPAP is the most frequently used measure for reliability analysis for a grid-connected power system 

in terms of multi-objective design [202, 203]. It  is considered as a technical performance criterion to 

size the grid-connected HRES employing a storage battery [200, 202]. In this work, the GPAP has been 
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selected as reliability constraint to determine the reliability of the on-grid system in terms of connecting 

to the national grid. 

 

The Expected Energy Not Supplied (EENS) is a gauge which estimates the amount of energy not 

provided by the power system when the load exceeds an available production level [194, 204]. In 

addition, the EENS (also known as the loss of energy expectation, LOEE [205]  at any moment in time is 

given by the difference between the load demand and total energy production corresponding to that 

time instant [205] , as expressed in Equation 4-3. 

  

%%.3ὸ
Ὁ ὸ Ὁ ὸ  ×ÈÅÎ Ὁ ὸ Ὁ ὸ

π                                                              έὸὬὩὶύὭίὩ
 Equation 4-3 

  
According to %%.3ὸ, it is possible to estimate %%.3 over the entire period of operation, as expressed 

in Equation 4-4. 

  

%%.3 %%.3ὸ Equation 4-4 

  
%%.3 is an indicator of the extent of the failure of the energy system. The indicator has been used to 

evaluate the performance of hybrid PV-wind-diesel systems [205] . 

 

The Energy Index of Reliability (EIR) is the fraction of the demand that has been covered by a 

power system that is directly linked to %%.3 [206] , as expressed in Equation 4-5. 

  

%)2ρ  
%%.3

В Ὁ ὸ
 Equation 4-5 

  
The %)2 has been used in [206, 207] as an indicator to evaluate the performance of on-grid HRES. 

 

The Renewable Energy Fraction (RF) is the fraction of the energy given to the load demand 

produced by renewable technologies. It is typically utiliz ed for renewables-based systems that own 

diesel generators as a backup system to prevent power failure as is given mathematically in Equation 
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4-6 [195] .   In addition, it represents the opposite of LPSP in case that is off-grid, or the inverse of GPAP 

in terms of on-grid, as used in Homer, which is expressed in Equation 4-6 [208] . 

  

2&  ρ  
В Ὁ ὸ

В Ὁ ὸ
       ρ ,030      έὶ      ρ '0!0 Equation 4-6 

  
  

Where Ὁ ὸ represents the energy provided by diesel generators and Ὁ ὸ represents the load 

demand overtime period. The ὙὊ has been employed both as a constraint [209]  and as an objective to 

be maximized [247] in power system sizing optimization  [210] . 

 

 

The Total Cost of Project (TCOP) is one of the most important economic indicators to assess the 

feasibility of a HRES. However, it is evident that the total cost of the project is far from simplici ty when 

compared to the total present value 406 of a project with a lifetime of a project. The 406 of a HRES 

represents the actual cost of all system components which includes the initial costs and variable costs 

over the lifespan of a project. In addition, another factor should be taken into considration when 

evaluating the total cost of a project. To estimate the time value of total project cost over the project 

lifespan, the Capital Recovery Factor (CRF) should be considered. In terms of understanding the future 

value of money, the value of money that is not gaining will erode over time, due to inflation that weakens 

the purchasing power of money. where the money available at the current time is worth more than a 

similar sum in the future [211] . The 4#/0 over the project lifetime can be estimated using Equation 4-7. 

  
ὝὅὕὖὝὖὠὅὙὊ Ὕ   Equation 4-7 

  
where the function of #2& transforms the TPV into a series of equal annual payments over a specified 

time, according to a specified interest rate [212] , as expressed in Equation 4-8. 

  

ὅὙὊ 
ὶ ρ ὶ

ρ ὶ ρ
 Equation 4-8 

  
ὶḊ the interest rate. Ὕ: the lifetime of the project.  

 

Several methods are used to assess the economic cost of renewable technologies; the Levelized 

Cost of Energy (LCE) is considered the most well-known and preferred indicator to estimate the price 
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of electricity that is generated from renewable energy technologies [3, 5, 11, 24]. In general, the LCE is 

defined as the ratio of total annualized project cost (Levelized annual cost), based on annual discounting 

financial flow to the annual energy production (AEP) from the project, as expressed in Equation 4-10 

[212] . The Levelized annual costs (LAC) represent the yearly payment of the TPV of the project based 

on ὅὙὊ , as shown in Equation 4-9[212]. 

  
ὒὃὅ ὝὖὠὅὙὊ Equation 4-9 

  

ὒὅὉ
ὒὃὅ

ὃὉὖ
 Equation 4-10 

  
Where 406 is the total present value of a project. !%0 is the annual energy production from different 

sizes of renewable technology. To estimate the time value of the total project cost over the project life 

span, the CRF should be used. The LCE has been used to minimize the cost of energy in a renewable 

energy system and also as an economic indicator for a HRES configuration in terms of multi-objective 

design [190, 213]. In this project, the LCE has been suggested as an economic constraint to minimize the 

cost of energy in a HRES and also as an economic indicator to evaluate a HRES configuration in terms of 

multi -objectives optimization technique. 

 

One of the most important economic indicators used to assess the viability of any project is the 

payback period (PBP)  [214] . The PBP method will help the investor to evaluate how long a project needs 

to recover the total project cost within the lifespan of a project. For example, if the PBP was lower than 

the lifespan of a project, it means the project is feasible, but if the PBP was longer than the lifespan of a 

project, it means the project is not feasible. The PBP is the length of the period required to recover the 

ÔÏÔÁÌ ÃÏÓÔ ÏÆ Á ÐÒÏÊÅÃÔȭÓ (TCOP), based on the annual cash inflow from the project itself [215] . The TCOP 

over the ÐÒÏÊÅÃÔȭÓ ÌÉÆÅÓÐÁÎ is taken into account when calculating the PBP. 

  

ὖὄὖ
Ὕὅὕὖ

ὔὩὸ ὃὲὲόὥὰ ὅὥίὬ ὭὲὪὰέύ έὪ ὃὉὖ 
 Equation 4-11 

  
Net Annual Cash inflow of AEP: represents the revenue of annual energy production from a power 

system. In this project, the PBP has been chosen as an economic constraint to minimize the PBP of HRES 

and also as an economic indicator to assess the aptimal HRES configuration in terms of multi-objectives 

optimization technique. 
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The net present cost (NPC) is one of the economic constraints that has been used to evaluate and 

determine the optimal power system. The net present cost (life-cycle cost) of an element is the current 

value of all the expenditure of installing and operating the component over the project lifespan, minus 

the present value of all the incomes that it gains over the project lifespan. Homer uses the NPC as a 

constraint and calculates the NPC of each component in the power system and the power system as a 

whole. Costs may include initial expenditure, replacement expenditure, operating and maintenance 

costs, fuel prices, the cost of purchasing electricity from the grid. Revenues may consist of income from 

injecting power into the network, plus any salvage value that happens at the end of the project lifespan. 

The NPC is expressed in Equation 4-12 [216]. 

  

ὔὖὅ 
Ὑ

ρ Ὢ
 Equation 4-12 

  

Ὢ  
ρ

ρ ὶ
 Equation 4-13 

  
  

Where Ὑ represents the net cash inflow-outflow during a single period, Ὢ : the discount factor is a ratio 

utilized to estimate the present value of a cash flow that happens in any year of the project lifespan. 

Homer estimates the discount factor using Equation 4-13 [216] . Where ὶ  refers to the interest rate , 

while  ὔ represents number of years. 

 

A number of optimization  methods have been developed for looking at the optimal sizes of HRESs. 

Luna-Rubio et al [217]  summarize a number of optimization  methodologies such: probabilistic methods, 

analytical methods, iterative methods and hybrid methods for both on-grid and off-grid HRESs. Banos 

et al [218]  presented an overview of single and multi-objective optimization  methods of renewable 

energy systems, specifically wind energy, solar energy, bioenergy, hydroenergy, geothermal energy, and 

hybrid energy systems. Nema et al [193]  reviewed the present and future state of configuration design, 

performance and control requirements of off-grid hybrid PV-WT systems with backup systems such as 

a diesel generator, a battery or a grid-assisted mode system. Reviews of present simulation and 

optimization  systems and software which consist of simulation modeling for grid-unconnected hybrid 

PV-WT-diesel systems with stored energy in batteries or hydrogen [219] . 
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To obtain an optimal solution for real optimization  problems, such as optimal configuration of the HRES 

that have fluctuating resources such as wind and solar power, the optimization  problem requires a 

decent compromise between the precision of the optimization  approach and the detail of the model of 

hybrid system in both mathematical models and meteorological data.  

 

The iterative optimization  procedure suggested to determining the optimal sizing of PV and WT 

stand-alone systems [220] . Yang et al [196, 221] have presented an iterative optimization  technique to 

find the optimal size of PV system, wind turbine size and batteries for hybrid PV-WT-storage systems 

by considering Loss of Power Supply Probability (LPSP) and minimizing the cost of Hybrid system. 

Hocaoglu et al [222]  used an iterative method to find the minimum size of PV system and wind turbine 

system and the maximum size of batteries that could be determined to satisfy demand. The optimum 

point represents the minimum cost of a power system that could be reached between minimum storage 

capacity and maximum storage system. Kaabeche et al [223]  applied an iterative technique to follow the 

deficiency of power supply probability model and the Levelized Cost of Energy model to determine the 

optimal size of a HRES (PV-WT-battery). In this work, the iterative optimization technique has been 

suggested to determine the optimal HRES configuration due to the small probable numbers of wind 

turbine sizes, solar system sizes and storage system sizes. 

 

Protogeropoulos et al [224]  developed the sizing and techno-economical optimization  technique 

for (solar-wind-battery) , using the load fraction and bearing in mind the worst-load and the worst 

renewable period in a year. Habib et al [225]  suggested an optimization  process based on calculating 

the optimal percentage of power generated by the PV system and the wind turbine system at a constant 

load. These techniques were created using the worst case of a year to configure the systems. With 

monthly average data used, they might not give appropriate and accurate results because of the 

changeable nature of resources and loads. Furthermore, the worst-case technique will be expensive due 

to the price of data loggers, as suggested by [217, 226]. 

 

The probabilistic approach was compared with the independent time series and Markovian time 

series and then it was found that the serial correlation of surplus production should be used for 

assessing system reliability [226] . A general numerical probabilistic model of an autonomous system 

that included many wind turbines, many PV modules, and storage systems was presented by Karaki et 
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al [207] . Conti et al [227] developed a probabilistic model to compute the long-term performance of a 

HRES (wind -solar), in terms of the monthly average data, using Fuzzy logic according to the multi-

objective optimization  process. An analytical model of HRESs (wind-solar) using a probabilistic 

approach based on the convolution technique to assess long-term performance for both on-grid and off-

grid applications was suggested by Tina et al  [206] . This analytical model has been used to find the 

optimal sizing of an on-grid system with the Fuzzy logic based multi-objective optimization  approach, 

which was presented by Terra et al [228] . 

Although the probabilistic approach is useful when evaluating long-term performance,  it cannot be 

shown as the dynamic changing performance as the hybrid energy system [229] . 

 

Multi -objective optimization  techniques have been utilized for complicated multi-objective 

problems, such as the HRESs with constraints, nonlinear and non-convex objectives. These techniques 

have confirmed that they are able to provide better results in comparison with other techniques, both 

the design of off-grid and on-grid hybrid renewable systems, for this reason, it has been applied in 

number of most important hybrid renewables softwares such as: Hybrid Optimization Model for Electric 

Renewables (Homer); Hybrid Optimization by Genetic Algorithms (HOGA); Multi -Objective 

Evolutionary Algorithms (MOEAs) and Strength Pareto Evolutionary Algorithm (SPEA)  [218, 230-232]. 

Fadaee and Radzi [231]  reviewed the multi-objective optimization  of off-grid hybrid systems using 

Evolutionary Algorithms (EA). As a result, the Particle Swarm Optimization (PSO) and the Genetic 

Algorithm (GA) have been regarded as the most popular techniques. The GA was used with an elitist 

strategy to determine an optimal number of wind turbines, batteries, PV modules and a fixed slope of 

PV panels. Where elitist strategy represents a limited number of components with the best fitness values 

are determined to pass to the next generation. In addition, the objectives are the minimum total capital 

cost of a project according to a minimum LPSP [233] . The fast elitist Non-dominated Sorting Genetic 

Algorithm (NGAS-II) was used to minimize three objectives: the system autonomy level; the total system 

cost and the wasted energy rate [234] . Yang et al [235]  applied the basic GA to optimize the size of a 

wind turbine, solar system, batteries and the fixed tilt angle of PV panels and a hub height of wind 

turbines by minimizing the LPSP and total annual cost. The suggested method has been used for a HRES 

that was producing power for a telecommunication relay station. [236] used the Breeder GA to minimize 

the total annual cost of a hybrid system and to optimize the size of a wind turbine, solar system, with 

batteries to support existing diesel generators for decreasing CO2 emission. [237]  used a PSO algorithm 

to determine the optimal size of a wind turbine, solar system, and batteries with the minimum cost. 

[238]  applied the Strength Pareto Evolutionary Algorithm (SPEA) for optimiz ing the size of an off-grid 
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hybrid PV-WT-battery-diesel system by minimizing the CO2 emission and the total system cost, for two 

different load profiles but without considering seasonal variations. [239]  used SPEA to configure off-

grid hybrid PV-WT-generator-battery-hydrogen systems by minimizing three objectives: the total cost, 

unmet load and CO2 emission. The multi-objective optimization  techniques have been used more widely 

ÔÏ ÐÒÏÖÉÄÅ ÖÁÌÕÁÂÌÅ ÉÎÆÏÒÍÁÔÉÏÎ ÁÂÏÕÔ ÔÈÅ ÃÏÎÎÅÃÔÉÏÎÓ ÂÅÔ×ÅÅÎ ÃÏÓÔ ÁÎÄ ÔÈÅ ÓÙÓÔÅÍȭÓ ÒÅÌÉÁÂÉÌÉÔÙ [187] . 

The multi-objective optimization technique have been chosen in this work to determin the optimal HRES 

configuraqtion using LPSP and GPAP as reliably constrains and LCE and PBP as economic constrains due 

to the high flexibility which is provided by this techniques.   

 

Three optimization  software applications are generally used for HRESs. The most important 

simulation and optimization  software tools are Homer, HYBRID2, and HOGA, as these types of software 

provide many useful features. 

 

 Homer is one of software tools for simulation and optimizationwithin the field of HRESs [219, 240, 

241]. It is a widely used, user-friendly software, and highly suitable to implement the optimization  and 

feasibility and to assess uncertainty in the output in many possible system configurations [242] . 

Originally, Homer software has been developed by National Renewable Energy Laboratory (NREL), USA 

for both off-grid and on-grid configurations in 1993 [219, 243, 244]. Generally, Homer can optimize 

HRESs that include a wide range of renewable energy generators, such as wind turbine, solar panel, 

rechargeable batteries, hydraulic turbines, hydrogen tanks, fuel cells, AC generators, electrolysers 

hydrogen tanks, boilers and ACɀDC bidirectional converters [219, 244, 245]. Homer is an multi -

objective optimization  software package that simulates a wide range of renewable energy sources; it 

can also suggest design for different systems depending on economic factors [240, 242, 243]. Homer 

works by assessing the performance of system configurations and estimates the NPC, which represents 

the total value of installing and operating a configuration during the lifespan of system; it can calculate 

the cost of capital, operation, replacement, fuel, maintenance and interest [242, 246]. In addition, it can 

provide minimum level of the LCE that accounts for the total cost of hybrid energy system divided by 

the power provided by the hybrid energy system [219, 240, 242]. Furthermore, Homer can assess the 

technical feasibility of the renewable energy sources system by evaluating whether this system is able 

to cover the electrical load needed to meet the demands of households, or a small community within 

different conditions [242] . In addition, Homer is able to optimize the energy supplied from system 

configuration according to the priority levels of each load and it can also reduce the excess energy to 
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achieve the lowest cost of generating [241, 243, 247]. Moreover, the optimization  will provide an 

acceptable level of energy storage in the battery bank in order to meet peak load demand during the 

period of low wind speed and low or no solar radiation [247] .  

Furthermore, Homer simulates variable resources according to time series. For example, it applies a 

chronological simulation of solar and wind power according to a variable load to establish the best 

performance for the hybrid system [248] . Homer has the ability to simulate a wide range of parameters 

of load, input and output energy from the components of a hybrid system using 1-hour intervals per 

year [219] . Several studies stated that Homer could simulate a massive number of system configurations 

by applying energy balance calculations for each hour, 8760 h in a year, by comparing electric load with 

the energy that the system can be supplied with at the same hour [241] . In this regard, the hybrid system, 

which includes batteries, the simulation process for Homer will make a decision for each hour to operate 

the renewable generators with a view to charging or discharging the batteries [241] . Finally, Homer 

displays a list of simulation results for a number of tables and graphs, which are used to compare system 

configurations and to assess the lowest value of source to meet the load demand [241, 243]. 

 

HYBRID 2 is one of the well-known software between different types of simulation and 

optimization software for assessing the technical and economic performance of HRESs [219, 249]. 

Originally, Massachusetts University developed HYBRID 2 with support from the NREL. The Hybrid 1 

was developed in 1994 and then HYBRID 2 in 1996 [219, 243]. Firstly, the HYBRID 2 software tool is a 

consistent platform used to assess the performance of HRESs over the long term, and it also has the 

ability to perform economic analysis on a wide range of hybrid energy systems [250] . Secondly, HYBRID 

2 is a probabilistic/time series optimization technique, using chronology data for loads, solar radiation, 

temperature, wind speed, and the hybrid energy system, to forecast the performance of the hybrid 

energy system [243, 250]. In addition, this software allows the users to operate several strategies to 

optimize configuration of the system design [251] . Furthermore, HYBRID 2 takes into consideration the 

variations in wind, solar radiation and load demand within time series simulations for time steps, 

ranging from 10 minutes to 1 hour, in order to achieve the best performance predictions [219, 243, 250]. 

HYBRID 2 was invented to study a wide range of hybrid configurations systems that might include 

different types of photovoltaics, wind turbines, electrical loads, battery storage, diesel generators of 

different sizes and four types of power converter [219, 243]. Moreover, the HYBRID 2 modelled  used 

many buses of power systems (AC and DC) at the same time [249] . A wide variety of control strategies 

might be implemented, which include interactions between diesel generators and battery storage [250] . 

Additionally, HYBRID 2 consist of economic analysis tools used to assess the costing economics life cycle 
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of hybrid energy systems such as the present value of system costs, Levelized annual costs and several 

economic and performance factors[251] . HYBRID2 is packed with a library of devices to help the user 

to establish many configurations of a hybrid energy system. Furthermore, the library incorporates 

sample power systems and projects that the user is able to use as a template [243, 250].  

 

HOGA is an optimization  and simulation software developed by the Electric Engineering 

Department of the Zaragoza University in Spain [36]. The system modeling and process of the present 

version are demonstrated in [163]. Two GA techniques are used: The SPEA is applied for the main 

algorithm to find possible component combinations of the hybrid system to minimize the total costs of 

a system.  SPEA2 is used for the second one to search for a suitable control strategy for each of the 

configurations, determined by the main algorithm. The new control strategy has been enhanced by two 

options of calculation of battery lifespan and two options of different mathematical models for battery 

operation [164]. The SPEA and SPEA2 of the HOGA is a suitable choice as it can optimize either a multi- 

or a single-objective optimization  problem. Additionally, this method can look for the optimum sizing of 

component configurations, dissimilar from the Homer software, in which the user needs to fill the sizes 

to be considered. Nevertheless, HOGA software has not been organized for battery group management 

[187] . It is worth reviewing the popularly used sizing programs, highlighting their significant features, 

advantages, and disadvantages, as summarised in Table 4-1. According to the features of HOGA, 

HYBRID2 and Homer softwares, as a result of this specific issue, the decision has been taken to build a 

MATLAB model to deal with issues flexibly. 
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Table 4-1. Review of HRES sizing Software [252] . 
Software  Remarks Advantages Disadvantages 
Homer ¶ Developed by NREL 

¶ Able to perform pre-feasibility studies, optimization 

and sensitivity analysis in many potential system 
configurations, for both on-grid and off-grid systems. 

¶ Able to perform a one-year of simulation, with hourly 

sampling rate. 

¶ Feasible configurations are fixed by net present cost 

(NPC). 

¶ User-friendly Graphical User Interface (GUI) 

reduces the learning curve for new users. 

¶ Display simulation outcomes in a wide 

variety of graphs and tables which assist users 

in comparing and assessing each 

configuration according to economic and 
technical merits. 

¶ The software being updating and keeps 

supported. 

¶ ñBlack boxò code used. 

¶ Only allow a single objective function for minimizing 

NPC, hence incapable of solving multi-objective 
problems 

¶ Does not rank the hybrid system based on LCE 

¶ Does not take into account any degradation in batteries, 

regardless of its usage. For example, higher  Depth Of 

Discharge (DOD) may decline the battery lifespan more 
than low an infrequent  DOD. 

¶ Requires paid a license for the professional version, and 

the license pricing rises with additional libraries 

¶ Is not able to optimize a hybrid system suffering from 

unscheduled outage 

HYBRID 2  ¶  Developed by Renewable Energy Research 

Laboratory (RERL) at the University of 

Massachusetts, with support by NREL in the USA 

¶ Adopts probabilistic/time series method to perform in 

detail for long-term performance and economic 
analysis on a wide change of HRESs. 

¶ A variety of different control strategies which 

includes the interactions between diesel 
generator dispatch and batteries. 

¶ Statistical methods to account inter-time step 

variations in the wind and load to improve the 

accuracy of forecasting for diesel generator 

dispatch. 

¶ May not work with Windows system later than Windows 

XP 

¶ Software is not supported and not updated from 

developer 

¶ lack of flexibility and limited access to parameters  
¶ does not able to optimize a hybrid system suffering from 

unscheduled outage 
HOGA ¶ Developed by the University of Zaragoza, Spain. 

¶ Single and multi-objective optimization can be 

implemented using a genetic algorithm (GA) 

¶ Can be used to analyse on-grid and off-grid system 

¶ It was stated to be low in computation time 

¶ Allows probability analysis 
¶ The professional version is valued and only limited 

features are given for education version 

¶ Needs internet connection to run professional Version 

¶ Not able to optimize a hybrid system suffering from 

unscheduled outage 
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The main aim in this thesis is to estimate the potential power production from HRES 

which include wind, solar technologies, and rechargeable batteries to satisfy electricity 

demand of housing units, which is suffering from unscheduled outage from the national gr.  

According to previous literature  reviews related to the optimization  techniques for 

HRESs, the iterative optimization  procedure, and multi-objective optimization  techniques 

have been suggested in this work. They have shown the capability to process a large number 

of HRES configurations, using several economic and reliability constraints as multi-

objectives to determine the optimum configuration to satisfy housing units.  

Concerning the objectives of reliability, LPSP and GPAP have been proposed as two 

constraints to determine the reliability of a hybrid system according to the off-grid and on-

grid demand, respectively. Whereas, LCE and PBP were set as constraints to determine the 

feasibility of a hybrid system in terms of the cost of energy and payback period. 

On the other hand, although Homer, HYBRID2, and HOGA are the most important 

optimization software applications, they are not able to optimize a hybrid system suffering 

from unscheduled outage from the national grid, which means using HRES to satisfy load 

demand in terms of on-grid and off-grid respectively. According to this specific issue, the 

decision has been taken to build a MATLAB model to deal with issues flexibly as is explained 

in Chapter 9.  
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 BOUNDARY LAYER DOWNSCALING MODEL FOR WIND 

RESOURCE ASSESSMENT 

Wind resource assessment is essential in determining the potential power production 

of a wind turbine. A wind resource assessment ought to be sufficiently accurate to ensure 

that the calculated power output and fiscal revenues from a turbine represent reality as 

closely as possible. This chapter presents the methodology validation and resource 

prediction of the downscaling model (DSM) that was discussed in Chapter 2. The DSM has 

been designed based on similarity theory within the boundary layer according to neutral 

stability conditions as developed by the Met Office for wind resource assessment purposes 

[35, 36].  

Several steps should be taken to realize the objective of using a DSM in Iraq. The first step 

includes a review the parameterization of the surface aerodynamics that will be developed 

based on a Land Cover Map (LCM) of Iraq. The second step describes the DSM using MERRA 

data as a source of reference wind data. The third step includes using sensitivity analysis to 

study the impact of proposed parameters when applying the DSM in Iraq. Finally, a 

validation proof using available observation data to appropriate parameter selection. 

The methodology of the DSM will reveal the logical steps that use a number of semi-

empirical equations in order to estimate the wind speed at hub height based on the 

aerodynamic roughness length ᾀ  for the site and each upwind fetch. This methodology 

will be tested by validating the results with observational data previously obtained from 

several sites.  

 

The downscaling methodology includes three steps of vertical scaling of the wind 

profile starting from a reference wind climatology, where wind speed changes 

logarithmically with height due to the influence of the aerodynamic characteristics of the 

surface such as vegetative cover or the built environment in urban areas which affect the 

momentum of the wind flow horizontally and vertically. The description of the logarithmic 

behavior of the wind profile in the boundary layer within neutral stability conditions has 

been illustrated in section 2.2.1 [26] .  The downscaling technique consists of three main 

scaling steps as follows [35]  and as shown in Figure 5-1. The details and calculations of 

necessary inputs in these main scaling steps will be discussed in section 5.2. 

1. The first step is represented by scaling up vertically the wind climatology at 10 m  to 

estimate wind speed at the reference height ὤ   which is usually located near to the 
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top of the boundary layer where the influences of terrain roughness are minimal [28]  as 

performed in Equation 5-1. 

2. The second step consists of downscaling the wind speed from the reference height to the 

blending height (ὤ ) to estimate the wind speed at the blending height [28]  as expressed 

in Equation 5-2. Blending height is the height where the horizontal wind flow turns into 

homogeneous flow and is in equilibrium with the homogeneous effects to individual 

roughness elements at the surface [28] . There is also another definition which describes 

the blending height as the height where the flow perturbations of wind speed due to the 

surface tend to zero [36] . 

3. In the third step, the wind speed that is estimated at the blending height will be scaled 

down to determine the wind speed at the hub height based on the upwind fetch 

roughness for each target site. The equation format for this step will be designed based 

on the aerodynamic characteristics for each surface of the target site area. For instance, 

if the target site is located within a rural area, wind speed will be downscaled from the 

blending height directly to the hub height as expressed in Equation 5-3.  

If the target site is located within a suburban area, the displacement height Ὠ must be 

estimated and the surface roughness of the target site must be considered. In this case, 

the mathematical expression in Equation 5-4 will be most suitable to calculate wind 

speed at the hub height ό  in the suburban area. 

Finally, if the hub height of a potential site is located in an urban canopy, the wind profile 

of wind speed will change from a logarithmic profile to an exponential profile as 

expressed in Equation 5-6 [36]. 

 

 

 
Figure 5-1. The three distinct steps outline of the downscaling methodology [35]. 
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The reference wind climatology ό  at 10 m  of  hub height  ὤ  from MERRA data should 

be scaled up to the reference height ὤ  to estimate the reference wind speed ό  at 

reference height ὤ  based on roughness length ᾀ  at the reference site by applying 

Equation 5-1. 

The reference height has been set at 200 m based on the technical report of the Met Office 

[36] . This value will be used in the first step in the DSM. In addition, a second proposed value 

of the reference height will be 600 m, which has been selected according to the wind speed 

ÐÒÏÆÉÌÅ ÁÂÏÖÅ "ÁÇÈÄÁÄȭÓ ÓÕÒÆÁÃÅ ÂÁÓÅÄ ÏÎ ÒÁÄÉÏÓÏÎÄÅ ÄÁÔÁȢ 4ÈÅ ÐÒÏÐÏÓÅÄ ÈÅÉÇÈÔÓ ɉςππÍ 

and 600m) will be examined and then the results of wind speed at a target site will be 

compared with observation data for the particular site in order to select the most 

appropriate height. More details about reference height are available in section 5.2.1. The 

ᾀ   has been set at 0.14 m according to the value of roughness length at open area based 

on the Met Office technical report [28, 36]. However, the first step in this work will examine 

another the value of ᾀ  , the first value of ᾀ  = 0.103 m that represents the annual 

average of roughness length in open area based on observation data measured by the 

radiosonde in Baghdad International Airport (BIA) while the second value of roughness 

length at open area ᾀ   = 0.05 m, which represents one of monthly values of roughness 

length that has been estimated in BIA [32] . More details about surface roughness are 

available in section 5.2.2. 

  

ό  ό  
ÌÏÇ ὤ ᾀ ϳ

ÌÏÇὤ ᾀ ϳ
 Equation 5-1 

  
The next step includes the process of downscaling the wind speed from the reference height 

to estimate wind speed at the Blending height ὤ  based on two parameters; the effective 

displacement height of the region Ὠ  and the effective local roughness of the upwind 

fetch around the target sit ᾀ   [26, 36] as expressed in Equation 5-2. 

 Ὠ  is the effective displacement height of the upwind fetch. In general, displacement 

height is the height where the mean wind speed is equal to zero because of the presence of 

several roughness components rather than a single element. Displacement height is 

commonly used in suburban and urban areas where the surface roughness is higher than 

0.4 m. The displacement height is estimated to be around two-thirds of canopy height [28] . 

The canopy height ὅ represents the distance between the surface and a spatially 

averaged top of the roughness components where the wind speed in this layer is likely to 

be significantly reduced due to the wind flow being affected by site buildings [28] .  
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ό  ό  
ÌÏÇ ὤ Ὠ ᾀ ϳ

ÌÏÇ ὤ Ὠ ᾀ ϳ
 Equation 5-2 

  
The third step in the downscaling process should be built based on the aerodynamic 

characteristics of the target site. If the wind speed is downscaled within a rural area, 

Equation 5-3 must be applied. where ᾀ of the target site is less than 0.4 m and the value of 

the displacement height equals zero [28] . 

  

ό  ό  
ὰέὫ ὤ ᾀ ϳ

ὰέὫ ὤ ᾀ ϳ
 Equation 5-3 

   
In other cases where the site is located in suburban areas, the value of the displacement 

height will not be zero. In this case the effective displacement height  Ὠ  should be 

taken into consideration when downscaling the wind speed from the blending height to the 

hub height and also the model should consider the surface roughness of the target site 

ᾀ  that must be higher than 0.4 m and lower than 1.1 m [28] . According to this 

condition of surface roughness, the mathematical expression in Equation 5-4 will be most 

suitable to calculate the wind speed at the hub height ό  in a suburban area. 

  

ό  ό  
ÌÏÇ ὤ Ὠ ᾀ ϳ

ÌÏÇὤ Ὠ ᾀ ϳ
 Equation 5-4 

  
In the case of an urban area, the surface roughness of a target site must be 1.1 m, and the 

wind speed should be downscaled from blending height to the hub height that located below 

the canopy height for desired hub height between high trees or high buildings. For this 

reason, the wind speed at canopy height should be calculated as expressed in Equation 5-5. 

The canopy height can be expressed as ὅ  ρπ ᾀ [28, 33].  In this case, the wind profile 

will change from a logarithmic profile to an exponential profile [28, 36] as expressed in 

Equation 5-6 to calculate the wind speed from canopy height to  hub height ό . 

  

ό  ό  
ÌÏÇ ὅ Ὠ ᾀ ϳ

ÌÏÇὤ Ὠ ᾀ ϳ
 Equation 5-5 

  
  

ό  ό  ÅØÐ  ωȢφ ‗
ὅ ὤ

ὅ
 Equation 5-6 

  
  

¶ ό  represents the wind speed at the canopy height.  

¶ ‗ represents the frontal surface area of an obstacle to the wind flow, which equals 0.3 

[36]  and as shown in Figure 5-2 [28]. 
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¶ Ὠ  is the effective displacement height for the urban/suburban areas which is 

calculated by Equation 5-7 and Equation 5-8 [13]. The effective displacement height is 

shaped by the effect of the highest roughness length in each upwind fetch. To estimate 

the effective displacement height above an urban/suburban area for 12 wind direction 

sectors around a target site, should select the highest roughness length that equal to or 

higher than 0.4 m in each upwind fetch.  

ὅ ρπ ᾀ Equation 5-7 

  

Ὠ  
ς

σ
 ὅ  

ςπ

σ
 ᾀ Equation 5-8 

  

 

 
Figure 5-2. Schema shows the curve shape of the vertical wind profile within different layers and most 
important regions within the downscaling field  [28] . 
 

 

The first step of the DSM, is scaling up the wind speed from hub height (data source) 

to suitable reference height. The idea behind scaling up a reference wind climatology to the 

reference height is to remove any surface effects on the reference wind climatology [36]  as 

well as to be close to the geostrophic wind speed in both magnitude and direction [28] . In 

other words, the reference height shows a notable reduction in flow perturbations, which 

are generated by the effect of roughness at the surface on a reference wind speed above the 

reference site. In the same context, the reference height represents a sufficient depth which 

is located out of the influence range of terrain roughness [122] . The Met Office has selected 

200 m as a reference height according to wind profiles and weather conditions in the UK.  
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Figure 5-3. Shows merging the monthly wind profile rates of change to the wind speed above BIA with height 
for months: winter, spring, and summer, for four years 1985-1986 - 1987-1988 within stable conditions at 
00 GMT [32] . 
 
 

On the other hand, wind profiles in Iraq should be taken into consideration to determine 

the appropriate reference height above a wind reference climatology site. For this reason, 

600 m is suggested to be the reference height in the DSM. This elevation is selected based 

on observation data that had been measured by radiosonde above BIA for many years. This 

elevation has been chosen based on the definition of reference height from the literature 

with wind profiles based on neutral conditions at a height where wind speed does not 

change with height due to it is become out of surface roughness effect, as shown in Figure 

5-3 [32]. 

 

The surface roughness of the reference site ᾀ , the surface roughness of a target 

site ᾀ and the effective local roughness of the upwind fetch for a target site is required to 

apply the DSM in Iraq. Firstly, the surface roughness ᾀ πȢρτ Í and the effective 

displacement height of the region  Ὠ π  have been suggested for an open area at the 

reference site. The  ᾀ πȢρτ Í  value represents the surface roughness of uniform 

ÇÒÁÓÓ ×ÉÔÈ ÆÅ× ÔÒÅÅÓ ÁÎÄ ÈÅÄÇÅÓ ÉÎ ÏÐÅÎ ÔÅÒÒÁÉÎ ÂÁÓÅÄ ÏÎ ÔÈÅ -ÅÔ ÏÆÆÉÃÅȭÓ ÄÏ×ÎÓÃÁÌÉÎÇ 

technique [28, 36]. This value has been estimated based on 1 km grid squares by the 

European Corine land cover database [122] . On the other hand, the average surface 

roughness for open terrain in Iraq ᾀ πȢρπσ Í as estimated based on observed data 
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measured using a radiosonde within the domain of the weather station of BIA by applying 

Equation 2-16 within neutral conditions. In addition, the average monthly value of ᾀ 

πȢπυ Í has been chosen as one of the surface roughness values for BIA, which estimated by 

the same above process [32] .  The reason behind the change in the roughness value stems 

from the change in the value of friction velocity affected by vertical wind speed and sensible 

heat flux as described in section 2.2.1. 

Since the downscaling will be applied in Iraq to map wind resources assessment, the 

ᾀ πȢρπσ Í  and ᾀ πȢπυ Í will be examined as possible surface roughness value 

of reference sites in this project due to these values being representative of real 

measurements for open terrain in Iraq. This difference between ᾀ in Iraq and UK for open 

area stems from the lack of grass at the open terrain in Iraq such as at the surface of BIA. 

Secondly, the value of surface roughness of a target site ᾀ and the effective local roughness 

of the upwind fetch for a target site should be determined to apply the downscaling 

technique. Basically, the aerodynamic characteristic of the terrain is calculated based on the 

obstacles on the ground, such as the vegetative cover, buildings, the topography and 

morphology of the surface. All varieties of surface roughness should be taken into 

consideration. There are two methods to estimate ᾀ for each surface.  

¶ The first method depends on estimating the frontal area density and plane area of 

obstacles in the terrain [28, 36].  

¶ The second method determines the surface roughness value based on the 

characteristics of the land cover category for each surface.  

The first method is difficult to apply because it requires estimating roughness length for a 

huge area equalling 438,320 km2 (the area of Iraq) [253] . In addition, there is not enough 

information available about the frontal density and plan area for every building and obstacle 

in Iraq. For these reasons, the second method will be developed based on the LCM of Iraq.  

The DSM has been developed by the Met Office, which estimated ᾀ across the UK based on 

geographical information from a 1990 LCM [36] . Concerning the work in this project, the 

strategy that has been used by the Met Office will be developed and applied using the LCM 

2006 [254] . The LCM of Iraq has been produced by Department of Agro-Ecological 

Zoning (AEZ) Map Specialist Soil & Water GIS &Remote Sensing at Ministry of Agriculture 

in Iraq as shown in Figure 5-4 [254] . The LCM of Iraq will be used to calculate the 

aerodynamic properties for the whole of Iraq. The AEZ provides the map of Iraq land cover 

with cell size (x,y): 231.6 m × 231.6 m that equals 53638.56 m2 = 0.0536 km2 resolution and 

also the land cover map includes 19 detached categories as shown in Figure 5-4 [254] . The 

cell characteristics of the LCM in Figure 5-4 have been addressed to determine the surface 

roughness values for the whole of Iraq by matching each value of ᾀ with each category of 

land cover classification based on many literature reviews as revealed in Table 5-1. 
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The surface roughness length values in Table 5-1 have been determined for certain land 

cover categories [28, 255-260] based on the similar description of land covers between the 

land cover in the literature review and the land cover of Iraq. In addition, the LCM which 

was produced by AEZ in 2006 has included just vegetarian cover in Iraq without urban areas 

like towns and cities.  

In order to cover this shortfall, urban areas have determined using 0.5 km MODIS-based 

Global Land Cover Climatology from the USGS Land Cover Institute (LCI) [261]  that has 

covered all cities and towns in Iraq. The roughness surface cells 0.5 km from MODIS for all 

towns and cities in Iraq have been integrated with the LCM of Iraq using Raster Editor in 

the ArcGIS software. Figure 5-5 shows the LCM with urban areas for the whole of Iraq. The 

land cover   classification of the urban area will be fitted with a value of ᾀ of urban areas a 

gathered from some literature review of surface roughness values as illustrated in section 

20 in Table 5-1. 

 

In order to apply the second step in the DSM that relates to Equation 5-2, both of the 

average of blending height ὤ   and the effective local roughness ought to be identified for 

12 directions of upwind fetches around the target site. A wide range of surface roughness 

values in Table 5-1 will be used for each patch within each upwind fetch to estimate the 

roughness drag that effects wind flow, as shown in part C in Figure 5-7.  The blending height 

in this project will be estimated for 12 wind direction sectors using a variability scale ὒ  

in Equation 5-9 to describe the nature of roughness drag and to understand the interactions 

among a series of patches that have different roughness values within each an upwind fetch. 

Tracking the evolution of a boundary layer within upwind fetch will provide a better 

physical description of the effects of surface roughness on the momentum of wind flow 

within upwind fetch [262]as shown in Figure 5-6. 
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Figure 5-4. The land cover classification of Iraq in 2006 without urban and suburban areas [254]. 
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Figure 5-5. The land cover of Iraq including all the urban and suburban areas in Iraq from the 0.5 km MODIS-
based Global Land Cover Climatology [261] that has been integrated with the land cover map of Iraq in Figure 
5-4. 
 
 

Equation 5-9 has two sides. The left-hand side (LHS) tracks the development of the boundary layer 

over the upwind fetch stream, while the right-hand side (RHS) represents the proportional force of 

the wind experiences for each patch of roughness in the upwind fetch. 

  

ὤ

ρȢχ Ὧ ὒ  ὤ
 

ở

ờ
Ὢ

ὰὲ
ὤ
ᾀȟ Ợ

Ỡ  
Equation 5-9 

  

In order to get the value of the blending height ὤ , Equation 5-9 should be solved 

iteratively up to 30 iterations for each wind direction sector using roughness length of each 

patch ᾀȟ in the upwind fetch. When the difference between the last two values of ὤ  

equals 0.001, the iterative solution will be stopped and providing the result of ὤ  . The first 

value for ὤ  to be inserted in the RHS of Equation 5-9 before starting the iterative solution 
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is equal 10 m and then the procedure will estimate the second value of  ὤ  in the LHS of 

Equation 5-9, after that, the  iterative solution process will be started. 

¶ Ὧ πȢτρ is the von Karman constant. 

¶ Ὢ is the spatial fraction of each roughness length patch within the upwind fetch.  

¶ ὒ is the variability scale.  

¶ N refers to the number of patches within the upwind fetch. 

The ὒ should be estimated before starting the iterative solution. To evaluate the variability 

scale ὒ  , the development of the boundary layer for each upwind fetch should be tracked 

using the structure-function in Equation 5-10 [64]. 

  

Ὠόᾀȟ  ό  ᾀȟ  ᾀȟ ό  ᾀȟ  
 
Equation 5-10 

  

Table 5-1. Provides roughness length values according to the 20 land cover categories of the land cover map 
of Iraq that has been developed in this work based on many literature reviews. 

Land cover   map 
2006 category 

Surface roughness 
classification 

Roughness length zo (m) references 

max min set Max ref. Min ref. set 

1. Water in lakes, canals, 
and swamps 

Water 0.001 0.0001 0.0002 [257] [256] [255, 258] 

2. Grasses and shrubs; 
mountains slopes 

Grassland 0.1 0.01 0.05 [259] [257] [256] 

3. Irrigated summer crop Crops 0.18 0.1 0.14 
[255, 
260] 

[258] [36] 

4. Snowy and rocky areas in 
the mountains 

Roc& 
Coastal 

0.75 0.28 0.40 [257] [263] [257] 

5. barren, desert Sand 0.06 0.0001 0.029 [256] [259] [263] 

6. Rainfed drylands  0.3 0.09 0.12 [256] [257] [255, 260] 

7. Natural vegetation  0.12 0.02 0.06 [257] [260] [255, 260] 

8. Marshlands with aquatic 
vegetation 

Wetland 0.17 0.03 0.09 [256] [256] [255] 

9. Winter: rain fed wheat and 
barley 

Grain 0.3 0.09 0.18 [256] [257] [255, 260] 

10. Rain fed grass pasture Pasture 0.1 0.01 0.05 [255] [257] [257] 

11. Rainfed wheat and barley 
and grass pasture mosaic 

 0.3 0.01 0.15 [256] [257] averaged 

12. Rain fed wheat Grain 0.18 0.12 0.16 [260] [260] averaged 

13. Winter: rain-fed wheat and 
barley. 

Grain 0.3 0.09 0.18 [256] [257] [255, 260] 

14. Irrigated orchards; mostly 
date palms in the plain. 

Groves 1.6 0.5 0.8 [260] [258] [260] 

15. Irrigated fallow land.   0.004 0.001 0.004 [255] [255] [255] 

16. Winter: irrigated wheat and 
barley; summer: rice and 
vegetate. 

Crops 0.17 0.03 0.115 [260] [260] averaged 

17. Irrigated wheat and barley 
and grass pasture 
mosaic. 

Pasture 0.14 0.04 0.11 [28] [255] averaged 

18. Irrigated wheat.  Crops 0.25 0.12 0.185 [258] [255] averaged 

19. Winter: irrigated wheat 
and barley. 

Crops 0.3 0.09 0.18 [256] [257] [255, 260] 

20. An urban areas, Built-Up Urban 1.6 1 1.1 [256] [261] [257] 
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Figure 5-6. A schematic representation to describe the growth of the boundary layer over different patches 
of surface roughness [28] . 
 
 

The structure-function of this equation will examine the probable change in wind speed 

over the fetch. The variety of surface roughness from each patchᾀȟ  wi ll produce 

turbulent wind flow. While Ὠόᾀȟ   represents the function of likely change in velocity due 

to turbulence from the preceding patches of surface roughness ᾀȟ  over the upwind fetch. 

The maximum likely speed change ÍÁØὨό and the average likely speed change ὨÕᾀȟ  

over the upwind fetch can be obtained from the structure-function utilized to describe the 

evolution of the surface roughness by integrating over the length scale ὒ . In other words, 

ὒ ȰÉÓ ÔÈÅ ÓÔÒÅÁÍ×ÉÓÅ ÌÅÎÇÔÈ ÏÆ ÔÈÅ ÄÏÍÁÉÎȱ [262] . 

  

╛▬   
ὨἽ◑▫ȟ◄
άὥὼ ὨἽ

Ὠᾀȟ

╛▀

 

 
Equation 5-11 

  
The length of ὒ  in this project is set to 2.947 km, which represents the longest path through 

each direction sector. The value of ὒ   forms the hypotenuse of a right-angle triangle with 

sides of 2.084 km as shown in part c in Figure 5-7.  

Now all the essential inputs are ready to estimate the blending height value from Equation 

5-9. The value of ὤ  will be used to calculate the effective local roughness ᾀ  in Equation 

5-12 for each upwind fetch according to each wind direction sector. 

  

ÌÎ
ὤ  Ὠ

ᾀ
 Ὢ

ὤ  Ὠ

ᾀȟ
 

 
Equation 5-12 

  



 

-85- 

¶ Ὠ  refers to the regional effective displacement height of the wind direction sector. 

¶ ᾀ  represents the effective local roughness of upwind fetch for each direction sector. 

¶  ᾀȟ refer to ᾀ of each patch.  

¶ Ὠ represents the displacement height of each patch. 

The effective displacement height Ὠ  is shaped by the effect of the highest roughness 

length in each upwind fetch. To estimate the effective displacement height for 12 wind 

direction sectors around a target site, we should select the highest roughness length that is 

equal to or higher than 0.4 m in each upwind fetch. To estimate Ὠ for each patch, ᾀ must 

be higher than 0.4 m. Both of Ὠ  and  Ὠ  can be estimated by Equation 5-8. The value of 

ᾀ   for each wind direction sector can then be estimated using Equation 5-12. To solve 

Equation 5-12 should calculate RHS of this equation firstly.  

 

This chapter aims to develop the DSM and improve the parameters of this technique to 

estimate the wind speed in Iraq accurately using MERRA data and the LCM of Iraq. There 

are two objectives which lie behind using the downscaling technique in Iraq:  

¶ To evaluate the annual average wind speed for one year for the whole of Iraq. 

¶ To estimate the hourly wind speed at selected locations in Iraq to feed into the HRES 

model. 

This section will describe the techniques used to achieve each of their objectives. 

First of all, Figure 5-7 shows an approximate description of the downscaling technique and 

the area and the resolution that MERRA data can cover.  There are 151 grid points of MERRA 

data covering the whole LCM of Iraq. MERRA data represents the reference wind 

climatology at height of 10 m and 50 m, as symbolized by small orange points in part (A). 

Each orange grid point in part (B) represents the location of MERRA data in the center of 

the MERRA grid square that covers the reference wind climatology over the blue dotted grid 

that is surrounded by the green box. The blue dotted grid also represents the distribution 

of roughness patches that will be used as reference and target sites in the DSM. The green 

box covers spatial resolution 55.461 km × 61.589 km = 3415.7 km2 which represents a 

MERRA grid square, that includes around 63727 cells, each cell size represents ᾀ patch 

(Cell size of LCM). Each roughness patch covers the spatial resolution 231.6 m × 231.6 m 

that equals 0.0536 km2 according to the spatial resolution of the LCM of Iraq in Figure 5-4. 

The DSM will be applied to all roughness patches within each MERRA grid square. The DSM 

covers sites with an area equal to 16 km2, which includes 324 cells of roughness patches 

surrounded by the purple square in part B of Figure 5-7. This area is called the downscaling 

square area (DS).  
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Figure 5-7. Schema A shows the approximate distribution of MERRA data across Iraq. Schema B shows the 
integration between MERRA data and land cover cells. Schema C shows wind direction sectors between 0o 
and 90o including the land cover patches that will be used in blending height estimation within the DSM. 
 
 
 

In this project, there are 12 wind direction sectors of 30o degrees around each reference site 

in the roughness map.  In terms of predicting the annual average wind speed within each 

wind direction sector that has been estimated based on hourly wind speed from MERRA for 

one year. The fraction of wind speed and direction, as well as the annual average wind speed 

to each wind direction sector, have been estimated based on the repetition of wind speed 

hours to each sector over one year as presented in Table 5-2.  

 

 

 

A quarter of the downscaling model square = 8 

km 2 with 81 cells of LCM between 0 o to 90o 

Path length  

Path length  

E wind direction between 0 o and 90o 

for Path length = 2.084 km  

Path length  
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Table 5-2. Distribution of annual average wind speed ό  and directions for reference wind climatology (MERRA 
data) at reference sit at  10 m according to 12 direction sectors at reference site. 

sector  degree 
Hours 

repetition 
Annual average 

wind speed  
The fraction of 
wind direction 

Fraction of 
Wind speed  

1 0o-30o 597 3.252 m/s 0.068 0.221136  
2 30o-60o 347 2.797 m/s 0.04 0.11188  
3 60o-90o 262 2.905 m/s 0.03 0.08715  
4 90o-120o 359 3.454 m/s 0.041 0.141614  
5 120o-150o 743 4.906 m/s 0.085 0.41701  
6 150o-180o 491 4.028 m/s 0.056 0.225568  
7 180o-210o 323 3.317 m/s 0.037 0.122729  
8 210o-240o 236 2.562 m/s 0.027 0.069174  
9 240o-270o 344 2.701 m/s 0.039 0.105339  

10 270o-300o 818 3.661 m/s 0.093 0.340473  
11 300o-330o 2765 4.524 m/s 0.316 1.429584  
12 330o-360o 1475 4.017 m/s 0.168 0.674856 Annual Ave 

sum  8760  1 3.9465 m/s 3.9468 m/s 

       

 

To evaluate the annual average wind speed for one year for each target site over the whole 

of Iraq, the  ό  in Equation 5-1 will represent the annual average wind speed of reference 

wind climatology (MERRA) at a reference site for a specific sector. For example: 

¶ At the first step of the DSM, the first value of annual average wind speed in sector 1 is 

scaled up to ὤ   using Equation 5-1 to estimate ό   based on the standard roughness 

parameter at the reference site.  

¶ At the second step the value of ό  in sector 1 is scaled down from ὤ  using Equation 

5-2 to estimate the wind speed ό  at blending height ὤ .  The effective displacement 

height Ὠ  and effective local roughness ᾀ   of the upwind fetch for sector 1 around 

the target site is estimated using Equation 5-8 and Equation 5-11, respectively.  

¶ At the third step, the wind speed that is estimated at the ὤ  is scaled down to determine 

the wind speed at hub height ό  according to the roughness characteristic of the target 

site and the upwind fetch in sector 1.  

A frequency weighted average is then carried out for the 12 sectors to produce the annual 

average wind speed. This procedure is applied for all 63727 patches of roughness (target 

sites) within a MERRA grid square. 

In order to predicting the hourly wind speed at a specific location for 8760 hours,  ό  

represents the value of hourly reference wind climatology from a MERRA in a specific sector 

at reference site based on the wind direction. For example: 
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¶ At the first step, of the DSM, the first hour of wind speed in sector 1 is scaled up to ὤ   

using Equation 5-1 to estimate ό   based on the standard roughness parameter at the 

reference site. 

¶ At the second step, the value of ό  for the first hour in sector 1 will be scaled down 

from ὤ   using Equation 5-2 to estimate the wind speed ό  at ὤ . The Ὠ  and 

ᾀ   of the upwind fetch in sector 1 around the target site is estimated using Equation 

5-8 and Equation 5-11, respectively. 

¶ At the third step, the first hour of wind speed ό  that is estimated at the ὤ  is scaled 

down to determine the wind speed at hub height ό  according to the roughness 

characteristic of a target site and the upwind fetch in sector 1.  

The result of wind speed at hub height ό   at the end of the third step is saved. After that, 

the second hour of wind speed at a reference site is processed by the DSM based on the 

roughness effect of the upwind fetch that located within the wind direction sector of the 

second hour.  

This process is repeated for 8759 times based on the rest of 8760 hours of hourly reference 

wind climatology from MERRA. The process of the downscaling is vital to provide data for 

installation planning of small wind turbines at any height and location for one year in terms 

of wind farm or HRES development. 

 

In this project, the DSM has been applied using reanalysis wind speed data from 

MERRA at two levels 10 m and 50 m at the reference site to evaluate the wind speed in Iraq 

for long term from 2011 to 2015. In this section, sensitivity analysis has been applied to 

investigate the effect of different values for some parameters. In addition to the MERRA 

level data used, there are three other parameters in the DSM which play a crucial role in 

estimating wind speed accurately at a target site such as the reference height ὤ  at the 

reference site, the hub height ὤ at a reference site and the roughness length at a reference 

site ᾀ  .  

In addition, the sensitivity analysis was performed comparing the impacts of regular stripes 

of effective local roughness based on 9 patches in the upwind fetch and a full sector design 

for 32 patches within the upwind fetch. This comparison will show to what extent that this 

change can affect wind speed accuracy at the target site.  

 

The second step of the DSM that has been applied using Equation 5-2 aims to 

downscale the wind speed from ὤ   to ὤ , to achieve this estimation, the blending height 
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must be calculated for 12 wind direction sectors around a target site using Equation 5-9. 

This equation describes the impact of roughness drag on wind flow within each upwind 

fetch. To resolve Equation 5-9, the number of patches ᾀȟ and the spatial fraction of each 

roughness patch within each upwind fetch Ὢ, must be determined. 

Regular patterns of surface roughness (regular stripes) for each upwind fetch have been 

suggested by Bou-Zeid et al [262]  to track the development of a boundary layer at different 

patches within upwind fetch. In the beginning, 9 patches of surface roughness were 

suggested for the regular stripes in the upwind fetch as shown in part C of Figure 5-7.  the 

regular stripes of  9 patches wrer chosen based on the length scale ὒ that was set at 2828 

m and 2000 m in E, W, S and N directions according to David, 2017 [20] . Since, the size of 

the roughness length patch in this project equals 231.6 m × 231.6 m, the length scale ὒ  for 

the longest path has included 9 patches (9 red cells) covers 2947 m and 2084 m in E, W, S 

and N directions according to part C of Figure 5-7.  While the upwind fetches which have 

orange cells and green cells equal 2406 m as shown in part C of Figure 5-7. 

The regular stripes of the upwind fetch in Figure 5-7 have been used to calculate the 

effective local roughness ᾀ  using Equation 5-12 for 12 wind direction sectors above 

Baghdad as a case study by depending on ᾀ map in Figure 5-8 which include Baghdad city 

and the area around it.  

ᾀ map in Figure 5-8 is used to examine the effective local roughness for 2 wind direction 

sectors NE and SW above the Baghdad area as shown in Figure 5-9 and Figure 5-10 

respectively. It is possible to note the stretch in the representation of effective local 

roughness. 

 

 

 
Figure 5-8.  ᾀ map for Baghdad city and the area around it within MERRA area square. 

 
  

Meter  
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Figure 5-9. Represents the ᾀ  ÍÁÐ for the NE 

wind direction sector above the Baghdad area by 
applying the DSM within a MERRA area square. 

Figure 5-10. Represents the ᾀ  ÍÁÐ for the SW 

wind direction sector above the Baghdad area by 
applying the DSM within a MERRA area square. 

  
  

In fact, the wind flow above various surface roughness lengths for an open area does not 

show laminar flow within a horizontal perspective. Usually, the different surface roughness 

lengths cause vertical and horizontal changes in wind speed and direction. The horizontal 

wind flow generates numerous rotating eddies above a coarse surface. For this reason, the 

stripe pattern for upwind fetch will not represent the full effect of the changes in roughness 

length across a wind direction sector. In order to improve the estimation of effective local 

roughness and increase the estimated wind speed accuracy, the full sector pattern with 30o 

degrees sector has been suggested. According to this suggestion, 12 full wind direction 

sectors that include 32 roughness length patches around each target site have been 

designed in this project, as shown in Figure 5-11. According to this suggestion the effective 

local roughness will be estimated based on 32 roughness patches for each upwind fetch at 

each wind direction sector. Figure 5-12 shows the ὤ  for 4 directions as case study to 

show the difference of the roughness effect within each wind direction sector. At first glance, 

it is possible to note the difference between the effective local roughness maps that have 

been created based on 9 roughness patches in Figure 5-9 and Figure 5-10 with the effective 

local roughness maps that have been created based on 32 roughness patches in Figure 5-12. 

In addition, it is possible to note that the stretch effect of the effective local roughness that 

is caused by 9 patches in the upwind fetch has disappeared in Figure 5-12 when 32 patches 

have been used. 

Meter  Meter  

Meter  
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Figure 5-11. The number of cells within each wind direction sector. There are 12 direction sector which 
have been separated by dark cells as sheared area. 

 

 

 

A -Dir NEN 0o-30o B - Dir SE 120o-150o 

  

C- Dir SWS 180o-210o D - Dir WN 300o-330o 
  
Figure 5-12. Represents the full sector test (32 patches in the upwind fetch) of effective local roughness for 
4  direction sectors for Baghdad city and the area around it within a MERRA area square 
 
 

Meter  Meter  

Meter  Meter  
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According to the effective local roughness in Figure 5-12 that has been estimated based on 

the full sector pattern (32 roughness patches) in Figure 5-11, it becomes possible to 

estimate the blending height for 12 wind direction sectors around a target site using 

Equation 5-9.  

The blending height estimation for two-direction NE and SW above Baghdad city according 

to full sector pattern is shown in Figure 5-13. The highest blending height that was recorded 

in Figure 5-13A equals 273.48 m and the lowest blending height equals 66.77 m. 

Furthermore, in Figure 5-13B the highest blending height is 273.91 m and the lowest height 

is 60.61 m. In order to compare with other literature the blending height was ranged from 

50 m for low value to 280 m for a higher value [264] . In addition, it has been estimated that 

the blending height above an urban area ranged from 140 m to 230 m [265] .  

According to this classification, it is possible to see that the higher blending heights are 

located above the urban area which their roughness surface equals 1.1 and forest area 

which their roughness surface equals 0.8 in Figure 5-13A and Figure 5-13B. 

  

A - the ὤ  ÍÁÐ for NE wind direction sector B - the ὤ  ÍÁÐ for SW wind direction sector 
  
Figure 5-13. The blending height ὤ  results based on the full sector design (32 roughness patches in the 
upwind fetch) for Baghdad city and the area around it within MERRA area square. 
 

 

In section 5.2 two values (200 m and 600 m) have been suggested to represent the reference 

height to apply the DSM in the boundary layer in Iraq.  According to that, the comparison 

has been made between the annual average wind speed map in Figure 5-14 for  2015 that 

is modeled based on reference height ὤ  = 200 m at reference site using reanalysis data at 

hub height ὤ =10 m and roughness length ᾀ  =0.103 m at the reference site, with wind 

speed map in Figure 5-15 that applied the DSM at hub height ὤ =10 m  based on reference 

height ὤ  = 600 m and ᾀ  =0.103 m  at the reference site. The wind speed map 

difference in m/s in Figure 5-16 represents the absolute difference by subtracting the wind 

speed values in Figure 5-14 from the wind speed values in Figure 5-15. In addition, same 

Meter  Meter  
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comparison has been made between wind speed maps in 2014 in Figure 5-17 and Figure 

5-18. Figure 5-19 represents the absolute difference between Figure 5-17 and Figure 5-18.  

At first glance, it is possible to note that the wind speed in Figure 5-14 is consistently lower 

than the wind speed in Figure 5-15. The same feature is noted between Figure 5-17 and 

Figure 5-18. In addition, Figure 5-16 and Figure 5-19 show clear differences above the big 

lakes in Iraq that reach 0.33 m/s. This difference is linked with two important variables:  

¶ Firstly, wind speed increases with the selected reference height. For example, the wind 

speed equals 6.53 m/s at ὤ  = 200 m while the wind speed equals 7.47 m/s at ὤ  = 

600 m.  

¶ Secondly, the significant reduction in roughness length above the lake surface. 

  

  

  
Figure 5-14. The annual average wind speed map at 
ὤ  = 10 m based on ὤ = 10 m, ὤ  = 200 m and 

ὤ  = 0.103 m at reference site in 2015 

Figure 5-15. The annual average wind speed map at 
ὤ  = 10 m based on ὤ = 10 m, ὤ  = 600 m and 

ὤ  = 0.103 m at reference site in 2015 

  

 

 
Figure 5-16. The absolute difference between Figure 5-14 and Figure 5-15. 
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Figure 5-17. The annual average wind speed map at 
ὤ  = 10 m based on ὤ = 10 m,  ὤ  = 200 m and 

ὤ  = 0.103 m at reference site in 2014 

Figure 5-18. The annual average wind speed map at 
ὤ  = 10 m based on ὤ = 10 m,  ὤ  = 600 m and 

ὤ  = 0.103 m at reference site in 2014 

  

 

 
 

Figure 5-19. The absolute difference between Figure 5-17 and Figure 5-18. 
 

 

Further sensitivity analysis has been made by comparing the wind speed map in Figure 5-20 

that uses ᾀ  = 0.103 m at the reference site with the wind speed map in Figure 5-21 that 

estimated wind speed based on ᾀ = 0.05 m. The DSM has been applied using MERRA 

data in 2014 at hub height ὤ= 10 m at the reference site and a reference height ὤ = 200 

m. The wind speed map difference in Figure 5-23 represents the absolute difference by 

subtracting the wind speed values in Figure 5-20 from the wind speed values in Figure 5-21.  

At first glance at Figure 5-20 and Figure 5-21, it is possible to note that in general, the wind 

speed in Figure 5-21 is lower than the wind speed in Figure 5-20. Also, the maximum 

difference of wind speed that is recorded in Figure 5-23 equals 0.317 m/s. The maximum 

differences concentrated above big lakes and some areas in the middle, west, and south-east 

of Iraq. The lowest differences are concentrated above urban areas and the north and 

northeast of Iraq. The reason behind the low difference above urban area returns to the 

general reduction of wind speed above cities and towns due to the presence of the 

displacement height above an urban area. The reason behind the low difference in the north 
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of Iraq is related to mountain nature in this area and reduction of the reference wind 

climatology from MERRA as shown in Figure 5-22. Whenever wind speed increases from 

the raw MERRA data the difference between wind speed maps in Figure 5-20 and Figure 

5-21 at ὤ = 10 m will be increased due to the impact of roughness length at target site in 

the two Figures. Furthermore, the same comparison has been applied for the same factors 

based on wind speed from MERRA in 2013 between Figure 5-24 and Figure 5-25. It easy to 

note that the maximum wind speed in Figure 5-25 that used ᾀ  = 0.05 m is lower than 

the maximum wind speed in Figure 5-24 that used  ᾀ  = 0.103 m. The maximum 

difference of wind speed that is estimated in Figure 5-26 is similar to the maximum 

difference of wind speed that is recorded in Figure 5-23. The distribution of wind speed 

difference in Figure 5-26 is quite similar to wind speed difference distribution in Figure 

5-23. This similarity returns to the methodology of IAU in GEOS-5 DAS that has been applied 

in the data assimilation system of MERRA to re-analysis wind speed data as explained in 

section 2.6.6.4. 

 

 

  
Figure 5-20. The annual average wind speed map at 
hub heightὤ  = 10 m based on MERRA data at ὤ   = 
10 m, reference height ὤ  = 200 m and ὤ  = 

0.103 m in the reference site using the DSM in 2014 

Figure 5-21. The annual average wind speed map at 
hub heightὤ  = 10 m based on MERRA data at ὤ   = 
10 m, reference height ὤ  = 200 m and ὤ  = 0.05 

m in the reference site using the DSM in 2014 
  

  

  
Figure 5-22. Color-scale map of annual average wind-
speed which created based on the raw MERRA data 
at level of 10 m in 2014 

Figure 5-23. The wind speed difference at ὤ  =10 m 
between ὤ  = 0.103 m and ὤ  = 0.05 m site 

using the DSM in 2014 
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Figure 5-24. The annual average wind speed at hub 
height ὤ   = 10 m based on MERRA data at ὤ = 10 
m, reference height ὤ  = 200 m and ὤ  = 0.103 

m in the reference site using the DSM in 2013 

Figure 5-25. The annual average wind speed at hub 
height ὤ   = 10 m based on MERRA data at ὤ = 10 
m, reference height ὤ  = 200 m and ὤ  = 0.05 m 

in the reference site using the DSM in 2013 
  

 

 
Figure 5-26. The wind speed difference at ὤ   = 10 m between ὤ  = 0.103 m and ὤ  = 0.05 m site using 

the DSM in 2013. 
 

 

The most critical sensitivity analysis that has been implemented in this project, is the 

comparison between the wind speed maps in Figure 5-27 and Figure 5-28.  The annual 

average wind speed  in Figure 5-27 is estimated based on wind speed from MERRA at height 

ὤ=10 m while the wind speed map in Figure 5-28 is estimated based on wind speed from 

MERRA at height ὤ= 50 m. For both wind speed maps in Figure 5-27 and Figure 5-28, the 

DSM has been applied using reanalysis data from MERRA in 2012 with surface roughness 

length ᾀ = 0.103 m at the reference site and a reference height ὤ  = 200 m. 

At first glance, it is possible to note that the wind speed in Figure 5-28 is generally lower 

than the wind speed in Figure 5-27. The wind speed map difference in Figure 5-29 

represents the absolute difference between Figure 5-27 and Figure 5-28.  

Figure 5-29 reflects a significant result from applying reanalysis data from different heights 

at the reference site. According to similarity theory, the result of the DSM should be similar 
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at the target site when applying two values of wind speed from two levels at the same 

vertical wind profile at a reference site. This feature is seen in many locations in Figure 5-29 

that shows low differences signified by dark blue cells of wind speed differences between 

the two heights used.  

The lowest differences in wind speed in Figure 5-29 are distributed across the middle, 

north , and southeast of Iraq which are recognized by blue and dark blue cells where the 

difference ranges between 0 and 0.2 m/s. The rest of the locations show differences ranging 

from 0.2 to 0.3 m/s and are distributed over the west and south-west of Iraq. The south of 

Iraq shows differences ranging from 0.3 to 0.4 m/s.  

The most significant differences are located above Tharthar Lake in the middle of Iraq and 

Soran region in the north of Iraq. For both regions, the difference ranges from 0.5 to 0.6 m/s. 

The reason behind these bigger differences stems from the methodology of IAU in GEOS-1 

DAS that has been applied by MERRA and the probability of getting errors during the 

reanalysis process as mentioned in section 2.6.6.4. There are several reasons behind this 

difference between results of the DSM that applied from ὤ= 50 m in Figure 5-28 and from 

ὤ = 10 m in Figure 5-27.  

¶ The shortage of observation data, the accuracy of the data used as well as the poor 

distribution of observation data will affect the performance of the general circulation 

model (GCM) that employs C grid.  

¶ In addition, the biggest discrepancies are seen in areas of sharp roughness change which 

stems from the insufficient data from observations to make the correction for the re-

analysis data as well as this issue is related to the performance of the coarse GCM model 

that does not represent the new surface very well. 

All these factors can create errors in some locations continue for long period as the same 

errors feature with the sensitivity analysis for four years from 2012 to 2015, as shown in 

Figure 5-29 and Figure 5-30.  
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Figure 5-27.Wind speed map at hub height ὤ =10m 
based on MERRA data at ὤ=10m, reference height 
ὤ =200m and  ᾀ =0.103m in the reference site 

using the DSM in 2012 

Figure 5-28. Wind speed map at hub height 
ὤ =10m based on MERRA data at ὤ =50m, 
reference height ὤ =200m and  ᾀ =0.103m in 

the reference site using the DSM in 2012 
  

 

 

2012 2013 
Figure 5-29. The wind speed difference at ὤ =10m between ὤ=10m and ὤ=50m site using the DSM in 
2012 and 2013 
 

  

2014 2015 
Figure 5-30. The wind speed difference at ὤ =10m between ὤ=10m and ὤ=50m site using the DSM in 
2014 and 2015 
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Validation is needed between observed and estimated data to check the accuracy of 

wind speed estimation by the DSM. A daily average of wind speeds calculated from 

estimated hourly data has been compared with equivalent data averaged from 3 hourly 

values from 16 weather stations throughout Iraq. The 16 sites represent the limited number 

of weather stations that have acceptable data of wind speeds over a year. The validations 

have been applied for one year for each weather station for the period between 2012 and 

2015. The observation wind speed has been measured by an anemometer at 10 m height. 

These observation data have been gathered from the weather information service provided 

by the OGIMET website [266] . The locations of 16 weather stations as shown in Figure 5-31. 

 

 
 
Figure 5-31. The locations of 16 weather stations distributed in different places in Iraq over the roughness 
map. 
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Validation has been applied between the DSM results at hub height ὤ  = 10 m based 

on re-analysis data from MERRA at hub height of reference site  ὤ = 10 m and ὤ= 50 m 

with observation data from the 16 weather stations. Different parameter values have also 

been applied in this validation, to check which contribution will give the best results by 

reducing the error between actual and forecasting wind speed.  

This validation has been divided into two groups, as shown in Table 5-3. The first 

group includes applying the DSM using MERRA data at a reference site ὤ = 10 m to ὤ  = 

10 m at target site with changing between reference height ὤ  = 200 m to ὤ = 600 m 

and also changing between roughness length of reference site from ὤ = 0.103 m to 

ὤ = 0.05 m. In addition, the second group in Table 5-3, includes applying the DSM based 

on MERRA data from reference site at ὤ= 50 m to ὤ = 10 m at the target site with the 

same values for reference height and roughness length in the first group. Table 5-3 has been 

created 9 combinations for each weather station based on 8 methods ranging from DM1 to 

DM8. It is worthy of mentioning that the DSM (from DM1 to DM8) has been applied based 

on full sector design (32 roughness patches) in terms of validation and also the maps in the 

previous Figures. The 9th combination has used to recognize the difference between the raw 

MERRA data at 10m and observation data at 10m for each single weather station for the 

same period in order to compare the error metric results with the other combinations as 

presented in Table 5-3 

The re-analysis data from MERRA has been used for 2012, 2013, 2014 and 2015 for 

different weather stations depending on observed data availability. Furthermore, in this 

validation a number of error metrics have been applied to calculate the percentage of error 

between the estimated result and the observed data as follows: 

1. MAPE: Mean Absolute Percentage Error in Equation 5-13 [267, 268] 

  

ὓὃὖὉ
ρ

ὔ
 
ȿὃ Ὂȿ

ὃ
   Ȣρππ Ϸ Equation 5-13 

  
2. MBE: Mean Bias Error in Equation 5-14 [269]. 
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3. RMSE: Root Mean Square Error in Equation 5-15 [35, 268, 269]. 

  

ὙὓὛὉ
В ὃ Ὂ

ὔ
 Equation 5-15 

  

4. MAE: the Mean Absolute Error in Equation 5-16 [35, 268]. 

  

ὓὃὉ
ρ

ὔ
  ȿὃ Ὂȿ  Equation 5-16 

  

5. Ὑ : R squared [270]  

  

Ὑς
ὔ ВὃὊ Вὃ ВὊ

ὔВὃ Вὃ ὔВὊ ВὊ
 Equation 5-17 

  
Where ὃ represents the daily average of actual data (observation). Ὂ represents the daily 

average of forecasting data that estimated by the DSM. ὔ represents the number of days per 

year. Table 5-3, shows that the MAPE for DM8 shows the lowest percentage error for 11 

stations (green cells) among 16 weather stations through applying 8 proposals using DSM, 

when  applied the DSM from ὤ= 50 m at reference site to the hub height ὤ =10 m using 

ὤ  = 0.05 m for roughness length and ὤ  = 600 m for the reference height. 

 The MAPE in this validation calculates the size of the error in percentage between 

forecasting calculation and actual measurement [267] . According to the result of MAPE in 

proposal DM8, the factors that have used in DM8 show the most accurate wind speed in 

comparison with the other proposals. In addition, the RMSE shows the lowest difference for 

significant error in m/s between observation and estimation data for 8 weather stations 

(green cells) that applied the DSM based on factors that have been used in DM8. On the 

contrary, in the first group, the MAPE in the DM1 shows the highest percentage of error for 

11 weather stations (red cells), while the RMSE shows the highest error between 

observation and estimation data for 7 weather stations (red cells) and the highest average 

of difference 1.15056 m/s in DM1. 

 

The reference height ὤ  in this validation has been changed from 200 m to 600 m, 

where each value of this factor has interacted with other factors. The average MAPE and 

RMSE have reduced slightly from DM1 to DM3 in the first group in Table 5-3 when the value 

of ὤ  has been changed from 200 m to 600 m. In addition, in the second group, the average 

MAPE in DM5 and DM7 has reduced from 52.06% to 50.44% respectively, while the average 
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of RMSE has decreased slightly between DM5 and DM7. According to the betterment in 

error metrics, it is possible to note that the changing in reference height from 200 m to 600 

m has improved the wind speed estimation. The reason behind the low error when using 

600 m stems from that this value reflects the feature of the boundary layer in Iraq due to 

this height represents the level where wind speed does not change with height [32] .  

 

The roughness length ᾀ   at a reference site in this validation has been changed from 

0.103 m to 0.05 m, where each value of this factor has interacted with other parameters. It 

is possible to note that the average MAPE and RMSE have reduced slightly from DM1 to DM2 

in the first group in Table 5-3 when the value of roughness length has changed from 0.103 

m to 0.05 m. In addition, in the second group, the average MAPE in DM5 and DM6 has 

reduced from 52.06 % to 51.02 % respectively. While the average of RMSE has reduced 

slightly from1.1396 m/s to 1.1343 between DM5 and DM6. According to the error reduction 

from DM1 to DM2 and DM5 to DM6, it is possible to note that the changing in roughness 

length from 0.103 m to 0.05 m will enhance the wind speed estimation. The result approves 

that the  ὤ =0.05 m reflects the aerodynamic feature of roughness surface of open area 

in Iraq which has shortage grass and bushes. 

 

According to the effect of the reduction in error that has been achieved by changing 

reference height value and roughness length severally in the last two sections. The decision 

has been taken to integrate between applying the second value of roughness length 

 ὤ =0.05 m with the second value of reference height 600m in DM4 and DM8.  

The average value of MAPE in DM4 and DM8 shows a reduction in error in comparison with 

other MAPE values that have been calculated based on other combinations. The value of 

MAPE in DM4 has dropped down to 48.53%, while the value of MAPE in DM8 has dropped 

down to 48.91%. Also, the value of RMSE has reduced slightly in DM4 and DM8 in 

comparison with other proposals. Based on the improvement in MAPE and RMSE 

calculation in DM4 and DM8, we conclude it is quite useful to integrate between 600 m for 

reference height and ὤ  = 0.05 m for roughness length when applying the DSM in Iraq. 

 

The most applications of the DSM have been carried out from ὤ= 10 m to ὤ = 10 m 

based on the availability of measuring wind speed just at 10 m in the surface weather 

stations [35, 36, 271]. However, re-analysis data from MERRA provide researchers wind 
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speed data at two levels 10 m and 50 m. Based on this opportunity, it is possible to apply 

DSM frm ὤ = 50 m to ὤ  = 10 m in this validation. ccording to Table 5-3, it is possible to 

note that the second group has shown a reduction in MAPE values in comparison with the 

first group particularly between DM1 and DM5 and also between DM3 and DM7. In fact, the 

change in values of MAPE is small. The small change in percentage between DM8 and DM4 

reflects the accuracy of DSM performance. Despite the clear tendency of MAPE values 

reduction for 11 weather stations in DM8, but the average value for MAPE was higher than 

the average value for MAPE in DM4. This difference back to the unique MAPE value for 

Sulaimaniya weather station, which recorded 60.338% in DM4 and 70.3% in DM8 which 

leads to increase the average MAPE in DM8. In addition, the values of RMSE have boosted 

the general result for MAPE. It is possible to note that the error between the mean wind 

speed and estimation data in RMSE has reduced when applying DSM from  ὤ= 50 m to 

 ὤ = 10 m in the second group. Finally, it is clear to note that applying the DSM from  ὤ= 

50 m to  ὤ = 10 m using 600m for reference height and  ὤ =0.05m for roughness length 

will contribute to improving the wind speed estimation and reduce the error between 

observation and modeling data.   

 

At first glance between DM8 and obs-Vs-MERRA at 10 m in the second group, it is 

possible to see the weather stations that have a low error in MAPE between observation 

and raw MERRA data also have lower MAPE in DM8. For example, Karbala weather station 

has recorded low MAPE 29.65% in DM8 and 41.71% in Obs-Vs-MERRA. On the other hand, 

the weather stations that have recorded high MAPE in DM8. For instance, Mosul weather 

station has recorded 69.16% for MAPE in DM8, while the Obs-Vs-MERRA has recorded 

383.12%. Also, Khanaqin weather station has recorded 69.99% for MAPE in DM8, while it 

has recorded 475.58% in Obs-Vs-MERRA. Through the above examples we conclude, that 

the weather stations which have low MAPE in Obs-Vs-MERRA have given a small error when 

applying the DSM for weather stations that are located within suburban area. While the 

weather stations that have high MAPE in Obs-Vs-MERRA, have given high MAPE after using 

the DSM for weather stations that are located within urban areas such as Khanaqin and 

Mosul weather stations. The stations that deviated from this trend are located within 

mountain environments such as Singar and Sulaimaniya weather stations that recorded 

90.39% and 70.30% respectively. In general, the average MAPE in DM8 represents one third 

the error in Obs-Vs-MERRA. This difference reveals the efficiency of DSM in general. 

Moreover, the average RMSE in Obs-Vs-MERRA is about double that of DM8. Finally, the 

results of MBE in Obs-Vs-MERRA show high negative bias due to the vast difference between 

raw MERRA and observation data, where the raw MERRA data values that recorded were 
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higher than the observation data for the same weather station. This negative bias fluctuated 

from station to station.  
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Table 5-3. Reveals the validation results for 16 weather stations in different places in Iraq by calculating a number of error metrics: MAPE, RMSE, MBE and R2. The first 
group includes four proposals of Downscaling Model DM1, DM2, DM3and DM4 applied from  ὤ= 10 m to  ὤ =10 m. The second group consists of four proposals of 
Downscaling Model DM5, DM6, DM7 and DM8 applied from  ὤ= 50 m to  ὤ = 10 m. In addition, two values of reference height tested  ὤ =600m and 200m and also two 

values of  ὤ  have tested 0.103 m and 0.05 m. The red colour represents the highest error has recorded, the green colour represent the lower error has recorded. 

 

Weather Station MAPE RMSE m/s MBE R2 MAPE RMSE m/s MBE R2 MAPE RMSE m/s MBE R2 MAPE RMSE m/s MBE R2 MAPE RMSE MBE R2

1. Diwaniya 2015 45.13% 0.966 -52.98% 0.468 40.31% 0.872 -37.23% 0.468 42.46% 0.918 -44.49% 0.4659 37.50% 0.825 -26.26% 0.4659 85.75% 1.836 -154.18% 0.4067

2. Basrah Hussen 2015 38.51% 1.21 -37.61% 0.528 34.99% 1.146 -18.13% 0.528 35.54% 1.157 -21.78% 0.528 32.55% 1.121 0.46% 0.528 66.18% 1.874 -115.62% 0.406

3. Karbala 2014 34.19% 1.101 -21.78% 0.52 31.35% 1.071 -2.23% 0.52 32.33% 1.08 -9.01% 0.517 29.91% 1.079 13.50% 0.517 41.71% 1.246 -57.67% 0.52

4. Amarah 2014 28.00% 1.154 47.80% 0.512 34.61% 1.075 -29.31% 0.512 35.62% 1.094 -34.16% 0.511 31.65% 1.033 -12.97% 0.513 58.33% 1.653 -118.28% 0.51

5. Hadithah 2014 43.74% 1.447 63.95% 0.257 43.80% 1.494 73.23% 0.259 43.59% 1.448 64.62% 0.269 43.76% 1.504 75.65% 0.262 130.26% 2.292 -173.77% 0.261

6. Kut-Al-Hai 2014 40.64% 1.095 -36.43% 0.458 37.26% 1.025 -18.67% 0.458 38.56% 1.048 -23.92% 0.448 35.35% 0.997 -3.52% 0.448 73.13% 1.962 -149.77% 0.456

7. Nasiriya 2014 25.99% 1.029 -9.85% 0.468 24.36% 1.006 8.09% 0.468 24.73% 1.004 2.77% 0.471 23.77% 1.001 23.37% 0.471 50.71% 1.791 -86.98% 0.157

8. Semawa 2014 39.34% 1.391 23.02% 0.228 38.26% 1.411 40.07% 0.228 38.45% 1.401 35.10% 0.229 38.26% 1.445 54.67% 0.229 57.72% 1.769 -86.25% 0.229

9. Sulaimaniya 2014 69.13% 1.214 -9.63% 0.255 64.47% 1.213 1.48% 0.255 64.84% 1.208 0.57% 0.261 60.34% 1.22 13.17% 0.261 108.10% 1.449 -79.59% 0.256

10.   Kirkuk 2013 47.71% 0.895 38.16% 0.084 47.27% 0.919 44.03% 0.084 47.34% 0.913 43.01% 0.088 47.10% 0.945 49.70% 0.088 217.32% 2.331 -201.20% 0.085

11.   Mosul 2013 74.79% 0.815 21.73% 0.129 70.88% 0.83 26.90% 0.129 73.77% 0.821 23.46% 0.126 69.40% 0.839 29.52% 0.126 383.12% 2.526 -223.19% 0.127

12.   Anah 2012 71.13% 1.638 52.08% 0.278 67.81% 1.675 61.04% 0.278 70.59% 1.632 52.08% 0.285 66.80% 1.677 62.64% 0.285 92.19% 2.378 -110.73% 0.046

13.   Najaf 2012 55.89% 1.16 45.69% 0.252 53.94% 1.194 53.00% 0.252 54.19% 1.187 51.78% 0.254 52.77% 1.23 60.11% 0.254 253.59% 2.81 -244.93% 0.252

14.   Baghdad Int 2012 52.23% 1.118 -40.22% 0.4014 48.11% 1.054 -23.57% 0.4014 51.24% 1.101 -36.29% 0.4 46.54% 1.035 -16.67% 0.4 84.59% 1.804 -134.93% 0.4003

15.   Khanaqin 2014 80.38% 0.574 -12.73% 0.1447 75.26% 0.561 -7.32% 0.1447 76.25% 0.563 -8.49% 0.1461 70.80% 0.554 -2.30% 0.1461 475.58% 2.91 -268.38% 0.1452

16.   Singar 2012 99.05% 1.602 -57.56% 0.2516 92.25% 1.54 -40.07% 0.2516 97.41% 1.579 -54.94% 0.2626 89.94% 1.511 -34.23% 0.2626 138.61% 2.11 -72.83% 0.1322

Average 52.87% 1.15056 0.32716 50.31% 1.130375 0.3272 51.68% 1.134625 0.3288 48.53% 1.126 0.3285 144.80% 2.0463 0.2743

Weather Station MAPE RMSE m/s MBE R2 MAPE RMSE m/s MBE R2 MAPE RMSE m/s MBE R2 MAPE RMSE m/s MBE R2 MAPE RMSE MBE R2

1. Diwaniya 2015 42.45% 0.913 -44.62% 0.468 40.85% 0.882 -39.20% 0.468 40.07% 0.872 -36.38% 0.466 36.69% 0.806 -27.58% 0.487 85.75% 1.836 -154.18% 0.4067

2. Basrah Hussen 2015 35.07% 1.149 -20.09% 0.53 34.10% 1.134 -13.52% 0.53 32.96% 1.123 -5.03% 0.53 31.93% 1.117 4.81% 0.53 66.18% 1.874 -115.62% 0.406

3. Karbala 2014 31.75% 1.075 -5.08% 0.519 30.98% 1.0719 1.54% 0.519 30.52% 1.076 7.10% 0.516 29.65% 1.0716 16.27% 0.527 41.71% 1.246 -57.67% 0.52

4. Amarah 2014 36.48% 1.111 -38.41% 0.514 35.13% 1.085 -32.03% 0.513 33.80% 1.063 -25.13% 0.513 32.05% 1.038 -15.54% 0.513 58.33% 1.653 -118.28% 0.51

5. Hadithah 2014 43.79% 1.497 73.75% 0.259 43.90% 1.513 76.86% 0.259 43.79% 1.497 73.75% 0.259 43.92% 1.524 79.22% 0.262 130.26% 2.292 -173.77% 0.261

6. Kut-Al-Hai 2014 38.92% 1.041 -25.36% 0.4596 37.85% 1.02 -19.26% 0.4596 37.29% 1.029 -13.82% 0.4484 35.99% 0.995 -4.63% 0.4484 73.13% 1.962 -149.77% 0.456

7. Nasiriya 2014 24.51% 1.005 5.56% 0.47 24.15% 1.003 11.63% 0.47 23.89% 1.001 17.60% 0.474 23.69% 1.013 26.74% 0.474 50.71% 1.791 -86.98% 0.157

8. Semawa 2014 38.32% 1.404 37.28% 0.228 38.07% 1.415 43.06% 0.229 37.85% 1.427 48.80% 0.23 37.74% 1.452 57.50% 0.23 57.72% 1.769 -86.25% 0.229

9. Sulaimaniya 2014 79.30% 1.255 -31.18% 0.242 77.01% 1.245 -26.82% 0.242 73.45% 1.228 -19.89% 0.249 70.30% 1.22 -13.42% 0.249 108.10% 1.449 -79.59% 0.256

10.   Kirkuk 2013 46.95% 0.905 41.59% 0.091 46.84% 0.914 43.61% 0.091 46.74% 0.925 46.30% 0.094 46.71% 0.94 49.31% 0.094 217.32% 2.331 -201.20% 0.085

11.   Mosul 2013 72.00% 0.818 24.54% 0.135 70.70% 0.824 26.32% 0.135 71.10% 0.825 26.23% 0.138 69.16% 0.834 28.96% 0.138 383.12% 2.526 -223.19% 0.127

12.   Anah 2012 67.01% 1.685 63.43% 0.278 66.14% 1.698 66.35% 0.278 66.56% 1.679 63.32% 0.286 65.27% 1.701 67.90% 0.285 92.19% 2.378 -110.73% 0.046

13.   Najaf 2012 54.77% 1.178 49.54% 0.252 54.11% 1.19 52.06% 0.252 53.39% 1.206 55.46% 0.254 52.73% 1.225 58.85% 0.254 253.59% 2.81 -244.93% 0.252

14.   Baghdad Int 2012 49.62% 1.078 -30.47% 0.4014 48.25% 1.058 -24.75% 0.4014 48.74% 1.065 -26.67% 0.3999 46.29% 1.025 -17.83% 0.4102 84.59% 1.804 -134.93% 0.4003

15.   Khanaqin 2014 77.27% 0.564 -9.43% 0.1481 75.53% 0.56 -7.57% 0.1481 73.43% 0.556 -5.33% 0.1495 69.99% 0.546 -2.08% 0.1715 475.58% 2.91 -268.38% 0.1452

16.   Singar 2012 94.81% 1.557 -48.54% 0.2624 92.71% 1.536 -42.50% 0.2624 93.54% 1.539 -46.03% 0.273 90.39% 1.507 -36.66% 0.273 138.61% 2.11 -72.83% 0.1322

Average 52.06% 1.1396 0.32878 51.02% 1.1343062 0.3287 50.44% 1.1319 0.3298 48.91% 1.1258 0.332 144.80% 2.0463 0.2743

Zref=600m, Zoref= 0.103m

DM8: Zh=50m to Zhh=10m

Zref=600m, Zoref= 0.05m

Obs-Vs-MERRA

At 10m

DM4: Zh=10m to Zhh=10m

Zref=600m, Zoref= 0.05m

Obs-Vs-MERRA

At 10m

The second group
DM5: Zh=50m to Zhh=10m

Zref=200m, Zoref= 0.103m

DM6: Zh=50m to Zhh=10m

Zref=200m, Zoref= 0.05m

DM7: Zh=50 to Zhh=10m

The first group
DM1: Zh=10m to Zhh=10m

Zref=200m, Zoref= 0.103m

DM2: Zh=10m to Zhh=10m

Zref=200m, Zoref= 0.05m

DM3: Zh=10m to Zhh=10m

Zref=600m, Zoref= 0.103m
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In order to examine the improvement in resolution of effective local roughness for the 

full sector design and the effect of this development on wind speed accuracy using the DSM, 

validation has been suggested to calculate the error between estimated wind speed based 

on 32 roughness patches and observation data. The previous error will be compared with 

the error between estimated wind speed based on 9 roughness patches and observation 

data. In this validation, several error metrics have been applied to determine the difference 

between estimated wind speed and observation data such as MAPE, MBE, RMSE, and MAE. 

The calculated error metrics are shown in Table 5-4.  The estimated wind speed in DM9 in 

Table 5-4 has been modeled based on the same factors in DM8 in Table 5-3 such as reference 

height ὤ  = 600 m in the reference site and roughness length ὤ = 0.05 m. In addition, 

the DSM has been applied based on MERRA data from reference site at ὤ = 50 m to hub 

height at a target site ὤ  = 10 m. Moreover, the downscaling model in DM9 has been 

applied based on 9 roughness patches for each upwind fetch. Furthermore, the validation 

has been applied for the same 16 weather stations in Table 5-3 as shown in Figure 5-31.  

At first glance in Table 5-4, the average of MAE in DM8 has shown lower error (difference) 

between estimated and measured wind speed 0.808 m/s while the average error between 

estimated and observed wind speed for MAE in DM9 has been 0.812 m/s. In addition, the 

average MAPE in DM8 has been 48.91% slightly lower than the average MAPE in DM9 

49.090%. Furthermore, the average RMSE in DM8 was recorded 1.1258 m/s which 

represents significant weight for errors that have large absolute amount more than errors 

wit h small absolute amount [268] . While the average RMSE in DM9 was recorded 1.130 m/s 

which is slightly higher than the value of RMSE in DM8.  

The approach of applying the DSM based on full sector design, which including 32 roughness 

patches shows better performance basd on four metrics in comparison with the stripe 

pattern for 9 roughness patches. It is very important to put in our consideration that the 

error metrics results represent the average error for 16 weather stations and also the 

average error for one year for each weather station.  

In the case that weather station is located within a symmetrical surface roughness area 

such as large urban area or in the desert, small differences are seen between applying the 

full sector proposal for 32 patches and the stripe pattern proposal for 9 patches. However, 

in case of using 32 patches with various surface roughness area types around the target site, 

will improve the wind speed estimation. 13 out of 16 weather stations have shown low error 

for various metrics error in DM8 against the same metrics error in DM9 as revealed in Table 

5-4.  
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The Kut-Al-Hai weather station in 2014 shows the same result for MAE in DM9 and DM8. 

This similarity in error values returns to the similarity of surface roughness areas in the 

direction sector of prevailing winds from the NW of Kut-Al-Hai weather station as shown in 

Figure 5-32. It is possible to note that the prevailing wind direction located at the NW within 

the urban area has played significant role to reduce the difference in MAE, but the effect of 

some different patches has appeared in RMSE between DM9 and DM8.  

While in the case of Khanaqin weather station, the error metrics show different trends from 

others. The error values for MAE, MAPE, and RMSE in DM8 were higher than in DM9. In fact, 

this strange trend returns to the big difference in wind speed direction distribution between 

wind rose of observed data and wind rose of estimated data within various roughness areas 

as shown in Figure 5-33.  It possible to note that the prevailing wind speed in Figure 5-33C 

is for the west of weather station and most observed data is concentrated in this wind 

direction sector.  While the prevailing wind speed in Figure 5-33A concentrated between E 

to SE and between NW to W. That means the estimated wind speed will be concentrated in 

these directions, the various of roughness surface within these wind direction sectors will 

affect the error value when compared between observation and estimated wind speed.   
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Table 5-4. Reveals the comparison between the stripe pattern proposal in DM9 and the full sector pattern proposal in DM8. Validation has been applied for 16 weather 
station in different places in Iraq by calculating a number of error metrics: MAPE, RMSE, MBE and R2. The error metrics represent the difference between observation 
from and estimation data by DSM.  Obs-Vs-MERRA represents the difference between raw MERRA data and observation data. 
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A-Wind rose created based on estimation data  B- The yellow circle represents the location of the weather 
station 

C-  Wind rose created based on observation data 

Figure 5-33. The location of Khanaqin weather station within various roughness area around the site in section B, while Figure A represents wind rose which created based 
on estimation data by DSM, whereas Figure C represent wind rose which created based on observation data from Khanaqin weather. 

  

Figure 5-32. The location of Kut-Al-Hai weather station in ᾀ area which determined by yellow circle in the left 
side and the direction of prevailing wind speed in the NW of weather station location. 
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The main objective of this research is to evaluate wind resources in Iraq with high 

resolution using the DSM based on MERRA data as a reference wind climatology and LCM 

of Iraq to provide a roughness map. The DSM in this project has been developed to estimate 

accurately the annual average wind speed map for the whole of Iraq and to estimate the 

hourly wind speed at a hub height of wind turbines to feed the potential hybrid system 

calculation. The DSM in this work has been developed by creating the surface roughness 

values for each land cover category based on literature sources. In addition, the technique 

of evaluating the regionally averaged surface roughness has been developed according to 

the full sector design rather than the stripe pattern. Moreover, the performance of the DSM 

has been improved based on sensitivity analysis for a range of parameters that describe the 

boundary layer conditions in Iraq.  

Sensitivity analysis, validations, and comparisons have been made to evaluate the difference 

between the DSM that has been applied using  ὤ  = 200 m and ὤ  = 600 m. The results 

have shown a notable difference between them, where the ὤ  = 600 m have reduced the 

error between observed and estimated wind speed and confirmed that this reference height 

is less affected by surface roughness. In fact,  ὤ  = 200 m represents the height when the 

wind speed does not change with height based on the neutral condition in the boundary 

layer in the UK. While the ὤ  = 600 m reflect the feature of vertical wind profile in Iraq 

where the laminar flow of wind speed is higher than the UK due to the convection of high 

heat transfer within the planetary boundary layer. In addition, sensitivity analysis and 

validation have been made between ὤ  = 0.103 m (the average of ὤ above BIA) and 

ὤ  = 0.05 m ( selective average monthly value of ὤ above BIA)  as surface roughness at 

a reference site. The results have shown the ὤ  = 0.05 m has reduced the error between 

observed and estimated wind speed. This value describes clearly the nature of the surface 

roughness at an open area in Iraq due to lack of grass and small shrubs. Both of reference 

height 600m and surface roughness 0.05 m at the reference site have contributed effectively 

in increasing the accuracy of wind speed assessment using the DSM. The results of this 

investigation show that the local boundary layer variables play a crucial role to reduce the 

error when applying the DSM. 

Furthermore, another sensitivity analysis has been made between wind speed maps that 

are estimated by the DSM based on MERRA data at hub height ὤ = 10 m and ὤ = 50 m at a 

reference site. The results have shown good similarity based on the lowest difference of 

wind speed in many locations that distributed in the middle, north, and southeast of Iraq. 
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While the most significant variations are located above Tharthar Lake in the middle of Iraq 

and Soran in the north of Iraq. The reason behind increasing the difference above these 

regions returns mainly to the methodology of IAU in GEOS-1 DAS that has created MERRA 

and the probability of getting errors during the reanalysis process as mentioned in section 

2.6.6 and section 2.6.6.4. In general, using the wind speed data from MERRA at hub height 

ὤ = 50 m has shown a slight improvement in wind resources assessment using the DSM.  

In order to improve evaluation of the blending height, the local reference effective ὤ  

and wind speed over upwind fetches around the target site; a sensitivity analysis has been 

made between applying stripe pattern (9 roughness patches) and full sector (32 roughness 

patches) in the DSM. The results have shown, that the full sector design for upwind fetch 

can describe the wind flow over any wind direction sector better than stripe patterns for 

any area around a target site that has various roughness surfaces. Also, this technique has 

increased the accuracy of wind speed assessment. The full sector design (32 roughness 

patches)is regarded as new contrebution to improve evaluation of the blending height, the 

local reference effective ὤ  and wind speed over upwind fetches around the target site 

in the DSM. It is worthy of mentioning, that reference height 600m,  surface roughness 0.05 

m, reference wind climatology from MERRA at 50 m and applying full sector design for 

upwind fetch have played a significant role in improving wind resources assessment using 

the DSM in Iraq as revealed in DM8 in Table 5-3 and Table 5-4. This chapter tries to answer 

the main research questions in this project as follows: 

¶ To what extent is the wind speed prediction using the developed the DSM accurate 

for Iraq?  

¶ What are the advantages and disadvantages implementation of DSM using MERRA 

data? 

¶ To what extent is the DSM useful in improving the wind resources assessment in Iraq 

using MERRA data? 

According to the first question, the results of MAE  that was calculated between estimated 

and observed data after applying the DSM, have shown that the DSM has succeeded in 

decreasing the MAE  to 0.8 m/s which is around three times lower than the difference 

between MERRA data and observed data. In addition, the DSM has played a crucial role in 

terms of increasing the accuracy of estimated data when MERRA data has a low error with 

observed data. Also, the DSM has played a significant role in terms of reducing the error 

massively when the error between MERRA and observed data too high. In comparison with 

other researcher results that have used the same technique, [272]  has reduced the MAE  to 

0.8 m/s using NOABL dataset and 0.49 m/s based on NCIC dataset in the UK.  
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According to the second question, on the other hand, the DSM has shown low performance 

within the mountain area, due to the DSM cannot deal with topographic diversity in the 

mountain area. In addition, MERRA data also has shown weakness in some areas due to the 

IAU system in GEOS-1 DAS method, in case of shortage in observation data and side by side 

with weakness in data distribution within the horizontal resolution that will increase the 

possibility of generating small errors and some deviations.  

According to the third question, the difference in resolution between the two maps in Figure 

5-34 shows how effective and useful using the DSM and MERRA data to assess the wind 

speed in Iraq. Firstly, MERRA has the highest spatial resolution as a source of a global 

dataset. Where the DSM has increased the resolution of MERRA data from 55.461 km × 

61.589 km to 231.6 m × 231.6 m for the whole of Iraq. That means the resolution has 

increased by 64448 times. In fact, this is the highest resolution has been ever made to 

evaluate the wind speed in Iraq.  Finally, according to DSM, it is become possible to evaluate 

the wind speed at any country or region in this world if we have the LCM for this area using 

DSM and MERRA data due to MERRA data cover all the world. 

 

 

Figure A The annual average wind speed map from 
MERRA data at 10m  

Figure B Wind speed map at ὤ =10 m based on 
ὤ =50 m, ὤ = 600 m and ὤ = 0.05 m at a 

reference site  
Figure 5-34. The difference in spatial resolution between MERRA data in Figure A and wind resources 
assessment map in Figure B that has been modeled by the DSM based on MERRA data in Figure A in 2014. 
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 WIND TURBINE POWER PRODUCTION IN IRAQ 

 

This chapter aims to evaluate the Annual Energy Production (AEP) for different sizes 

of a small wind turbine, to determine the location distribution of the highest and lowest AEP 

over the whole of Iraq, using a wind speed map that has been estimated by the downscaling 

model (DSM). The Weibull distribution is considered a key to carrying out the AEP 

calculation with reasonable accuracy and fast performance, which in turn depends on the 

shape and scale of the factors. This technique has been suggested to avoid the low capacity 

of PC to process a massive amount of data for long term:  8760 hours of wind speed across 

8 millions pixels of the Iraq map.  The K- profile has been proposed for use in this project to 

estimate correctly a shape factor with height. Besides that, the capacity factor  (CF) and the 

percentage self-demand (PSD) has been suggested to present the ability of a specific wind 

turbine size to cover different levels of monthly electricity demand, based on monthly 

average energy production. 

This chapter is organized as follows: several potential techniques to estimate the AEP 

for the whole of Iraq map have been discussed in section 6.2. How to determine the factors 

of  Weibull distribution has been discussed in section 6.2.1. The analysis of the results and 

validation has been discussed in section 6.3.  Finally, the most important finding has been 

summarized in section 6.4.  

 

Wind has kinetic energy, which is converted to electrical energy by rotating the blades 

of a wind turbine, which in turn produces electricity that comes from a rotating magnetic 

flux inside the wind turbine generator [28] . For the vast majority of researchers, there are 

two ways to calculate power production from a wind turbine. The first one was based on 

the blade sweep area of specific wind turbine and wind speed [103] . The second one was 

based on the power curve of wind turbine that described the relationship between power 

and wind speed [273] .  

In this project, power production from different wind turbine sizes is required to evaluate 

the potential AEP at different heights and for the whole of the Iraq map.  In addition, the 

AEP calculation will be the substantial estimation for other requirements such as efficiency 

and economic calculation, which will be discussed in detail below in this chapter and in the 
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next chapter. There are three methods to calculate the annual energy of wind turbine, which 

will be described as follows: 

 

Hourly wind speeds that have been estimated by downscaling model (DSM) for each 

pixel in the Iraq map as shown in Figure 6-1A, it is useful to estimate power production from 

a wind turbine. MATLAB can be used to calculate hourly energy production using the power 

curve information from the specification of wind turbine as shown in Figure 6-1B. Finally, 

the sum of hourly energy production for one year represents the AEP by kWh that can be 

generated by potential wind turbine size. This procedure is regarded as an easy way to 

calculate the yearly energy of each size of the wind turbine. However, the disadvantage of 

this procedure is that it is not appropriate to apply it over 8 million pixels in the Iraq map, 

because a large memory is needed to achieve this technique. Otherwise this procedure is 

ideal for a small area. 

 

There is another way to calculate AEP from different wind turbine size at various heights. 

First of all, in this procedure, the power curve information for each wind turbine size is 

required. Also, the hourly wind speed over one year that has been previously estimated by 

the downscaling model (DSM) is required for each pixel on the Iraq map, as shown in Figure 

6-1A. On the other hand, wind speed distribution for one year should be estimated based on 

hourly wind data, by calculating the number of frequencies or percentage (fraction) of 

frequency for each wind speed bin, which ranged from 1 to 25 m/s as shown in Figure 6-2. 

Equation 6-1 has been expressed to estimate the AEP based on wind speed distribution  for 

one year [274] . 

¶ ὴὺ  represents the power production for each wind speed. This kind of estimation is 

processed based on information from the power curve information for the selected 

wind turbine. 

¶  Ὢὺ  refers to frequency for each wind speed that ranged from 1 to 25 m/s . The 

calculation of the AEP was based on wind speed distribution for one year, as expressed 

in Equation 6-1 [274] . 

¶ 8760 represents the number of hours per year.  

¶  ὲ represents the number of bins of wind speed.  

  

ὃὲὲόὥὰ ὉὲὩὶὫώ ὯὡὬ  
В ὴὺ ȢὪὺȢ  ψχφπ

В Ὢὺ
 Equation 6-1 
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The advantage in this process is that the wind speed distribution will show the weight of 

the highest frequency for potential wind speed in one year, and the result will be more 

accurate.  

  

  
Figure A Figure B 

Figure 6-1 The hourly wind speed which is estimated by the DSM for one year in the open area near Amarah 
city at 30m of hub height in 2014 in Figure A. Figure B shows the hourly energy production over one year for 
the same location and hourly wind speed in Figure A based on 10kW wind turbine size at 30m hub height; 
the red line represents the average power. 
 
 

 
Figure 6-2 wind speed distribution for hourly wind speed that has been estimated by the DSM in Figure 6-1A. 
 

 

It was challenging to apply the last two ways to calculate the annual energy production 

for 8 millions pixels for the whole of the Iraq map, due to the low capacity of a PC to process 

such a massive amount of data. However, to overcome this barrier, it is essential to find 

another method to provide enough accuracy and ability to achieve this calculation. The 

annual energy calculation based on Weibull distribution is considered as a key to carrying 

out these kinds of calculation process with reasonable accuracy and fast performance which 

in turn depends on the shape and scale of the factors [274] .  

Weibull distribution is considered to be the most common statistical distribution in wind 

energy analysis [28, 38, 48]. Weibull distribution is characterised by two factors: shape 

factor Ὧ and scale factor ὧ. The scale factor  has a close relationship with the mean wind 

speed, while the shape factor measures the width of density distribution. In the case where 












































































































































































































































































































































