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Abstract

The use of waves as a diagnostic tool for determining unknown

parameters has been indispensable in the research of the Sun. Since

the discovery of the mystery of solar coronal heating in the 1940s,

solar structures have been studied using seismology, particularly in

the corona, in hope of finding the root cause of magnetic energy

release. In this thesis, waves, flows, and oscillations associated

with solar coronal loop structures and their origins beneath the

surface are examined, since the dissipation of waves is believed to

contribute to the bulk heating of the corona.

First, a waveguide in Cartesian coordinates is studied, modelling

a coronal loop arcade with curved magnetic field lines embedded

in plasma with density decreasing exponentially in height. Inves-

tigating a small perturbation around the equilibrium, the fast and

Alfvén modes are decoupled. Depending on the ratio between the

gas and magnetic pressure scale heights, the fast modes were shown

to either be decaying or growing in height. In the presence of a

Gaussian perturbation at the loop apex, the power in the Alfvén

mode, and for a special case of the fast mode, could be calculated

for each eigenfrequency. It was shown that the power was highest

for small eigenfrequencies in both cases, with the largest frequen-

cies contributing the least.

Since we see coronal loops as brighter than their surroundings,

a “two-shell” (and later “three-shell”) density profile of a mag-

netic field lines in a model in cylindrical coordinates is introduced.

The coronal loops are considered to sit at the interface, and for

the line-tying condition resultant eigenfrequencies are investigated.

We investigate the resulting eigenfunctions for a “two-shell” (and

later “three-shell”) density profile model that introduces sharp den-

sity contrast. we find that waves are elliptically polarised, but the

eigenmodes can differ significantly when considering small changes



to density profile. Hence, we conclude that the choice of density

structure for use with observational data must be made with cau-

tion so that mode identification can be made more accurately.

Finally, by using the local helioseismological technique known as

“Ring Diagram Analysis” with Doppler velocity shift data of the

solar surface, the subsurface flows of flaring active regions from

the rising phase of Solar Cycle 24 are examined. Consideration

of morphological features, including X-class flare size, magnetic

activity index, coronal mass ejection production and sunspot area,

indicate that subsurface flow information should be used in tandem

with the active regions morphology to ascertain the capability of

large-scale flare production.
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CHAPTER 1

Introduction

“See that ball of fire in the sky? That’s the sun.

It goes by many names: Apollo’s lantern, day moon, old blazy.

The important thing is, never to touch it.”

- Homer Simpson

1.1 The Sun

The importance of the Sun in life on Earth has been understood since, possibly,

the dawn of time, fundamental to the production of food sources and warmth.

This cardinal object has provoked such mystery, with its physical distance from

the Earth a substantial 149.6 million km, making for a rich field of research.

From solar eclipses to solar flares, one cannot deny the fascination the Sun

brings for all people. However, despite our closest star residing far from our

small planet, there are many aspects of the Sun’s existence which are well

established, such as the processes by which it continues to thrive.

The Sun is comprised, predominantly, of hydrogen and helium, with the for-

mer providing fuel for the mechanism by which it continues to exist, by fusing

the abundant hydrogen, forming helium in its place (see, for example, Priest

(2013)). The presence of these elements in the Sun date back almost 4.6 billion

years. At this point in time, the collapse of a molecular cloud (consisting of

large quantities of hydrogen and helium) was triggered by a supernova-related

shock wave (Cameron (1962); Williams (2010)). The resultant compression

caused sections of the cloud to break down under intense gravitational forces,

until rotation and heating from augmented pressure occurred. With gravity

drawing matter into the centre of the rotating, rapidly heating mass, fusion

began and a planetary disk formed around what was to become the Sun —

and thus began our solar system (Nakano (1970); Montmerle et al. (2006)).
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This giant (measuring approximately 6.95 × 105 km) is around 100 times the

size of the Earth.

We start by describing the structure of the Sun, from the hot core, to its

surface, and out into the atmosphere. For a more extensive review of the Sun’s

composition, see Priest (2013).

1.2 Structure

The Sun is fundamentally structured based on plasma of differing properties,

with some of the most distinct layers detailed in Figure 1.1. In this thesis, we

concentrate our studies mainly in the shallow region below the Sun’s surface,

or photosphere, and in the outer atmosphere, or corona (discussed in more

detail in Sections 1.2.1 and 1.2.2). However, here we investigate some of the

key features of the solar interior and the solar atmosphere, and how they differ.

1.2.1 The interior

The core lying at the very centre of the Sun is maintained through the balance

of thermal pressure pushing outward, and pressure due to massive gravitational

forces acting inwardly (Priest (2013)). At the hottest point, the temperature

of the core is estimated to be around 15 million K, which falls to around 6000K

at the Sun’s surface. Despite the core’s radius being around 20% that of the

Sun itself, 50% of the Sun’s mass is contained there. It is estimated that

around 5 × 106 tonnes of hydrogen is fused each second, in a process known

as nucleosynthesis (Hoyle (1946)), of which less than 1% is transformed into

energy. Fusion of four protons from hydrogen into helium produces this energy,

as two γ-rays and two electron neutrinos are released. These particles then

easily pass through the core, radiating through the Sun.

Residing above the solar core is the radiative zone. The photons produced

during fusion in the core proceed on a lengthy journey across this region.

They are continually absorbed and exuded, before reaching the next layer, at

a radius approximately 70% of the Sun, and a temperature around 106 K. This

process may take years, resulting in transportation through the convection

zone. The radiative and convective zones are separated by layer of strong

shear, known as the tachocline, triggered by differential rotation. Energy is

then transferred into plasma bundles in the form of thermal energy, causing

them to rise convectively towards the Sun’s surface, or photosphere, where the

solar atmosphere begins. In doing so, heat is lost in the surroundings, and the
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Figure 1.1: A diagram detailing the layers of the Sun.

bundles cools down before falling back to the bottom of the convective layer,

continuing the process in a cyclic manner.

1.2.2 The atmosphere

The convective motion is seen at the surface in two forms: granulation and

supergranulation. The former is more distinct, since the convective motions

beneath the surface drive plasma upward through the centre of the granules,

before the cooled plasma falls between the adjacent granules. These cooler

paths forming the granulation are known as intergranular lanes. Such struc-

tures may reach scales of around 1Mm. Supergranulation is a weaker form of

convective motion, covering a much larger scale, up to 70Mm.

The largest scale flows exhibited at the solar surface are differential ro-

tation and meridional flow. The main feature of differential rotation is that

the equator appears to rotate much faster than regions of higher (or, indeed,

lower) latitude. Meridional flow, related to differential rotation, is exhibited

as poleward motion at the surface, away from the equator in each hemisphere.

A shallow region of such flows below the solar surface may be probed by seis-

mological methods, which will be covered briefly in Section 1.4.2, and more

substantially in Section 4.2.

In the context of this thesis, features of major interest in the photosphere

are magnetic active regions. Whilst granules appear as bright, hot patches,

surrounded by darker, cooler lanes, active regions appear as clusters of in-

tensely dark sunspots. These relatively cold regions are manifestations of the
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points where intense bundles of magnetic field lines intersect the surface. Typi-

cally, an active region consists of a “preceding” sunspot group and a “follower”

sunspot group, and can usually be divided into two groups of opposite polar-

ity. However, more active regions with more complex polarity do exist. Their

evolution usually occurs over the course of around one rotation of the Sun

(around 25 days). Close to the edges of active regions, we see small bright

flecks known as “faculae”. These phenomena present themselves in white light

since their plasma density is lower than the surrounding plasma.

The number of active regions, or indeed the number of sunspots, on the

Sun’s surface varies in an apparent 11-year cycle, known as the solar cycle. In

periods of minimum activity, the Sun may go weeks without a single sunspot

blemishing the surface, and the rising phase of the cycle tends to be shorter

than the waning phase. In any case, the sunspots tracked in each hemisphere

form a “butterfly diagram” from minimum to maximum (see Figure 1.2), indi-

cating a bulk movement towards the equator as the Sun proceeds through the

cycle. Additionally, the minimum phases of two adjacent solar cycles overlap,

indicated by a cross-over between active regions belonging to different solar

cycles at equatorial latitudes and latitudes closer to the poles.

Sunspots themselves cover areas around 15Mm, but one active region may

host tens or even hundreds of sunspots. Though the photosphere itself has

an approximate temperature of 6000 K, sunspots may be as much as 1900 K

cooler. The sunspot can be dissected into two distinct features: the umbra and

the penumbra. The umbra is the dark centre of the sunspot, host to magnetic

field lines penetrating the surface almost perpendicularly, whilst the lighter

edge of a sunspot forms the penumbra. Groups of sunspots themselves are

more likely to be of one polarity (known as an α-type group), but more complex

groups of bipolar sunspots (known as β or γ-type), or sunspots with umbral

polarity opposite that of the penumbra (known as δ spots) are not uncommon.

Observations indicate that sunspots traverse the Sun much quicker than their

host plasma, since they are probably rooted much deeper in the Sun’s interior.

During periods of high magnetic activity, active regions may produce solar

flares. These are sudden bursts of X-ray particles due to the quick release of

energy, following the supposed interaction of magnetic field lines below the

photosphere. Such events manifest as bright flashes in the chromosphere and

lower corona, due to their interactions with the plasma. We cover flares in

more detail in Section 4.1.
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Figure 1.2: The sunspot cycle represented in a butterfly diagram, showing the
location of sunspots (top) and the average area as a function of dates (bottom).
Credit: NASA Marshall Space Flight Center.

Often related to solar flares are coronal mass ejections (CMEs), where hot,

magnetically charged blobs of plasma are expelled explosively from the Sun.

Once again, magnetic reconnection through the interplay of magnetic field lines

is thought to be the trigger here. Usually, they are seen in observations as gar-

gantuan “bubbles” bursting from a localised region of the Sun. Occasionally,

this cloud of magnetic plasma may swell much larger than the Sun itself and

be seen on all sides as a halo CME. The combination of Earth-ward flaring

and CME production is a highly researched area of space-weather, following

their propensity to cause geomagnetic events through the interaction of parti-

cles and plasma with the Earth’s magnetosphere. Though rare, such eruptive

events can damage satellites, cause interruptions to communications related to

space and air travel, and in the most extreme cases may disrupt transformers

in power stations.

Sunspots within active regions may be linked by tall, overlying arching

magnetic field lines, known as coronal loops. Most often, these structures lie in

bundles or “arcades” that are observed as bright, dense loops of hot plasma.

During the eruption of a nearby solar flare, blast waves directed toward the

loops cause them to oscillate, much like the “pluck” of a guitar string. It is

the transfer of energy through the dissipation of the loop oscillations to the

surrounding plasma which is thought to be one of the contributors to coro-
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nal heating: it is known that the temperature rises as one traverses upwards

through the corona. This is counter-intuitive — it is expected that as you

travel further from a source of thermal energy, the temperature should de-

crease. Hence, there must be some mechanism by which transfer of energy

causes heating in the corona.

The theoretical study of these mechanisms behind coronal heating is gen-

erally investigated in the framework of magnetohydrodynamics, in the context

of wave theory. In the next Section, we discuss the basics of magnetohydrody-

namics, with the assumptions made throughout this thesis.

1.3 Magnetohydrodynamics

Since the Sun is comprised, to reduce it to its simplest description, of plasma

and magnetic fields, it follows that many features of the Sun are best de-

scribed using magnetohydrodynamics (MHD). The derivation of the equations

governing magnetohydrodynamic structures is given in the following section.

1.3.1 Governing equations

To derive the MHD equations, some assumptions must be made: we assume

that the corona is host to an electrically neutral plasma, so that the resident

electric field strength is not too large. Additionally, the length and time scales

must both be long in comparison to the ion gyroradius and ion gyration time,

respectively, so that the plasma may be treated as a continuum and does not

evolve too quickly.

We must begin with Maxwell’s equations, describing the electric and mag-

netic fields. Firstly, we give the solenoidal constraint, which ensures the ab-

sence of magnetic monopoles in the field:

∇ ·B = 0. (1.1)

The vector B describes magnetic induction (i.e. the magnetic field). Next,

assume that there is conservation of electric charge: this produces Gauss’ law,

given by

∇ · E =
1

ε0
ρ∗, (1.2)

where E is the electric field, ε0 is the permittivity of free space and ρ∗ is the

charge density.
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At this point, we may introduce Faraday’s law, whereby an electric field

varying in space gives rise to magnetic induction:

∇× E = −∂B

∂t
. (1.3)

Finally, the set of equations is completed, with the introduction of Ampere’s

law, such that electric currents are invoked by gradients in the magnetic field:

∇×B = µ0J +
1

c2
∂E

∂t
. (1.4)

Here, J is the current density, and µ0 and c are the is the magnetic permeability

and the speed of light in a vacuum, respectively.

Now, we take the MHD assumption that plasma velocities are significantly

smaller than c, and the second term in Equation (1.4) becomes negligible.

Hence, this may be re-written as

∇×B = µ0J. (1.5)

In a similar manner, the governing electric fields of the structure are as-

sumed to be dominantly generated by the evolution of the magnetic field in

time, so that the right hand side of Equation (1.2) assumed to be zero.

Ohm’s law may be introduced here, where current density can be described

using the total electric field and the induced current generated due to fluid flow

through a magnetic environment (v ×B):

J = σ(E + v ×B). (1.6)

Combining Equations (1.5) and (1.6), we obtain

η∇×B = (E + v ×B), (1.7)

where η = 1
µ0σ

is the magnetic diffusivity, and taking the curl of both sides

yields

∇× η(∇×B) = ∇× (E + v ×B). (1.8)

The induction equation may then be obtained by using a vector identity,

and the re-introduction of Equations (1.1) and (1.3), and is described by

∂B

∂t
= ∇× (v ×B) + η∇2B, (1.9)

for a uniform η. The equation gives information about how the magnetic field

changes in time.
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As MHD concerns the interactions of plasma in the presence of a magnetic

field, it follows that Navier-Stokes equation may be used to describe the flow

of the fluid, which has the form

ρ

(
∂v

∂t
+ (v · ∇)v

)
= −∇p+ ρν∇2v + ρcE + J×B + F. (1.10)

Here, ρ, p and ν give the plasma density, gas pressure and viscosity respectively.

In this context, ρc is the unit volume electrical charge, which may be neglected

due to electrical neutrality, and the term J×B is called the Lorentz force. The

vector F contains information about any other forces which may be affecting

the system, such as gravitational forces, ρg.

Finally, we introduce the continuity equation, which ensures conservation

of matter, and the energy equation:

∂ρ

∂t
+∇ · (ρv) = 0, (1.11)

∂p

∂t
+ v · ∇p+ γp∇ · v = 0. (1.12)

The parameter γ is the ratio of specific heats, and, in the context of this thesis,

the plasma is assumed to be adiabatic.

Hence, the MHD equations for an inviscid fluid may be summarised by the

following:

ρ

(
∂v

∂t
+ (v · ∇)v

)
= −∇p+ J×B + ρg, (1.13)

∂ρ

∂t
+∇ · (ρv) = 0, (1.14)

∂p

∂t
+ v · ∇p+ γp∇ · v = 0, (1.15)

∂B

∂t
= ∇× (v ×B) + η∇2B, (1.16)

along with the additional constraint of

∇ ·B = 0. (1.17)

In the context of this thesis, magnetic diffusivity is small and may be

ignored. Thus, the induction equation in (1.16) can be reduced to

∂B

∂t
= ∇× (v ×B). (1.18)

This form of MHD is known as “ideal MHD”, and will be used throughout this

thesis.
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MHD is considered useful for modelling wave-like behaviour in the context

of the Sun, and in particular the solar corona. In the next Section, we discuss

the different types of magnetohydrodynamic waves which may be studied in

coronal structures.

1.3.2 Magnetohydrodynamic waves

As mentioned in Section 1.2.2, structures in the solar corona may be prone to

oscillatory behaviour, following eruptive events. More broadly speaking, waves

are omnipresent in solar structures, not limited to the corona.

In this section, we develop the basics of MHD waves, by considering small

perturbations around an equilibrium. To do so, let the parameters of the MHD

equations in (1.13)-(1.16) be written in terms of an equilibrium (denoted by

subscript “0”) and a perturbed (denoted by subscript “1”) quantity:

B = B0 (r) + B1 (r, t) , (1.19)

v = v0 (r) + v1 (r, t) , (1.20)

ρ = ρ0 (r) + ρ1 (r, t) , (1.21)

p = p0 (r) + p1 (r, t) . (1.22)

In addition, the equilibrium state is assumed to be static,

∇p0 = J0 ×B0 + ρ0g, (1.23)

and v0 = 0. As perturbations are assumed to be small, any products of

perturbed quantities can be ignored. Hence, the ideal MHD equations and

solenoidal constraint may be linearised, yielding

ρ0
∂v1

∂t
= −∇p1 +

1

µ0

[(∇×B0)×B1 + (∇×B1)×B0] + ρ1g, (1.24)

∂ρ1
∂t

+∇ · (ρ0v1) = 0, (1.25)

∂p1
∂t

+ v1 · ∇p0 + γp0∇ · v1 = 0, (1.26)

∂B1

∂t
= ∇× (v1 ×B0), (1.27)

∇ ·B1 = 0. (1.28)

In the solar corona, our region of interest, we assume that gravity has little

effect on the magnetic field, and that the magnetic forces dominate (so that gas

pressure gradients are negligible). This is known as the zero-β approximation,

where β is defined by the ratio of gas pressure to magnetic pressure.
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To demonstrate the types of waves produced in a purely magnetic back-

ground, we assume a very simple set-up: let there be a uniform equilibrium

magnetic field, i.e. B0 = B0B̂0, where B̂0 is the unit vector in the direction

of the magnetic field lines. To find wave solutions, we Fourier-analyse in space

and time, as

v1(r, t) = (vx, vy, vz)e
i(k·r−ωt), (1.29)

where vx, vy and vz are constant, so that for a general vector field u

∇ · u = ik · u, ∇× u = ik× u,
∂u

∂t
= iωu. (1.30)

Hence, Equations (1.24)-(1.28) may be re-written in terms of the Fourier

components, as

ω2ρ0v1 =
1

µ0

[k× {k× (v1 ×B0)}]×B0, (1.31)

−iωρ1 + ik · v1 = 0, (1.32)

−iωB1 = ik× (v1 ×B0), (1.33)

ik ·B1 = 0. (1.34)

Taking the dot product of Equation (1.31) with B0, we see that v1 ·B0 = 0,

and so the fluid motion occurs perpendicular to the background magnetic field

lines. Additionally, manipulating the right hand side of (1.31) using vector

identities gives

ω2ρ0v1 =
1

µ0

[(k ·B0)2v1 − (k · v1)(k ·B0)B0 + {(k ·B0)(B0 · v1)}k].

(1.35)

Furthermore, we may introduce the quantity

vA =
B0√
µ0ρ0

, (1.36)

known as the Alfvén speed, to reduce Equation (1.35) to

ω2v1 = v2A[(k · B̂0)2v1 − (k · v1)(k · B̂0)B̂0 + {(k · B̂0)(B̂0 · v1)}k]. (1.37)

By taking the dot product of (1.37) with k, we finally arrive at the equation

(ω2 − v2Ak2)(k · v1) = 0. (1.38)

There are two distinct solutions to the above equation, which yield different

values for parameter ω, i.e. either

ω = ±vAk or k · v1 = 0. (1.39)
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We first consider the second solution: this is analogous to an incompress-

ible perturbation, that is ∇ · v1 = 0. In this case, ω can be found from

Equation (1.37). Setting k · v1 = 0 yields

ω = (k · B̂0)vA. (1.40)

Waves corresponding to this ω are known as Alfvén waves, propagating anisotrop-

ically to the equilibrium magnetic field, and transversely to the velocity per-

turbation. The phase speed of such solutions depends on the angle between

the propagation vector and the magnetic field lines, reaching a maximum when

waves are propagating in the same direction as the magnetic field. The first

solution (ω = kvA) gives wave solutions known as compressional Alfvén waves,

most commonly referred to as fast modes. Unlike the standard Alfvén wave,

the angle of propagation does not affect the phase speed, which is constant.

In the case where β differs from zero, the inclusion of gas pressure gives rise

to the existence of a slow mode, whose phase velocity is influenced negatively

by the interaction of the Alfvén speed and sound speed.

Though the wave solutions discussed in this section provide an elementary

insight into the type of oscillations found in magnetic structures on the Sun,

possible development of seismological techniques using robust models can en-

able us to infer unknown properties of the Sun and its structuring. Hence, we

next discuss the use of seismology in the context of solar physics.

1.4 Seismology and the Sun

The use of waves in the understanding of plasma structures in the Sun has

been vastly exploited in the past 40 years. Such studies are referred to as

coronal seismology, in the context of structures in the corona, and helioseis-

mology in the context of the Sun’s interior. Here, we give a brief overview of

the goals and results in both of these fields: for a more substantial overview

of coronal seismology, see De Moortel (2005) and Nakariakov et al. (2016).

Similarly, see Basu (2016), Thompson (2004) and Gizon and Birch (2005) for

a comprehensive overview of both global and local helioseismology.

1.4.1 Coronal seismology: coronal loop structures

The coronal heating problem has been widely researched since its formulation

in the mid-1900s (Alfvén and Lindblad (1947)). Its basis forms under the

mystery that the corona is hot despite being further away from the Sun’s heat
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producing core. Hence, there must be some processes transferring magnetic or

kinetic energy into thermal energy within the solar corona. There may not be

one specific mechanism for the heating in the corona; it is more likely that a

mixture of different processes could be contributing to the overall effect. One

such process is suggested to be the transfer of energy from oscillating coronal

loops to the background plasma by dissipation of oscillations (Ionson (1978);

Heyvaerts and Priest (1983); Nakariakov (1999)).

Roberts et al. (1984) introduced the notion of seismology as a diagnostic

tool for the solar corona, suggesting estimation of Alfvén speeds, and thus prov-

ing useful for determining physical properties of the cavities in which the wave

reside. However, high-resolution observational data did not become available

until the mid-90s with the launch of the Solar and Heliospheric Observatory

(SOHO) and the Transition Region and Coronal Explorer (TRACE). This

satellite allowed for unprecedented resolution imaging of the Sun, particularly

in the EUV spectrum. In this range of wavelengths, the corona may be seen,

with loops most visible at 171Å. However, variety in loop temperatures mean

multi-wavelength analysis for coronal loops is important (see Section 3.1).

Most notably, in the context of this thesis, the observational analyses of

Aschwanden et al. (1999) and Nakariakov (1999) uncovered the existence of

spatial oscillations in coronal loops, and highlighted their importance in de-

termining information about the magnetic field lying within the coronal struc-

tures. Additionally, such data could be used in conjunction with flaring events

to investigate associated timescales and velocities, in the context of flare pre-

diction. Later, Nakariakov and Ofman (2001) used observations from TRACE

to determine the magnetic field strength from estimations of the density con-

trast in images of loop oscillations. Since this capability, the Solar Dynamics

Observatory (SDO) was launched, with much higher-resolution imaging, bol-

stering the idea of coronal seismology.

More recently, seismology in the context of coronal loops has shown that

variation of the magnetic field plays an important part in density stratification

estimations (Verth and Erdélyi (2008)). By modelling the magnetic field lines

using flux tube expansion, it was shown that even small changes to the ratio

of the loop apex and footpoint radii gave rise to changes in oscillations. Since

the cross-sectional area of the flux tube varies inversely to the strength of the

magnetic field, density profile estimations must be made with this in mind.

Further to this, statistical methods have been especially popular in the use of

coronal seismology. Arregui and Asensio Ramos (2011) used Bayesian inversion
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techniques in conjunction with synthetic data to determine density contrasts

given only small amounts of information concerning pertaining to the densities,

inhomogeneities and internal Alfvén speeds of the loop. Much more recently,

investigation of damped modes in observational data by Pascoe et al. (2016)

unearthed estimates of density contrast, leading to estimations of Alfvén speeds

within the plasma, and thus much more accurate calculations concerning the

magnetic field profile, through the addition of a profile describing the damping

of the kink mode. The benefit of this was that the density contrast could be

directly inferred, to some degree of error.

With the push for higher-resolution data, such as with the advent of the

ground-based Daniel K. Inouye Solar Telescope (DKIST) in the near future,

such seismological techniques will be adapted even further, to provide us with

unrivalled estimates to unknown parameters in coronal structures.

1.4.2 Helioseismology

Whilst coronal seismology uses directly observed waves to infer physical pa-

rameters, helioseismology deals with oscillations of the solar interior, buried

deep beneath the surface. The Sun’s surface pulses like the beating of a giant

heart — pressure modes, or p-modes are reflected off the photosphere, causing

the surface to throb as they ricochet through the inner cavities of the Sun.

These modes feed off the convective flows of the convection layer, and rely on

pressure forces (giving them their moniker) to ensure their propagation. These

modes bouncing away from the surface are slowed down by pressure gradients

in the flow, causing them to slow down and change direction, before exciting

them back towards the surface, where the process repeats (see Deubner and

Gough (1984)).

Examination of these flows may be inferred from Dopplergrams — these

are images of the solar surface which indicate flow of material towards or away

from the observer. If flows beneath the surface are “quiet”, that is, if there

are no large gradients within the wavelength of the p-mode i.e no abnormal

convective motions occur due to magnetic activity, the p-modes will oscillate

without disturbance, tracing out a familiar pattern on a Dopplergram image.

However, in the presence of magnetically active regions these flows beneath the

surface may become drastically altered, causing the usual cavities to become

distorted (Christensen-Dalsgaard (2002)). The paths through which the p-

modes traverse will thus change, with uncertainty in where they may now

hit the surface interior. Hence, there will be shifts in the frequencies at the
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oscillations, presented as Doppler shifts at the surface, which, are then used

to give information about the changes to the cavities below (Campbell and

Roberts (1989); Goldreich et al. (1991); Jain and Roberts (1993)).

There are a few methods through which one may try to estimate these

changes to flows beneath the surface: in this thesis, we cover the method of

Ring Diagram Analysis (RDA) in detail (see Section 4.3), and will focus on

findings using this method. Introduced in 1988 (Hill (1988)), RDA is employed

in the context of local helioseismology, rather than the wide-spread global

helioseismological research on features such as granulation. Information about

the horizontal flows beneath the surface i.e. those which are parallel to the

equator (zonal flows) and those which are poleward (meridional flows), are

inferred by inverting Doppler shift information from Dopplergrams (covered

in more detail in Section 4.3). Vertical flows, i.e. those in a direction normal

to the solar surface, may be deduced using the solar model as described in

Christensen-Dalsgaard et al. (1996), but rely on assumptions to the vertical

flow velocity at the surface, and may therefore be unreliable.

The range of research covered using RDA is vast, and a good summary of

recent advances may be found in the review by Baldner et al. (2013). However,

many studies focus on the evolution of the zonal and meridional flows across

the solar cycle (Hernandez (2008); Komm et al. (2014); Komm et al. (2015);

Komm et al. (2017)), changes to flows beneath active regions during flaring

events (Komm et al. (2005); Reinard et al. (2010); Jain, Tripathy and Hill

(2015); Jain et al. (2017)), and effects of the Sun’s torsional oscillations, which

present themselves as strips of rotation occurring at faster or slower rates than

expected, migrating from the equator and towards the poles as the Sun varies

in magnetic activity (Howe et al. (2006); Bogart et al. (2015); Lekshmi et al.

(2018)).

1.5 Outline

The main focus of this thesis concerns investigating the observed oscillations

in the corona during flaring events and their possible triggering mechanisms.

Since observations may be used with coronal loop models to estimate unobserv-

able parameters, developing a robust theoretical model for arcades remains an

important issue (further discussed in Chapter 3). As for the triggering mecha-

nisms, we need to consider perturbations that affect the visible loop directly or
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their footpoint motions below the surface. We examine both of these (Chap-

ters 2 and 4). The aim is to tie together the changes undergone beneath the

solar surface with the observed effects in the corona.

We begin with the introduction of a Cartesian model for coronal loop struc-

tures in Chapter 2. Curvature in coronal arcade models is discussed, as well

as some results from preliminary examination of loop structures using straight

cylindrical and slab models. Next, we assume the density in the structure to

be varying vertically, and the underlying magnetic field to be curved. Here,

resultant Alfvén and fast modes are shown to be de-coupled and investigated,

before examining the power spectra excited following an initial perturbation.

The bulk of the investigation is demonstrated for arbitrary parameters, but

we show that there are limitations to this for the geometries given. By intro-

duction of a sharp density interface at a certain height, we demonstrate the

effects of density profile choice on resultant eigenfrequencies.

Next, in Chapter 3, a coronal loop model in cylindrical coordinates is in-

troduced, by considering semi-circular field lines anchored in the photosphere.

Observational evidence for loop structures as bands of differing density to their

environments is discussed, highlighting the necessity for a discontinuous den-

sity structure. The loops are first considered as lying at the interface of a

sharp density discontinuity, and then considered with the addition of a second

interface. Once again, the changes to eigenfrequencies are discussed, and the

validity of the geometry considered with respect to the physical properties of

the coronal loop structure. We show the necessity of modelling a coronal arcade

in three dimensions and the elliptical polarisation of the waves emphasised.

The waves found in coronal loop structures are only half the story of a solar

eruptive event. Chapter 4 sees the use of observational data in the context of

active regions where the loops show oscillations, and thus an investigation of

subsurface flow pattern. Ring diagram analysis is used to investigate the flows

beneath 10 flaring and 2 non-flaring active regions. Different approaches to

analysis are discussed, signatures in the flow analysed, and the restrictions and

implications of the ring diagram analysis explored.
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CHAPTER 2

A solar coronal arcade in Cartesian coordinates

2.1 Introduction

Coronal loops are known to oscillate, often in response to nearby eruptive

events, such as solar flares. The footpoints of the loops penetrating the pho-

tosphere, they are most often found to be between sunspots, high above solar

active regions (Priest (2013)). For the sake of simplifying the physical char-

acteristics of coronal loops in the context of mathematical modelling, one of

the most common geometries used is that of a straight magnetic flux tube (for

example, Edwin and Roberts (1983)), as illustrated in Figure 2.1.

The inaugural case of this model in the context of coronal loops (Edwin and

Roberts (1983)) demonstrates that, for loops with a density higher than the

background density, fast modes exist in the form of sausage and kink modes

(see Figures 2.2 and 2.3). Kink modes occur when the oscillation perturbs the

cylinder axis, and sausage modes when they do not. Since Edwin and Roberts

(1983) also consider the effects of a pressure gradient on the possible modes,

there is also the existence of a slow mode (indicated in Figure 2.2), which

occurs due to the interplay between magnetic forces and gas pressure.

Another, slightly less common, form of model for coronal loop structures

is the magnetic slab (see Terradas et al. (2005); Gruszecki et al. (2007); Ar-

regui et al. (2007); De Groof et al. (2002)), first introduced in Roberts (1981),

where the slab resides in non-magnetic background, and then again in Edwin

and Roberts (1982), where the background is magnetised. The geometry is

demonstrated in Figure 2.4. In the same way that sausage and kink modes are

produced in a cylinder, sausage and kink modes are produced in slab geome-

try, where sausage indicates the slab interfaces moving out of phase with each

other, and kink indicates the slab interfaces moving in phase with each other.

The distinct property of the two models discussed above is that both are

modelling coronal loops as straight entities — in reality, these structures are
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Figure 2.1: A magnetic cylinder as depicted in Edwin and Roberts (1983).
Here, subscript “e” indicates quantities outside the tube, and subscript “0”
indicates quantities inside the tube.

Figure 2.2: The wave solutions for the magnetic cylinder in Figure 2.1, in the
limit for coronal loops. Courtesy of Edwin and Roberts (1983).
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Figure 2.3: Sausage (left) and kink (right) modes in a magnetic cylinder.
Credit: Solar Wave Theory Group.

Figure 2.4: A magnetic slab as depicted in Edwin and Roberts (1982). Here,
subscript “e” indicates quantities outside the slab, and subscript “0” indicates
quantities inside the slab.
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curved, and the effects of curvature in coronal loop geometries on the existence

of wave modes was examined in detail by Van Doorsselaere et al. (2009). There

the curved nature of the waveguide yields both vertically and horizontally po-

larised waves. As pointed out by Hindman and Jain (2018), the simplification

of coronal loop structures to straight cylinders or slabs results in the reduction

of the propagating wave solutions to one dimension in most cases and hence,

the true 3D waveguide is not examined for the propagation of MHD waves

in the context of coronal loops. It is also worth noting that in many of the

models, the background is assumed to be constant. Hence, we limit our studies

to coronal loop geometries involving curvature, in a magnetised background.

Here, we investigate Alfvén and fast modes of curved coronal loop structure

modelled in Cartesian coordinates, following Oliver et al. (1993). Once solu-

tions are found, the excitation of both modes following an initial perturbation

may be investigated, as in Tarr (2017). Finally, by introduction of a small

region provoking a density contrast, we show that the effects on frequencies

may be drastic.

2.2 Geometrical set up

First, we describe the model set-up, followed by the derivation of the governing

equations. The geometry is proposed as follows: we assume loop-like structures

exist in the corona, close to the photosphere. There, a magnetohydrostatic

equilibrium may be described, where Lorentz force, gradient of the equilibrium

plasma pressure and the force due to gravity are balanced:

J0 ×B0 −∇p0 + ρ0g = 0. (2.1)

Projecting this along the magnetic field lines yields the relation

∂p0
∂s

+ ρ0g cos(θ) = 0 (2.2)

=⇒ ∂p0
∂z

+ ρ0g = 0 (2.3)

where θ is the angle between the field line and the z-axis (see Priest (2013)),

and pressure and density are both functions of height z. Here, the parameter

s is the distance measured along any field line.

Hence, assuming that the corona follows the ideal gas law, the density may

be written in terms of the pressure as

ρ0 =
p0m

kBT
, (2.4)
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where T is a constant temperature, kB is the Boltzmann constant and m is

the mean particle mass. Substituting for p0 from Equation (2.4) into (2.3),

and using the method of separation of variables, we can find the density as a

function of z, which, in terms of the pressure scale height, H, is:

p0(z) = p0e
−z mg

kBT = p0e
− z
H , (2.5)

for some constant p0. It follows that the density, ρ0(z) can be written in a

similar fashion, with ρ0 constant:

ρ0(z) = ρ0e
− z
H . (2.6)

Approximating the corona as a zero-β plasma, and considering a negligible

effect from gravity (i.e. across distances much lower than the pressure scale

height), the Lorentz force J0 ×B0 = 0. Consequently, the magnetic field may

be modelled as a potential field, that is ∇ × B0 = 0 (however, generally we

may take any field satisfying the condition that J0 = αB0). In addition, this

implies that the magnetic pressure scale height is very small in comparison to

the gas pressure scale height. We will, however, include the case where the

magnetic scale height comparatively large in our analysis, for completion.

Now, assume the field takes the form of a magnetic surface, invariant in the

ŷ-direction. The solenoidal condition (Equation (1.1) yields the background

magnetic field:

B0 = ∇A(x, z)× ŷ. (2.7)

Thus, A(x, z) is a solution of Laplace’s equation, i.e.

∇2A = 0, (2.8)

which can be solved separably by imposing the boundary conditions of the

coronal loop structure, that is, the potential field is not divergent at infinity

and that the vertical component of the magnetic field is zero at the centre of

the arcade. For symmetry, it is convenient to consider the structure centred

on the y-axis, so that the magnetic field disappears at x = 0, as in Figure 2.5.

Assuming a solution of the form A(x, z) = X(x)Z(z), Equation (2.8) has

non-trivial solutions prescribed by the boundary conditions when

X ′′

X
= −Z

′′

Z
= −α2, (2.9)
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x

z

y

Figure 2.5: A diagram showing a possible configuration of a magnetic surface
within the coronal arcade. The curved dashed lines indicate the magnetic field
lines, and the orthogonal vectors associated with the structure are denoted by
three arrows in the centre of the arcade. The structure is considered to be
symmetric about the y-axis.

where α is a real constant. Here, ′ denotes differentiation with respect to each

of the arguments of the function. The function X therefore has a solution of

the form

X(x) = A0 cos(αx) +B0 sin(αx), (2.10)

for some constant coefficients A0 and B0.

If the arcade is assumed to have line-tied footpoints intersecting the x− y
plane, and a width of 2l, then Equation (2.10) reduces to

X(x) = A0 cos
(πx

2l

)
, (2.11)

so that boundary conditions at x = ±l yield an even function in x for the

magnetic field.

Here, Equation (2.11) may be written more succinctly as

X(x) = A0 cos

(
x

HB

)
, (2.12)

where HB = 2l
π

is known as the magnetic scale height. Solving in a similar way

for Z, and only allowing solutions convergent as height increases, the solution

may be written

A(x, z) = B0HB cos

(
x

HB

)
e
− z
HB . (2.13)
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The constant coefficient has been chosen such that the background magnetic

field is B = B0 at z = 0. Equation (2.13) then dictates the magnetic field

profile:

B =

(
B0 cos

(
x

HB

)
e
− z
HB , 0,−B0 sin

(
x

HB

)
e
− z
HB

)
. (2.14)

Figure 2.5 depicts a particular arrangement of one such magnetic surface,

centred on x = 0, with arbitrary footpoints crossing the x-y plane at x = ±x0.

2.3 Linearised momentum equation

Considering small perturbations in the equilibrium state, the linearised mo-

mentum equation in the ideal limit (i.e. where the fluid can be modelled as

perfectly conducting), for a zero-β plasma is

ρ0(z)
∂v1

∂t
= J1 ×B0, (2.15)

following a similar procedure to Section 1.3.2. We assume that the gas pressure

variation and variation due to gravity is small in comparison to the effects of

the magnetic field, as in the coronal approximation.

Since J1 = 1
µ0

(∇×B1), we can rewrite (2.15), to give

ρ0(z)
∂v1

∂t
=

1

µ0

[(∇×B1)×B0]. (2.16)

Taking the derivative of (2.16) with respect to time yields

ρ0(z)
∂2v1

∂t2
=

1

µ0

[(
∇× ∂B1

∂t

)
×B0

]
, (2.17)

where we can use the linearised induction equation in the first term to obtain

ρ0(z)
∂2v1

∂t2
=

1

µ0

[∇× {∇× (v1 ×B0)}]×B0, (2.18)

where µ0 = 1 can be taken for convenience (see Chapter 1 for the derivation).

Here, v1 is the perturbed velocity. We can consider the velocity field in terms

of the orthogonal basis composed of a vector parallel to the magnetic field,
B0

|B0| , a vector perpendicular to the field lines, ŷ, and a vector normal to the

surface, ∇A|∇A| .

First, the right hand side of Equation (2.18) can be written in terms of the

cross product in Equation (2.7):

[∇× {∇× (v1 ×B0)}]×B0 = [∇× {∇× (v1 ×B0)}]× (∇A× ŷ). (2.19)
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By vector identities,

∇× (v1 ×B0) = ∇× (vy∇A− (v1 · ∇)ŷ) (2.20)

= (∇vy ×∇A)−∇(v1 · ∇A)× ŷ, (2.21)

so that, using translation invariance in y, we may write

∇× {∇× (v1 ×B0)} =∇× (B0 · ∇vy)−∇× (∇(v1 · ∇A)× ŷ) (2.22)

=∇× (B0 · ∇vy) + ŷ(∇2(v1 · ∇A)) (2.23)

=− ∂

∂z
[(B0 · ∇)vy]x̂ +

∂

∂x
[(B0 · ∇)vy]ẑ

+ ŷ
[
∇2(v1 · ∇A)

]
. (2.24)

Thus, taking the cross product of Equation (2.24), the right-hand side of

Equation (2.18) may be expressed in terms of ∇A and ŷ:

ρ0(z)
∂2v1

∂t2
=
[
∇2(v1 · ∇A)

] ∂A
∂x

x̂ +

[
∂A

∂x

(
− ∂

∂z
[(B0 · ∇)vy]

)
(2.25)

+
∂A

∂z

(
∂

∂x
[(B0 · ∇)vy]

)]
ŷ + (∇2(v1 · ∇A))

∂A

∂z
ẑ

=(∇2(v1 · ∇A))∇A+
[
(B0 · ∇)2 vy

]
ŷ. (2.26)

Finally, Fourier-decomposition of the velocities in time as in eiωt yields

−ω2ρ0(z)v1 = (∇2(v1 · ∇A))∇A+
[
(B0 · ∇)2 vy

]
ŷ. (2.27)

Describing the governing equation in this way allows the deconstruction of

perturbations into the fast mode (those in the ∇A direction), and the Alfvén

mode (those in the ŷ direction).

2.4 Perpendicular perturbations: the Alfvén

mode

Let us first examine the modes produced perpendicular to field lines, in the ŷ

direction, known as the Alfvén modes. The governing equation for such modes

has the form

−ω2ρ0vy = (B0 · ∇)2vy. (2.28)

The magnetic field lines form magnetic surfaces where A(x, z) is constant-

valued, meaning that the potential field described by A may be written solely
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in terms of either x or z. Subsequently, the potential may be evaluated at the

footpoint of any field line, denoted generally as the point (x, z) = (x0, 0):

B0HB cos

(
x0
HB

)
= B0HB cos

(
x

HB

)
e
− z
HB (2.29)

=⇒ z = HB ln

cos
(

x
HB

)
cos
(
x0
HB

)
 . (2.30)

Doing so allows for B0 · ∇ to be written as a directional derivative in

x, reducing Equation (2.28) to an ordinary differential equation. Taking the

partial derivative of Equation (2.30) with respect to x gives

∂z

∂x
=−

sin
(

x
HB

)
cos
(

x
HB

) (2.31)

=
Bz

Bx

, (2.32)

by Equation (2.14). Hence,

B0 · ∇ =Bx
∂

∂x
+Bz

∂

∂z
(2.33)

=Bx
d

dx
(2.34)

=
A

HB

d

dx
. (2.35)

Since the potential A is constant on these surfaces, we can take A =

A(x0, 0), so that

B0 · ∇ =
A(x0, 0)

HB

d

dx
(2.36)

= B0 cos

(
x0
HB

)
d

dx
. (2.37)

Therefore, Equation (2.28) may be expressed solely in terms of x. Firstly,

taking A as a constant along the field lines yields

−ω2ρ0(z)vy =

[(
A

HB

d

dx

)2

vy

]
(2.38)

=⇒ −ω2ρ0(z)vy =B2
0 cos2

(
x0
HB

)
d2vy
dx2

. (2.39)
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Next, note that the Alfvén speed vA(z) =

√
B2

0(z)e
z
H

ρ0
, B2

0(z) = B2
x + B2

z =

B2
0e
− 2z
HB , and δ = HB

H
, and we may write

vA(z) =

√
B2

0e
− 2z
HB e

z
H

ρ0
(2.40)

=

√
B2

0e
− 2z
HB e

δz
HB

ρ0
(2.41)

=

√
B2

0e
− (2−δ)z

HB

ρ0
. (2.42)

Depending on the value of δ, background equilibrium with different stratifica-

tion may be investigated.

Denote the Alfvén speed at the bottom of the arcade (i.e. when z = 0) by

v0, so that v0 =
√

B2
0

ρ0
. Equation (2.39) may then be written fully in terms of

x:

−ω
2ρ0(z)

B2
0

cos−2
(
x0
HB

)
vy =

d2vy
dx2

(2.43)

=⇒ d2vy
dx2

+
ω2

v20

cos(δ−2)
(
x0
HB

)
cosδ

(
x
HB

) vy =0. (2.44)

Depending on the value of δ, the solutions to Equation (2.44) differ in

complexity. When δ = 0, it may be solved analytically, resulting in a class of

solutions dependent on the value of ω. Though a class of solutions may also

be found for δ 6= 0, Equation (2.44) must be solved numerically.

2.4.1 Gravity independent case

Let us first examine the case where the pressure scale height becomes ex-

tremely large. Gravity has no effect, meaning gas pressure and density do not

vary in height, and the plasma can be considered to be zero-β. Such a limit

reduces Equation (2.44) to a second order differential equation with constant

coefficients:

d2vy
dx2

+
ω2

v20
cos−2

(
x0
HB

)
vy =0 (2.45)

=⇒ d2vy
dx2

+ k2xvy =0, where k2x =
ω2

v20
cos−2

(
x0
HB

)
.

(2.46)
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We will henceforth refer to kx as the wavenumber, and ω the eigenfrequency

for the system. By writing the coefficient of vy in such a way, the solutions are

expressed succinctly in terms of cosine and sine functions as

vy(x) =

{
A cos(kxx)

B sin(kxx)
, (2.47)

where the choice of solution depends on the necessity of an odd or an even per-

turbation, vy(x). Later, we choose an initial perturbation as an even function,

so our analysis is limited to the even solution of Equation (2.47).

Now, assume the following boundary conditions: the footpoints of any

magnetic surface are line-tied. That is, the perturbations vy are zero at x =

±x0, for arbitrary footpoint locations ±x0. This allows for the eigenfrequencies

ω(n) to be defined for all Alfvén modes of the system:

k(n)x =
(n+ 1

2
)π

x0
, for vy = A cos(kxx), n = 0, 1, 2, ... (2.48)

k(m)
x =

mπ

x0
, for vy = A sin(kxx), m = 1, 2, 3, ... (2.49)

Thus, the eigenfunction solutions at each n are summed to give the per-

turbation function

vy(x) =
∞∑
n=0

Anv
(n)
y (x). (2.50)

Here, we take the same parameter values as in Tarr (2017), for comparison

in the case of δ = 0, and later δ 6= 0. Figure 2.6 shows the first three even

solutions to Equation (2.46). The line-tying condition means that all three

modes are fixed at vy = 0 for x = ±x0, with spatially symmetric amplitude

oscillations occurring either side of x = 0. All three modes have amplitudes

which are at a maximum magnitude at x = 0.

2.4.2 Magnetic pressure greater than gas pressure

When the parameter δ = 2, the magnetic pressure and gas pressure decay at

the same rate. Hence, when the value of δ = 0, or if it sits between 0 and 2, the

gas pressure decays more slowly than magnetic pressure (which is proportional

to B2). These sort of conditions are typical for the corona, where the magnetic

pressure vastly outweighs that of gas pressure and the value of plasma-β may

be considered to be 0.
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Figure 2.6: The first three even perturbations perpendicular to the field lines,
normalised vy, against x in Mm, for δ = 0. The footpoints have been taken
to be at l = ±18Mm, leading to an arcade width of 2l. The magnetic scale
height is HB = 11.66Mm. The Alfvén speed at the footpoints is v0 = 1Mm.
Here, n = 0 is indicated by the blue line, the n = 1 by the red, and n = 2 by
the yellow.
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Figure 2.7: The first three even perturbations perpendicular to the field lines,
vy, against x in Mm, for δ = 0.5, depicting the same modes, and for the same
parameters as Figure 2.6.
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Figure 2.8: The first three even perturbations perpendicular to the field lines,
vy, against x in Mm, for δ = 2 (left) and δ = 4 (right), depicting the same
modes, and for the same parameters as Figure 2.6.

Once again, the even perturbation vy for the first three modes is plotted

against x in Mm, shown in Figure 2.7. As in Figure 2.6, the maximum magni-

tude perturbation occurs at x = 0. However, either side of x = 0, the envelope

of the modes has changed shape, tracing the outline of two curves above and

below vy = 0. This is not clear in the first mode, but is clear in the second and

third modes, where lower peaks and troughs either side of x = 0 are clearly

demonstrated.

2.4.3 Magnetic pressure less than or equal to gas pres-
sure

Depending on the size or height of the coronal loop structure, it may be prudent

to examine the model when δ > 2, or when the magnetic scale height decreases

more slowly than the pressure scale height. Increasing the value of δ changes

the behaviour of perturbations either side of x = 0: this is illustrated in

Figure 2.8, when the magnetic pressure and gas pressure have the same scale

height δ = 2 (left), and for δ = 4 (right), respectively. As the value of δ

increases, it is clear that the envelope of vy either side of x = 0 is lower in

comparison to those in the δ = 0 case (Figure 2.6), and the δ = 0.5 case

(Figure 2.7). As the value of δ increases, the higher order modes become

noticeably more dampened either side of x = 0.

2.4.4 Excitation of Alfvén modes

Further to the examination of Equation (2.44) in the case where δ = 0, Tarr

(2017) investigated an initial Gaussian perturbation on the Alfvén modes,
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situated at the apex of the loops. For some small width w, an (even) function

of the form

vy(x) =
1√
2πw

e−
x2

2w2 (2.51)

is projected onto the even perturbations vy, as in Equation (2.50). The power

of each value of ωn (for general δ) may then be calculated by

|An|2 =

∣∣∣∣∫ vy(x)v(n)y r(x) dx

∣∣∣∣2 , (2.52)

where r(x) is the weight function. This weight function is selected so that two

solutions v
(n)
y and v

(m)
y with m 6= n satisfy the orthogonality condition,〈
v(n)y , v(m)

y

〉
=

∫ x0

−x0
v(n)y (x)v(m)

y r(x) dx = 0. (2.53)

Exploitation of such a result allows us to find the coefficients An of the se-

ries given in Equation (2.50), when the overall perturbation vy(x) is a known

function.

The weight function can be found by re-writing the governing equation in

(2.44) in Sturm-Liouville form:(
v′y
)′

+ ω2r(x)vy = 0, (2.54)

where

r(x) =
1

v20

[
cos
(
x0
HB

)](δ−2)
[
cos
(

x
HB

)]δ . (2.55)

Hence, for any δ, the coefficients An may be found.

The normalised power against the frequencies ωn as defined in Equation (2.52)

for δ = 0 (blue), δ = 0.5 (red) and δ = 2 (yellow), and the same parameter val-

ues as in Figure 2.6 is illustrated in Figure 2.9. The power for δ = 0 is highest

for infinitesimal frequencies, becoming close to zero for frequencies 4Hz and

larger. Since the eigenfrequencies are defined by

ωn = k(n)x v0 cos

(
x0
HB

)
, (2.56)

the smaller the wavenumber k
(n)
x , the smaller the frequency ωn, in turn.

As the value of δ increases, it is clear that the power is augmented for

higher frequencies, compared to those for δ = 0, especially when δ = 2 where

the power only becomes close to zero as the frequency reaches around 6Hz.

Once again, the maximum power is found for infinitesimally small frequencies.
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Figure 2.9: The normalised power plotted against eigenfrequencies ωn in Hz,
for δ = 0 (blue), δ = 0.5 (red) and δ = 2 (yellow). Other parameters are the
same as in Figure 2.6.
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2.5 Normal perturbations: the fast mode

In Section 2.3, the governing equation for perturbation vector v1 was derived,

yielding components perpendicular to field lines (in the ŷ direction), and nor-

mal to the magnetic surface prescribed in the ∇A direction, where A is shown

in Equation (2.13). The perturbations normal to the surface are denoted by

the projection v1 · ∇A. Taking the scalar product of Equation (2.3) with ∇A,

and taking µ0 = 1 as before,

−ω2ρ0(z) (v1 · ∇A) =
[
∇2 (v1 · ∇)

]
∇A · ∇A (2.57)

=⇒ −ω2ρ0(z) (v1 · ∇A) =
[
∇2 (v1 · ∇)

]
B2

0(z). (2.58)

Finding a solution for v1 · ∇A, in the case where we have a low plasma-β

value (such as in the corona), gives a fast mode. Such a solution may be found

using separation of variables, i.e.

v1 · ∇A = X̃(x)Z̃(z). (2.59)

Substituting the expression in (2.59) into Equation (2.58),

−ρ0(z)ω2X̃(x)Z̃(z) =B2
0(z)∇2

(
X̃(x)Z̃(z)

)
(2.60)

=⇒ −ρ0(z)ω2X̃(x)Z̃(z) =B2
0(z)

(
X̃ ′′(x)Z̃(z) + X̃(x)Z̃ ′′(z)

)
(2.61)

=⇒ −ρ0(z)ω2

B2
0(z)

=
X̃ ′′

X̃
+
Z̃ ′′

Z̃
(2.62)

=⇒ X̃ ′′

X̃
=− ρ0(z)ω2

B2
0(z)

− Z̃ ′′

Z̃
= −k2x, (2.63)

so that the choice of k2x (a real constant) satisfies the following boundary

conditions: assume that the perturbation goes to zero at the edges of the

arcade i.e. for x = ±l, where l is the half-width of the arcade, for some height

of the arcade z = h, and at the footpoints of the arcade z = 0, so that the

line-tying condition is satisfied.

Thus, the left hand side of Equation (2.63) may be rearranged to give the

second order ordinary differential equation

X̃ ′′ + k2xX̃ = 0, (2.64)

with the solution

X̃(x) =

{
A cos(kxx)

B sin(kxx)
, (2.65)
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with the choice of either solution once again dependent on the choice of an

odd or even function. We restrict our analysis to only the even eigenfunctions,

as in the Alfvén mode case, so that we may once again investigate an initial

perturbation.

Applying the boundary conditions at each of the arbitrary footpoints gives

the value of kx:

k(n)x =
(n+ 1

2
)π

x0
, for vy = A cos(kxx), n = 0, 1, 2, ... (2.66)

k(m)
x =

mπ

x0
, for vy = A sin(kxx), m = 1, 2, 3, ... (2.67)

Equation (2.63) also provides the differential equation in z:

Z̃ ′′ +

[
ω2ρ0(z)

B2
0(z)

− k2x
]
Z̃ =0 (2.68)

=⇒ Z̃ ′′ +

[
ω2ρ0(z)

B2
0

e
2z
HB − k2x

]
Z̃ =0 (2.69)

=⇒ Z̃ ′′ +

[
ω2ρ0
B2

0

e
−
(
z
H
− 2z
HB

)
− k2x

]
Z̃ =0 (2.70)

=⇒ Z̃ ′′ +

[
ω2

v20
e
−(δ−2) z

HB − k2x
]
Z̃ =0. (2.71)

If δ = 2, the equation is reduced to a second order ordinary differential

equation with constant coefficients, which may be solved dependent on some

wavenumber kz =
√

ω2

v20
− k2x:

Z̃ ′′ + k2zZ̃ = 0. (2.72)

Hence, adhering to the line-tying boundary conditions (i.e. Z̃(0) = 0) and

allowing the perturbation to vanish at some arcade height h (i.e. Z̃(h) = 0),

a sinusoidal solution is obtained:

Z̃(z) = K sin(kzz), (2.73)

where

k(ñ)z =
ñπ

h
, ñ = 1, 2, 3, ... (2.74)

More generally, when δ 6= 2, the equation is best solved with a change of
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variable: Let ξ(z) = 2HBω
|δ−2|v0 e

−(δ−2) z
2HB . By the chain rule,

d2Z̃

dz2
=

d

dz

(
dZ̃

dξ

dξ

dz

)
(2.75)

=

[
d

dz

(
dZ̃

dξ

)
dξ

dz
+

dZ̃

dξ

d2ξ

dz2

]
(2.76)

=− (δ − 2)2

4H2
B

ξ2
d2Z̃

dξ2
+

(δ − 2)2

4H2
B

ξ
dZ̃

dξ
. (2.77)

The governing equation in (2.71) may then be written in terms of ξ(z):

−(δ − 2)2

4H2
B

ξ2
d2Z̃

dξ2
+

(δ − 2)2

4H2
B

ξ
dZ̃

dξ
+

[
(δ − 2)2

4H2
B

ξ2 − k2x
]
Z̃ =0 (2.78)

=⇒ ξ2
d2Z̃

dξ2
+ ξ

dZ̃

dξ
+

[
ξ2 − 4k2xH

2
B

(δ − 2)2

]
Z̃ =0 (2.79)

=⇒ ξ
d

dξ

(
ξ

dZ̃

dξ

)
+
[
ξ2 − λ2

]
Z̃ =0, (2.80)

where λ = 2kxHB
|δ−2| . Hence, the equation has been transformed into the Bessel

equation of order λ, with solutions of the form

Z̃(ξ) = αJλ(ξ) + βYλ(ξ) (2.81)

for δ 6= 2, where J and Y are Bessel functions of the first and second kind,

respectively.

The boundary conditions for Z̃(z) must also be rewritten in terms of the

new variable, ξ. When z = 0, i.e. at the bottom of the arcade, ξ = ξ0 = 2HBω
|δ−2|v0 .

At the top of the arcade, z = h and ξ = ξh = 2HBω
|δ−2|v0 e

−(δ−2) h
2HB . Thus, if δ is

sufficiently large, the value of ξh gets close to zero, and the solution in (2.81)

cannot be evaluated.

These conditions mean that the coefficients may be written in terms of each

other in a system of two equations, and a dispersion relation between kx and

ω may be formed as:

Jλ(ξ0)Yλ(ξh) = Jλ(ξh)Yλ(ξ0). (2.82)

Finally, the general solution of Equation (2.58) may be written in terms of

an even perturbation in x and Bessel functions in z:

v1 · ∇A(x, z) =
∞∑
n=0

∞∑
m=0

An cos(k(n)x x)

[
Jλn(ξm)− Jλn(ξ

(m)
0 )

Yλn(ξ
(m)
0 )

Yλn(ξm)

]
, (2.83)
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Figure 2.10: Propagation diagrams of normalised eigenfrequencies ωL
v0

against
normalised wavenumbers kxL, for δ = 0 (left), 2 (middle) and 4 (right). The
magnetic scale height is, as before, HB = 11.66Mm, and the Alfvén speed at
the footpoints is v0 = 1Mm. The height of the loop apex is assumed to be
equal to l.

where

ξm(z) =
2HBωm
|δ − 2|v0

e
−(δ−2) z

2HB , ξ
(m)
0 =

2HBωm
|δ − 2|v0

and λn =
2k

(n)
x HB

|δ − 2|
.

(2.84)

Using the dispersion relation given in Equation (2.82), we may find the

resultant propagation diagrams, and hence fast mode solutions, given specific

parameters such as arcade width, height and footpoint Alfvén speed. This is

accomplished in the next section.

2.5.1 Propagation diagrams and eigenfunctions

The propagation diagrams of normalised eigenfrequency ωL
v0

against normalised

wavenumber kxL for each δ may be computed, as shown in Figure 2.10, for

the same arcade parameters as in Section 2.4. We plot for δ = 0 (top left),

δ = 2 (top right), and δ = 4 (bottom). In the case where δ = 2, the relation
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kz =
√

ω2

v20
− k2x can be employed, and the definitions of the wavenumbers in

Equations (2.66) and (2.74) to find each eigenfrequency ωm. When δ 6= 2, we

rely on the dispersion relation given in Equation (2.82).

It is clear that as δ is increased, the number of eigenfrequencies and wavenum-

bers allowed by the solution first increases (up to δ = 2), and thereafter de-

creases. The points appear to follow a more linear trend for the δ = 0 case,

for low eigenfrequencies, whilst for δ = 2 and 4, the points appear to follow

curved trajectories as the wavenumber is increased from 0. In all three cases,

the point trajectories become more curved for higher eigenfrequencies. From

the propagation diagrams, the first three normalised eigensolutions v · ∇A for

the first three wavenumbers are plotted against spatial components x and z for

the δ values as in Figure 2.10, and the same parameter values (see Figures 2.11,

2.12 and 2.13).

As previously discussed, the corona is perhaps best approximated for δ = 0,

which is shown in Figure 2.11. The top panel shows the first wavenumber kx,

the middle the second, and the bottom the third. The columns then repre-

sent the first (left), second (middle) and third (right) eigenfunctions for each

wavenumber. It is clear each of the velocities becomes negligible for z → 0 (i.e.

close to the photosphere). As the wavenumber kx is increased, the eigenfunc-

tions become oscillatory in nature as z grows larger, but the magnitude of the

velocity in each case dampens. In the x-direction, eigenfunction is increased,

the number of peaks and troughs increases, but the magnitudes of these do

not increase or decrease. Hence, we have spatial oscillations occurring both in

height and across the width of the arcade.

When the scale heights match (i.e. δ = 2), the velocity becomes purely

oscillatory in both the x and z directions (i.e. both in height and width), with

the maximum amplitude of the perturbations remaining the same in the x and

z directions (Figure 2.12). Finally, increasing the ratio δ to 4 yields velocity

perturbations which appear to diverge as z increases in height (Figure 2.13).

However, since we assumed that the perturbations tend to zero for some ar-

cade height, the energy density in the system remains finite. If the height of

the arcade tended to infinity, the oscillation amplitude would also increase to

infinity.

2.5.2 Effect of a density discontinuity

Even within the many layers of the Sun, variation in density occurs at finite

scales, with drastic implications on the wave modes present. To illustrate this,
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a contrast in density is proposed, to model the effect of changes to density

structure on the resultant eigenfunctions. Recall that the Alfvén speed is

assumed to be of the form

vA(z) =

√
B2

0e
− (2−δ)z

HB

ρ0
(2.85)

= v0e
− (2−δ)z

2HB , (2.86)

where v0 is then the Alfvén speed at the footpoints of the coronal loop structure

(z = 0). Now, assume that the Alfvén speed may be modelled with respect to

height as follows:

vA(z) =

v0e
− (2−δ)z

2HB if z < z0

v1e
− (2−δ)z

2HB if z > z0,
(2.87)

where v1 may be chosen as v1 6= v0. Keeping the magnetic field profile the

same as in Equation (2.14), a contrast in density is formed at z = z0 whenever

v1 and v0 differ. We examine two cases: where the density contrast is formed

close to the footpoints, and when the density contrast further into the arcade.

The top panel of Figure 2.14 shows the first three normalised normal ve-

locities v1 · ∇A in the case where the Alfvén speed matches at an interface

located at 2Mm (which gives the same result as the first row in Figure 2.11).

This can be compared to the top and middle panels of Figure 2.14, where the

Alfvén speed ratios v1
v0

at the interface are 0.5 and 0.9, respectively, and for

δ = 0.

Though the modes look very similar in all three panels of Figure 2.14, the

stark difference is in the eigenfrequencies. Most notably, the eigenfrequencies

of the bottom panel of Figure 2.14 (i.e. where the Alfvén speeds match) are

around double those in the top panel, that is when v1
v0

= 0.5. Even for a small

ratio contrast of 0.9, as in the middle panel of Figure 2.14, the eigenfrequencies

are lower than those in the case without a density contrast.

Similarly, we investigate the effect of a discontinuity further from the pho-

tosphere. Figure 2.15 show the first three eigenfunctions for the first wavenum-

ber, when the interface is located at z = 10Mm, for Alfvén speed contrasts
v1
v0

= 0.5 (top) and 0.9 (middle), respectively, where the bottom panels shows

the case where there is no contrast, for comparison. Once again, it is clear that

a small change to the density contrast, such as in the case v1
v0

= 0.9, can lead to

changes in eigenfrequency, and thus leading to uncertainty in parameter pre-

diction when such eigenfunctions are used in conjunction with observational

data.
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This effect has significant observational implications — waves can be used

diagnostically to determine parameters which cannot be directly observed,

such as information pertaining to the magnetic field structures and densities

of surrounding plasma. Hence, depending on the choice of Alfvén speed profile

(and hence density profile), observations of certain frequencies in two different

oscillating coronal loop structures may indicate the presence of vastly different

modes. Subsequently, there may be an unreliable diagnosis, through inversions

using the same reference model, of the structures residing in the observations

(see Jain and Hindman (2012)).

2.5.3 Excitation of fast modes

Much as in Section 2.4.4, the existence of modes in the presence of a perturba-

tion may be investigated. Here, a Gaussian excitation as a function of x and z,

such that the perturbation is concentrated at the centre of the loops of height

z = h, is projected onto the fast mode solution as in Equation (2.5), such that

e−
x2+(z−h)2

2w2 ∝
∞∑
n=0

∞∑
m=0

An,m cos(k(n)x x)

[
Jλn(ξm)− Jλn(ξ

(m)
0 )

Yλn(ξ
(m)
0 )

Yλn(ξm)

]
, (2.88)

where w is some characteristic length, and ξm(z), ξ
(m)
0 and λn defined as before

in Section 2.5: where ξm(z) = 2HBωm
|δ−2|v0 e

−(δ−2) z
2HB , ξ

(m)
0 = 2HBωm

|δ−2|v0 and λn =

2k
(n)
x HB
|δ−2| . The coefficientsAn,m may then be extracted from the summation using

orthogonality. However, an analytically (or, indeed, numerically) orthogonal

function corresponding to the right hand side may only be found for δ = 2.

This value of δ reduces the eigenfunction as in Equation (2.73), such that

An,m ∝
∫ ∫

e−
x2+(z−h)2

2w2 cos(k(n)x x) sin

(√
k
(n)
x − ω2

mz

)
dxdz. (2.89)

The normalised power spectrum and the corresponding eigenfrequencies are

plotted in Figure 2.16, for the same parameters as in Figure 2.9.

As in the Alfvén mode case, the normalised power spectrum exhibits a

maximum for infinitesimally small frequencies. The amplitudes of these spectra

decrease for increasing ωm, with an almost linear trend between 1−2.5Hz. The

rate of change in amplitude slows beyond this point, with frequencies higher

than around 5 − 5.5Hz contributing very minimally to the power in the fast

wave solutions.
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Figure 2.16: The normalised power plotted against eigenfrequencies ωm in Hz
for δ = 0. Once again, the footpoints are situated at l = ±18Mm. The
magnetic scale height is, as before, HB = 11.66Mm, and the Alfvén speed at
the footpoints is v0 = 1Mm. The height of the loop apex is assumed to be
equal to l.
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2.6 Summary

A solar coronal arcade model in Cartesian coordinates was introduced fol-

lowing Oliver et al. (1993), and subsequently Alfvén and fast mode solutions

obtained (Sections 2.2 and 2.3). For the same model, Tarr (2017) extended

the Alfvén mode case under the assumption that the gas pressure scale height

far exceeds the magnetic pressure scale height i.e. that gravity has little influ-

ence. For this value of δ = 0, a parameter describing the ratio of the magnetic

pressure scale height to the gas pressure scale height, the governing equation

for the Alfvén wave solutions could be solved analytically (Section 2.4). We

have extended Tarr (2017) to general δ, requiring the governing equation for

Alfvén modes to be solved numerically (Sections 2.4.2 and 2.4.3). From these

solutions, the existence of modes for several values of δ were examined, and

the power as a function of frequency for a given initial perturbation as in Tarr

(2017) calculated (Section 2.4.4). Similarly, eigensolutions for the fast mode

were obtained using numerical methods for general δ (Section 2.5), and also in

the presence of density interface close to the footpoints. Finally, power spec-

tra given a slightly modified excitation (Section 2.5.3) were studied for large

pressure scale height.

Section 2.5.1 revealed that approximations in the corona may lead to the

choice of small δ, since magnetic pressure is thought to dominate over the gas

pressure of the environment. However, even for values of δ between 0 and 2,

small changes to this parameter affect the amplitudes of Alfvén oscillations

away from the apex of the loop arcade (see Figures 2.7 and 2.8). This was

further iterated in Section 2.9, where amplitudes of power spectra given a

push from an initial perturbation are calculated, shown in Figure 2.9. As the

value of δ is increased from 0 to 2, the amplitudes become diminished as the

frequency increases. All δ values have infinitesimally small powers for higher

frequencies.

By investigating the fast mode (or normal) perturbations, Section 2.5 saw

the governing equation solved numerically for different values of δ. There, small

changes to the value of δ shifted the corresponding eigenfrequencies, causing

the resulting eigenfunctions to change drastically. The same effect was pro-

duced when considering a region of differing density at two different heights in

the loop arcade: though the effect was not as pronounced, even small changes

to the density structure offered different eigenfrequencies. Imposing an excita-

tion at the loop tops gave rise to power spectral data, but this could only be
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calculated (numerically, or otherwise) for one value: δ = 2, that is, where the

magnetic pressure scale height and the gas pressure scale heights were equal. It

is, perhaps, necessary here to discuss the fast modes in comparison with those

in models previously covered in literature. In Section 2.1, it was noted that Van

Doorsselaere et al. (2009) investigated the effects of curvature on the resulting

modes. For a constant Alfvén frequency, the oscillation polarisation varied,

and could be either vertically or horizontally polarised (to be determined ob-

servationally), though did not affect the fast mode beyond this. However, for

other (non-constant) Alfvén frequencies, the curvature introduced leakage in

the waves. A more in-depth analysis of curvature using a 2D semi-cylindrical

model was conducted by Dı́az et al. (2006). There, the fast and Alfvén modes

were be decoupled, and only the fast mode examined. The fast mode solution

was determined to be leaky in certain limits of the arcade width, echoing that

of the straight slab in Edwin and Roberts (1982), whilst becoming trapped for

others. However, the curvature of the arcade brought differences in the density

perturbations produced, allowing the apex of the curved slab to move upwards

more quickly than the footpoints. Though this cannot be directly compared

to the model in this Chapter, it must be noted that for values δ approximating

the solar corona (i.e. for δ values between 0 and 2), the fast mode amplitudes

decrease exponentially away from the arcade.

Note that Hindman and Jain (2014) studied the excitation of fast MHD

waves in two-dimensional waveguides for similar magnetic field profiles in a

Cartesian coordinate system for the δ = 0 case. They considered two different

excitation signals: one a strong localised source, and the other a continuous,

stochastic source with and without a Gaussian profile in wavenumbers. They

found that waves triggered by flaring events and oscillations known as “de-

cayless” were likely associated with fast MHD modes, and their existence was

dependent on the type of excitation. It is interesting that in Hindman and

Jain (2014), in duality with the power spectrum results of this Chapter, the

lowest eigenfrequencies were dominant, with higher frequencies contributing

very little to the overall velocity perturbations. Furthermore, they discussed

the necessity of a waveguide that was at least two-dimensional, with modes

trapped radially, but also propagating down the arcade axis, across field lines

in a perpendicular motion. We cover one such waveguide in the next Chapter.

In both the Alfvén and fast mode cases, changes to the parameter δ caused

the resultant eigenfunctions to change shape, and often resulted in significantly

different behaviour. Additionally, changes to the density profile in the fast
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mode case altered eigenfrequencies. Since wave properties may be used to

deduce other plasma and magnetic field parameters (Aschwanden et al. (1999);

Nakariakov (1999)), this may have large effects on estimations of the solar

coronal structure. This is particularly true for Section 2.5.2, as the plasma

density will rarely be stratified in such a manner that the density will increase

smoothly from the photosphere outwards. In fact, it may be that there are

many different density interfaces as the loops stretch upwards, causing complex

cavities for the waves to traverse. Hence, careful determination of parameters

in the model is a necessity, particularly if the analysis is to be used in the

context of coronal heating. This will be explored in more detail in the next

Chapter.
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CHAPTER 3

A solar coronal arcade in cylindrical coordi-

nates

3.1 Introduction

The solar corona is believed to have decreasing plasma density with height

(Melrose (1980)). However, at finer scales brighter structures stand out against

their background, which may be due to temperature or density differences. His-

torically, determining the density structures in the solar corona has proved to

be difficult. More specifically, though it is generally believed that loops are

denser than their surroundings, observations in particular EUV wavelengths

have shown cooler loops as darker in comparison to the background, and loops

which are apparently brighter may be lower in density than expected. Thus,

it is important to perform analysis in multiple wavelengths, to ascertain a

more accurate estimate to the density or temperature distribution (Aschwan-

den (2005)).

Observations prove an extremely useful tool for indirectly deriving parame-

ters such as the magnetic field strength or density, as discussed in Section 1.4.1,

in conjunction with mathematical modelling. However, in Section 2.1, we saw

that most models of coronal loop structures may be reduced to seeking oscilla-

tions in 1D wave cavities. However, extending this to 3D models has become

increasingly more common, with such an MHD model implemented in Ofman

et al. (2015), to better explain vertically polarised transverse waves. Addition-

ally, observations have shown oscillations in multiple loops in the same arcade

at the same time (see Jain, Maurya and Hindman (2015); Li et al. (2017)).

This chapter is based on the following refereed journal article:

• Thackray, H., Jain, R. (2017); Fast magnetohydrodynamic waves in a solar coronal
arcade, Astron. Astrophys., Volume 608, A108
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Hindman and Jain (2014) (see also Hindman and Jain (2015)) discussed

the necessity for 2D or 3D modelling of coronal loop arcade. There, they

showed that the strongly magnetised low plasma-β environment mean that

eruptive events (such as flares) stimulate the field lines easily, transmitting

fast MHD modes. Waves propagating down the waveguide interfere with one

another, creating a rich power spectrum, and supplying information about

feasible wavenumbers and periodicities. Thus, properties pertaining to the

magnetic field, density and waveguide may be estimated. Furthermore, they

highlighted the importance and interaction between both magnetic tension and

magnetic pressure, rather than just the magnetic tension in 1D wave problems.

More specifically, in Hindman and Jain (2015), by construction of a 3D

wave cavity in cylindrical coordinates, propagation of fast MHD waves was

investigated. A two-shell model was proposed, with a sharp density increase

at an interface. Holding the axial direction of the magnetic field invariant,

trapped waves in both the azimuthal and radial directions can exist. As a

result, coupled radial and axial modes were accredited to observations of loop

oscillations in differing lines-of-sight, producing both horizonally and verti-

cally polarised waves, and demonstrating the variation of elliptically polarised

modes in loop height. However, the introduction of the sharp density inter-

face, resident to the oscillations in the system, when replaced with a smooth

and continuous density structure promotes the existence of quasi modes (see

Goossens et al. (2002)); Ruderman and Roberts (2002)), damping kink mode

oscillations due to resonance. However, the discussion of such modes is be-

yond the scope of this thesis, and instead we limit ourselves to a discontinuous

density contrast and study the effects of this on fast eigenfunctions.

In this Chapter, we follow the method of the two-shell model of Hindman

and Jain (2015), and solve the governing equations to find eigenfunctions,

radial and axial velocities. This model is then extended to a three-shell model,

so that the effect of a small inhomogeneous density structure, in addition to a

sharp discontinuous density structure, may be investigated, and the resultant

fast mode solutions produced are compared with that of the two-shell model.

The intermediate shell here illustrates the region where a loop of higher or

lower density than the background may reside, and therefore the cavity where

oscillation have maximum amplitude. In the same manner as Hindman and

Jain (2015), a dispersion relation for the wavenumbers and eigenfrequencies is

found, and then solved for differing Alfvén speed profiles, to find eigensolutions,

velocities, and thus wave polarisation.
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It is worth noting here that Chapter 2 also considered a 3D wave model,

though the density structure only varied vertically. In this Chapter, the density

is assumed to be varying radially, and therefore more closely resembling the

inhomogeneity observed in the solar corona in such coronal loop structures,

particularly as the density of loops does not necessarily decrease as we traverse

from footpoint to loop apex. Additionally, to ensure the trapping of modes in

the radial direction, we will see that it is necessary to choose a discontinuous

Alfvén speed profile, with speeds linearly increasing in r on either side of the

interface, as in Verwichte et al. (2006).

3.2 Geometry of loop arcade

3.2.1 Vector potential, magnetic pressure and magnetic
tension

To model the magnetic field in cylindrical coordinates (r, θ, y), we assume

that the field lines form semi-circles, with their footpoints penetrating the

photosphere, centred on the y-axis. For simplicity, the magnetic field is taken

as potential and force-free, in the form

B0 = (0, B(r), 0) =

(
0,
B0

r
, 0

)
, (3.1)

Figure 3.1: The geometry of the field lines in the proposed model, in cylindrical
coordinates.
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so that the current density, with µ0 = 1 as the permeability in a vacuum, is

J0 = ∇×B0 (3.2)

= ∇×
(

0,
B0

r
, 0

)
(3.3)

=
1

r

∂

∂r

(
r · B0

r

)
ŷ (3.4)

= 0. (3.5)

Hence, the magnetic field is such that the field strength decreases in the radial

direction.

We assume that the equilibrium state is static, such that v0 = 0, and since

we also assume that there is no pressure variation or gravity, and that there is

time-independence, the momentum equation in the equilibrium has the form

J0 ×B0 = 0. (3.6)

In this way, the effects of a zero-β plasma atmosphere is considered, which

models the solar corona suitably.

Following the derivation as in Section 2.3, the governing equation in terms

of the perturbed velocity v1 and the background magnetic field B0 is

ρ0(r)
∂2v1

∂t2
= (∇× (∇× (v1 ×B0)))×B0. (3.7)

3.2.2 Introduction of velocity field

Since we assume the plasma to be zero-β, the Lorentz force acts transversely,

and thus the perturbations may be assumed to be completely transverse.

Hence, we now take a perturbed velocity field of the form

v1 = (vr, 0, vy). (3.8)

Using (3.1) and (3.8), we can write the r̂ and ŷ components of the momen-

tum Equation (3.7) as

ρ0(r)
∂2vr
∂t2

=
B2

0

r4
vr +

B2
0

r2
∂2vy
∂y∂r

− B2
0

r3
∂vr
∂r

+
B2

0

r2
∂2vr
∂r2

+
B2

0

r4
∂2vr
∂θ2

(3.9)

ρ0(r)
∂2vy
∂t2

=

(
B2

0

r4
∂2

∂θ2
+
B2

0

r2
∂2

∂y2

)
vy +

(
−B

2
0

r3
∂

∂y
+
B2

0

r2
∂2

∂y∂r

)
vr. (3.10)

Introducing the Alfvén speed

vA(r) =
B(r)√
ρ0(r)

=
B0

r
√
ρ0(r)

, (3.11)
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and fourier-expanding each component vr,y as ur,y(r) exp(iky) sin(mθ) exp(−iωt),
Equations (3.9) and (3.10) can be written as

−ω2ur =
(1−m2)v2A

r2
ur + ikv2A

duy
dr
− v2A

r

dur
dr

+ v2A
d2ur
dr2

(3.12)

−ω2uy =

(
−m

2v2A
r2
− k2v2A

)
uy +

(
−ikv

2
A

r
+ ikv2A

d

dr

)
ur, (3.13)

where m is the azimuthal order, k is the axial wavenumber.

3.2.3 Analytic solution

The linearised induction equation is

∂B1

∂t
= ∇× (v1 ×B0). (3.14)

Thus, the θ̂ component is given by(
∂B1

∂t

)
θ

=
∂(v1 ×B0)r

∂y
− ∂(v1 ×B0)y

∂r
(3.15)

= −B0

r

∂vy
∂y
− B0

r

∂vr
∂r

+
B0

r

vr
r

(3.16)

=
B0

r

(
−
(
∂vr
∂r

+
∂vy
∂y

)
+
vr
r

)
(3.17)

= B(r)Φ, (3.18)

where

Φ = −
(
∂vr
∂r

+
∂vy
∂y

)
+
vr
r
, (3.19)

where Φ can be Fourier-analysed as φ(r) exp(iky) sin(mθ) exp(−iωt).
Taking the derivative of (3.19) with respect to r yields

∂Φ

∂r
=− ∂2vr

∂r2
− ∂2vy
∂r∂y

+
1

r

∂vr
∂r
− vr
r2
. (3.20)

Using (3.20), we can easily see that (3.9) becomes

ρ0(r)
∂2vr
∂t2

=
B2

0

r4
∂2vr
∂θ2
− B2

0

r2
∂Φ

∂r
. (3.21)

Similarly, the derivative of (3.19) with respect to y is

∂Φ

∂y
=− ∂2vr

∂r∂y
− ∂2vy

∂y2
+

1

r

∂vr
∂y

, (3.22)
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which, with (3.10), yields

ρ0(r)
∂2vy
∂t2

=
B2

0

r4
∂2vy
∂θ2

+
B2

0

r2
∂Φ

∂y
. (3.23)

Now, since, as before, we are Fourier-analysing, Equations (3.21) and (3.23)

yield

−ρ0(r)ω2ur =− m2B2
0

r4
ur −

B2
0

r2
dφ

dr
(3.24)

−ρ0(r)ω2uy =− m2B2
0

r4
uy −

ikB2
0

r2
φ. (3.25)

Using the defition of Alfvén speed in Equation (3.11), coupled with (3.24)

and (3.25) gives the equations

−ω2ur =− m2v2A
r2

ur − v2A
dφ

dr
(3.26)

=⇒
(
ω2 − m2v2A

r2

)
ur =v2A

dφ

dr
(3.27)

along with

−ω2uy =− m2v2A
r2

uy − ikv2Aφ (3.28)

=⇒
(
ω2 − m2v2A

r2

)
uy =ikv2Aφ. (3.29)

We write (3.27) and (3.29) more concisely using vector notation:(
ω2 − m2v2A

r2

)
(urr̂ + uyŷ) =v2A

(
dφ

dr
r̂ + ikφŷ

)
(3.30)

=⇒ (urr̂ + uyŷ) =
1

ω2

v2A
− m2

r2

(
dφ

dr
r̂ + ikφŷ

)
, (3.31)

=⇒ v1 =
1

ω2

v2A
− m2

r2

(
∂Φ

∂r
r̂ +

∂Φ

∂y
ŷ

)
. (3.32)

Now, taking the divergence of (3.32), we obtain

∇ · v1 =
1

r
· 1

Ω2

∂Φ

∂r
− 1

Ω4

d(Ω2)

dr

∂Φ

∂r
+

1

Ω2

∂2Φ

∂y2
+

1

Ω2

∂2Φ

∂r2
,

(3.33)

=⇒ dur
dr

+ ikuy +
ur
r

=
1

r
· 1

Ω2
φ′ − 1

Ω4

d(Ω2)

dr
φ′ − k2

Ω2
φ+

1

Ω2
φ′′ (3.34)

where Ω2 = ω2

v2A
− m2

r2
.
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However, by (3.19),

Φ =−
(
∇ · v1 −

2vr
r

)
, (3.35)

=⇒ ∇ · v1 =−
(

Φ− 2vr
r

)
, (3.36)

=⇒ dur
dr

+ ikuy +
ur
r

=−
(
φ− 2ur

r

)
, (3.37)

so we can rewrite (3.34) as

φ = −1

r
· 1

Ω2
φ′ +

1

Ω4

d(Ω2)

dr
φ′ +

k2

Ω2
φ− 1

Ω2
φ′′ +

2

r
· 1

Ω2
φ′ (3.38)

=⇒ φ′′ −
[

1

r
+

1

Ω2

d(Ω2)

dr

]
φ′ + (Ω2 − k2)φ = 0. (3.39)

Thus, solution of Equation (3.39) yields the eigenmodes of the system.

3.2.4 Two-shell model

Recall that the Alfvén speed vA is a function of r. Thus, any suitable functional

form of vA with r can be chosen to solve Equation (3.39). We choose

vA(r) =


v0r

r0
if r < r0

v1r

r0
if r > r0.

(3.40)

We demonstrate the Alfvén speed profile plotted against r in Figure 3.2.

The density profile for the interface at r = r0 is given by

ρ0(r) =


B2

0(r)

v2A(r)
=
B2

0r
2
0

r4v20
r < r0

=
B2

0r
2
0

r4v21
r > r0.

(3.41)

We note that if v1 < v0, the density of the inner layer is less than that of

the outer layer, and that there is a discontinuity. Considering pressure balance

above and below the interface, it must be the case that the temperature drops

sharply at the radius r = r0, for increasing r.

For r < r0 (and later following a similar procedure for r > r0), we see that

φ′′ +
1

r
φ′ −

(
ν20
r2

+ k2
)
φ = 0, (3.42)

where

ν20 = m2 − ω2r20
v20

. (3.43)
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vA

r
r0

Figure 3.2: An arbitrary two-shell Alfvén speed profile vA(r), for the case
where v1 < v0, plotted against radius r.

Therefore, Equation (3.42) has solutions

φ =

A1Iν0(kr) +B1Kν0(kr) r < r0

A2Iν1(kr) +B2Kν1(kr) r > r0,
(3.44)

where ν21 = m2− ω2r20
v21

, I and K are the first and second kind of modified Bessel

function, respectively. The constants A1, A2, B1 and B2 can be obtained with

appropriate boundary conditions. However, there are limiting values of r, and

conditions on ν0 and ν1 for which these solutions become unbounded (and

therefore unphysical). Firstly, we note that for r → 0, we must have ν0 real,

otherwise Iν0 becomes recessive. Additionally, we must have B1 = 0 since Kν0

is unbounded for both ν0 being real and imaginary, as r → 0. Similarly, for ν1

real, Iν1 →∞ as r →∞, and for ν1 imaginary, Iν1 is complex and |Iν1| tends

to ∞. Thus, A2 = 0, and since Kν1 is bounded and real for both ν1 real and

imaginary as r →∞, (3.44) reduces to

φ1 = A1Iν0(kr) r < r0 (3.45)

φ2 = B2Kν1(kr) r > r0, (3.46)

the eigenfunctions for the system. We form the dispersion relation based on

the continuity of the above equations, to find the eigenmodes for the system

and thus investigate oscillatory behaviour.
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3.2.5 Dispersion relation

The magnetic pressure must be continuous. Thus, the dispersion relation

obtained by imposing the continuity of φ and Ω2ur (= φ′) is

ν20
ν21

K ′ν1(kr0)

I ′ν0(kr0)
=
Kν1(kr0)

Iν0(kr0)
. (3.47)

Using φ = r−
1
2w(r), Equation (3.42) can also be written as

w′′ +

[(
1

4
− ν20

)
r−2 − k2

]
w = 0. (3.48)

Repeating the same calculations for r > r0 yields a similar equation:

w′′ +

[(
1

4
− ν21

)
r−2 − k2

]
w = 0. (3.49)

The coefficient of w(r) in this equation describes the propagating and

evanescent nature of the waves. Firstly, we must non-dimensionalise (3.49).

Let

w =
U

τ
and r = RL, (3.50)

where τ is the typical scale length for w and L is the typical scale length for r.

Substituting these (3.49) yields

d2U

dR2
· 1

τL2
+

1

τL
U · F (R) =0 (3.51)

=⇒ d2U

dR2
+ UF (R) · L =0. (3.52)

In order to plot the behaviour of the waves, we set this non-dimensionalised

coefficient of (3.52) to 0 to give

L


(

1
4
−m2 +

ω2r20
v21

)
r2

− k2
 =0 (3.53)

=⇒
(

1

4
−m2 +

ω2r20
v21

)
− k2R2L2 =0 (3.54)

=⇒
(

1

4
−m2 +

ω2r20
v21

)
− k2r20 =0, (3.55)

since we can choose L so that r0 satisfies this.

Rearranging (3.55) yields the equation

ω2r20
v21

= m2 + k2r20 −
1

4
. (3.56)
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Figure 3.3: Plots of ωr0
v0

against kr0 for m = 1, 2, 3, 4,
v21
v20

= 0.1.

The relation in Equation (3.56) gives the critical eigenfrequency ωr0
v0

in

terms of wavenumber kr0, above which modes are propagating, and below are

evanescent.

In Figure 3.3, we plot ωr0
v0

as a function of kr0 for m = 1, 2, 3 and 4. We

assume
v21
v20

= 0.1, and in doing so we see that the density of the loop increases

across the interface, by (3.41), and the Alfvén speed decreases, by (3.40).

3.2.6 Plots of the two-shell model

3.2.6.1 Case I:
v21
v20

= 0.1

The magenta section in Figure 3.3 shows the area where waves are propagating

and the green section shows the area where waves are evanescent. The dashed

lines indicate the boundaries for which waves exist. The top boundary, i.e.

where ν20 < 0, exists because I must be real. Since this happens only when ν0

is pure imaginary, any ν0 such that ν20 < 0 is excluded. Similarly, we have the

condition that ν21 < 0, since if we have ν21 > 0, then the parity of each side

of (3.47) does not match. Hence, the region shown above the dashed line of

ν21 < 0 is the only possible region for solutions to exist.
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Each of the curves represents the angular frequencies and corresponding

wave-numbers for which (3.47) is satisfied, and the order of n represents the

number of nodes in the radial direction in the corresponding eigenfunction. As

m increases, the slope of the curves become less steep, and so a higher number

of propagating modes exist.

We now choose two values of kr0 (0.2 and 1) and plot the eigenfunction

φ, the non-dimensionalised radial velocity ur
V0

, the non-dimensionalised axial

velocity uy
V0

, and the polarisation fraction, f as a function of r, shown in Figure

3.4 and Figure 3.5. The polarisation fraction f is defined by

f =
|uy|2

|ur|2 + |uy|2
. (3.57)

These are scaled for each value of n so that the amplitudes of each eigenfunction

lie between −1 and 1.

As we can see in the top left plot of Figure 3.4, the curves are continuous,

with each coloured curve displaying the number of nodes given by n. The

curve for n = 0 decays quickly for kr > kr0 = 0.2, with the curves for n = 1

and n = 2 also decaying soon after. The eigenfunction does not exist for

n = 3, 4, ..., as expected from in Figure 3.3. Similarly, for the top right plot,

the eigenfunction does not exist for n = 2, 3, ....

Since ur
V0

and uy
V0

are functions of φ (see Equation (3.19)), they exist for the

same values of n. The curves in Figure 3.5 for uy
V0

are discontinuous at kr0 in

each case. The final two plots of Figure 3.5 are of the polarisation fraction, f .

From this, we can easily see that where f gets close to 1, the dominating

term is uy, and so the velocity is mainly axial. Similarly, where f goes to 0,

the dominating term is ur, and the velocity is mainly radial.

3.2.6.2 Case II:
v21
v20

= 0.01

In addition to density contrast, the Alfvén velocity constrasts can also change

the nature of the wavemodes. We examine a case of v21 � v20, as follows.

Consider the case where
v21
v20

, such that we only get lower frequency waves. An

example where you would obtain high frequency waves is the case
v21
v20

= 0.01.

Figure 3.6 shows that all curves n ≥ 0 are now propagating. The number of

modes has also drastically increased — for kr0 = 0.2, there are now curves for

n = 0 up to n = 11. Since the quantity
v21
v20

= 0.01 has decreased from 0.1,

it follows that the lower boundary for which solutions are permitted has also

decreased, due to the constraint ν1
2 > 0.
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Figure 3.4: Plots of the eigenfunction φ and the radial velocity ur
V0

against
radius kr, for m = 1, for kr0 = 0.2 and kr0 = 1. The vertical line denotes the
value of kr0.
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Figure 3.5: Plots of the axial velocity uy
V0

, and the polarisation factor, f , against
radius kr, for m = 1, for kr0 = 0.2 and kr0 = 1. The vertical line denotes the
value of kr0.

Figure 3.6: Plots of ωr0
v0

against kr0 for m = 1,
v21
v20

= 0.01.
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Hence, using the two-shell model, we have shown the existence of fast

modes with both radial and axial motion. However, observationally, the den-

sity contrasts of a coronal loop arcade do not necessarily appear as a sharp

discontinuity as prescribed by Equation (3.41). Furthermore, there may be

finer density structures within the coronal loops and their background which

may be difficult to ascertain observationally, and this variation may contribute

to changes in oscillatory behaviour. To this end, we extend the two-shell model

and form a three-shell model, where loops may lie in a thin middle shell, and

analyse the nature of the fast modes produced.

3.3 Three-shell model

3.3.1 The “Saw-tooth” model

We choose a finite region of density instead of a sharp interface, so that now

we have three shells. The aim is to investigate the consequence of a slightly

less discontinuous density between the inner and outer plasmas. The Alfvén

speed is chosen such that

vA(r) =



v0
r0
r r < r0

vm
r0
r r0 ≤ r ≤ r0 + a

v1
r0
r r0 + a < r.

(3.58)

The positive constants r0 and a describe the thickness of the middle layer.

Setting a = 0 returns to the original two shell model. We once again plot the

Alfvén speed profile for arbitrary parameters against r in Figure 3.7.

Here, we deal with new values for ν2:

ν2 =



ν20 = m2 − ω2r20
v20

r < r0

ν2m = m2 − ω2r20
v2m

r0 ≤ r ≤ r0 + a

ν21 = m2 − ω2r20
v21

r0 + a < r.

(3.59)

As before, if we choose vm and v1 such that v1 < vm < v0, then we can im-

mediately see that there is a discontinuity between densities at both interfaces

(r0 and r0 + a). In this case, the outer layer is denser than the middle layer,

and the middle layer is denser than the inner-most layer.
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vA

r
r0 r0+a

Figure 3.7: An arbitrary three-shell Alfvén speed profile vA(r), for the case
where v1 < vm < v0, plotted against radius r.

However, we are not restricted to choosing the velocities in such a way.

Hence, for ν2m > 0, there is also the possibility of v1 < v0 < vm. In this

case, the middle cavity is less dense just after the first interface than in the

inner cavity (r < r0), and becomes much more dense after the second interface

(r > r0 + a). For ν2m < 0, the velocity profile such that vm < v1 < v0 is

possible, so that the middle shell is much denser then the outer-most shell.

Though we are comparing the behaviour to that of the two-layer model, it

must be noted that the allowed eigenfrequencies for the new system will invoke

slight changes in the behaviour of the eigenfunction and associated velocities

in the first layer. However, these small changes are negligible in comparison

to the two-layer case, and become indistinguishable over large wavenumbers.

Recall the equilibrium magnetic field is B0 =
(
0, B0

r
, 0
)
. The new density

profile is such that

ρ0(r) =



B2
0r

2
0

r4v20
r < r0

B2
0r

2
0

r4v2m
r0 ≤ r ≤ r0 + a

B2
0r

2
0

r4v21
r0 + a < r.

(3.60)
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Thus, the governing equation is given by

φ′′ +
1

r
φ′ −

(
ν2

r2
+ k2

)
φ = 0, (3.61)

with ν taking different values ν0, νm and ν1 in regions r < r0, r0 ≤ r ≤ r0 + a

and r > r0 + a, respectively. Depending on the choice of ν2m > 0 or ν2m < 0,

the region for which the fast waves can propagate changes.

Considering the case where ν2m > 0, the solution now becomes

φ =


A1Iν0(kr) r < r0

A2Iνm(kr) +B2Kνm(kr) r0 ≤ r ≤ r0 + a

B3Kν1(kr) r0 + a < r,

(3.62)

since the boundary conditions for r → 0 and r → ∞ are the same as in the

two-shell case. Applying the continuity of φ and Ω2ur (= φ′) at r = r0 and

r = r0 + a, we derive the new dispersion relation:

ν20Iν0(kr0)K
′
νm(kr0)− ν2mI ′ν0(kr0)Kνm(kr0)

ν2mI
′
ν0

(kr0)Iνm(kr0)− ν20Iν0(kr0)I ′νm(kr0)

=
ν21Kν1(k(r0 + a))K ′νm(k(r0 + a))− ν2mKνm(k(r0 + a))K ′ν1(k(r0 + a))

ν2mIνm(k(r0 + a))K ′ν1(k(r0 + a))− ν21Kν1(k(r0 + a))I ′νm(k(r0 + a))
.

(3.63)

We can also consider the case where ν2m < 0. Since the function Iνm is

complex when ν2m < 0, we instead must employ a new kind of modified Bessel

function L, defined by

Lν(kr) =
πi

2 sin(νπ)
{Iν(kr) + I−ν(kr)} (3.64)

to ensure a real solution (see Dunster (1990)). We note that, for comparison,

the second modified Bessel function may be expressed similarly, as

Kν(kr) =
π

2 sin(νπ)
{I−ν(kr)− Iν(kr)} , (3.65)

where the inclusion of i as in (3.64) allows for the case of ν2m < 0.

Hence, the solution becomes

φ =


A1Iν0(kr) r < r0

A2Lνm(kr) +B2Kνm(kr) r0 ≤ r ≤ r0 + a

B3Kν1(kr) r0 + a < r,

(3.66)
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with corresponding dispersion relation

ν20Iν0(kr0)K
′
νm(kr0)− ν2mI ′ν0(kr0)Kνm(kr0)

ν2mI
′
ν0

(kr0)Lνm(kr0)− ν20Iν0(kr0)L′νm(kr0)

=
ν21Kν1(k(r0 + a))K ′νm(k(r0 + a))− ν2mKνm(k(r0 + a))K ′ν1(k(r0 + a))

ν2mLνm(k(r0 + a))K ′ν1(k(r0 + a))− ν21Kν1(k(r0 + a))L′νm(k(r0 + a))
.

(3.67)

3.3.2 Plots of the “Saw-tooth” model

3.3.2.1 Case I: ν2m > 0

We plot the propagation diagrams in Figure 3.8 for ka = 0.1, v2m
v20

= 0.5, and
v21
v20

= 0.1. As before, we found eigenfrequencies and wavenumbers which satisfy

the corresponding dispersion relation (3.67). Since the eigenfrequencies will be

different from the two-shell model, the behaviour before r = r0 will be slightly

different, though across large distances, the difference in behaviour would be

negligible. Note that since we have ν2m > 0, but also νm < ν0, the upper

boundary for propagation is lower than in the two-shell case. Note that higher

order nodes are absent when comparing Figure 3.8 to 3.3, which is largely

due to the lowering of the upper boundary of the propagation region, a direct

consequence of ν2m > 0, but also due to the lowered density of the middle

region. We conclude that the middle layer with less density contrast inhibits

the propagation of higher order radial modes. For kr0 = 0, it is as if we only

have the middle region and the outer region. Hence, the only interface is now

at kr0 + ka = 0.1, and it is as if there already is an impermeable interface

between two regions, much like in the two-layer model. The effect once we

have plotted the eigenfrequency curves is that of “shifting” the curves to the

left on the two-layer plot in 3.3.

In Figure 3.9, we plot the variation of the eigenfunctions φ, the radial

and axial velocities ur and uy and the polarisation fraction f , against the

wavenumber. We plot these for the three-layer model for ka = 0.1 and v2m
v20

=

0.5, in the right panel, and for comparison plot the case where ka = 0 and
v2m
v20

= 1 in the left panel. As expected, we notice that by setting ka = 0 and
v2m
v20

= 1 in our new dispersion relation (see Equation (3.63)), we return to the

same curves as in the two-layer model (shown in Figure 3.4). This can easily

be verified from the left panel of Figure 3.9. We normalise with respect to the

maximum value of each eigenfunction, so that the curves lie between −1 and

1.
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Figure 3.8: Plots of ωr0
v0

against kr0 for the case where ka = 0.1, v2m
v20

= 0.5,
v21
v20

= 0.1, m = 1 and ν2m > 0. The dash-dot curves indicate the corresponding

curves in the two-layer model.

In Figure 3.9, we see that there are no curves for modes n ≥ 2. The overall

shape of the curve for n = 0 in the right panel is similar to that in the left, with

the eigenfunction now reaching it’s maximum at the second interface, further

out from the origin. Similarly, the qualitative behaviour of the n = 1 curve

is the same, with the lowest point of the curve occuring for a slightly larger

wavenumber.

Figure 3.9 also shows the non-dimensionalised radial (ur) and axial (uy)

velocities. As anticipated, the radial velocity in each case is continuous, with

the axial velocity remaining discontinuous, though now at the second interface,

rather than at kr0. After the second interface, the qualitative behaviour of the

radial and axial velocity is similar in the left and right panels. However, in

the middle layer, we see that the radial velocity is further suppressed by the

plasma.

By increasing the thickness of ka to 0.5, we note that all trapped modes are

now suppressed, leaving only the n = 0 curve. This is shown in Figure 3.10.

The qualitative shape of the eigenfunctions in Figure 3.11 remain mostly the

same as in Figure 3.9, though the polarisation fraction (bottom right panel)

shows that the n = 0 model indicates that the motion becomes more axial less

sharply at the interface than for the thinner middle shell of Figure 3.9.

The plots of polarisation fraction, f , clearly demonstrate that, depending
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Figure 3.9: Plots of the eigenfunction φ, radial velocity ur, axial velocity uy
and polarisation fraction f , using the dispersion relation in (3.63). The left

panel shows the case ka = 0, v2m
v20

= 1,
v21
v20

= 0.1, for kr0 = 0.2 and m = 1. The

right panel is similar except now ka = 0.1 and v2m
v20

= 0.5.
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Figure 3.10: Plots of ωr0
v0

against kr0 for the case where ka = 0.5, v2m
v20

= 0.5,
v21
v20

= 0.1, m = 1 and ν2m > 0. The dash-dot curves indicate the corresponding

curves in the two-layer model.

on the location of the observation (i.e. the line of sight), the horizontal or

vertical polarisation dominates one or the other. Additionally, our investiga-

tion of the two-layer and three-layer cases clearly show that the eigenvalues

and eigenfunctions are sensitive to the Alfvén speed profiles. Therefore, to

understand the plasma properties of a coronal loop from the measurement of

the observed frequency, the correct mode identification is crucial.

3.3.2.2 Case II: ν2m < 0

Plotting the propagation diagram as before in Figure 3.8, for ka = 0.1, v2m
v20

=

0.5 and
v21
v20

= 0.1, we obtain Figure 3.12. The value of v2m
v20

= 0.5 now alters the

lower boundary for solutions, and we only obtain propagating solutions. Here,

it appears as though the eigenfrequency curves have shifted right compared to

the curves in the two-layer model, in the opposite manner to the ν2m > 0 case.

Following the second interface, the qualitative behaviour of the eigenfunc-

tion, and the radial and axial velocities is much the same as the two layer case,

however we only have curves for n = 1 and n = 2. The polarisation fraction

f once again indicates both radial and axial motion, with some wavenumbers

giving purely radial or purely axial movement.

As in the case where ν2m > 0, we also plot the case where ka = 0.5.

Once again, we only have propagating solutions. However, computation of the
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Figure 3.11: Plots of the eigenfunction φ, radial velocity ur, axial velocity uy

and polarisation fraction f , for the case where ka = 0.5, v2m
v20

= 0.5,
v21
v20

= 0.1,

for kr0 = 0.2 and m = 1.

Figure 3.12: Plots of ωr0
v0

against kr0 for the case where ka = 0.1, v2m
v20

= 0.5,
v21
v20

= 0.1, m = 1 and ν2m < 0.
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Figure 3.13: Plots of the eigenfunction φ, radial velocity ur, axial velocity uy
and polarisation fraction f , using the dispersion relation in (3.67), for the case

ka = 0 (left), v2m
v20

= 1,
v21
v20

= 0.1, for kr0 = 0.2, m = 1 and ν2m < 0, and ka = 0.1

(right). The vertical dashed lines are the two interfaces.
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Figure 3.14: Plots of ωr0
v0

against kr0 for the case where ka = 0.5, v2m
v20

= 0.5,
v21
v20

= 0.1, m = 1 and ν2m < 0.

eigenfunctions in Figure 3.14 indicates a shift in behaviour after the second

interface. We can no longer distinguish the two radial modes of the n = 2

case, though careful comparison with previous plots as in Figure 3.12, it is

seen that we have both the n = 1 and n = 2 curves once again. Behaviour of

eigenfunctions and the radial and axial velocities after this second interface is

similar to that in the two-layer case in Figures 3.4 and 3.5. We note that once

again the motion is both axial and radial in nature, with some wavenumbers

exhibiting only axial or only radial motion.

3.3.3 The “Upside-down tilted hat” model

3.3.4 Plots of the “Upside-down tilted hat” model

To further probe the possible density structures of the coronal arcade, the

three-shell models are extended to the case where the Alfvén velocity is the

same for the inner-most cavity as in the outmost shell. That is, construct the

profile such that v0 = v1, and consider the case where v2m
v20

varies from 1. We

plot the “Upside-down tilted hat” Alfvén speed profile for arbitrary parameters

against r in Figure 3.16.
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Figure 3.15: Plots of the eigenfunction φ, radial velocity ur, axial velocity uy

and polarisation fraction f , for the case where ka = 0.5, v2m
v20

= 0.5,
v21
v20

= 0.1,

for kr0 = 0.2, m = 1 and ν2m < 0.

vA

r
r0 r0+a

Figure 3.16: An arbitrary three-shell Alfvén speed profile vA(r), for the case
where v1 = v0 and vm < v0, plotted against radius r.
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Figure 3.17: Plots of ωr0
v0

against kr0 for the case where ka = 0.1, v2m
v20

= 0.1,
v21
v20

= 1, ν2m < 0, and m = 1.

3.3.4.1 Case I: ka = 0.1

We consider the case where v2m
v20

= 0.1. Accordingly, this correlates to a shell

which has a density ten times that of the cavity inside and the shell outside.

Since v1 = v0, ν
2
1 must be greater than zero, so for eigenfrequency solutions

to exist, it is necessary that ν2m < 0. The Alfvén speed profile is given as

before in (3.59), and thus the eigenfunctions remain the same as in (3.66),

since solutions are still required to be bounded as r → 0 and r →∞.

To compare with results in previous sections, we start by taking ka = 0.1.

Solving the dispersion relation as given in (3.67), we obtain the propagation

diagram as before, shown in Figure 3.17.

Note that the n = 0 curve now sits close to the lower bound of the frequen-

cies, and now the n = 1 curve asymptotes to some fixed value as kr0 increases.

The remaining curves for n = 2 and higher only exist for small kr0. In Figure

3.18, taking the first interface at kr0 = 0.2 as before, we plot the correspond-

ing eigenfunctions, velocities and polarisation fraction for each wavenumber

kr. We notice that it now appears there are two surface waves for n = 0 and

n = 1, with the n = 0 curve exhibiting much higher axial velocity between the

two interfaces. This is further demonstrated in the polarisation plot, as the

middle region indicates completely axial motion, before both axial and radial

motion beyond the second interface.
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Figure 3.18: Plots of the eigenfunction φ, radial velocity ur, axial velocity uy

and polarisation fraction f , for the case where ka = 0.1, v2m
v20

= 0.1,
v21
v20

= 1,

ν2m < 0, for kr0 = 0.2, and m = 1.

Figure 3.19: Plots of ωr0
v0

against kr0 for the case where ka = 0.5, v2m
v20

= 0.1,
v21
v20

= 1, ν2m < 0, and m = 1.
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Figure 3.20: Plots of the eigenfunction φ, radial velocity ur, axial velocity uy

and polarisation fraction f , for the case where ka = 0.5, v2m
v20

= 0.1,
v21
v20

= 1,

ν2m < 0, for kr0 = 0.2 and m = 1.

3.3.4.2 Case II: ka = 0.5

Increasing the thickness of the middle layer from ka = 0.1 to ka = 0.5 as before

now permits more radial modes, as shown in Figure 3.19. As in Figure 3.18,

there are two evanescent modes, and now an additional propagating mode,

which is illustrated further in Figure 3.20. The n = 2 mode exhibits a node

between kr0 and kr0 + ka. We may contrast this with Edwin and Roberts

(1983) — increasing the thickness of the cylinder gave rise to additional body

modes, though in the coronal limit, no surface modes were produced.

Between kr0 and kr0 + ka, the n = 0 mode possesses a sharp increases in

axial velocity, further demonstrated by the polarisation fraction plot. Similarly,

the n = 2 has mostly axial motion between the two radii, whilst the n = 1

mode appears to be mostly radial.

3.3.5 Reduction of the three-shell model

In extreme limits of ka, it can be shown that the three-shell model may be

reduced to the two-shell model of Hindman and Jain (2015), through reduction

of the dispersion relation in Equation (3.63).
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3.3.5.1 ka→ 0

We first show that this is the case for when the thickness of the middle shell

becomes infinitesimally thin i.e. ka → 0. Since we will show that the middle

shell disappears from the relation, we do not require that Iνm be real, or make

any distinctions on the sign of νm
2.

Taking ka→ 0 in Equation (3.63) yields

ν20Iν0(kr0)K
′
νm(kr0)− ν2mI ′ν0(kr0)Kνm(kr0)

ν2mI
′
ν0

(kr0)Iνm(kr0)− ν20Iν0(kr0)I ′νm(kr0)
(3.68)

=
ν21Kν1(kr0)K

′
νm(kr0)− ν2mKνm(kr0)K

′
ν1

(kr0)

ν2mIνm(kr0)K ′ν1(kr0)− ν
2
1Kν1(kr0)I

′
νm(kr0)

(3.69)

=⇒ ν20Iν0(kr0)K
′
ν1

(kr0)[Iνm(kr0)K
′
νm(kr0)− I ′νm(kr0)Kνm(kr0)] (3.70)

=ν21I
′
ν0

(kr0)Kν1(kr0)[Iνm(kr0)K
′
νm(kr0)− I ′νm(kr0)Kνm(kr0)] (3.71)

=⇒ ν20Iν0(kr0)K
′
ν1

(kr0) = ν21I
′
ν0

(kr0)Kν1(kr0), (3.72)

which is the dispersion relation as in Equation (3.47).

3.3.5.2 ka→∞

It can be shown that in the limit of large ka, the dispersion relation for the

three-shell model (see Equation (3.63)) can also be reduced to an approxima-

tion to the dispersion relation of the two-shell model (Equation (3.47)). Again,

we do not require that I be real, however, it must be the case that νm
2 < 0,

so the parity of the dispersion relation may be preserved.

In order to take the limit of ka→∞, note that we may reduce the modified

Bessel functions I and K in the following manner

Kν(kr) ≈
√

π

2kr
e−kr, (3.73)

K ′ν(kr) ≈ −k
√

π

2kr
e−kr −

1

2

√
π

2kr3
e−kr (3.74)

and

Iν(kr) ≈
ekr
√

2πkr
, (3.75)

I ′ν(kr) ≈
kekr
√

2πkr
−

1

2

ekr
√

2πkr3
(3.76)

as kr →∞ (see Olver et al. (2010)).
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Thus,

K ′ν(kr)

Kν(kr)
= k −

1

2r
,

I ′ν(kr)

Iν(kr)
= k −

1

2r
,

Iν(kr)

Kν(kr)
=
e2kr

π
,

I ′ν(kr)

Kν(kr)
=
ekr

π

[
k −

1

2r

]
. (3.77)

Rearranging the right hand side of Equation (3.67),

ν21
Kν1(k(r0 + a))K ′νm(k(r0 + a))

Kνm(k(r0 + a))K ′ν1(k(r0 + a))
− ν2m

ν2m
Iνm(k(r0 + a))

Kνm(k(r0 + a))
− ν21

I ′νm(k(r0 + a))Kν1(k(r0 + a))

K ′ν1(k(r0 + a))Kνm(k(r0 + a))

, (3.78)

and from (3.77) becomes

π(ν21 − ν2m)e−2kr

ν2m + ν21

(
2kr − 1

2kr + 1

)→ 0, (3.79)

as ka→∞.

Thus, Equation (3.47) may be reduced to

ν20
ν2m

K ′νm(kr0)

I ′ν0(kr0)
=
Kνm(kr0)

Iν0(kr0)
. (3.80)

3.4 Summary

Hindman and Jain (2015) proposed that, rather than modelling coronal loop

structures as a single vertical flux tube, a loop arcade should be modelled

in its entirety, forming a semi-cylinder, embedded in the photosphere. Here

it is important to note that observations of arcades indicate inhomogeneity

throughout the waveguide, and in particular, in a direction transverse to the

magnetic field lines. However, by assuming that the scale length of inhomo-

geneity in the axial direction is much larger than that in height, we ignore any

effects from inhomogeneity down the arcade axis. Section 3.2 details this set-

up, describing the arcade in terms of cylindrical polar coordinates. Introducing

the perturbed velocity field in Section 3.2.2, Section 3.2.3 yields the governing

equation for the geometry, in terms of eigenfunction φ, leading to solutions

in terms of modified Bessel functions. Here, the two-shell model of Hindman

and Jain (2015) is presented as a sharp density contrast (see Section 3.2.4),

and a dispersion relation (Equation (3.47)) is established. Numerical solutions
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of Equation (3.47) lead to propagation diagrams, and in turn yield informa-

tion about the propagating and evanescent modes present. Hence, we find the

eigenfunctions for a specific density interface location, followed by the radial

and axial velocities. Most importantly, the polarisation fraction is obtained,

giving a measure of the radial or axial nature of each eigenfunction, respec-

tively. Section 3.3 repeats a similar analysis with the introduction of a second

spike in density, forming a thin shell.

The introduction of the polarisation fraction in Sections 3.2.4 and 3.3 con-

firms an important observational aspect of coronal loop arcades. In particular,

data analysis of observed coronal loop intensities in Jain, Maurya and Hindman

(2015) proposed interaction between adjacent loops, highlighting the existence

of a wave propagating perpendicularly to the loop tops, down the axis of the

coronal loop arcade. This was further conjectured in Hindman & Jain (2015),

where the two-shell model in Section 3.2.4 was first proposed. In this Chapter,

it was shown that, when modelled as a 3-dimensional semi-cylindrical arcade,

the resultant eigenfunctions exhibited both radial and axial motions, indicating

elliptically polarised waves.

Most notably, by careful consideration of both Sections 3.2.4 and 3.3, it is

clear that the choice of density profile should not be made frivolously. Small

changes to the interface location as in Figures 3.4 and 3.5 suppresses the exis-

tence of modes, and changes to the density contrast could suppress or augment

the resultant modes. Introduction of the second interface only complicates

matters: since coronal loops are viewed as bright structures within a faint

background, it follows that the loops are comparatively dense. Assuming a

density profile which quickly decreases in height allows for waves to be more

easily refracted back to the surface, whilst more slowly decreasing profiles

cause eigenfunctions to disappear. However, the stratification of the back-

ground may not be completely isotropic, and so choice of density structure

even in the three-shell case must be taken with care (see Figures 3.9, 3.11 and

3.18).

It would possibly be judicious here to compare the resultant modes of the

coronal loop model in Cartesian coordinates (from Chapter 3) with that in the

cylindrical geometry of the current Chapter. However, this remains difficult

— the Alfvén speed profile for the two and three-shell models is assumed

to be linearly increasing in each shell, so that the modes may be trapped

radially. However, in the Cartesian model, the Alfvén speeds are assumed to

decrease exponentially in height. Hence, comparisons of the fast and Alfvén
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mode solutions may not yield accurate conclusions in the context of coronal

loop modelling. In addition, the Cartesian model of Chapter 2 allowed for de-

coupling of the fast and Alfvén modes — in this Chapter, it was shown that

both modes were coupled, thus manifesting as elliptical motion. However,

we showed that Cartesian and cylindrical models could both have fast mode

solutions decaying far from the loop arcade, in the coronal approximation.

The preliminary paper of Edwin and Roberts (1983) gave light to a cylin-

drical model in the context of MHD. There, propagation was only considered

parallel to the magnetic field fields, i.e. the case where the three-shell model

would have axial wavenumber k = 0. Furthermore, the densities examined

in Edwin and Roberts (1983) are uniform in each region, whilst varying here,

for the two and three-shell models. However, even though the two models for

coronal structures in cylindrical coordinates are difficult to compare, it can be

noted that the existence of surface modes in the middle shell as in Figure 3.18

is also acknowledged in Figure 5 of Edwin and Roberts (1983).

In reality, the two-shell model of Section 3.2.4 may be extended far beyond

the three-shell model of Section 3.3 to any number of interfaces; however, it

is clear that even a small change to the density structure may lead to the

suppression of modes. Additionally, both the models discussed neglected to

include gas pressure, due to the zero-β approximation of the corona. Though

gas pressure does, indeed, contribute less to the dynamics of the system than

magnetic terms, a more realistic model of a coronal loop arcade would involve

consideration of these pressure terms. Finally, we note that the loops are taken

to be of the same height, though we see observationally that loop tops vary

drastically in height, and though loops may sit in the same arcade, neighbour-

ing loops will have distinctly different properties. All of these simplifications

aside, it is clear that a semi-cylindrical model for a coronal loop structures

represent better the “realistic” arcades as viewed in observations.
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CHAPTER 4

Subsurface flows in flaring and non-flaring solar

coronal active regions

4.1 Introduction

Many studies concerning active regions focus on their propensity to emit solar

flares. Priest (2013) gives a thorough overview of the mechanisms behind solar

flaring and related events, but here we give a brief summary.

Historically, solar flares were described as short brightenings in the Hα

spectral line. However, in recent times, solar flares were found to emit X-rays

(Peterson and Winckler (1959)), and the brightening in Hα was likely due to

interactions between the emitted magnetised plasma and particles, and the

chromosphere. The classification of such flares depends on their maximum X-

ray flux, and ranges across A, B, C, M or X classes, with A being the smallest

and X being the largest. The maximum flux of flares increases by a factor of

10 from one class to another.

There are four stages in the process of a solar flare (Heyvaerts et al. (1977)).

First is the pre-flare phase, where the intensity of the soft X-rays build. Next

comes a hard X-ray and microwave burst, as electrons are accelerated inter-

nally, known as the impulsive phase. The particles are further accelerated in

the rise phase, where the soft X-ray intensity rapidly increases and surrounding

plasma in the corona becomes swiftly heated. Finally comes the main phase,

where intensity slowly decreases.

This chapter is based on the following journal article which has been submitted pending
peer review:

• Thackray, H., Jain, R., Jain, K., Tripathy, S., Hill, F.; Subsurface flows of active
regions associated with eruptive and confined flares in Solar Cycle 24, Astron. As-
trophys., recommended for publication following revisions (Dec 2019)
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During this flaring process, the conversion between magnetic energy and

particle motion causes surrounding plasma to heat up and move. In doing

so, flares may stimulate wave motions, and in particular may be capable of

initiating coronal loop oscillations. Some types of waves or bursts associated

with flaring events (and resultant shock waves) include Moreton waves which

are detected in the chromosphere as fast modes, presented in the Hα spectral

line (Athay and Moreton (1961)). These fast shock waves are also known as

EIT waves, so-called because of their discovery using the Extreme ultraviolet

Imaging Telescope (EIT) by Thompson et al. (1998).

Flares may be categorised by many different characteristics, but we will

focus on those which are eruptive or confined. Eruptive flares are those which

have an associated coronal mass ejection (CME), and confined flares are those

without. CMEs present a much larger threat to the Earth than solar flares,

since the ejected magnetised plasma blobs can interfere with the Earth’s mag-

netic field and cause widespread transformer blackouts. Hence, the prediction

of solar flares (and thus CMEs) has significance in the context of protecting

and maintaining infrastructure here on Earth.

Magnetic reconnection is one of the most common processes thought to

be behind the production of solar flares. Here, magnetic field lines “break”

suddenly, possibly due to rearrangements by subsurface flows, and reconnect

in a different orientation, causing magnetic energy to be quickly released. This

energy transfers into kinetic energy, and the shock waves produced excite par-

ticles, ejecting them out of the photosphere and into the corona. Reconnection

is thought to be the catalyst for the impulsive phase of the flare.

Since magnetic reconnection processes reconfigure the field lines and the as-

sociated plasma flows, it is important to examine flows in and around the active

regions. As the field lines of the coronal active regions are anchored below the

surface, it is obvious to investigate any signatures of flaring, if any, in this layer

of the Sun. In this Chapter, we examine the differences between flaring and

non-flaring active regions, by investigating the subsurface flows using helioseis-

mic techniques. In particular, we use a technique in the frequency-wavenumber

domain, Ring Diagram Analysis, introduced below in Section 4.3. Chosen flar-

ing active regions are those that produced X-class flares, since these are the

most energetic, and the most likely to cause shock waves which could onset

coronal loop oscillations in neighbouring loops. Different approaches to deter-

mining these subsurface flows are discussed in Section 4.4, before a thorough
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examination of flaring and non-flaring regions from Solar Cycle 24 is presented

in Section 4.4.3.

4.2 Helioseismology

In Section 1.4.2, we covered the basics of helioseismology, with reference to

uncovering the structures inside the Sun using frequencies obtained at the

surface. In this section, helioseismology and its relevance is covered in more

detail, from the first observational evidence of solar oscillations, to the types of

modes examined, and the need for both global and local helioseismology. For

extensive reviews on helioseismology, see, for example, Christensen-Dalsgaard

(2002), Thompson (2004) or Basu (2016).

4.2.1 Solar oscillations

The first concrete observational evidence of solar oscillations was presented by

Leighton et al. (1962) through the use of Doppler velocity shifts at the surface

of the Sun. Examination of localised velocities led to the discovery of oscilla-

tions with a period of around 5 minutes. However, their initial interpretation

was to attribute these motions to the convection beneath the solar surface.

It was only later that further observational analysis revealed the existence

of global acoustic modes resonating in the vast cavities of the Sun (Deubner

(1975)) as the cause of the Doppler shift. Though the push for higher reso-

lution spectral imaging was highlighted, Deubner (1975) discussed the use of

such modes for diagnosis of the interior of the Sun.

In the region lying closest to the surface, the instability of the convection

zone lends itself to the excitation and damping of these solar oscillations as

they reflect off from the inside of the photosphere. On the whole, these solar

oscillations are mainly acoustic in nature, and thus are reliant on pressure as

a restoring force: as such, they are referred to as p-modes. Furthermore, some

modes may be mostly dependent on buoyancy, and so may be called g-modes,

or gravity modes. However, the richness of the Sun’s interior means that the

sound-speed, with which the acoustic modes propagate, changes dependent on

their instantaneous location. Since the gas pressure increases rapidly as the

waves approach the core, they slow down and change direction, before speeding

back up to the surface.

Modelling the Sun’s interior using a spherical coordinate system, and as-

suming the oscillations are low amplitude enough in comparison to the scales
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Figure 4.1: A demonstration of spherical harmonics for different combinations
of degree, l, and order, m. White and black indicate motions in opposite
directions. Credit: inspirehep.net

of the background, the oscillations poleward (north-south) and parallel to the

equator (east-west) are represented in terms of spherical harmonics

Y m
l (θ, φ). (4.1)

Here, l, known as the degree, gives information about oscillations in the θ

direction, and m, known as the order, gives information about oscillations in

the azimuthal (or φ) direction. Each of these parameters are integers, where

l must be positive or zero, and −l ≤ m ≤ l. Consideration of boundary

conditions for the radial component of the oscillations (i.e. towards the centre

of the sphere) introduces the radial order n, whose magnitude defines the

number of nodes found from the surface to the centre of the Sun. Hence, all

oscillations have some unique frequency, which may be classified as ωn,l,m for

some values of n, l and m. Figure 4.1 illustrates the spherical harmonics of

varying degree and order.

It is this radial order which defines whether a mode finds their restoring

force mainly in gas pressure or buoyancy — p-modes have positive values of n

and high frequencies, and g-modes have negative values and low frequencies.
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The mode corresponding to n = 0 is known as the f -mode, and observationally

we mainly see global modes of low n-values in the form of f and p-modes, since

these are the ones most easily affected by the innermost workings of the Solar

interior. However, higher order radial modes are observed locally, and it is in

these modes that the flows closest to the photosphere may present themselves.

These solar oscillations are mainly observed using Dopplergrams, which

give information about line-of-sight velocity at the Sun’s photosphere, from

the Doppler shifting in spectral lines. This is covered in more detail in Sec-

tion 4.3.1, however, we first discuss how helioseismology has been employed

both globally and locally with respect to the Sun’s interior.

4.2.2 Global helioseismology

Helioseismology has been successfully used to examine global properties of the

Sun for over 30 years (for example, see Deubner and Gough (1984)). Since the

p-modes are dominantly acoustic, and their properties thus dependent on the

sound speed, models connecting sound speed and subsurface depth have been

developed, discussed in detail in Christensen-Dalsgaard et al. (1996).

One such achievement following the development of such solar models, is

the determination of the location of the convection zone (Christensen-Dalsgaard

et al. (1991)), which was found to within 0.003 solar radii. In particular, stud-

ies of the rotation rate depending on the location have been conducted, with

the different structures and densities of the radiative and convective zones re-

spectively holding a large role (Schou et al. (1998)). There, a rapid change in

rotation was found at the bottom of the convection layer. A major result fol-

lowing this was the thin tachocline lying between the radiative and convective

zones, which could be important in relation to the solar dynamo.

Comparison of the Sun and standard models indicated differences in struc-

turing, giving light to the “solar neutrino problem” (see, Basu (2016), for ex-

ample). Observations of neutrino flux was around a third of the expected value

as predicated by standard models. It was here that helioseismology proved an

indispensable tool, for its use in prediction of temperature in the solar inte-

rior, and thus information regarding neutrino flux (Antia and Chitre (1997)).

There, it was shown that a model for the Sun could not be reconstructed using

the observed neutrino flux values, and thus there was some exterior mechanism

causing the production of neutrinos to be suppressed.

However, in the context of this thesis, we concern ourselves with local he-

lioseismology, which studies smaller scale motion close to the solar surface
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and captures the effects of magnetic active regions, rather than motions deep

into the solar interior. Some of these advances were briefly discussed in Sec-

tion 1.4.2, however here we discuss some relevant results in more detail.

4.2.3 Local helioseismology

On a broad scale, helioseismology has been used to investigate the way zonal

and meridional flows change throughout the solar cycle. Komm et al. (2014)

(and subsequently Komm et al. (2015)) studied such changes, comparing esti-

mations of near-surface flows with expected flows calculated using results from

global helioseismology. There, zonal flows were shown to be faster (and merid-

ional flows more poleward) than expected in the regions near the equator, and

slower (and meridional flows less poleward) than expected near poles. These

faster regions appeared to correlate with times when magnetic activity was

highest in either hemisphere.

However, local helioseismology has proven extremely useful in the context

of studying active regions, particularly those which produced solar flares. By

studying the kinetic helicity density (see Moffatt and Tsinober (1992)), Komm

et al. (2005) compared values obtained from subsurface flows of flaring active

regions with the various activity indices of the flares. A good agreement was

found between larger flares and regions with high kinetic helicity density values.

Furthermore, Reinard et al. (2010) found an increase in kinetic helicity density

of flaring regions in the days preceding eruption.

By examining morphology of a specific active region during the flaring

process, Jain, Tripathy and Hill (2015) concluded that flow magnitudes were

suppressed following the production of a flare, and that this was likely due to

the conversion of kinetic energy of the subsurface flows into the energy released

by the solar flare within the active region. Magnetic field rearrangement was

suggested as a contributor to suppression of flow magnitudes, as well as the

rotation of sunspots within the region. Repeating analyses and comparing

results with a flaring active region from a different solar cycle, Jain et al.

(2017) suggested rearrangement and sunspot rotation were not always sufficient

to alter the magnitudes in flows, and this was particularly evident for active

regions producing significantly large flares. The above analyses were conducted

using a local helioseismological technique known as Ring Diagram Analysis,

which we will discuss next in more detail.
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4.3 Ring Diagram Analysis

4.3.1 Background to Ring Diagram Analysis

Ring Diagram Analysis (RDA) is a helioseismological technique first illustrated

in Hill (1988). By examining velocities from observed Doppler shift data, RDA

infers flow properties beneath the photosphere. Phenomena investigated using

RDA include, but are not limited to, flows under active regions (Jain, Tripathy

and Hill (2015); Komm et al. (2011)), variation in flows across solar cycles

(Komm et al. (2014); Komm et al. (2015)) and large scale near-surface flows

and sub-surface flow shearing (Howe et al. (2006)).

As mentioned in the previous section, the Sun is host to internal acous-

tic oscillations (p-modes) which have their signature in Doppler shifts at the

surface. If the frequency of the p-modes in the quiet Sun, when magnetic ac-

tivity is low, is considered to be ωn,l,m, a shift in the frequency ∆ω due to,

for example, flows in and around active regions can be described in terms of

the horizontal spatial wavenumbers kx and ky for horizontal surface flow U.

Subsequently, ∆ω can be written in the Cartesian coordinate system as

∆ω = k ·U = kxUx + kyUy (4.2)

where Ux is known as the zonal velocity, or “east-west”, and Uy is the merid-

ional velocity, or “north-south”.

Generally, Doppler velocity patches of around 15◦ × 15◦ are tracked at the

rotation rate of the surface using Dopplergrams captured by instruments such

as the Helioseismic and Magnetic Imager (HMI) on the Solar Dynamics Ob-

servatory (SDO), or by the Global Oscillation Network Group (see section 1.2)

observatories (see Birch et al. (2007) for more details). Tracking the patches

for a time period creates data cubes, denoted in reference to the Sun’s rotation

as Φ(x, t), in the two spatial and temporal directions, which are then Fourier

transformed in time. Differential rotation is thus accounted for, within the

shallow layer analysed.‘ For this reason, only the larger flow patterns will sur-

vive, since smaller fluctuations will become insignificant over long timescales.

For example, data is often averaged over 1664 minutes, since this is the amount

of time it takes for a patch to move 15◦, and is often referred to as a “ring

day”.

In order to reduce the projection effects, the first step in the ring analysis

is apodization (spatially and temporally) of the data cube. This is done in
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relation to the centre of the patch, so that for some central location x0, the

apodized cube has the form

Θ(x, t; x0) = a(|x− x0|)Φ(x, t). (4.3)

The apodization function is assumed to have the form

a(x) =


1, x < x1[
1− (x−x1)2

(x−x2)2

]2
, x1 ≤ x ≤ x2,

0, x > x2.

(4.4)

Parameters x1 and x2 are determined in terms of the apodized diameter.

The data cube is then Fourier decomposed into spatial and temporal com-

ponents to get a 3-D power spectrum as P (kx, ky, ω). Here, (kx, ky), which

may also be written as k, constitutes a wave-vector in the x-y directions, and

ω is the observed frequency. We may express this transformed data discretely

as the following series:

P (kx, ky, ω) =

∣∣∣∣∣C2
k

∑
k′

a(k− k′)Φ(k′, ω)

∣∣∣∣∣
2

, (4.5)

as in Gizon and Birch (2004). The constant Ck gives the sample length for

(kx, ky).

The data is then fitted using a maximum likelihood procedure to a Lorentzian

power spectrum profile

P (kx, ky, ω) =
A

(ω − ω0 + k ·U)2 + Γ2
+

b

k3
, (4.6)

to completely resolve the three-dimensional power spectra. Here A is the

amplitude, b is the background noise, ω0 is the central frequency, Γ is the mode

width, k is the wavenumber and k·U is the Doppler shift (Haber et al. (2000)).

By comparison with the expected power spectrum P0(kx, ky, ω), information

about the perturbation in the power spectrum may be obtained, from which

the flow estimates may be derived (see Birch et al. (2007) for more detail).

Assuming incompressibility and density variations only due to depth, RDA

uses so-called “inversion” techniques to derive flows below the surface. If the

flows at the surface are given by U as above, then the assumption that the

flows V can be linearly interpolated at each depth means that the sub-surface

flows can be related to each component of U in depth z, as in Greer et al.

(2015), by

Ui(x0) =

∫ ∫
dx dzKi(x0 − x, z)Vi(x, z). (4.7)
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Here, Ki(x0 − x) relates the interaction of the sub-surface velocity Vi with

the perturbed power spectrum and is known as the “sensitivity kernel”. The

position x0 is the central position of the patch for which we are inverting

flows. Regularized least squares can then be used to calculate the inverted

flow estimate for V.

4.3.2 Instrument: Global Oscillation Network Group
(GONG)

In this study, we use data obtained by Global Oscillation Network Group

(GONG), a collection of six observatories and various institutions, collecting

ground-based solar data for the purpose of helioseismology. Data is collected

daily, with the six observatories aligned in such a way that the Sun is viewed for

the optimum amount of time, and are located in the USA, Western Australia,

India, the Canary Islands and Chile. The instruments located at each of the

GONG sites collect magnetic field strength, intensity and Doppler velocity

data of the Sun.

For GONG Doppler velocity data, RDA products are usually calculated for

an overlapping grid of 189 patches, centred on the Sun’s disk. Patch centres

are 7.5◦ apart and span from −52.5◦ to 52.5◦ in both latitude and longitude.

Beyond these coordinates, RDA becomes unreliable due to projection effects

from contamination in the line-of-sight velocities close to the limb. However,

the ring pipeline can be applied to “custom” patch locations, enabling patches

to be centred on areas of interest, such as active regions.

4.3.2.1 Data

Active regions are structures of strong magnetic fields on the Photosphere.

Some active regions are often host to events such as solar flares and coro-

nal mass ejections, where plasma is expelled from the corona of the Sun at

a high rate. These features are numbered once they come into view of the

ground-based instruments of National Oceanic and Atmospheric Administra-

tion (NOAA), such as “AR 11166”, where “AR” stands for “Active Region”.

Since the NOAA equipment is ground-based, the active regions can only be

viewed on the side of the Sun facing Earth. Hence, when the active regions

pass across the far-side and come back to the visible side, they may have a

different active region number. Some active regions are relatively long-lived

and thus may be given several different identifiers.
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Active regions consist of loop-like structures in the corona which seem

to oscillate occasionally after the eruption of flares. Many studies of such

oscillations pertain to the idea that they are triggered by movement of plasma

above the surface, such as by blast waves following flares. However, sub-surface

flows could also cause buffeting of field lines arching out of the photosphere,

and, especially if the flows are large scale, may cause oscillatory motions in

collections of coronal loops.

In addition to this, research on active regions touches on the characteristics

of the sunspot groups from which they are comprised. Sunspots are viewed as

dark holes on the photosphere, since they are cooler than surrounding plasma.

These spots occur due to the magnetic field lines arching out of the plasma,

and their evolution and formation determines the cycle of their hosting active

region. Sunspots may be stationary within their active regions, or may be

rotating. Groups of sunspots may be unipolar (i.e. either positive or negative

polarity), bipolar (where the group may be split neatly with a continuous line),

or a complex mixture of the two.

Similarly, the magnetic activity index (MAI) also characterise active re-

gions. MAI is a calculated by averaging the strongest absolute values of mag-

netic field strength across the patch (i.e. when |B| is greater than 50G), and

is therefore used to diagnose more magnetically active regions relative to the

quiet sun. A threshold of 50G is introduced in order to minimise spurious er-

rors from measurements of the lower activity regions. Jain, Tripathy and Hill

(2015) investigated active region 11158, and discovered an increase in MAI

closer to the largest flare, which was X2.2 type and occurred on the 15th Feb

2011.

4.3.2.2 Possible sources of error

Since active regions often cover large portions of the 15◦ × 15◦ patches, and

due to the averaging of the horizontal velocities across the patch, we are able

to estimate the flows directly beneath such features. However, comparison of

active regions located at different positions on the Sun’s disk is complicated

since surface curvature means the centre of the disk seems brighter than the

limb. As a result, the errors in velocity estimations become greater further

away from the centre, and spatial resolution is lost (Jain, Tripathy and Hill

(2015)) Additionally, the Sun’s axis is inclined to the Earth, creating an annual

fluctuation in the angle of the Sun’s axis as viewed from the Earth, known as

B0-angle variation (Zaatri et al. (2006)). This shift, whilst less impactful on
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the zonal velocities, causes significant changes in the estimates for meridional

flows.

To combat the interference of residual flows and the B0-angle effect, Jain,

Tripathy and Hill (2015) took quiet region data from the Sun around the

same time in the solar cycle, a month earlier than the active region’s most

active period. Flow estimates are derived for several days and then averaged

in order to smooth systematic errors. Solar activity varies during the solar

cycle, resulting in changes in sub-surface flows (Komm et al. (2014); Komm

et al. (2015)). The solar cycle is an approximately 11 year fluctuation in the

magnetic activity of the Sun. At the solar minimum, that is when magnetic

activity is low, meridional flows are larger than at the solar maximum. Hence,

the quiet region data must be from the same epoch as the active regions being

examined (Komm et al. (2015)). Alternatively, data can be chosen from active

regions at a similar stage in the solar cycle, to minimise influence from large-

scale flows.

Additional errors can be introduced by taking a time series which is too

small for RDA to be employed successfully. Short time series’ give rise to large

amounts of noise in the observed frequencies. Hence, when the ring pipeline is

applied, the flow estimates can be unreliable. It is thus important to choose

a time scale long enough to reduce the noise in the observed frequencies, but

not so long that the small nuances of the flow are “ironed out”. In the same

way that selection of time series can instigate errors, choosing a patch that is

too small can produce inconsistent flow estimates. However, most analyses as

standard choose patches with area 15◦ × 15◦.

4.4 Analysis of flaring active regions

4.4.1 A day-by-day study of several active regions

As previously discussed, Jain, Tripathy and Hill (2015) studied sub-surface

flow patterns in the context of active region 11158, with a particular focus on

the period between the 11th and 16th of February 2011. Using data from HMI,

12◦ × 12◦ and 7.5◦ × 7.5◦ regions are tracked, focussing on the whole active

region. Data are obtained for consecutive calendar days.

In a similar manner, we conduct an analysis of seven active regions, at

varying stages of the solar cycle, using GONG data. The data set for each

active region comprises of 7 days (1440 minutes), with the flare of interest
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AR # Central date Size of flare Flare total Sunspot area Hemisphere
11158 15/02/11 X2.2 55 450 South
11166 09/03/11 X1.5 32 550 North
11283 06/09/11 X2.1 20 220 North
11520 12/07/12 X1.4 31 1320 South
11890 08/11/13 X1.1 54 920 South
12158 10/09/14 X1.6 13 420 North
12192 24/10/14 X3.1 114 2740 South

Table 4.1: The active regions studied. Sunspot area is given in millionths of
heliospheric radius.

occurring on the 4th day, so that data are obtained 3 days before and 3 days

after. These active regions are detailed in Table 4.1.

All of the active regions listed in Table 4.1 are from Solar Cycle 24. A solar

cycle is approximately 11 years long and depends the change from a period of

minimal activity, to its most active state, and back again. Activity of a Solar

Cycle is determined by the number of sunspot regions. The minimum (and

hence beginning) of Solar Cycle 24 was in December 2008. Activity increased

with the advent of AR11158, where the first X-class flare of Solar Cycle 24

occurred (as listed in Table 4.1). The maximum occurred in April 2014, and

the cycle is due to return to a minimum late 2019.

In most cases, the flare of interest in the largest flare of that region. How-

ever, in the case of AR11890, the flare is the second largest. This is due to the

passage of the active regions across the disk centre: since RDA can only be

performed successfully away from the limb, the active regions must be close

to the disk centre at the time of flaring. Such criteria meant that many in-

teresting active regions were not fit for exploration. Additionally, we focussed

on active regions host to X-class flares. These are the most energetic type of

X-ray flares, and thus thought to contribute more to sub-surface flow patterns

(Komm et al. (2005)).

If the active region is too close to the limb, estimates cannot be found for

all depths, and errors are introduced. Additionally, the ring pipeline often

obtains zonal and meridional velocities for slightly different depths, meaning

that interpolation is necessary in order to construct 3D plots. For each active

region, we construct such a 3D plot of the zonal (Ux) and meridional (Uy)

velocities in m/s and the sub-surface depth in Mm. It is important to note

that these are total velocities, and therefore any background flows in the pho-

tosphere are included, as well as flows due to magnetic features. Figure 4.2

shows such information for active region 11158. The top left panel shows the

90



flows 3 days before and 3 days after the flare of interest, the top right 2 days

before and after, the bottom left 1 day before and after, and the bottom right

on the day of the flare of interest. Before is indicated in blue and after in pink.

However, it is clear that the signature of the flow changes as time progresses

— that is, the shear of the flow shown in blue before flaring does not directly

align with the flow in pink once flaring has occurred. Thus, it is sufficient to

say that once a flare is emitted, the active region has undergone an irreversible

flow change. Furthermore, the flows appear less sheared on the date of flaring,

compared to flows before and after.

We plot the horizontal flows of active region 11166 in the same way in Fig-

ure 4.3. Comparing Figures 4.2 and 4.3, it is interesting to note that AR11166

appears to exhibit less shearing than AR11158. This could be due to the in-

creased flaring activity of AR11158, even though they are of comparable area.

The sizes of flows are comparable, most likely due to the active regions in

Figures 4.2 and 4.3 existing at roughly the same point in the solar cycle.

The flows of active region 11283 are shown in Figure 4.4, in the same

way as the previous two active regions. Table 4.1 shows that AR11283 is less

than half the size of the previous two active regions — since the patch size is

kept constant throughout our analyses, and flows are averaged spatially and

temporally, this may be reflected in the flow patterns. Once again, it is clear

to see the reduction in shear as the active region moves towards its largest

flare, and the tendency to alter signature once the moment of greatest flaring

has passed.

Since AR11283 is around six months after the one shown in Figure 4.3,

and thus closer to the solar maximum, we expect to see some increase in flow

magnitude. However, the magnitudes are comparable with those before, which

could be a reflection of the size of the active region.

The increase in flow magnitude due to the size of active region is illustrated

well in Figure 4.5, AR11520. This active region was almost 3 times the size

of AR11158 during the date of flaring, resulting larger zonal and meridional

flows. As expected, we also have less shear closer to the central date, with

flow patterns almost completely reversed away from the surface 3 days after,

compared with the flow patterns 3 days before.

Active region 11890, shown in Figure 4.6 is also a good example of increased

flow magnitude due to the temporal position in the solar cycle. Here, flows are

augmented in comparison to those in Figures 4.2, 4.3 and 4.4, though not as
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large as those in Figure 4.5. This is because AR11520 was around 1.4 times

the size of AR11890, thus covering a larger area of the sampling patch.

We previously noted that the flare examined in AR11890 is in fact the

second largest, due to the active regions position on the disk. Hence, flow

patterns here may be misleading, as the largest flare occurred three days before

the given central date in Table 4.1. However, there appears to be the signature

reduction in flow twist towards the central date, and re-twisting once again

afterwards.

Figure 4.7 shows the velocity plots for active region 12158. This particular

active region existed after the solar maximum, but close enough that the flows

are still augmented compared to those in the first few Figures. AR12158 had

only 13 flares, so the twisting seen in the first three panels could are particularly

indicative of the changes in flow pattern leading up to the date of largest flare,

where shear is at its lowest.

Finally, we consider the flows of active region 12192, the largest active re-

gion in Table 4.1. Unsurprisingly, the shear vastness of this active region is

clearly shown in the magnitudes of the flows. In addition, AR12192 experi-

enced nearly double the number of flares than the next most energetic region,

at 114 flares. The combination of size and flaring activity leads to extreme

shear, and unpredictability in true flow pattern. However, there is some ev-

idence that the flow becomes more sheared after the flare has erupted, when

comparing the pink points in the first three panels with the black points in the

bottom right panel.

A conclusive remark would be that the flow patterns are significantly al-

tered by the release of the larger flares in the active regions lifetime. However,

the choice of time intervals may not be well-suited to comparison, even fol-

lowing the same format as in Jain, Tripathy and Hill (2015). Each of the X

flares occurred at a different time interval during the day, so taking an average

of each calendar day may lead to skew in the flow estimates when comparing

two active regions. Hence, it makes sense to compare active regions using a

bisection method for choosing time intervals, centring the flare of interest in

the middle of the time series. This is detailed further in Section 4.4.2.

4.4.2 A concentrated study of the flaring nature of two
active regions

In the previous section, the time intervals for RDA were chosen with respect to

dates in the calendar. However, since flares do not occur at the same point in
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Figure 4.2: Plot of the horizontal velocities (Ux and Uy) in m/s against the
subsurface depth in Mm of active region AR11158. The blue and pink circles
denote “before” and “after” flaring in the top panel and the bottom left panel.
The top panel indicates three days before and after (left) and two days before
and after (right). The bottom left panel indicates one day before and after,
and the bottom right panel shows flows for the day of flaring.
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subsurface depth in Mm of active region AR11166. The layout of the panels
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Figure 4.4: Plot of the horizontal velocities (Ux and Uy) in m/s against the
subsurface depth in Mm of active region AR11283. The layout of the panels
is the same as in Figure 4.2.
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Figure 4.5: Plot of the horizontal velocities (Ux and Uy) in m/s against the
subsurface depth in Mm of active region AR11520. The layout of the panels
is the same as in Figure 4.2.
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Figure 4.6: Plot of the horizontal velocities (Ux and Uy) in m/s against the
subsurface depth in Mm of active region AR11890. The layout of the panels
is the same as in Figure 4.2.
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Figure 4.7: Plot of the horizontal velocities (Ux and Uy) in m/s against the
subsurface depth in Mm of active region AR12158. The layout of the panels
is the same as in Figure 4.2.
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Figure 4.8: Plot of the horizontal velocities (Ux and Uy) in m/s against the
subsurface depth in Mm of active region AR12192. The layout of the panels
is the same as in Figure 4.2.
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Figure 4.9: Illustration of time series intervals, for the case of 832 minutes.
Blue indicates the time interval before flaring, black during and pink after.

the day, and RDA uses temporal averaging in order to calculate the flows, the

true nature may be skewed for each active region comparatively. To combat

this, we devise a method of bisection. In each case, we centre the time series

on the flare of interest. For example, one of the time series lengths is a ring

day i.e. 832 minutes (half a “ring day”). Thus, the time series is sampled

such that the flare is seated in the centre of the 832 minutes. We repeat this

for 1664 minutes (a “ring day”) and for 20 hours (1200 minutes), since this is

approximately halfway between 832 and 1664 minutes. Then, the same length

of time series is sampled before and after the time series seated on the flare of

interest, so that there are three consecutive time series. This is illustrated in

Figure 4.9, where blue signifies the time interval before, black during and pink

after.

In particular, we compare the flows of two active regions: AR11166 and

AR11283. Both active regions flared in approximately the same area on the

disk centre, and existed at a similar time in the solar cycle. We investigate

the flow patterns around the time of their largest flares, by plotting their total

horizontal velocities (in m/s) in sub-surface depth (Mm).

The active region AR11166 first emerged into view on the 2nd of March

2011, and produced 32 X-ray flares (25 C-class, 4 M-class and 1 X-class). The

largest flare emitted was an X1.5 flare on the 9th of March, between 23:13 -

23:29. Centring the time series on the flare, we produce Figure 4.10, where

the zonal (Ux) and meridional (Uy) velocities in m/s, denoted by solid lines

and dashed lines respectively, are plotted against sub-surface depth in Mm.

The first panel in Figure 4.10 shows the horizontal velocities for an 832 minute

time series centred at the time of flaring. The middle and bottom panels are

the same as the top panel, but for 1200 minutes and 1664 minutes. As in

Section 4.4.1, the velocities are of the total flow in that region, so contain

background flows as well as those contributed by the active region.

In the top panel of Figure 4.10, as time progresses, the zonal velocities

become suppressed near the surface, but become augmented much further

away. The meridional velocities remains similar close to the surface before and

during the flaring period, but decreases soon after. However, far away from the
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surface, the meridional velocities decreases at the time of flaring and increases

after.

Considering now the middle and bottom panels, we note that the behaviour

of the flows seems quite different. This is because the time intervals chosen

overlap, meaning that the 1200 minute and 1664 minute velocity curves dur-

ing the flare contain flows from the 832 minute series before and after. Hence,

the temporal averaging has contributed significantly to the behaviour of the

flows. The meridional velocity in the middle and bottom panels remains ap-

proximately the same magnitude near the surface before, during and after the

flare, but this behaviour differs at further depths. The minimum for the zonal

velocities in the top panel is shifted by contributions from the before and after

zonal velocities, indicated by the middle and bottom panels.

The second active region we study in detail is AR11283. Emerging on the

30th of August 2011, this active region was about half the area of AR11166. It

produced 20 flares in total (13 C-class, 5 M-class and 2 X-class), the largest of

which being X2.1 between 22:12 and 22:24 on the 6th September. The active

region flows are plotted in the same was as in Figure 4.10.

Once again, we note that the zonal flows are more spread out close to the

surface in the first panel, compared with the flows in the middle and bottom.

It’s clear that the zonal flows exhibit a stronger nature than the meridional

flows before the flare occurs, but once the flare is emitted zonal flows are

only diminished close to the surface. However, in the same time frame, the

magnitude of the meridional flows increases. Further away from the surface,

zonal flows are more similar in magnitude when averaged over longer time

series as in the middle and bottom panels.

Compared with the flows in Figure 4.10, the flows appear to be less affected

by their sub-surface depth. Since flows are estimated using Doppler shift pa-

rameters at the surface, this could be due to the size of the active region.

AR11283 is much smaller than AR11166, and averaging across spatial values

in patches of the same size means that there is less contribution to estimated

flows by AR11283 than AR11166. This is because there is a higher ratio of

quiet Sun to active region in the patch taken for AR11283 than for AR11166.

To this end, it is prudent to choose a patch size smaller for AR11283, so that

the quiet region does not dampen the effects of the active region - this is our

approach in section 4.4.3.

101



832 mins

2 4 6 8 10

−20

0

20

40

1200 mins

2 4 6 8 10

−20

0

20

40

H
o
ri
z
o
n
ta

l 
v
e
lo

c
it
ie

s
 (

m
/s

)

1664 mins

2 4 6 8 10
Depth (Mm)

−20

0

20

40

Figure 4.10: Plot of the horizontal velocities (Ux, indicated by a solid line, and
Uy, indicated by a dashed line) in m/s against the subsurface depth in Mm of
active region AR11166. Here, the time series are of length 832 minutes (top),
1200 minutes (middle) and 1664 minutes (bottom), which are centred on the
time of flaring. The colours follow the same pattern as in Figure 4.9.
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103



4.4.3 A comparison of active regions across the first half
of Solar Cycle 24

As previously mentioned, the Solar cycle is the approximate 11-year variation

of activity on the Sun. The maximum corresponds to the point in the cy-

cle where sunspot activity as at its highest, and the minimum is when the

sunspot activity is at its lowest. Komm et al. (2014) (also see Komm et al.

(2015); Komm et al. (2017)) investigated the variation of subsurface flows dur-

ing the Solar cycle. Strips of zonal flow which are of higher magnitude than

average appear around three or four years before magnetic activity starts, and

corresponding meridional velocities exhibit motion more towards the poles

than average. The amplitudes of meridional velocities are greater during solar

minimum. The locations of higher magnetic activity exhibit convergent flows

between 0-10Mm, whereas the quieter regions are host to divergent flows.

Since active regions are comprised of sunspots, it follows that there could

be a link between active region activity at different points in the solar cy-

cle. Hence, we examine the subsurface flows of twelve active regions, listed in

Table 4.4.3. This table contains the seven ARs listed in Table 4.1, and has

information about the peak time of the flare, the total number of flares and

their classification (C, M or X), the coordinate location on the disk, whether

they produced a coronal mass ejection (CME), and whether they had rotating

sunspots. Of these twelve active regions, ten are regions which produced X-

class flares, and two did not produce any X or M -class flares during the time

series studied, for comparison.

The time series length chosen in 1664 mins, since this is the standard

time series length studied in RDA literature. This is centred on the time of

flaring. In the previous section, errors were introduced by choosing a time

series that was too short. Additionally, we noted that averaging over the

spatial parameters of the patch can be problematic for active regions which

are not of comparable size. AR11283 and AR11793 are much smaller than the

others sampled, so patches of around 12◦ × 12◦ are tracked - patches much

smaller can introduce spurious errors.

The large-scale flows are then plotted with quiet flows subtracted at around

the same latitude to show contribution to large-scale flows by the active region.

The quiet data is taken from 2008, since this was a period of low solar activity,

and for each AR we take five 1664 minute series at approximately the same

time in the year, to take into account the yearly variation in the tilt-angle of

the Sun, known as the B0 angle (Zaatri et al. (2006)). It is important to choose
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longitudes and latitudes close to the location examined during flaring since the

Dopplergram images are based on the line-of-sight, and projection effects can

be introduced. The five data sets are then averaged to remove systematic

errors. Using RDA, the sub-surface flows for each active region are obtained,

and are illustrated in Figures 4.12-4.14, in the form of three-dimensional plots

of zonal and meridional velocities in depth. As in Section 4.4.2, the flow

patterns of the AR at for three time intervals are examined - 1664 minutes

before (left), during (centre) and after (right) flaring. Sample quiet zonal and

meridional flows of two ARs (Northern, black; Southern, red) are demonstrated

in Figure 4.15

Considering the first panel of Figure 4.12 (AR11158), it is immediately

clear that the flow patterns change shape in time, similar to the flows in the

section 4.4.1. However, since we are now centring time series on the peak time

of the flare, the flows have changed significantly. The middle panel shows that

during flaring, the magnitude increases, with a maximum around 4-5Mm. The

flows in the left hand panel, before the flare, are more strongly sheared than

those during and after flaring. Using SDO/HMI intensity imaging, Jiang et al.

(2012) investigated the rotation of sunspots within AR11158. This rotation

started around 20 hours before the flare erupted, contributing to the flows in

the left hand panel and middle panel, coming to a sudden halt approximately

an hour after the flaring finished (around half way through the middle time

series). This lack of sunspot rotating following flaring could explain the lack

of shear in flows in the right panel.

The next row in Figure 4.12 corresponds to AR11166. Table 4.4.3 indicates

that this AR did not have rotating sunspots, and did not produce a CME, un-

like AR11158. There is a distinct change in shear between the first and second

panels, though this cannot be a manifestation of the rotation in flows. Hence,

this shearing is most likely due to changes in the magnetic field configuration,

as in Jain et al. (2017). There, the strong confined magnetic field and its re-

configuration were deemed to be the cause of flaring. After flaring, there is

little change in the shape of the flow in depth.

AR11283, as described in section 4.4.2, is smaller than most of the other

ARs considered. Therefore, it was necessary to choose a patch size of 12◦×12◦.

The magnitudes in flows are much smaller than those in AR11158, which had

a similar morphology. However, the flows before flaring are extremely sheared,

with this twist rapidly changing in time, becoming reversed after flaring.
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Figure 4.12: The horizontal flows Ux and Uy in m/s plotted against sub-surface
depth (Mm), for the first four active regions in Table 4.1. The left panel shows
the flows the day before, the middle shows the day of flare of interest, the right
panel shows the day after. The red circles indicate the quiet region data.
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In the final panel of Figure 4.12 are the flows for AR11429. The flows before

flaring are much higher in magnitude than during and after flaring, which may

be the cause of the strong flare which was released soon after (X5.4). During

flaring, as in AR11158 (top panel), the flows are augmented between 4-5Mm.

Similarly, the flows change once again after flaring, possibly due to the sunspot

rotation.

Though the flows in the first panel (AR11520) of Figure 4.13 show strong

shear, they do not change as rapidly over time as the previous ARs which pro-

duced CMEs and exhibited sunspot rotation. Despite being an X-type flare,

it is not as high in magnitude as those in AR11158, AR11283 and AR11429,

which could explain the comparatively small changes in shear and magnitude

across all time series.

AR11711 and AR11793 did not exhibit any X-class flares in their lifetimes,

but are plotted in Figure 4.13 for comparison with the other ARs. Both ARs

have some changes in flow throughout time, but their magnitudes stay rela-

tively similar. In the case of AR11793, some of the changes in magnitude could

be due to its proximity to the limb in the early time series, or errors introduced

when decreasing the patch size to 12◦ × 12◦ as for AR11283.

The flows of AR11890 are similar to those of AR11283 in time — they

are not especially large in magnitude but they change rapidly before flaring to

during flaring. Once flaring has taken place, there is not much change in the

flows in depth. Comparing these flows to those in AR11793, there is not much

difference in flow patterns, which could mean that magnetic fields were more

responsible for the flare production than the motion of flow beneath the AR.

Historically, AR11890 also produced an X3.3 flare on the 5th Nov 2011, so

the production of an X1.1 three days later may signify the release of leftover

energy stored.

The top panel of Figure 4.14 illustrates the zonal and meridional velocities

of AR11944. As with AR11520, though the magnitudes of flows do not differ

much in time, the flows are sheared, and the AR itself is large in area (see

Table 4.4.3). AR12158, however, was around a third the size of AR11944, and

produced a higher magnitude flare (X1.6, as opposed to X1.2). Examining

the second panel of Figure 4.14, it is clear that the flows become extremely

sheared in depth during flaring, before reversing as in AR11283. This is likely

an explanation of the flare’s magnitude.

The largest flows of the AR set, AR12192 was also the largest in area.

Illustrated in the second to last panel of Figure 4.14, the flows sheared for
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Figure 4.13: The horizontal flows Ux and Uy in m/s plotted (black) against
sub-surface depth (Mm), for the central four active regions in Table 4.1, as in
Figure 4.12. The red circles indicate the quiet region data.
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all time series, with the flows changing pattern in depth quite rapidly before

and during flaring, with the shear remaining almost constant after flaring has

occurred. This behaviour is similar to the flows during and after flaring of

AR11166 in Figure 4.12. With larger-than-average flows, the last panel of

Figure 4.14 shows the flows beneath AR12242. The shearing demonstrated in

all three time series changes radically over the duration, with high magnitude

flows in depth for each time series. At around 4-5Mm, flows during flaring

are at a maximum. The high magnitude flows following shearing are quite

atypical, especially considering the size of the active region. However, during

the final time series, the active region was located very close to the boundary

for which Ring Diagram Analysis can be most accurately employed. Hence, it

follows that some uncertainty in flows could have been introduced.

4.4.3.1 Emergence of ARs, CME production and rotating sunspots

The comparison of features such as whether the ARs were emerging or decay-

ing, the production of CMEs, or the existence of rotating sunspots could be

used to explain the differences in sub-surface flows of ARs which otherwise

appear similar.

The magnetic activity index (MAI) for each active region in Table 4.4.3

for 5 days as they pass across the Sun’s disk are shown in Figure 4.16. The

grey box in each plot indicates the longitudes examined in the subsurface

flow Figures 4.13-4.15, and the dashed line indicates the MAI at the time

of flaring. MAI can be used to determine whether the active regions were

emerging or decaying at the time of flaring. In most cases, ARs decayed

once flaring had occurred. However, there were differences in when the flaring

activity occurred i.e. when the active region was still evolving or had started

decaying. Using these criteria, AR11158, AR11166 and AR111429 all flared

whilst emerging, though AR11429 carried on evolving following the production

of the flare studied. Conversely, AR11283, AR11520, AR11944, AR12192 and

AR12242 all flared whilst decaying. Finally, AR11890 and AR12158 did not

exhibit much variance in MAI before, during or after flaring. Referring to

Figures 4.13-4.15, it is clear that the MAI values in Figure 4.16 do not clearly

show any link between those which are emerging or those decaying at the

time of flare production. Note here that the two non-flaring ARS (AR11711

and AR11793) both have MAI around 100G throughout their passage across

the disk. This increase in magnetic activity at each region explains well the

increased magnitude subsurface flows in Figure 4.14.
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Figure 4.14: The horizontal flows Ux and Uy in m/s plotted (black) against
sub-surface depth (Mm), for the last four active regions in Table 4.1, as in
Figure 4.12. The red circles indicate the quiet region data.
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Figure 4.15: Sample quiet flows Ux and Uy in m/s plotted against sub-surface
depth (Mm), for the Northern (black) and Southern (red) hemispheres.

Active regions can be further categorised into two types of regions: those

which produced a coronal mass ejection (CME) and those which did not. We

refer to those producing CMEs during flaring as “eruptive” active regions and

otherwise refer to “confined” regions (Cliver (1995)). The ARs in Table 4.4.3

then form three distinct groups: the eruptive regions (AR11158, AR11283,

AR11429, AR11520, AR11890, AR11944, AR12158 and AR12242), the con-

fined regions (AR11166 and AR12192), and the non-flaring regions (AR11711

and AR11793). We note here that the eruptive active regions all possessed

rotating sunspots, whilst the confined regions did not.

Comparing the sub-surface flows of the eruptive ARs (Figures 4.13-4.15),

though all regions appear to show changes in flow pattern across the three

time series, there are not distinct features which link each AR. On the other

hand, there appears to be little change in shearing during and after flaring for

the two confined active regions, possibly explained by the absence of sunspot

rotation. However, the presence of rotating sunspots does not always mean

that the sub-surface flows below such active regions exhibit shearing motions.

4.4.3.2 Size of active region and average sunspot area

There are vast differences in the size of each AR and the number of sunspots

the active regions host. In the case of AR12192, the largest of the active

regions studied, the large magnitude flows appear to coincide with the its

vastness. However, AR12242 is host to flows of a much larger magnitude than

AR11944, despite being a much smaller active region. Consider instead the
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Figure 4.16: The MAI against the longitude of the AR as is progresses across
the Sun’s disk in time. The vertical dashed line indicates the position of the
active region at the flare of interest.

average sunspot area of each active region. Doing so, we see that active regions

with a large average sunspot area exhibited much more twisting in depth and

through time than those with smaller average sunspot area. The magnetic field

lines in regions with larger sunspots require a significantly greater source of

rearrangement than those with smaller sunspots, and hence show more shear

in flows.

4.5 Summary

By using the techniques of Ring Diagram Analysis first introduced in Hill

(1988), the horizontal flows under active regions may be studied using Dopp-

lergram data. The technical details of this process were detailed extensively

in Section 4.3. In particular, the use of data from the ground-based telescope

network GONG (see Section 4.3.2) is promoted, which provides Dopplergram

and Magnetogram images (to name but a few) for use with RDA and other
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helioseismological techniques. The RDA technique in conjunction with flaring

active regions, as in Jain, Tripathy and Hill (2015), is applied initially to 7

active regions across 7 calendar days (i.e. 1440 minutes), with the flare of

interest occurring at some point on the central day. All active regions were

selected from the first half of the Solar Cycle. Since this did not account

for the time of flaring within each of the centralised calendar dates, some of

the shearing information may have been lost due to averaging the time series

asymmetrically. Hence, Sections 4.4.2, 4.4.3.1 and 4.4.3.2 saw the time series

analysis centred on the time of flaring.

The effects of tile size and time series length of the data were discussed in

detail throughout the Chapter, demonstrated fully in Section 4.4.2. By taking

time series which are too long, effects seen during flaring may be smoothed out

by the inclusion of time periods where the region was less active, leading to

flows which appear more sedentary than expected. Similarly, patches too large

in comparison to the active region of interest may average out the activity by

taking too much of the surrounding quiet region. This was counteracted by

removing the estimated “quiet” flows from the estimated flows, to simulate the

removal of the effects of the surrounding quiet region.

By introducing more active region data in Section 4.4.3, it was demon-

strated that the amount of shearing below an active region varies drastically,

even when comparing two active regions of comparable flare size. Even when

comparing those which also hosted a CME or not, there appeared to be only

small similarities. However, by comparing the size of the average sunspot area

(i.e. the size of the active region in relation to the number of sunspots present),

it was shown that there was a possible correlation with the amount of twisting

present in the flows. It was concluded that this was due to the compactness of

the magnetic field lines, and thus the amount of rearrangement required before

magnetic reconnection could be easily achieved. Similarly, we see that regions

which did produce flares had raised magnetic activity compared to those which

did not.

All of the above analyses were performed using GONG data. Since this

is ground-based data, it may be interesting to see if similar data analysis

carried out on data obtained from space instruments yield similar findings.

For example, the analyses could be repeated using HMI Dopplergram data

obtained by the Solar Dynamics Observatory, though this requires extensive

calibration for use with RDA. The advantage here would also be the much

higher resolution imaging obtained using HMI with respect to the GONG
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network. Additionally, the advent of the Daniel K. Inouye Solar Telescope

(due for completion within the next two years), ground-based observations

will be achieved at a much higher resolution and more readily calibrated for

use with the RDA technique.
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CHAPTER 5

Conclusions and future work

5.1 Overview

The current thesis is focussed on understanding two main aspects of solar

coronal active regions, the coronal loop oscillations and their excitation mech-

anisms. Firstly, the loop oscillations triggered by flaring events in such active

regions, and, in particular, the propagation of waves in the multi-dimensional

waveguides present. Secondly, the changes in the flow patterns below the

surface of the active region. The footpoints of the loops are believed to be

anchored below the surface which can play a part in the loop oscillations.

Hence, studying the plasma properties in and around the active region, both

above and below the surface, is important for understanding the full picture

of the solar active region. A brief background of the solar structure was cov-

ered in Chapter 1, paying special attention to loop arcades, active regions and

associated features on the photosphere and in the lower corona. The basic in-

troduction to magnetohydrodynamics and magnetohydrodynamic waves was

then covered, before suggesting some implications for observations based on

our analytical modelling. Finally, we covered helioseismology, and the way we

can use it to “see” cavities inside the Sun which are otherwise “invisible”.

Chapters 2 and 3 concentrated on the mathematical modelling of loop oscil-

lations in 3D waveguides. In both cases, eigenfunctions and frequencies were

examined, and the effects of density structure changes explored. However,

Chapter 2 presented a 3D model in Cartesian coordinates, with a vertically

stratified density distribution. Both Alfvén and fast mode solutions were cal-

culated for different ratios of magnetic and gas pressure scale heights. Pref-

erential excitation of modes following application of a perturbation was also

studied, in the context of both types of modes. Finally, the addition of a small

region of differing density close to the footpoints of the structure was examined

for fast mode solutions, and changes to eigenmodes demonstrated.
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Constructing a 3D wave model in cylindrical coordinates, a coronal arcade

model formed by a density interface for a semi-circular geometry was proposed

in Chapter 3. The need for density variation in radius rather than just in the

vertical direction was noted, since the loops are expected to be of similar den-

sity from the loop footpoint through to the loop apex, and the sharp increase

in density at the interface reasoned through observations of arcade structures.

Eigenfunctions, radial and axial velocities, and polarisation of waves was de-

termined for some interface location, following the derivation of a dispersion

relation. By extending the model and introducing a second density interface,

a model more representative of observational properties of coronal loops was

explored.

Diving below the surface, Chapter 4 used observations of Doppler shifts at

the photosphere to determine subsurface flows of active regions. Using Ring

Diagram Analysis, flows of different durations were compared for multiple ac-

tive regions, before examining 12 flaring and non-flaring regions from Solar

Cycle 24. In each case, background flows were removed so that the true na-

ture of flaring activity could be investigated. Furthermore, magnetic activity

was inferred from magnetogram data, for both flaring and non-flaring active

regions.

5.2 Summary of results

5.2.1 Chapter 2

As previously discussed, the purpose of Chapters 2 and 3 was the study of

analytical models for coronal loop oscillations. In particular, Chapter 2 in-

troduced a model in Cartesian geometry. By assuming a magnetohydrostatic

equilibrium, projection along the magnetic field lines leads to the derivation

of the background pressure and density, that vary with the height above the

solar surface. The magnetic field lines are then assumed to form magnetic sur-

faces which are invariant perpendicular to the field lines. Hence, a background

magnetic field profile may be derived in both the x and z directions. Using

the linearised ideal MHD equations, perturbations could be deconstructed into

fast modes (normal to the magnetic surface) and Alfvén modes (perpendicular

to the magnetic field lines).

By using the fact that the magnetic surfaces were constant, the Alfvén

perturbations could be reduced to one spatial variable, thus described by an

ordinary differential equation. Depending on the ratio between magnetic and
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pressure scale heights, the solutions could be obtained analytically or numeri-

cally. When the pressure scale height became dominant over the magnetic scale

height, we obtained cosine solutions for each wavenumber, symmetrical from

footpoint to footpoint, where line-tying conditions forced the perturbations to

be zero. However, as the magnetic scale height became more comparable with

the pressure scale heights, we saw that amplitudes of perturbations became

dampened away from the loop apex. Next, assuming a Gaussian excitation

at x = 0, we could determine which wavenumbers existed. When the ratio

of the magnetic and pressure scale heights was increased from 0, the power

becomes more suppressed for larger frequencies, though peak power occurs in

all atmospheres for infinitesimally small frequencies.

Next, we turned to the perturbations normal to the magnetic surface,

known as the fast mode. Solving the governing equation separably in x and

z lead to a purely sinusoidal contribution in the x direction, following a co-

sine or sine depending on the wavenumber. In the z direction, the solution

was also purely sinusoidal in the case where the magnetic and pressure scale

heights were the same. However, the perturbations otherwise possessed veloc-

ities damping as z increased with height when the ratio was less than 2, i.e

when the gas pressure scale height was larger than the magnetic pressure scale

height, and velocities diverging for large values of z when the ratio was greater

than 2, i.e when the gas pressure scale height was smaller than the magnetic

pressure scale height. Here, we introduced a region of density variation close to

the footpoints of the magnetic arcade, reasoned by the finitely varying densities

observed in the solar corona. Assuming a sharp density contrast, we showed

that eigenfrequencies could be significantly altered, and that this could lead

to some difficulties in the determination of modes in an observational context.

Finally, we presented a case for excitation of fast modes. However, due to

the complex nature in finding orthogonal functions numerically, this was only

presented for the case where the magnetic and pressure scale heights were di-

rectly comparable (δ = 2). By applying a Gaussian perturbation at the loop

apex once more, we found very similar power spectrum to the Alfvén mode,

suggesting that the Alfvén and fast modes contributed to the perpendicular

and normal perturbations (respectively) contributed to the perturbations in

the arcade for a similar frequency distribution.
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5.2.2 Chapter 3

A coronal loop arcade in cylindrical geometry was introduced in Chapter 3.

The necessity for a 3D waveguide was highlighted, with particular emphasis on

recent observational evidence for loop interaction and multiple loop oscillations

following flaring events (Jain, Maurya and Hindman (2015)). Additionally, a

density interface was proposed such that the loops would lie in a shallow region

of higher density, atop a rare cavity, with a sharp contrast between the two

regions.

By assuming a force-free magnetic field in cylindrical coordinates, the ar-

cade was modelled in semi-circular geometry, with field lines intersecting the

photosphere at the footpoints of each field line. Assuming the loops lie in a

cold plasma, and utilising the linearised ideal MHD equation once again, a

velocity perturbation is introduced, varying only in the radial and axial di-

rections. Hence, governing partial differential equations for both the radial

and axial velocities were found. The azimuthal component of the temporal

variation in the perturbed magnetic field could then be exploited to find the

eigenmode solutions, reducing the radial and axial components to an ODE in

terms of r.

At this point, a linear and discontinuous Alfvén speed profile was chosen,

since this ensured the trapping of modes radially, such that there was a sudden

jump in density at some defined radius, r0. The choice of such Alfvén speeds

reduced the governing equation for the eigenfunctions to a modified Bessel

equation, with I or K modified Bessel function solutions on either side of the

interface to ensure that waves were evanescent. Thus, a dispersion relation

could be obtained by assuming continuity at the density interface, and prop-

agation diagrams were obtained numerically for several different azimuthal

modes. Choosing a location for the interface lead to the existence of both

propagating and evanescent eigenfunctions satisfying the dispersion relation.

For two such Alfvén speed profiles, and two different widths of the middle

shell, the eigenfunctions, radial and axial velocities, and polarisation fraction

were calculated. There, it was shown that all eigenfunctions became evanes-

cent far away from the interface, and that there was elliptical polarisation for

all modes, often switching smoothly between purely radial and purely axial

motion, before becoming a mixture of the two for large radii. When the ra-

dius of the coronal loop arcade was increased, some modes became suppressed,

indicating the sensitivity of choice in density distribution. Increasing the den-
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sity contrast at the interface augmented the number of existing modes for all

wavenumbers.

The Sun’s corona shows discrete, bright loops above the limb. These pre-

ferred illuminated loops are believed to be more dense than their surroundings.

In order to model a dense, finite width loop embedded in a rarer medium, we

consider a three-shell model. In this sense, the coronal loops would be sit-

uated either at each of the interfaces (if there is a density increase at each

interface) or in the middle of the two interfaces (if there is a density increase

or decrease only for the middle shell). By updating the Alfvén speed pro-

file to accommodate a middle shell of finite thickness, a third modified Bessel

equation is used. Hence, by analytically solving and assuming continuity for

eigenfunctions and radial velocities, the eigenfrequencies from a new disper-

sion relation are obtained. When the Alfvén speeds were assumed to be such

that the density sharply increased at both interfaces, either a propagating or

an evanescent mode was suppressed, when compared with the two-shell and

three-shell models with differing density structures, though the present modes

still exhibited elliptical motions. Increasing the thickness of the middle shell

could also suppress modes, but not for all solutions of the governing equation.

If we instead assumed that the middle shell was a dense region, surrounded on

either side by a rare background, propagating modes were entirely suppressed

for most interface locations, and instead another evanescent mode was pro-

duced. However, when the thickness of this shell was increased, the number of

modes increased, and a propagating mode now existed, accompanied by two

evanescent modes. Finally, by taking the limit of the middle shell thickness

tending to infinity, it was shown that the two-shell model could be re-derived.

5.2.3 Chapter 4

Directing ourselves away from mathematical modelling, Chapter 3 delved into

observational data analysis. We started by giving a brief background to solar

flares, and their connection to coronal loop oscillations. The technique of Ring

Diagram Analysis was described in depth, as well as details about the GONG

network and the data used. Possible sources of error were highlighted — that

is, that data maybe not be sampled too close to the limb of the Sun, and

spatial and temporal samples may not be taken too large or too small (so that

they may be untampered by noise or averaging). Similarly, when removing

background flow to reveal the flows due to magnetic activity, we discussed the

need to sample data from a similar epoch.
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Data from seven flaring active regions in Solar Cycle 24 was sampled using

Ring Diagram Analysis, each across seven calendar days (so for seven time

series length 1440 mins), such that a flare occurred on the fourth day of each

data set. Our analysis focussed on those active regions which produced X-

class flares, as these are the most energetic. For each of the active regions, we

obtained the total zonal and meridional flows. In most cases, the subsurface

flows are irreversibly changed following large-scale flaring, and flow appear to

become less sheared on the date the flare occurred. However, since the flaring

process may have started at a different time in each series, significant changes

to flows may have occurred the day before or the day after. Hence, the next

step was to centre the time series on the exact time of the flare of interest.

To examine the effect of time series length and test our method of cen-

tring the time series on the flare, we studied two active regions in detail. For

comparison, we sampled flows for time series of lengths 1664 minutes (the time

taken for the patches sample to move one patch width), 832 minutes (the taken

taken for half a patch width), and 1200 mins (which roughly bisects the first

two time series lengths). We also sampled a time series on either side of the

central time series, so that we could examine changes to flows preceding and

following the flare. Once again, we examine the total horizontal flows (i.e.

those without background flow removed). It was clear that the choice of tem-

poral length had a large effect on the nature of the flows, since there was the

possibility of sampling more or less flaring behaviour on either side of the flare

of interest. However, there may have been noise added to the flow estimates

by the shortened time series of 832 minutes. In particular, the zonal velocities

appeared to behave differently when comparing the shortest time series with

the other two time series, whilst the meridional flow behaviour remained very

similar. Spatial averaging effects were also indicated here, as the active regions

were of vastly different scales. In this case, the smaller active region will have

contributed less to the overall flow patterns within the same size patch. Hence,

for the final analyses, we chose to sample the smaller active region in patch

more suitably sized.

Armoured with the knowledge gained throughout our journey into Ring

Diagram Analysis, we carefully selected twelve active regions from Solar Cycle

24 (ten flaring and two non-flaring, for comparison). In addition to informa-

tion pertaining to the size, date and time of the flare, we collected information

about the number of sunspots, whether the active regions produced CMEs and

their hemispheric location. Following the in-depth analysis of the Section 4.4.2
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regarding time series length, we sampled across 1664 minutes. However, two

active regions in this data set were small in comparison to others, so were

sampled with a smaller patch size. In this analysis, background flows were

also taken from a period when the Sun was relatively quiet (2008), and re-

moved from each active region, to reveal the flows due to magnetic activity.

However, comparison of active regions did not show any distinct properties

of flaring regions beyond change in signature to flows, though magnitudes of

flows were higher than those which did not flare. Some regions’ shear became

less pronounced during flaring, but this was not the case for all regions. Con-

sidering the properties of active regions, we saw that the magnetic activity

index (MAI) did not show any clear links with flaring activity, though there

was increased MAI compared to non-flaring regions. Similarly, it was not clear

whether the presence of CMEs influenced the flows, or whether rotation of

sunspots indicated an increased in flow twist. However, when comparing the

size of the active region with average sunspot area, we found that those which

had larger average sunspot area showed significantly more twisting than those

with smaller area. Intuitively, this corresponded to more twisting needed to

rearrange magnetic field lines.

5.3 Future work

Chapters 2 and 3 of this Thesis presented two different approaches to modelling

coronal loop arcades, both in Cartesian and cylindrical geometries. However,

both the models assumed the plasma to be zero-β, since magnetic forces were

assumed to dominate in the solar corona. However, to adapt both the models

to a more generic condition of the corona, we could assume the plasma to be

low-β, so that the pressure gradient terms are included.

In Chapter 2, the density is assumed to vary vertically, with no adjustment

accounting for the possibility that the density in the loops is not more than

their surroundings. Hence, another way to make the model more realistic is to

adapt a density profile which allows for the density to reflect the properties of

the coronal loop more accurately.

The magnetic field profile chosen in Chapter 3 tends to infinity as r → 0.

Whilst this does not present itself an issue in analysis, since we are investigating

the eigenfunctions away from the singularity, it does not make physical sense

for there to be a point of magnetic field which is infinitely valued. Hence,

further analysis could include the introduction of a magnetic field which does
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not have a singular point. However, choice of magnetic field should be made

with care, as this could affect the stability of the equilibrium atmosphere.

The analysis of active regions using Ring Diagram Analysis (RDA) was

conducted using GONG data, obtained from a ground-based network. The

advantage of using GONG for the data sets was that it is already readily

calibrated for use with the RDA technique. However, since the network is

ground-based, reliable data is dependent on the weather at the time of obser-

vation. RDA may be used with higher resolution satellite data such as that

obtained from the Solar Dynamics Observatory’s Helioseismic and Magnetic

Imager (HMI), however this requires extensive manipulation before it can be

used within the ring pipeline. Hence, the study could be repeated using HMI

data. In a similar vein, with the advent of the DKIST telescope in the near

future, ground-based data at a much higher quality than that obtained by

GONG will be available and ready to use with the RDA technique.
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APPENDIX A

Governing equation for ur

We rearrange (3.13) in order to eliminate uy:

uy =
−ikv2Arur + ikv2Ar

2 dur
dr

m2v2A + k2v2Ar
2 − ω2r2

. (A.1)

Differentiating (A.1) with respect to r yields

(m2v2A + k2v2Ar
2 − ω2r2)2

duy
dr

=− ikm2v4Aur + 2ik3v4Ar
2ur − ikω2v2Ar

2ur

(A.2)

+ ikm2v4Ar
dur
dr
− ik3v4Ar3

dur
dr

(A.3)

+ ikω2v2Ar
3dur

dr
+ 2ikω2vAr

3dur
dr

(A.4)

− 2ikω2vAr
4dvA

dr

dur
dr

+ ikm2v2Ar
2d2ur

dr2
(A.5)

+ ik3v4Ar
4d2ur

dr2
− ikω3v2Ar

4d2ur
dr2

. (A.6)

Replacing (A.6) within (3.12) gives

−ω2ur(m
4v4A + k4v4Ar

4 + ω4r4 + 2k2m2v4Ar
4 − 2m2ω2v2Ar

2 − 2k2ω2v2Ar
4)

(A.7)

=(m4v4A + k4v4Ar
4 + ω4r4 + 2k2m2v4Ar

4 − 2m2ω2v2Ar
2 (A.8)

− 2k2ω2v2Ar
4) ·
(

(1−m2)v2A
r2

ur −
v2A
r

dur
dr

+ v2A
d2ur
dr2

)
(A.9)

+ ikv2A ·
(
− ikm2v4Aur + 2ik3v4Ar

2ur − ikω2v2Ar
2ur + ikm2v4Ar

dur
dr

(A.10)

− ik3v4Ar3
dur
dr

+ ikω2v2Ar
3dur

dr
+ 2ikω2vAr

3dur
dr
− 2ikω2vAr

4dvA
dr

dur
dr

(A.11)

+ ikm2v2Ar
2d2ur

dr2
+ ik3v4Ar

4d2ur
dr2
− ikω3v2Ar

4d2ur
dr2

)
, (A.12)
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which can be expanded out to yield

−3m4ω2v4Aur − k4ω2v4Ar
4ur − ω6r4ur + 3m2ω4v2Ar

2ur + 2k2ω4v2Ar
4ur (A.13)

=(1−m2)
m4v6A
r2

ur − (1 +m2)k4v6Ar
2ur + ω4v2Ar

2ur + 3k2m2v6Aur (A.14)

− 2k2m4v6Aur − 2m2ω2v4Aur + 2k2m2ω2v4Ar
2ur −

m4v6A
r

dur
dr

(A.15)

− ω4v2Ar
3dur

dr
− 3k2m2v6Ar

dur
dr

+ 2m2ω2v4Ar
dur
dr

+ k2ω2v4Ar
3dur

dr
(A.16)

+m4v6A
d2ur
dr2

+ ω4r4v2A
d2ur
dr2

+ k2m2v6Ar
2d2ur

dr2
− 2m2ω2v4Ar

2d2ur
dr2

(A.17)

− k2ω2v4Ar
4d2ur

dr
+ k2ω2v4Ar

2ur − 2k2ω2v3Ar
3dvA

dr
ur + 2k2ω2v3Ar

4dvA
dr

dur
dr

.

(A.18)

Since (A.18) has so many terms, it is extremely difficult to solve analytically

or even numerically. We, therefore, solve the governing equation for φ instead

(see (3.27)).

125



APPENDIX B

An extension to the two and three-shell models

In Chapter 3, the extension of a two-shell model for a coronal loop arcade

in cylindrical coordinates to that of a three-shell model indicated that a choice

of model should be made with care. However, there is no reason to limit the

choice of shells to just that of two or three. We here demonstrate the method

of extending the model to the four, five and n-shell cases.

To invoke the four-shell model, assume that there is now an Alfvén speed

profile such that

vA(r) =



v0
r0
r r < r0

v1
r0
r r0 ≤ r < r1

v2
r0
r r1 ≤ r < r2

v3
r0
r r2 ≤ r,

(B.1)

where the density interfaces then reside at the radii r = r0, r1 and r2.

Then, solution of the governing equation as in (3.39) yields

φ =



A0Iν0 r < r0

A1Iν1 +B1Kν1 r0 ≤ r < r1

A2Iν2 +B2Kν2 r1 ≤ r < r2

B3Kν3 r2 ≤ r.

(B.2)

We once again assume continuity in φ and Ω2ur, and write these condi-

tions in matrix form in Equation (B.3). The dispersion relation may then be

obtained by setting the determinant of the coefficient matrix in (B.3) equal to

zero. However, evaluation of the determinant is complex and involves many
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terms, so we do not include the explicit dispersion relation in this appendix.

Similarly, the four-shell model may be extended to the five-shell model by

assuming an Alfvén speed profile of the form

vA(r) =



v0
r0
r r < r0

v1
r0
r r0 ≤ r < r1

v2
r0
r r1 ≤ r < r2

v3
r0
r r2 ≤ r < r3

v4
r0
r r3 ≤ r,

(B.4)

giving rise to eigenmode solutions of the form

φ =



A0Iν0 r < r0

A1Iν1 +B1Kν1 r0 ≤ r < r1

A2Iν2 +B2Kν2 r1 ≤ r < r2

A3Iν3 +B3Kν3 r2 ≤ r < r3

B4Kν4 r3 ≤ r.

(B.5)

The matrix form following continuity conditions may then be expressed

as in Equation (B.8), where once again taking the the determinant of the

coefficient matrix equal to zero yields the dispersion relation.

Finally, we may extend the model to any number of shells by assuming an

Alfvén speed profile of the following form:

vA(r) =



v0
r0
r r < r0

v1
r0
r r0 ≤ r < r1

...

vn−2
r0

r rn−3 ≤ r < rn−2

vn−1
r0

r rn−2 ≤ r,

(B.6)
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which corresponds to eigenmode solutions

φ =



A0Iν0 r < r0

A1Iν1 +B1Kν1 r0 ≤ r < r1

...

A3Iνn−2 +B3Kνn−2 rn−3 ≤ r < rn−2

B4Kνn−1 rn−2 ≤ r.

(B.7)

It then follows that the general form of the determinant which must be

equated to zero to obtain the dispersion relation of an n-shell model is given

by Equation (B.9). However, since we rely on the boundary conditions allowing

the trapped modes to become evanescent over large radii, there is a limit to the

physicality of the solutions or a large number of shells, unless they are assumed

to be thin. Hence, the case for n-shells must be used with care, particularly

alongside observational data.
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