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Abstract

This thesis studies the technical and linguistic aspects of human translation quality
estimation (HTQE) for trainee translations from English to Chinese. To this end, it
is cast as a supervised machine learning task through conventional feature-based
learning and deep learning to predict fine-grained translation quality scores through
regression, using no reference translations.

| investigated how human translations (HTs) can be effectively represented at
both the document-level and the sentence-level for quality estimation, exploiting
feature-based and deep learning-based methods. Specifically, an extensive frame-
work of translation quality features has been designed at both the sentence- and
document-level, and a novel stacked neural model with a cross-lingual attention
mechanism, leveraging the strengths of convolutional neural networks and recurrent
neural networks, also has been proposed.

From the feature-based perspective, a supervised classification method is
proposed to identify terminology for quality evaluation purpose, using language-
independent statistics as features. | investigated the correlation of normalised term
occurrences with human annotated quality scores. Descriptive and exploratory statis-
tics are carried out on trainee and machine translation datasets through pairwise
correlation and principal component analysis to study the contribution of individual
and group features and the distribution of translation errors, having shown that
HT errors cause mainly content inadequacy and machine translation (MT) errors
are more about language misuse. Fine-grained document-level and sentence-level
HTQE models are trained using the state-of-the-art XGBoost algorithm with grid
search parameter optimisation. Multiple models built with different feature selection
strategies are compared to a strong baseline QuEst for machine translation quality
estimation. On HT and MT data, the optimal models outperform the baseline and
other models in predicting the majority of quality scores on the criterion of the
agreement with human judgements. From the deep learning-based perspective, a
stacked neural model specifically for sentence-level HTQE is presented. The neural
architecture has achieved good correlations with human judgements for HTs. For
the prediction of MT post-editing efforts, it has achieved comparable performance to
a strong baseline for predicting HTER scores of German-English MTs and English-
German machine translations (MTs) on the WMT17 test data. The model has also
produced good results for predicting keystrokes.



viii

| conclude that this work has created a framework for document-level and
sentence-level HTQE and has possibly started a new direction for human translation
quality assessment in Translation Studies. The results on HT data show promising
performance of the proposed HTQE methods in predicting fine-grained translation
quality from multiple aspects, shedding new light on this challenging but essential
task in Translation Studies and NLP.
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Chapter 1

Introduction

1.1 Introduction

The notion of quality plays a central role within and outside translation studies.
Translation quality evaluation (TQE) takes various forms. It either forms part of
the formative assessment in education programs at the initial acquisition levels or
develops instruments and processes for measuring the quality of translation for
certification and research purpose at more advanced levels (Angelelli and Jacobson,
2009a). Language service providers (LSPs) also relies on TQE for quality control
and assurance. TQE can be performed automatically by computer programmes
and manually by human experts. The automated TQE (ATQE) works on both MTs
and HTs, including machine translation quality estimation (MTQE) and human
translation quality estimation (HTQE). MTQE predicts the predefined quality
labels (i.e. scores or classes) of the unseen, new MTs, as a counterpart to HTQE
which predicts the quality of HTs. The researcher can envisage some practical
scenarios where HTQE is advantageous.

HTQE helps screening translators and translations with reduced cost and in-
creased efficiency. Every year a large number of applicants submit their sample
translations to universities which offer degrees in translation for application purpose.
Scoring these translations does require a lot of human resources and time. There-
fore, it would be ideal to have low-quality translations filtered so that the designated
evaluators only need to evaluate a shortened list of applications. More importantly,
in terms of scalability, large-scale translation certification examinations, such as
ATA certification Exam’, ITI professional assessment? and CATTI®, use HTQE will
reduce the cost of organising the examination and mitigate the subjectivity of human
evaluation. However, these goals can only be achieved if HTQE systems can reliably
assess the quality of human translations.

Thitps://www.atanet.org/certification/aboutpractice_test.php
2https://www.iti.org.uk/membership/professional-assessment
Shitp://www.catti.net.cn/
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HTQE is also supportive to translation teaching and learning. To help trainee
translators improve their translation competence, translation instructors grade trans-
lation exercises to provide constructive feedback to those taking a course. Transla-
tion knowledge and skills of trainees at the end of a translation course often involve
grading translations of varying lengths. For trainee translators and language learn-
ers, fine-grained HTQE could be a helpful alternative to their course instructors, who
are not always available for consultation. In a word, HTQE could facilitate trainees’
autonomous learning by providing feedback to their translation exercises so that
they can improve through self-reflections and in-depth diagnosis analyses.

Besides, HTQE helps promote translation services and elevate the professional
service standards. It is common to carry out the quality assessment in the industry
to ensure service quality. Certifying professional competence in translation is one
of the means to elevate professional standards, enhance individual performance
and identify translators who demonstrate the required professional competence
(translation knowledge and skills) to deliver quality translation. Fast turn-around of
quality evaluation is also desirable for quality assurance and control. Segments or
whole documents that could not pass the predefined threshold will be highlighted
and returned to the responsible translators or reassigned to a more competent
translator. For translation or localisation service users who do not always possess
a working bilingual proficiency, they need to have some professional opinions on
their side to determine the worthiness of the service they purchased. Nevertheless,
such expert input may not be immediately available unless a reliable HTQE system
is accessible to them.

However, we all are aware that HTs are often manually evaluated by qualified
and experienced translators and well-trained language tutors. As the prevalent form,
manual evaluation is accurate but suffers the deficiencies of long time and high cost.
For example, the cost of hiring skilled translators to translate the CHI proceedings
(1982-2011) is roughly $2.2 million (Green et al., 2013), and the cost of quality
evaluation amounts to at least one-third of this cost. In general cases, it would take
1-2 hours for an experienced translator to review and post-edit a non-domain-specific
document of 3 pages. Alongside the issue of time and cost, subjectivity is another
problem. Different evaluators may assign different quality scores and classes to the
same translation, and the same evaluator will give a different rating to the same
translation he or she has just reviewed. In contrast, ATQE partially overcomes
the shortcomings of low-efficiency, expensiveness and inconsistency of manual
evaluation. It is often cast as a quality estimation task using machine learning (ML)
to predict translation quality of labels and/or scores in a given range without the use
of reference translations.

However, existing research on ATQE is mainly about MTQE and HTQE is appar-
ently under-researched (Yuan et al., 2016). To this end, | study HTQE, particularly
for trainee translations in this work. | investigate how lexical, semantic, syntactic
and discourse-level features can be exploited to represent HTs. | explore feature-
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based and representation-learning based methods of quality estimation of varying
granularities, e.g. at the sentence-level and document-level, and of different quality
aspects, e.g. from fine-grained quality subscores to their weighted summation.

1.2 Motivation

Nowadays, artificial intelligence has become an integral part of our life. We are
surrounded by smart devices and systems which have brought us the greatest ever
convenience and productivity. These applications have maximally emancipated
us from the tedious, laborious tasks. Highly intellectual work, such as question
answering, translation, essay scoring, can be done by computers.

Using computers to evaluate translation quality is not a totally new task. In the
field of machine translation (MT), it is indeed quite popular. Reference-based and
reference-free MTQE are two common approaches to MT evaluation. The former
often refers to reference-based MT evaluation metrics, such as BLEU (Papineni et
al., 2002), NIST (Doddington, 2002), METEOR (Banerjee and Lavie, 2005), as these
metrics require a corpus of quality human reference translations for comparison
to measure the closeness to target translations. The latter, also known as MTQE,
demands no reference translations but is able to induce quality scores and labels for
new, unseen translations based on a proportion of annotated training data. MTQE
acknowledgedly treats the quality evaluation as a prediction task where reference-
independent features are extracted from the input source sentences (texts) and their
corresponding translations (Specia et al., 2010). MTQE methods have shown their
advantages of evaluating MT output quality at run-time in previous work. Findings of
these studies have shown that good correlations with human judgements on quality
are achievable (Bojar et al., 2016b, 2017).

While quality estimation has been a topic of increasing interest in MT, quality
evaluation for HTs is overwhelmingly performed by qualified evaluators who are
experienced translators, certified translation reviewers, and translation course in-
structors. There exist a plethora of translation theories such as skopos theory and
post-structural theory for manual quality assessment. In Translation Studies (TS),
different schools of translation models devote themselves to assumptions about
the relationship between the original text and its translation, how the original text is
perceived by the author, the translator and the recipients and the cultural and socio-
economic consequences which translations have in comparison to other types of
multilingual text production. Thus, a typical way of manually evaluating a translation
is to make assumptions about the constraining factors for a translation (e.g. pur-
pose, target recipients, budget, target domain) and discuss how the translators have
adequately taken into consideration such factors when they are translating. House
(2014) systematises and categorises these intellectual approaches as four main
groups, namely psycho-social approaches, response-based approaches, text- and
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discourse-oriented approaches and philosophical and socio-cultural approaches.
Overall, these intellectual approaches to translation criticism and assessment are
useful for pedagogical and research purpose.

However, for large-scale or fast quality evaluation, these methods are expensive
to implement due to the prerequisite of bilingual proficiency and labour-intensive
analysis process, not to mention that some essential parameters proposed by
these models, such as ‘patronage’ (See discussions in Munday, 2016a, pp. 203)
and ‘in-betweenness’ (See discussions in Munday, 2016a, pp. 212), are often
ill-defined. As a result, carefully designed scoring rubrics or guidelines such
as American Translators Association Certification Programme rubric for grading®
and some programme-specific and university-specific scoring metrics for transla-
tion quality evaluation are favoured in practice. Notably, in the translation industry,
generic industry standards, e.g. 1ISO 9000 series, DIN 2345, ASTM F2575-06 Stan-
dard for Quality Assurance in Translation, have been developed and used in heavily
customised forms by LSPs for quality assessment (Drugan, 2013). New industry
standards keep emerging. Among them are the influential Multidimensional Quality
Metrics (MQM) (Lommel et al., 2014a), TAUS Dynamic Quality Framework (DQF)
(GO6rog, 2014a; Gordg, 2014b) and the latest harmonisation of both MQM/DQF®. In
general, these efforts aim to standardise the translation evaluation and complement
the current evaluation methods with efficiency in minds (Melby, 2015).

Even though the above-mentioned standards and quality evaluation frameworks
are necessary to fill the gap between theory and practice (Gérdg, 2014a), measuring
and tracking translation quality is still carried out mostly manually, and thus the
issues of cost and efficiency are not well solved. With HTQE, the situation could
be improved. The task of HTQE shares some common ground with MTQE, but we
must acknowledge that the uniqueness of human translation evaluation may hinder
a direct application of MTQE models to HTQE:

Human and machine translations are generally different in errors they con-
tain. For instance, Vilar et al. (2006) carried out human error analysis on three
statistical machine translations (SMTs), and found that missing words, word or-
der and incorrect words are the top three errors commonly seen in different language
directions (English-Spanish and Chinese-English), while for HTs, undertranslation
(a translation is less specific and incomplete than the original) and awkwardness
(a translation is presented with an awkward style due to word order) and syntactic
issues may be more representative (See the discussion in Section 5.4). In a similar
study, Ahrenberg (2017) found that the most frequent types of edits necessary
to enable publication quality to a Google Neural Machine Translation (NMT) are
‘word edit’, ‘form edit’, and ‘order edit’ (Vilar et al., 2006) that include replacing a

“http://www.atanet.org/certification/aboutexams_rubic.pdf
Shttp://www.qt21.eu/mgm-definition/definition-2015-12-30.html
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content word or phrase, changing word morphologically and reordering so as to be
accurate in transferring meaning, in comparison to the HT®.

Human translations and MT translations evaluation generally work with
different translation units. MT systems work on the sentence-by-sentence basis
due to the constraints of both modelling and computational complexity (Smith et
al.,, 2015). As a consequence, MTQE is more often carried out at or below the
sentence level. This can be evidenced by the fact that the established and well-
accepted metrics are working on sentence targets. While MTQE is often isolated
from the context without the consideration of information beyond it, human translation
evaluation mostly works with documents instead. Thus, going beyond the sentence
level seems more natural for HTQE. Even in MT, this research question has drawn
attention from researchers in recent years. Conventional MT systems are developed
and tuned on a parallel corpus of sentence pairs, and evaluation of their outputs
is also restricted to the sentence level. In a large-scale survey, Li (2006) report
that as the most popular form of testing, trainees are required to translate an entire
text or several passages of a document because context is believed to be more
critical in translation, and teachers generally believe translating passages and/or
documents can better measure trainees’ mastery of translation proficiency than
translating a series of de-contextualised sentences or phrases. In the LSP sector, it
is also uncommon to see clients bid for individual sentences. Instead, passages or
longer documents are committed to being translated as a whole. Thus, while MTQE
is dominated by sentence-level quality estimation, HTQE often takes place at both
document-level and sentence-level, perhaps giving more prominence to the former.

HTs and MTs opt for different evaluation methods. MTQE predicts fluency,
adequacy, and Human-mediated Translation Edit Rate (HTER) (Snover et al., 2006;
Specia et al., 2009a) in order to monitor the development of MT systems, or select
candidate translations for use or further post-editing in a heuristic manner. Human
translation evaluation tend to evaluate translation proficiency, diagnose particular
areas of strength and weakness in translation proficiency, and assess the learning
achievement, as well as motivating trainees in the translation learning endeavour
(Li, 2006) through holistic scoring and/or analytic scoring. The former method,
using experienced readers who are well trained with bilingual knowledge, treats
each translation as a single entity and scores them. The holistic scoring can be
very reliable (Huot, 1990), as an economical, flexible and applicable instrument for
direct assessment of human written texts such as writing and translation (Veal and
Hudson, 1983). The latter quantifies multiple aspects of a task and scores them
separately (Zhang et al., 2015). These two methods serve different purposes. Holis-
tic evaluation is useful for quick determination of the worthiness of the translation,
and analytic evaluation provides detailed feedback on specific errors or suggests
concrete remedial action (Lommel, 2018). For translation, aspects such as content,

6The author compared one HT and MT to the same source text. The HT is translated and
published in a magazine, and it is considered perfect and used for comparison.
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style, cohesion, language use, grammar, and target language mechanics are often
considered important and separately scored. Many researchers advocate analytic
scoring in that they believe it can provide a more objective assessment, especially
when multiple raters are involved (Veal and Hudson, 1983). However, research has
also revealed that analytic scoring could be disadvantageous since it is infeasible
for an evaluator to keep tracking more than one aspect simultaneously, and this
repetitive work may impose cognitive burdens (Douglas and Smith, 1997) on eval-
uators. Therefore, depending on time, resources, purpose and significance of the
evaluation, both methods are used interchangeably on a case-by-case basis. For
instance, in some large-scale certification translation exams such as ATA certifica-
tion test, analytic scoring is used, but during a small quiz for translation class, an
instructor may use holistic scoring. Both methods are legitimate ways of evaluating
translations, and they pose a challenge for HTQE.

Human translators and MT systems employ different translation strate-
gies. In essence, both SMT and NMT are based on modelling large bilingual
data or monolingual data (Artetxe et al., 2017), and the translation process is more
like a prediction task through either heuristic or end-to-end learning. These working
mechanisms bring about predictability and typicality to machine translations. Human
translations, in contrast, are enriched with translation strategies that could not be
found in MT translations. Ahrenberg (2017) found over 50 strategies in HTs that are
beyond the reach of the state-of-the-art Google Translate’. These unique strategies
for human translators are numerous, e.g. sentence splitting, shifts of functions or
category (translating a non-finite clause with a finite clause, a relative clause with a
conjoined clause), explicitation (giving specific referent and adding function words)
change point of view and paraphrasing. Thus, using current MTQE frameworks
does not suffice to capture its diversity brought about by these translation skills.

Therefore, HTQE methods warrant more in-depth investigation. As a standard
practice of MT evaluation, the reference-based approach does not suit HTQE. First,
human translation tasks are changing and preparing golden references (standard,
professional translations) may not be economical and practical. There are other
deficiencies as well, such as scores hard to interpret, variational scores with a
different number of references. The reference-free approach does not require
preparing standard human reference translations and can be customised to predict
multiple quality scores instead of the only lexical similarity score (e.g. BLEU, NIST).

This thesis is devoted to HTQE, exploring feature-based and representation
learning approaches to this problem. In the meantime, the significance of sentence-
level and document-level quality of HTs in evaluation are also considered in a
balanced way, given that holistic and analytic assessment are both important means
for human evaluation.

"https://translate.google.com/
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1.3 Aims and Research Questions

1.3.1 Research Questions

Since HTQE is fundamentally a ML task, which consists of three components: rep-
resentation, evaluation and optimization (Domingos, 2012a). Thus, it is tantamount
to choose a viable representation for learning algorithms such that it makes the
difference for determining the success of the whole learning task (Bengio et al.,
2013). For this reason, much of the effort of machine learning task is spent on
the data preprocessing and transformations that produce an effective representa-
tion of the target data, as most current learning algorithms are unable to extract
discriminative information from the target data (op. cit.). In this sense, feature
engineering highlights the necessity of take advantage of human intuition and prior
knowledge of a specific domain to compensate this weakness. In the case of HTQE,
the concept of HT quality is often implemented through different labels (by ranking or
on a continuous scale) and specific representations extracted from the translations.
Given the fact that few studies have investigated HTQE in any systematic way (Yuan
et al., 2016) and much of the QE research up to now has focused on MTQE in the
annual shared tasks organized by WMT (Callison-Burch et al., 2012; Bojar et al.,
2013, 2014, 2015, 2016a, 2017), it becomes imminent to investigate how HTs of
varying granularities (sentences and documents) can be effectively represented to
support learning algorithms for HTQE. Therefore, this thesis focuses on the following
questions:

1. RQ1: How HTs can be effectively represented at the sentence-level for
HTQE?

2. RQ2: How HTs can be effectively represented at the document-level for
HTQE?

3. RQ3: How feature-based learning and deep learning are useful to HTQE
at different granularities?

4. RQ4: To what extent the proposed HTQE method is reciprocal to MTQE?

1.3.2 Aims and Objectives

The aim of this thesis is to investigate how HTs, specifically trainee translations, can
be represented at both the sentence- and document-level for the purpose of HTQE
at different granularities.

The objectives of this research are to:

1. investigate and design novel representations for translation knowledge and
look for ways of integrating such shallow and deep linguistic information for
HTQE. Specifically, the thesis explores in two directions (RQ1 and RQ2):
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(a) feature engineering for HTQE

(b) deep representation learning for HTQE

2. explore the performance of the proposed frameworks at different granularities
(RQ1,RQ2 and RQ3).

(a) fine-grained sentence-level HTQE

(b) fine-grained document-level HTQE
3. construct a corpus with quality annotation for HTQE (RQ1 and RQ2).

(a) translation error annotation

(b) fine-grained quality annotation at both the document-level and the sentence-
level

4. investigate the performance of QE Models for fine-grained quality (ATA, 2011)
prediction (RQ1, RQ2 and RQ3).

a) terminology

b) usefulness

(@)

(b)

(c) idiomatic writing
(d) target mechanics

(e) other combinations (optional)

5. investigate the applicability of HTQE models to MTQE (RQ4).

(a) comparison of MTs and HTs within the same annotation framework
(b) fined-grained MTQE at the document level

(c) task-based MTQE at the sentence level

1.4 Main Contributions

The important contributions of this thesis include:
1. construction of corpora for fine-grained HTQE

(a) English-Chinese corpus of document-level trainee translations with fine-
grained quality annotation

(b) English-Chinese corpus of sentence-level trainee translations with fine-
grained quality annotation

2. development of HTQE models through the conventional feature-based learning
and deep learning.
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(a) feature-based models for document-level quality estimation

(b) deep learning-based neural models for sentence-level quality estimation
3. design of a framework of QE features

a) lexical tightness as semantic cohesion

b) discourse-aware features

c) MT back-translation similarity features
d

)
)
)

) pseudo-reference similarity features
e) log ratio of monolingual features
)
)
)

(
(
(
(
(

(f) alignment features
(g) bilingual terms

(h) normalised dependency counts

4. statistical analysis of the contribution of features to different translation quality
aspects

5. describing and comparing the translation error distribution in MTs and HTs
6. a supervised method of bilingual terminology extraction for HTQE
7. open-sourced tools for HTQE

8. performance evaluation of HTQE models with different learning techniques
(change of learning algorithm, parametrisation and feature selection)

9. investigation of the applicability of HTQE models in MTQE tasks

1.5 Structure of the Thesis

Chapter 2 introduces the two mainstream approaches to automatic quality evaluation.
| define the problem of quality estimation, introducing reference-based and reference-
free methods for automatic evaluation of translation quality.

Chapter 3 proposes a feature set for HTQE and details categories of features
and how they are computed from texts.

Chapter 4 focuses on the method for automatic identification of terms from
bilingual texts and incorporating the term occurrence information into the QE task.
Correlation analysis is carried out with automatically extracted terms on translations
from two domains.

Chapter 5 presents a detailed description of all data and resources used in this
study. Based on the adapted version MQM-DQF, distribution of translation errors and
their interaction with text types are investigated with principal component analysis.
The contributions of individual features to each quality aspect are also explored
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with a pairwise correlation analysis. Top N contributive features for each quality
component by the criterion of linear correlation are listed, followed by discussions.

Chapter 6 presents further empirical results on document-level quality estimation
using the proposed feature set. The effectiveness of the feature set on different
granularities of texts is examined. Fine-grained quality scores, Total, Adequacy,
Fluency, Usefulness, Terminology, Idiomatic Writing and Target Mechanics, are able
to be predicted with a supervised learning method on the largest human annotated
translation data at the document level. The same feature set, with small adaptation,
is then applied to a dataset of MT English-Chinese translation pairs.

Chapter 7 proposes a hierarchical neural model for sentence-level quality esti-
mation. The effectiveness of the proposed model is compared with feature-based
baselines. This novel method is then applied to large MTQE data for task-oriented
QE, e.g. predicting post-editing time in seconds, the number of keystrokes for
revision and HTER scores, showing its robust performance across domains and
tasks.

Finally, Chapter 8 summarises the achieved results.



Chapter 2

Automatic Quality Estimation:
Overview

2.1 Introduction

Human evaluation by well-trained professionals offers insightful judgements on
translation quality. However, it admittedly suffers inefficiency, subjectivity and in-
consistency. Automatic evaluation tries to emulate human evaluation and is often
evaluated against the criterion to what extent it is in agreement with human judge-
ments. In this sense, it is an imperfect substitute for human evaluation.

Research in automatic evaluation has been active, and new metrics and methods
are being constantly proposed. Automatic metrics and evaluation methods have
advantages over human assessment in that they are generally quick to run and can
be used on a large scale with minimal human efforts. The results are reproducible as
running the same metrics on the same dataset multiple times will produce identical
results (Przybocki et al., 2009b). Also, a well-tuned metric or model can be reused
on other evaluations. In contrast, the manual evaluation has been found to be
time-consuming, expensive, untunable and nonreproducible (Han and Wong, 2016).
Thus, efficiency, reproducibility and reusability, these advantages make automatic
evaluation a better alternative for large-scale or fast evaluation, in particular for MTs,
which are usually output in large quantity.

Several events promote the automatic evaluation. In particular, the NIST Metrics
for Machine Translation Challenge (MetricsMATR) is a biannual evaluation series
that focus entirely on MT metrology, advancing innovations in the development
of automated metrics (Przybocki et al., 2009b; Callison-Burch et al., 2010). In
the metrics and quality estimation (QE) shared task as part of the Workshop on
Statistical Machine Translation (WMT) (Callison-Burch et al., 2012; Bojar et al., 2013,
2014, 2015, 2016a, 2017) participating teams each year submit more than dozens
of metrics and estimation systems.

Depending on whether these metrics or systems use external resources and
what the techniques are, we can roughly classify them into two categories: namely,
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reference-based (e.g. Papineni et al., 2002; Banerjee and Lavie, 2005; Snover
et al., 2006; Giménez and Marquez, 2007; Agarwal and Lavie, 2008) and reference-
free evaluation (e.g. Specia et al., 2009a; Felice and Specia, 2012; Beck et al.,
2014, more work can be found in the WMT QE shared task series).

In the following, | will focus on the fully automatic means of translation evaluation
and go through the two approaches.

2.2 Reference-based Approach

Automatic metrics are reference-based, working by comparing the lexical similarity
of system outputs and human reference translations. Generally, reference-based
metrics reward lexical overlapping between candidate translations and a collection
of manually prepared reference translations. Over the past two decades, a variety
of reference-based evaluation measures have been developed. The main difference
between these metrics is the type of measurement they adopt. Among these
metrics, some are based on edit distance, such as word error rate (WER) (Nief3en
et al., 2000), position-independent error rate (PER) (Tillmann et al., 1997) and
Translation Edit Rate (TER) (Snover et al., 2006), which measure the good of
candidate translation by its (normalized) edit distance (Li and Liu, 2007) to (a)
reference translation(s). Some measures compute lexical precision (matching)
between candidate translations and reference translation in proportion to the number
of common words or n-grams, such as BLEU (Papineni et al., 2002) and National
Institute for Standard and Technology (NIST) (Doddington, 2002), while another
collection of metrics pay more attention to lexical recall (coverage), such as ROUGE
(Lin and Och, 2004), CDER (Leusch et al., 2006), or a balanced consideration
of both precision and recall, such as METEOR (Banerjee and Lavie, 2005) and
MaxSim (Chan and Ng, 2008). The most widely used MT evaluation metrics in
MT literature perhaps are BLEU (Papineni et al., 2002), METEOR (Banerjee and
Lavie, 2005), NIST and WER. | briefly introduce the above-mentioned metrics in the
following, as in Chapter 3 most of them are used as part of the pseudo-reference
and back-translation features.

2.2.1 BLEU

The de facto standard metric BLEU is based on the number of sharing n-grams
between the target translation and human reference translation(s) of the same
source sentence/text, using different weighting schemes. The basic idea behind the
metric is that by counting the number of position-independent matches between the
n-grams of the candidate translation and the n-grams of the reference translation(s)
a weighted score is then generated for the candidate. The more matches they have,
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the closer the candidate resembles the reference translation(s), and thus the higher
quality it has.

BLEU metric is essentially precision oriented. It first computes a modified n-gram
precision P, for any n.

> Countciip (N — gram)
Ce{Candidates} n—grameC

> > Count(n—gram)

Ce{Candidates} n—grameC

P, =

which counts the maximum occurrences of a word in any single reference translation,
clips the total count of each candidate word by its maximum reference count, adds
these clipped counts up and have the sum divided by the total number of candidate
words. For each candidate translation, the geometric mean, using n-grams up to
length N and a positive weight w,,, as the modified precision score is then calculated
and multiplied by the result of an exponential brevity penalty score (BP). Let c be
the length of the candidate translation and r be the effective reference length. BP is
computed as

1 ifc>r
BP =
ell=1/¢) ifec<r.

Then, BLEU score for each candidate translation is obtained as

N
BLEU = BP - exp (Z wy, log Pn) :
n=1

By default, N is set to be 4 and the uniform weights w,, equals 1/N. Therefore,
BLEU metric falls in the range of {0, 1}. The number of reference translations may
have an incremental effect on its final score, i.e. more reference translations per
translation could yield a higher BLEU score. BLEU focuses on correlation with
human judgements at the corpus level, and scores are not sensitive to differences
between versions of MT systems (Banerjee and Lavie, 2005).

2.2.2 METEOR

METEOR is based on an exact word-to-word matching between the candidate
translations and one or more reference translations, supporting matching that are
identical and/or morphological variants and synonyms of each other. Each possible
match is scored by combining unigram precision, unigram recall, and a measure
of the degree to which the word order of the candidate translation differs from the
reference translation(s). The score for each candidate translation is the best scoring
match among all the matches over all references. This maximal-scoring strategy
is also used to calculate an aggregate score for the MT system at the corpus level
over all candidates. | detail the metric below. Unigram precision considers exact
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one-to-one matches between words, which takes the form

P=—,

Wi
where m is the number of shared words between the candidate translation and the
reference translation, and wy is the number of words in this translation. Unigram
precision can be interpreted as the proportion of how many words in the translation
occur in the reference translation. One variant of the unigram precision is to have all
translations and reference stemmed before calculation. Unigram recall computes
the ratio of how many words in the reference occur in the translation in the formula:

R="

Wy
where m denotes the number of matching words, and w, represents the number
of words in the reference. In the similar vein, a variant of it can be computed by

stemming both translations and references. The harmonic mean is then computed:

~ 2PR
TPHR
To assign more weight to unigram recall over unigram precision, based on the
development dataset, FMEAN, as a variant of Fy, is calculated in the form of

METEOR also computes a penalty score for any pair of translation and reference
to take into consideration longer matches as

#chunks

Penalty = 0.5
eratty i #unigrams_matched

where chunks are groups of unigrams in adjacent positions in the translation that are
mapped to groups of consecutive unigrams in the reference. Finally, the METEOR
score for a translation is given as

score = FMEAN x (1 — Penalty).

While having demonstrated great promise, the authors claimed that METEOR still
has some space to improve. First, the Penalty score is empirically set on the
basis of a test set, and perhaps it would be more optimised to train it on a large
dataset and choose a value that best correlates with human judgements. Second,
the exact match of unigram could be improved by enabling the metric to match
semantic-related words and increasing the coverage of synonyms. In addition,
multiple references could have been more effectively used with a synthetic score of
all comparisons between references and the translation.
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2.2.3 NIST

Similar to BLEU, the NIST metirc is also based on the idea of modified n-gram
precision, with some alterations to give more weight to the rarer n-grams (Zhang
et al., 2004). NIST also differs from BLEU in term of brevity penalty in that small
variational translation length does not impact much the overall score. It can be seen
as an upgrade to BLEU. First, the information weightings for n-grams count in the
metric are calculated using Equation (2.1):

Count(n_1aram
info(n — grams) = log, ( (N1 )> :

Countngram

(2.1)

which is part of the overall formula for calculating the NIST score in Equation (2.2):

N
Score = Z { Z Info (n — grams) / Z (1)}
(2.2)

n=1 all n-grams that coocur all n-grams in the system output

exp {[5 log? [min (ﬁ)} }
Lref

where f3 is the brevity penalty factor (default 0.5) when the number of words in the
system output is 2/3 of the average number of words in the reference translation,
N is set to be 5 and L,.; represents the average number of words in a reference
translation over all provided references, while L, indicates the number of words in
a candidate translation (Doddington, 2002, pp. 141).

NIST metric is found to have more discriminative power than the BLEU metric, but
it does not have the same effect as the human judgement in that human evaluators
tend to give a higher score to fluent translations, but automatic metrics like NIST do
not gain much from longer matched n-grams (Zhang et al., 2004) .

2.24 WER

Derived from the Levenshtein distance (Levenshtein, 1966; Kruskal, 1983), word
error rate (WER) works at the word level, measuring the difference of across systems
and improvement within one system in automatic speech recognition (ASR) and MT.
It works by aligning the word sequence with the reference word sequence using
dynamic string alignment. WER is defined as the proportion of word errors to the
number of words input (Morris et al., 2004). For MT evaluation, it measures the
minimal number of insertions, deletions and substitutions necessary to transform
corresponding sentences (e.g. target and reference translation) into each other.

S+D+1
N, =S+D+C’

where S is the number of substitutions, D represents the number of deletions and I
stands for the number of insertions, with C being the number of corrects. Therefore,

WER =
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N, is the total number of words in the reference. In this sense, WER measures
how much cost it takes to get from the target translation to the reference translation
through ‘deletions’ and ‘insertions’.

However, edit distance is too simplistic for translations, as legitimate translation
variants often differ in word order and WER highly penalises such re-ordering by
using wrong words in one place and inserting redundant words at another place
(Babych, 2014).

2.2.5 Pros and Cons of the Reference-based Approach

So far | have reviewed some common automatic metrics that are primarily designed
to monitor MT system development. The applications of such metrics keep extending
to other areas such as summarization (Callison-Burch et al., 2006). Han and Wong
(2016) posit that reference-based automatic metrics have been widely used for MT
evaluation for being

« fast

» cheap

* tunable

* reproducible

Despite these advantages discussed above, there are some limitations that
hinder its application to HTQE. Though it is possible to obtain parallel data for
source texts (STs) and target texts (TT) in languages under examination, it is not
guaranteed that we can acquire the same content as translations that can be used
as references, in particular when translation tasks are changing. For example, HTs
are working on semantically different texts in different domains at different times. As
a matter of fact, the problem of limited coverage of accessible parallel data does
exist for MTQE as well. It is considered impractical to prepare reference translations
for each translation task for evaluation purpose, as most human translation tasks
are one-off. Therefore, reference-dependent metrics do not suit HTQE.

It is also worth noting that there are some fallacies in BLEU and the similar
metrics. Koehn (2009) summarizes that the main points of critique are:

+ ignorance of the source-side information.
Automatic metrics ignored the source-side information, i.e. the source sen-
tence in particular, all together. Such metrics compare the similarity between
the human reference as gold standard reference and the MT output, based
largely on n-gram co-occurrence. As a consequence, the ST side information
has been neglected.



2.2 Reference-based Approach 17

» sub-optimality of performance
The fact that reference-based metrics mostly use single references often
undermines their generalising ability, thus fluctuating performance on different
batches of translations. In addition, Length bias might be another issue to some
automatic metrics, due to different weighting strategies in their calculation. For
instance, TER clearly favours short translations as longer sentences contain
more insertions, deletions and substitutions.

« ignorance of the relative relevance of different words.

Some words matter more than others. For instance, negation ‘not’ will totally
change the meaning of a sentence, but punctuations are often irrelevant. They
are treated equally by these metrics. Babych and Hartley (2004) noticed the
lack of a model for the relative importance of matched and mismatched items,
and extended the BLEU with frequency weights for lexical items from a human
reference corpus, showing significantly higher correlation with human intuitive
judgements about adequacy and fluency.

» addressing not the overall grammatical coherence.

N-gram-based evaluation is suspected to bias the metric in favour of phrase-
based translations (systems), which are not grammatical at the sentence level.
For instance, a candidate translation with a number of matched n-grams in
wrong word order will receive the identical BLEU score to the one with the
same number of matched n-grams in the correct word order. The example
below is an example | intentionally swap the sequences of the first candidate
translation at both sides of the empty sign so that two candidate translations
have the equal number of 1-4 grams and candidate 2 is made ungrammatical.
The two translations will be scored exactly the same score 0.10 per the equa-
tion for BLEU above, in which case it is against our intuition. Callison-Burch
et al. (2006) also pointed out that n-gram based metrics are biased towards
statistical systems. In particular, these metrics will consistently overestimate
phrase-based MTs over rule-base MTs.

Example: BLEU Scoring

ST: “ sadly , every year thousands of other people are less fortunate , dying
while they wait for suitable organs to be found . "

candidate 1: fifi] 7F & fF &1 <empty> f8Hk 25 B + L%

gloss: they are waiting suitable <empty> donated organ middle die
candidate 2: 8/t 8 B H FLE <empty> ] 7£ &5 A&

gloss: donated organ middle die <empty> They are waiting suitable
reference : “ L ANR[E W) &, ®BE BT LR B ANHKE X4 %5,
AT 75 &5 A0 1) 1R 4R P B o

gloss: “sadly - is, yearly thousands of people but no such luck , they are
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waiting suitable - donated organ middle die . "

 uninterpretable scores.

Metric scores, such as BLEU, depend on many factors, e.g. a number of
references, the language pair, the domain. These scores become hard to
interpret for intra-system segment evaluation, i.e. comparing translated sen-
tences by a system. Sometimes, post-edited human translations are barely
assigned higher scores than MT translations, despite their much higher quality.
Thus, the correlation of such metrics with human judgements is an artefact of
experiment design (Lommel, 2016), as changing and adding more references
could change the BLEU scores dramatically.

Callison-Burch et al. (2006) have shown that BLEU and similar metrics fail to model
translation variation and thus higher scores indicate no absolute quality improvement.
Contradictions to human judgements are found that highly ranked systems by BLEU
are poorly evaluated by human raters, and in the 2005 NIST evaluations on Arabic-
English, a post-edited submission by monolingual speakers was only assigned with
BLEU scores with small increases but with larger improvements in both fluency
and adequacy in the manual evaluation. Thus, it would be inappropriate to use
BLEU metrics and the similar for comparing systems that are radically different
in architecture (Koehn, 2009). In the case of HTQE, if the styles of translators
drastically differ, this bias could be problematic. In addition, automatic metrics are
found to be unreliable at the segment-level. Results from these metrics are generally
more reliable at the corpus level, but not at the word- and sentence-level. As a
consequence, results of evaluating individual translations would be unreliable.

2.3 Reference-free Approach

Reference-free approach to TQE is a newly developed technique to predict quality
for unseen translations without reliance on human reference translations.

Methods of this approach rely on features extracted from the source, the trans-
lation, or from the translation process (Blatz et al., 2004; Specia et al., 2009a) to
build predictive models instead of comparing lexically the candidate translations and
the prepared references. Reference-free QE has been gaining popularity in recent
years, and a series of QE shared tasks have been organised to predict post-editing
efforts and/or quality classes of MTs at word (Ueffing and Ney, 2005; Luong et al.,
2015a; Servan et al., 2015), sentence (Quirk, 2004; Gamon et al., 2005; Specia
et al., 2009a), and document (Soricut and Echihabi, 2010; Scarton et al., 2016;
Graham et al., 2017b) level in real time.

Representing translational data for MTQE has been a hot topic. Starting from
different approaches, MT researchers use a variety of internal, i.e. MT-system-
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based features such as N-best lists’, alignment table, and external features, i.e.
those generated from external linguistic knowledge sources and tools, such as
Part-of-Speech (POS) taggers, syntactic parsers.

In the following, | will focus on the feature engineering part of previous research
in MTQE so that we can have an understanding of how MT researchers deal with
the representation of translations under various learning constraints. Findings from
this review are beneficial to the goal of building a more intuitive HTQE framework.
Though this thesis focuses on the related task of HTQE at the sentence-level and
document-level, | also include the discussions of features used for word-level MTQE
to help readers grasp a fuller understanding of the reference-free MTQE research.

2.3.1 Quality Indicators for Word Level MTQE

Word-level QE aims to label the MT ‘generated words as either correct or incorrect’
and ‘enables the system to signal possible errors to the user or propose only those
words as translations that are likely to be correct’ (Ueffing et al., 2003). Some
potential uses of word-level quality estimation include: highlighting words that need
editing in the post-editing stage and indicating which portion (s) of the sentence is
(are) not reliable. As reported in Bojar et al. (2014), word-level quality estimation
tasks often rely on manually designed features and exploit system-based features
(e.g. word graph, word posterior probability), alignment context features (source and
target alignment and neighbours), lexical features (POS tags), syntactic features
(constituent related) and semantic features, e.g. WordNet (Miller et al., 1990)
senses.

System-based confidence measures, which are based on N-best lists or word
graphs generated by an SMT system, are obtained and decided whether they have
exceeded the predefined thresholds so that a word can be tagged as ‘correct’ or
‘incorrect’, or any other variants of labels (Gandrabur and Foster, 2003; Blatz et al.,
2004; Ueffing and Ney, 2005, 2007; Camargo de Souza et al., 2014). Some systems
make use of the n-grams (previous n-th to the following n-th tokens) and skip-grams
(previous and next token) and treat the word quality prediction as a task of sequence
labelling (Han et al., 2013).

Syntactic representations, such as constituency and common cover links?, are
found to be the most discriminative features among many others, such as position,
length, form and surrounding contexts (Bicici, 2013; Martins et al., 2016). Language
model (LM) based scores, such as word occurrence in multiple translation systems
and POS tag-based LM scores are combined with those commonly used lexical
(source and target POS tags) and syntactic attributes (constituent label, depth in

A list of top n translations along with their scores.

2There are also other binary variants, such as Keep/change, OK/BAD and multi-class variants,
such as Keep, Delete or Substitute (Bojar et al., 2013).

3A new representation that shares the advantages of both bracketing and dependencies but also
has additional properties not shared by either. This concept was advanced by Seginer (2007)
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the constituent tree) to build classifiers for word-level quality prediction (Luong et al.,
2014; Wisniewski et al., 2014; Shang et al., 2015; Tezcan et al., 2015; Beck et al.,
2016).

People have shown a boosted interest in Deep Learning (DL) in recent years.
Researchers make efforts to solve the QE at word level with deep neural networks.
Shah et al. (2015) tried to use word embeddings as an additional feature for word-
level QE with a Support Vector Machine (SVM) (Vapnik, 1998) classifier. Kreutzer
et al. (2015) proposed a bilingual DNN model for word QE in which bilingual cor-
respondences are learnt ‘from scratch’ to train a continuous space deep neural
network with distributed word representations (Mikolov et al., 2013c) and then fine
tuned for the QE classification task. Online tools, such as MT systems are also used
to extract bilingual information (e.g. the relations between the source segment and
a given target segment) by obtaining the overlapping sub-segments of the source
and translating them into the target language (TL). The same process is carried
out for all the overlapping sub-segments of the target, which are translated into
the SL. The resulting collection of sub-segment translations are then compared to
identify sub-segment correspondences between TT and ST (Espla-Gomis et al.,
2015, 2016).

In nature, the word level QE is modelled as a sequence prediction problem. This
task predicts the quality labels for segments at different levels of granularity. Binary
classification in the form of ‘OK’ and ‘BAD’ (or similar variants) and multi-class
classification in the form of post-editing decisions (Bojar et al., 2013) and specified
error types in Multidimensional Quality Metrics (MQM)* are two representative
learning tasks, with possible more refined levels (Bojar et al., 2014, 2015, 2016a). As
stated at the beginning of this section, while word-level QE might be useful in several
ways for computer-aided translation (CAT) and human post-editing, the task is
deemed impractical for human translations for the following reasons: First, manually
preparing word level training and testing data from human translations is extremely
expensive; Second, predicting the difference between translations and their post-
edited versions® has imposed an unnecessary restriction on human translators
and limited their choices of words. Finally, | suspect that word-level QE could not
decently address the problems of synonyms, polysemes and different freedom of
word order in TL. The estimation itself may unfairly favour translations close to the
post-edited reference in form. Last but not the least, word-level correspondence is
often viewed as a consequence of translation incompetence®. Note that higher level
sub-clause QE, for instance, phrase-level QE has been conducted as well (Bojar

“http://www.qt21.eu/launchpad/content/multidimensional-quality-metrics

5In word-level MT QE, training and testing are often based on segments automatically annotated
for errors using the alignments provided by the TER tool (Snover et al., 2006). In other words, the
task is predicting automatically annotated errors.

Swordwise and/or other forms of literal translation are often discouraged in translation textbooks
and translator training.
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et al., 2016a). Approaches to phrase-level QE are more or less the same as the
word-level QE’.
In the following section, | focus on features used in the sentence-level MTQE.

2.3.2 Quality Indicators for Sentence-level MTQE

It is widely recognised that the automatic evaluation of MT quality is crucial for
inter-system comparisons in the same translation task and intra-system evaluation
during the development phase. Most current QE research is carried out at the
sentence level.

There are a number of attempts using machine-learned classifiers for the
sentence-level MTQE. In the following, | go through some representative work
and the features that are used.

Quirk (2004) uses a small corpus (350 sentences) of human annotated MTs
to train a classifier that emulates human scoring. He uses features spanning from
sentence perplexity score (3-gram LM based) to source and target sentence length,
logical form (LF) representations (a predicate argument structure representation),
the number and average size of learned mappings, counts and percentages of
words translated and target and source ratios of the monolingual features. Some
researchers attempt to automatically distinguish MTs and HTs, i.e. human-likeness
classification, using perplexity-based features, linguistic features, n-gram precision,
length and word error rate concerning human reference translations (Corston-Oliver
et al., 2001; Kulesza and Shieber, 2004). Features used in these work can be
adapted for the QE purpose.

Gamon et al. (2005) investigate the possibility of detecting dysfluent MT sen-
tences in the absence of reference translations. Sentences are represented as
vectors of binary features based on linguistic analysis toolkit. The features they
use are based on work in style classification (Gamon, 2004) and fall into several
categories: trigrams of POS tags, context-free grammar productions, semantic
analysis features, POS and semantic relationship to the parent node, semantic
modification relations. Albrecht and Hwa (2007a,b) apply pseudo-reference-based
features that are produced by alternative MT systems to regression algorithms in
order to measure the quality of MT output sentences. Specia et al. (2009b) exploit
resource-independent and system-independent features with inductive confidence
machines to dynamically filter out bad translations under certain confidence thresh-
olds. A number of ‘black-box’ features have been used in their study. These features
are mainly from previous work on confidence estimation and have been used in
Specia et al. (2009a). In what follows, | summarise their set of 77 features.

 source & target sentence lengths and their ratios

“sometimes through certain adaptation, e.g. phrases are treated as a sequence of words. Thus,
phrases can be represented as a combination of word-level features.
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source & target sentence 3-gram language model probability & perplexity
source & target sentence type/token ratio

source sentence 1 to 3-gram frequency statistics in a given frequency quartile
of a monolingual corpus

alignment scores for source and target and percentage of different types of
word alignment, as given by GIZA++ (Och and Ney, 2003)

percentages and mismatches of many superficial constructions between the
source and target sentences (brackets, quotes and other punctuation symbols,
numbers, etc.)

average number of translations per source word in the sentence (as given by
probabilistic dictionaries), unweighted or weighted by the (inverse) frequency
of the words

Levenshtein edit distance between the source sentence and sentences in the
corpus used to train the SMT system

source & target percentages of numbers, content-words and non-content
words

POS-tag TL model, based on the target side of the corpus used to train the
SMT system

This feature set then is reused in a series of QE experiments exploring QE
correlation with human annotators (Specia et al., 2010), investigating more objec-
tive ways of annotation for better indicating post-editing effort (Specia, 2011) and
predicting translation adequacy (Specia et al., 2011). Specia et al. (2011) started
to incorporate into the feature set linguistic information, for instance, POS tagging,
chunking, dependency relations and named entities. In a recent work, Felice and
Specia (2012) advanced an extended set of 70 linguistics features, complemented
by a set of 77 shallow, non-linguistic features, which are extracted from both STs
and TTs and summarized below (S for source and T for target).

sentence 3-gram log-probability and perplexity using a language model (LM)
of PoS tags [T]

number, percentage and ratio of content words (N,V, ADJ) and function words
(DET, PRON, PREP, ADV) [S & T]

width and depth of constituency and dependency trees for the input and
translation texts and their differences [S & T]

percentage of nouns, verbs and pronouns in the sentence and their ratios
between [S & T]
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» number and difference in deictic elements in [S & T]

» number and difference in specific types of named entities (person, oragnization,
location, other) and the total of named entities [S & T]

» number and difference in noun, verb and prepositional phrases [S & T]
» number of unlinked determiners [T]

« number of explicit (pronominal, non-pronominal) and implicit (zero pronoun)
subjects [T]

» number of split contractions in Spanish

* number and percentage of subject-verb disagreement cases [T]

» number of unknown words estimated using a spell checker [T]

» number and proportion of unique tokens and numbers in the sentence [S & T]
 sentence length ratios [S & T]

« number of non-alphabetical tokens and their ratios [S & T]

» sentence 3-gram perplexity [S & T]

« type/token ratio variations®

* average token frequency from a monolingual corpus [S]

» mismatches in opening and closing brackets and quotation marks [S & T]
 average number of occurrences of all words within the sentence [T]

« alignment score (IBM-4) and percentage of different types of word alignments
by GIZA++

Part of these features have been developed into a strong baseline feature framework
using only shallow statistics from the source and target texts and further improved
(Specia et al., 2013, 2015) and reused in the consecutive WMT quality estimation
shared tasks (Callison-Burch et al., 2012; Bojar et al., 2013, 2014, 2015, 2016a).
Apart from the features listed above, participants in these QE shared tasks and
interested researchers often put forward new features with variations on top of the
baseline features. For different considerations, these newly proposed features vary
in different team submissions and research designs. Sometimes they appear in
different names because of the preference of researchers, e.g. pseudo reference
may be called as MT output difference or MT consensus in different research (Scar-
ton and Specia, 2014b). Typical among them are back-off n-gram based features,

8e.g. corrected TTR (Carroll, 1964), Log TTR (Herdan and Wijk, 1960), Guirauid index (Guiraud,
1954) Uber Index (Dugast, 1980) and Jarvis TTR (Jarvis, 2002)
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intra-lingual features®, cross-lingual features'® in Langlois et al. (2012), sequential
features'' and syntactic dependency features in Pighin et al. (2012), Aimaghout
and Specia (2013), and Samad Zadeh Kaljahi et al. (2013), POS N-gram based
features in Kaljahi et al. (2014b), Luong et al. (2014), and Tezcan et al. (2015, 2016),
edit distance between a translation to the training sentence in Buck (2012), parsing
statistics from Probabilistic Context Free Grammar (PCFG) parsing and automatic
language quality checking in Avramidis (2012a), Avramidis and Popovic (2013a),
Avramidis (2014), and Hokamp et al. (2014), topic-based features using Latent
Dirichlet Allocation (LDA) in Blei et al. (2003)'2 and Rubino et al. (2012, 2013a),
subsequence-level features' in Gonzéalez-Rubio et al. (2012), Okapi BM25 similarity
(Robertson and Jones, 1976), i.e. term frequency—inverse document frequency
(TF-IDF) in Moreau and Vogel (2012), features from the decoding process'* in
Avramidis (2012b), Soricut et al. (2012), Wu and Zhao (2012), and Rubino et al.
(2013b), MT output difference or pseudo reference-based features' in Okita et al.
(2012), Camargo de Souza et al. (2013), Formiga et al. (2013), and Scarton and
Specia (2014b), word alignments in Soricut et al. (2012), Camargo de Souza et al.
(2013), and Turchi et al. (2013), style classification features in Moreau and Rubino
(2013), semantic role labels in Kaljahi et al. (2014a), monolingual and bilingual
word representations in Shah et al. (2015) and Abdelsalam et al. (2016). Lucia
Specia keeps a complete list of features used by all participating teams (but 1) in
2012 Workshop on Statistical Machine Translation (SMT) (WMT 12) on her personal
webpage'”.

In the following subsection, | look at the features employed in MTQE at the
document level.

2.3.3 Quality Indicators for Document-level MTQE

In contrast to sentence-level QE, document-level QE is a relatively under-researched
area, with only a few previous studies identifiable in the literature (Soricut and
Echihabi, 2010; Scarton and Specia, 2014a; Scarton et al., 2015a,b, 2016; Graham
etal., 2017b). As Scarton (2016) discussed, document-level QE is challenging in that
assessing document is not as straightforward as assessing words and sentences (i.e.
assigning scores to large units of text is extremely difficult because small problems
at the word and sentence level interfere in human judgement), and there is little

%the average mutual information between words in one sentence.

the average of the mutual information between words in source and target sentences.

n-gram model on different variants of sequence in which non-stop words are replaced with the
root of the word, the suffix and the POS of the word.

2source and target segment probability distribution over topics for a 10-dimension topic model
and cosine distance between source and target topic vectors

3frequencies and confidence score computed on the n—best translations.

4e.g. inverted automatic scores, Mini-/maximal link likelihood

SMT outputs are considered iteratively as translation reference and compared to each other using
the software TERCOM'6

" http://staffwww.dcs.shef.ac.uk/people/L.Specia/resources/feature_sets_all_participants.tar.gz
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parallel data with document-level quality annotations available for training. Since
2015, the quality estimation shared task in WMT workshop series has included
document level QE as one subtask (Bojar et al., 2015, 2016a). In the following, |
identify a few studies addressing the document-level QE.

Soricut and Echihabi (2010) explore quality assessments on documents for which
reference translations are not available, using confidence estimation to predict BLEU
scores of the translated documents produced by a given MT system. They use
external features that include text-based features (e.g. length of source and target in
terms of tokenized words), LM-based features (e.g. document-level perplexity score
using 5-gram LM), pseudo-reference-based features (e.g. BLEU scores computed
using alternative MT systems’ outputs as references), example-based features
(e.g. top-100 and bottom-100 development set documents as templates) and
training-data-based features (e.g. computing the number of out-of-vocabulary (OOV)
tokens). While the researchers report promising results for ranking translations of
different source documents and consistent performance across a large variety of
languages, they also admit that predicting absolute document-level BLEU scores
proved inconclusive.

Soricut and Narsale (2012) recreated the document-level quality prediction based
on the predicted sentence-level BLEU-like scores, proposing a new approach of
combining sentence-level prediction into the document-level prediction. The same
set features as in Soricut and Echihabi (2010) are used.

Scarton and Specia (2014a) hypothesise that features that capture discourse
phenomena can improve document-level prediction. They considered discourse
features and pseudo-reference features (BLEU-like scores). Discourse features
consist of lexical cohesion features, such as average word repetition, average
lemma repetition, average noun repetition, and Latent Semantic Analysis (LSA)
(Landauer et al., 1998) cohesion features, which are in the form of Spearman rank
correlation coefficient (Spearman, 1904) of adjacent sentences and the averaged
Spearman rank correlation of all sentences in the document. BLEU and TER scores
are computed between the target translations and alternative MT systems at the
document level and used as features with baseline features (Specia et al., 2015)
and the LSA features to build models to predict BLEU and TER scores for systems
of interest. Both LSA features and pseudo-reference features showed improvement
over the baseline features. Scarton et al. (2015a) explored document-aware and
discourse-aware feature for document-level QE in the shared task. Results show
discourse features they implemented in the QuEst framework contribute to the
improvement over the baseline. The document-aware features are adapted from
the baseline features used for the sentence-level QE (same as in Section 2.3.2). A
snippet of the features (mainly discourse-aware features) is provided below.

» word/lemma/noun repetition in the source/target document

« ratio of word/lemma/noun repetition between source and target documents
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» number of pronouns in the source/target document
» number of discourse connectives in the source/target document

» number of pronouns of each type according to Pitler and Nenkova (2009)’s clas-
sification:expansion, temporal, contingency, comparison and non-discourse

« number of Elementary Discourse Units (EDU)'® (Mann and Thompson, 1988)
breaks in the source/target document

» number of Rhetorical Structure Theory (RST) (Mann and Thompson, 1988)
nucleus relations in the source/target document

number of RST satellite relations® in the source/target document

At the WMT16 workshop, two teams participated in the subtask of document-level
QE. Scarton et al. (2016) submitted two systems using two different approaches.
One uses word embeddings as features and is trained with a Gaussian Process (GP)
(Rasmussen, 2004) and the other uses a combination of discourse information and is
trained with SVM. Other than all features introduced in Scarton et al. (2015a), entity-
graph-based features to measure the coherence between source and target are also
introduced in this study. Bicici (2016) reproduced their framework of document-level
QE as previously in Bicici (2013) with only small adaptation for different tasks.

Other than these studies directly related to the document-level QE, Graham et al.
(2017b) explore the validity of gold standard for document-level QE, investigating to
what degree tuning the gold standard impacts the validity of the system estimation
performance and proposing direct assessment (DA) on Mechanical Turk as an
alternative to reliable and cost-effective gold standard construction.

To conclude, in this section, | have reviewed the research in MTQE at different
levels of granularity. Various hand-crafted features and system-dependent features
are discussed and presented.

Whereas researchers define features according to the attributes of their proposed
features, some try to associate the features with a certain aspect of translation quality.
Specia et al. (2011) tried to differentiate adequacy and fluency features with source
complexity features. Such features use the source-side information to measure the
difficulty of translation. This information is concerned with the lexical complexity (e.g.
source type/token ratio) and syntactical depth (e.g. source side syntactic parsing).
Fluency features (e.g. n-gram LM perplexity) often gauge how natural and fluent the
target text is. Adequacy features link the source and target texts. These features aim
to assess the formal correspondence and semantic equivalence between source
and target. Examples include simple ratios and frequency counts (e.g. the ratio of
the number of noun phrases in the source and the target).

8the leaves of a discourse tree that correspond to contiguous atomic clause-like text spans
¥supporting relations
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However, these features were designed in MTQE for the purpose of predict-
ing post-editing effort, post-editing time and other automatic metric scores as a
substitute for human scores. In contrast, the working subjects and goal for HTQE
are different. HTQE aims to estimate the quality of HTs at the sentence- and
document-level without reliance on human evaluators. Quality scores (e.g. on a
predefined scale) or labels (e.g. ‘good’ or ‘bad’) can be assigned to new translations
automatically by the trained system. Thus, the main goal of HTQE is to predict
human scores for the unseen translations, instead of metric scores (e.g. HTER and
METEOR scores) computed between the references and the translations. These
differences require us to rethink what features are suitable to be included for HTQE.

In addition, some fallacies in the current framework of MTQE could be identified.
| argue that the practice that MT outputs are mainly evaluated as segments (e.g.
at the sentence or sub-sentence level) does not conform to the fact that human
translations are often evaluated as a whole piece of work at the document-level
through global scoring?®. Even though QE at the segment level is beneficial for
identifying potential problematic words, phrases and sentences in translations, this
type of tasks are likely to incur disrespect for discourse-level phenomena in the
translation and unfairly favour translation segments that are locally optimal but
globally out-of-place. Out of these hundreds of features are only a few crafted for
measuring cohesion and coherence of the translations (See my discussion in the
last subsection), and also document-level QE is largely neglected in MTQE. In the
meantime, it is observed that terminology equivalence, an important factor affecting
translation quality (as evidenced by Multidimensional Quality Metrics (MQM)?2' that
terminology is one of the main issues), has not been properly tackled. Domain-
specific texts contain a number of terms that impose extra cognitive processing load
on translators, and the lexical-conceptual representation of those terms may be
challenging for them. Thus, whether or not translators can successfully render the
terminology in TL is a good criterion for evaluating the quality of target texts (TTs).

2.3.4 Pros and Cons of the Reference-free Approach

In contrast, reference-free QE has demonstrated superiority over automatic metrics.
The advantages of the methods of this approach include:

« minimal human intervention required.
It only takes necessary manual labour to annotate enough training data, and
it works on unseen new translations without additional manual work, unlike
reference-based metrics that can only work for translations of the same content
as the reference(s). It requires no preparation of references, which sometimes
are costly to obtain, for new evaluation tasks. For instance, for a job of

2%In global scoring, the examiner reads the entire essay or translation and makes a holistic
judgement about the quality (Isenhour and Kramlich, 2008).
2Thttp://www.qt21.eu/mgm-definition/definition-2015-12-30.html
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approximately 4000 words English-Chinese translation, it will cost a client
nearly $400.

task-oriented quality evaluation.

Different aspects of translation quality in various forms, e.g. from editing
cost to adequacy rank, can be its target to estimate. In this study, | estimate
quality scores for human translations according to a certain well-accepted
instrument such as ATA rubric. The fine-grained quality components of this
scheme cannot be obtained from reference-dependent metrics but through
reference-free QE techniques.

customisable granularities of evaluation.
Unlike automatic metrics who yield uniform scores for system-level evaluation,
reference-free QE can produce fine-grained scores up to a finite number of
levels for words, sentences, and documents.

However, MTQE and HTQE serve different purposes. MTQE at the sentence- or

word-level fits best a scenario in which automated translation is only part of a more
extensive pipeline. Such pipelines usually involve human post-editing, beneficial to
translation productivity (Lagarda et al., 2009). In contrast, HTQE is not designed only
for selecting defective translations for post-editing (See my discussion in Chapter 1).
QE at the word- and sentence-level, however, suffer from the inherent deficiency
that contextual information is often ignored, and deviate from the fact that human
translations mostly appear as documents.

In the meantime, | have observed some limitations of current reference-free

research:

+ overwhelmingly centred on MTQE. As | described in the last section, most

work focuses on MTQE, and HTQE is clearly under-researched. More efforts
should be devoted to it. QE should be tailored to the specificity of HTs, given
that they differ in terms of translation errors, working units, evaluation methods
and criterion and translation strategies (See my discussion in Section 1.2).
Representations for HTs at different granularity levels that facilitate the training
and tuning of an effective QE model is of critical significance.

no publicly available HTQE datasets. In contrast to a large amount of MTQE
datasets that are accessible to the research community, datasets for HTQE
are scarce. To my knowledge, there are no open datasets that have been
manually annotated with schemes of translation quality for HTQE research.
Therefore, collecting and annotating HTs with a proper quality scheme and
making them accessible to the research community are beneficial for further
research in HTQE.

lack of fine-grained QE. While evaluating MT from the perspectives of ad-
equacy, fluency and post-editing efforts is typical, | argue that finer-grained
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HTQE is more suitable for evaluating human translations, as coarse-grained
HTQE cannot provide much insightful feedback regarding linguistic phenom-
ena and translation errors. The granularity of levels is another issue. Current
reference-free MTQE mainly works at the sentence-level, leaving document-
level QE less-studied. As | previously discussed in Section 1.2, both document-
level and sentence-level QE should be considered in a balanced way.

Thus, reference-free approaches in MTQE must be adapted for HTQE by taking
into account forms and uniqueness of human translations. Considering the de-facto
status of sentence- and document-level MTQE, this thesis aims to carry out a more
in-depth study in this direction for HTQE. | aim to address the above-mentioned
issues in this study.

2.4 Summary

From a textual-linguistic point of view, a reliable evaluation method should take
into consideration the purpose of translation, the end user and text types, among
many other factors (House, 2014). Qualified human evaluators are desirable for
such a task, but human evaluation suffers its drawbacks of being expensive, time-
consuming, and non-reusable. Automatising the evaluation of human translations
can mitigate the negative influence of manual evaluation and at least complement
human evaluation in certain scenarios, such as low-risk taking examination scoring
and autonomous learning feedback.

Reference-based metrics can help overcome the limitations of human evaluation
but suffer imperfections making them less desirable for the automatic evaluation of
human translations. In comparison, reference-free QE is more task-oriented and
capable of estimating fine-grained translation quality at different levels. For instance,
a QE system can assess human translation from different aspects of quality.

To sum up, this section introduces two approaches to automatic evaluation of
(machine or human) translations. It is argued that reference-free QE is more suitable
for automatising human translation evaluation. In the next section, | will focus on the
critical part of featuring engineering for HTQE.






Chapter 3

Features for Human Translation
Quality Estimation

3.1 Introduction

As discussed in Chapter 1, automatising the process of QE for human translations
could be beneficial in many ways. For instance, it can mitigate the negative influence
of human subjectivity that is brought about by different quality expectations of the
assessors, in addition to the greater productivity it ensures and colossal cost it
reduces for evaluating a large number of translations in large-scale exams. However,
as Domingos (2012b, pp. 78) noted, much of ‘the knowledge that is needed to
develop ML applications successfully is often not readily available’. Thus, choosing
an intuitive framework of representations for human translations is paramount to
successfully building a performant system.

Starting from different approaches, researchers used a variety of internal (i.e.
MT-system-based features such as N-best lists’, alignment table ) and external
features (i.e. features generated from external linguistic knowledge sources and
tools, e.g. Part-of-Speech (POS) taggers, syntactic parsers) for MTQE. We admit
that HTs and MTs are similar in that they both are language transfer products, but
both types of texts clearly have their own characteristics as human translators and
MT systems do not share equally the cognitive capacity and the same working
mechanisms (see my discussion in Section 1.2). In the meantime, some fallacies
can also be observed in the current MTQE frameworks:

« MT system-based features are not generalisable to HTQE. It is natural
to utilise internal features extracted from the MT systems to be evaluated.
However, some of these features such as N-best list are not easily accessible
to HTQE systems. Therefore, they are not generalisable or reproducible in
HTQE even though they have proved effective in MTQE tasks.

A list of top n translations along with their scores.
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» Over-reliance on few types of features. It is noticed that some MTQE
research use heavily certain types of linguistic features in building QE models.
For instance, Albrecht and Hwa (2007b) rely on pseudo-references to develop
sentence-level MT evaluation metrics, and Liu and Gildea (2005) explored
the use of kernel-based subtree and headword chain metrics to compute the
similarity between target translations and references. Though the effectiveness
of these features in QE have been validated, they may have explicitly disregard
some useful information.

« Computational complexity could be further reduced. Even though com-
puting power for modern computers is no longer a problem, complex ways of
computing features for the QE purpose cause problems, e.g. debug, deploy-
ment, dependencies, to the QE systems. Take the hand-crafted features in a
handful MTQE research for example. Kaljahi et al. (2014b) have designed a
hand-crafted set of constituency and dependency related features. Some of
these features require additional resources and computation. For instance, the
average number of POS n-grams in each n-gram frequency quartile demands
treebanks and computing the POS-ngram distribution in different frequency
quartiles. To compute dependency relation n-gram scores against language
models trained on the respective treebanks for each language, we need an
additional language modelling process of dependency relations.

Therefore, in designing the feature set for HTQE, the researcher includes those
classic shallow features in previous MTQE research, such as QuEst (Specia et al.,
2013) and QuEst++ (Specia et al., 2015). In the meantime, the researcher tries
to incorporate multiple categories of features into the framework so as to consider
information capturing various aspects of translation quality. Also, simplistic forms of
features from STs and TTs (i.e. normalised frequency counts and the ratios between
the source and target side feature values) are preferred, in addition to the distances
of feature vectors of the same category, e.g. a distance between the two vectors of
all POS features in STs and TTs.

Motivated by the reasons above, | intend to develop feature representations for
better capturing human translation quality on the basis of the current MTQE frame-
work. | am particularly interested in HTQE for the quality of trainee translations. The
main contribution of this chapter lies in the feature set | design, which integrates the
massively expanded MTQE features. Novel features such as cohesion and coher-
ence features for the task of HTQE, string- and vector-based pseudo-reference and
back-translation features are introduced. The proposed feature set has attempted to
extend the features from lexical, syntactic level to discourse level to better adapt to
HTs at the document-level. In this chapter, | present the feature set and the intuition
behind the design.
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3.2 Human Quality Estimation Features

This section will mainly deal with the representation of human translational data for
QE purpose. As stated above, the features consist of two components: a portion of
features from MTQE research and a newly proposed set.

Translation is a very complex human behaviour, which involves a multitude of
factors, such as text types, language pairs, translation tools, deadlines, speed, rates
and specifications. Consequently, translation quality is subject to and substantially
influenced by inner linguistic-textual factors (e.g. language norms, text types)
and extra-linguistic factors (e.g. translation specifications, translator competence)
(House, 2014; Munday, 2016b). For simplification, | treat translation as a purely
linguistic-textual operation and look into factors at this level only. Translations are
viewed as a by-product of monolingual and bilingual communication, constrained by
the TL norms. Though the translation process is overwhelmingly black-box in nature,
the final product of mental activity is somewhat transparent. In other words, if we
are examining the quality of translations from a linguistic perspective, characteristic
features for each translation at the lexical, syntactic and discourse level should be
the main focus. In the following, | come up with a set of specific features that belong
to these categories and discuss their relationship with translation quality.

For presentation purpose, | group them into three main categories of features:
monolingual, bilingual and language modelling. For instance, language modelling
is monolingual, but features under this category are mainly probabilistic, different
from most of the frequency-based features in the monolingual group. For a detailed
overview of various features used in MTQE, | refer the readers to the discussion in
Section 2.3 and the WMT12 shared task on QE (Callison-Burch et al., 2012). My
framework for HTQE provides a wide range of features and methods extracting them
from STs and TTs and external resources and tools (Section 5). These features go
from simple, language-independent ones to advanced, linguistically motivated ones.
Among them, some typical MTQE features from the standard MTQE framework
QuEst++ are included in my framework:

« target sentence length in words

log probability LM for the source

log probability LM for the target

perplexity LM for the source

perplexity LM for the target
» number of sentences in the source
» number of sentences in the target

« number of types in the source
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» number of types in the target

* type-token ratio in the source

* type-token ratio in the target

 averaged sentence length in the source
 averaged sentence length in the target

» number of out-of-vocabulary words in the source
» number of out-of-vocabulary words in the target
* number of punctuation marks in the source

» number of punctuation marks in the target

» number of prepositional phrases in the source

» number of prepositional phrases in the target

(partially) pseudo-references MT metrics

Note that here source and target refer to STs and TTs at both sentence- and
document-level. In each group of my framework, all new features | redesign or
propose are marked with a triangle.

3.2.1 Monolingual Features

Translation is concerned with two or more language pairs. Monolingual features
refer to features that monolingually occur in either TTs or STs. These shallow
surface features (e.g. the number of tokens, sentence length) and linguistic features
(e.g. POS tags) often present discrepantly in both languages, and their varying
distribution has proven contributive for predicting translation quality (Specia et al.,
2009b; Callison-Burch et al., 2012). What follows is an account of main monolingual
features | have advanced for HTQE.

3.2.1.1 POS Tags

POS tagging is the process of assigning one of the grammatical categories to
the given word (Manning and Schitze, 1999; Voutilainen, 2003). Examples of
common linguistic categories include nouns, verbs, adjectives, adverbs, prepositions,
conjunctions and their subcategories. The distribution of POS is generally seen as
a factor strongly related to the syntactic quality.

As linguistically motivated features, POS related features are exploited in Giménez
and Marquez (2007) and Specia et al. (2011) and used as baseline features in the
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WMT Quality Estimation shared-task 2012 (Callison-Burch et al., 2012). For in-
stance, number, percentage and ratio of content words and function words are
extracted as linguistic features in Felice and Specia (2012). In a similar vein, POS
tags were counted as shallow grammatical matches on both the source and the
target (Avramidis, 2012b; Beck et al., 2013; Luong et al., 2014). Unlike other shallow
features, such as sentence length or n-gram statistics, which are limited in their
scope and account for the very superficial aspect of a translation, linguistic features
convey meaning, grammar and content (Felice and Specia, 2012). Their dynamic
relationship might be contributing to the meaning transfer from STs to TTs. Based
on this assumption, | use the POS tagging component from Stanford CoreNLP (Man-
ning et al., 2014) to process STs and TTs and then match them per the Universal
POS-Tagset (Petrov et al., 2012—2013) in order to achieve better comparability for a
distant language pair, such as the English Penn TreeBank (PTB)? and the Chinese
TreeBank (CTB)3. The universal POS-Tagset has been demonstrated effective in
MTQE (Han et al., 2014) and able to deal with incompatibility of two distantly related
languages. Chinese has far fewer linguistic categories (34) than Indo-European
languages, such as English (45) (Petrov et al., 2012—2013). | count the occurrences
of POS tags in STs and TTs according to the converted universal tags.

For a detailed matching between Universal POS-Tagset and the common POS
tags in two languages, please refer to Table 3.1

. English Chinese

Universal Tag
English (PTB) Chinese (CTB)
.(Punctuation) [#$"",)-LRB--RRB-. : ? HYPH PU
CONJ(conjunctions) cC CCCS
VERB(verbs) VB VBD VBD VBN VBG VBG VAVC VE W
VBN VBP VBZ VP MD
NOUN(nouns) NN NNP NNPS NNS NN|NNS NN NRNT
: NN|SYM NN|VBG

NUM(cardinal numbers) cD ODMCD
PRON(pronouns) PRP PRP$ PRP|VBP WP WP$ EX PN
ADJ(adjectives) JJJJR JJS JUIRB JJ|VBG J
ADV/(adverbs) WRB RB|VBG RBIRP RBS RBR RB AD
ADP(adpositions) IN INJRP P
DET(determiners) DT EXPDT WDT DT
PRT(particles or other function words) RP TO POS SP MSP LC ETC DEC DEG DEV DT AS
X(foreign words) UH SYMLS FW X SBONLB IJ FW BA

Table 3.1 Universal POS TagSet Mapping from English & Chinese

The distribution of each feature is normalised to take into account the length of
text (either sentence or document) for the sake of inter-sentential or inter-document
comparison. The normalised feature count is calculated as

County x Ciig,100]

Freqs = . (3.1)

I—ensent/doc

In Eq. 3.1, Freq; stands for the normalised counts for the specific feature in sen-
tences or documents, Count; represents the original count, and for presentation

2hitps://www.ling.upenn.edu/courses/Fall_2003/ling001/penn_treebank_pos.html
3hitp://repository.upenn.edu/cgi/viewcontent.cgi?article=1039&context=ircs_reports



36 Features for Human Translation Quality Estimation

purposes, Cpo.100) denotes a constant number with a binary value of 10 (for a sen-
tence) and 100 (for a document)*. Lengent, aoc is the length of the text in terms of the
number of tokens (words) for either a sentence or a document. This normalisation
procedure is applicable to other count-based features hereinafter.

3.2.1.2 Dependency Relations

Typed dependencies and phrase structures are different ways of sentence structure
representation. While a phrase structure parse represents nesting of multi-word
constituents, a dependency parse represents dependencies between words (De
Marneffe et al., 2006). Different types of dependency representations acknowledge
the semantic, syntactic aspects of texts and are used to parse natural languages.

As opposed to the constituency relation, dependency is the notion that linguistic
units, such as words, are linked to each other by certain relations and the central
verb is at the core of the sentence in which all other elements are under its domi-
nance. Thus, verb dependants are directly or indirectly connected through these
dependencies. Each one of them, centring around the main verb (s), constitutes a
network of syntactic relations with associated lexical items. This network of typed
dependencies (See Figure 3.1a for illustration) challenges the human translators’
intellectuality and translation competence. For translators, in the translation process,
it requires them to understand and interpret these connected relations and recode
them in TL. Therefore, dependency relations in both STs and TTs point a direction
for estimating the quality of translations in question.

The dependency tree contains both the lexical and syntactic information, which
inspires us to use it for QE. In addition, during the transfer from one language into
another, dependencies may, more often than not, demonstrate stability that core
verbs and the dependencies under its dominance would reproduce themselves in
translations. Intuitively, a good translation normally would have a proportionally
equivalent number of dependencies in most cases. For the sentence in Figure 3.1a,
| extract two students’ translation and plot their dependency relations as well (Figure
3.1b and Figure 3.1c). Parsers are less successful on badly translated sentences,
thus leading to mismatched counts of dependencies. As is shown in these figures
(note: dependencies are gray labels in Figure 3.1b and red labels in Figure 3.1c), In
the translations of the source text sentence, dependencies, such as case (case),
nominal subject (nsubj), coordination (CC), negation modifier (neg) and adverb
modifier (advmod), are reproduced in both students’ translation at exactly the same
position. However, the first student’s translation (in Figure 3.1b) has yielded several
dependencies marked uncertain (dep) due to the literal translation of ‘fear’ into Z1H
(‘afraid’). This mistranslation causes confusion to the parser, thus mismatches in
types and numbers of dependencies. In contrast, student 2’s translation (in Figure

4| set this binary value because on average sentences contain fewer than 15 words each, and a
translated document has about 250 words each.
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conj

. root
nsubj
e BB . nsubj
| conj - = ‘advmocl‘:; / hm?gse - boss . Y

cc.

vyeeT sei H WS ¥ % B ¥ ynegy

NN CC NN VBP RB DT NNS N NN PU CC PRP$ NN VéZ DT NN PU

Host|I|ty and fear @ universally |the products of ignorance| , and [our antagonism] @ [no exception
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(a) Dependencies and Semantic Roles in ST Sentence
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(b) Dependencies and Semantic Roles in Translation (Student 1)
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;
,
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Sl ARGy -7 L ARGL
e ARG

(c) Dependencies and Semantic Roles in Translation (Student 2)

Figure 3.1 Dependency and Semantic Parsing Information

3.1c) is less problematic to the parser with more matched dependency relations. In
addition, it translates explicitly the part ‘our antagonism’, which is omitted by the first
student.

Dependencies have found their way into translation quality prediction in MTQE.
For the purpose of evaluating MT outputs, dependencies in the hypotheses are
seen as the projection of and compared against the dependencies of the reference
translations, and on its basis, their precision and recall of alignment (or other
variants) is calculated (Pighin et al., 2012). Instead of computing the accuracy of
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the dependency alignments for human translations and references, Kaljahi et al.
(2014b) exploit dependency tree kernels in association with hand-crafted syntactic
features to predict automatic metric scores. There is no evidence that source-side
dependencies will remain intact in the target, especially when two drastically different
languages are involved. The researcher takes a more simplistic approach to count
the frequencies of each typed dependency in a source and its corresponding target
translation and normalise the counts by their lengths respectively. To extract the
dependency information, the researcher uses the dependency parser of Stanford
CoreNLP that works for both English STs and Chinese TTs. Dependency features
are normalised per Equation (3.1). Different from the above-mentioned work in
MTQE trying to compare the reference and target translation syntactically (Pighin
et al., 2012) or extract syntactic knowledge in a rather complex manner (Kaljahi et al.,
2014b), the researcher does not rely solely on syntactic information and instead
seeks to integrate it with other potentially useful features. To this end, he associates
the dependency relations in STs and TTs with a universal parsing framework (Petrov
et al., 2012—-2013) for cross-lingual extraction purpose.

3.2.1.3 Constituency

Apart from dependencies, another very closely related linguistic phenomenon is
the phrasal structure in STs and TTs. While dependencies deal with relationships
between words, constituencies provide more detailed information about sub-phrases
within a sentence. Syntactic features are useful to capture the syntactic complexity
of the source sentence, the grammaticality of the target translation and the syntactic
symmetry between the source sentence and its translation (Kaljahi et al., 2014b).

Koehn et al. (2003) found that small phrases up to three words could help
achieve high accuracy and outperform word-based models in machine translation.
Combining fundamental ideas from both syntax-based translation and phrase-based
translation, Chiang (2007) used hierarchical phrases in his machine translation
model and achieved rather good speed and accuracy. Previous research has also
borne out their usefulness in MTQE. Corston-Oliver et al. (2001) classify sentences
into MTs and HTs with parse tree features. Quirk (2004) integrates the binary feature
of a spanning parse tree with other features for a 4-point scale sentence-level QE.
Liu and Gildea (2005), Albrecht and Hwa (2007b), and Giménez and Marquez (2007)
compute the syntactic similarity between MT outputs and reference translations
in QE tasks. Constituency information in the form of tree kernels (Collins and
Duffy, 2001; Moschitti, 2006) collected from the parse trees is now used as features
in some QE work (Hardmeier et al., 2012; Rubino et al., 2012), suggesting that
correspondence between longer units of STs and TTs might be more associated
with quality translation. For human translation, this is related to the ‘unit of translation’
(Vinay and Darbelnet, 1958) issue.
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Ballard (2010) claims that it is only in the act of translating that units become
visible. Therefore, an experienced translator (or a trainee translator) can, judging
from his or her past experience or acquired competence, surmise what will constitute
a legitimate unit of translation to work in the source text. On this premise, he thinks
a unit of translation is generated by the implementation of a translation strategy
(literal or non-literal). This view reminds us that translators may approach the ST
and the TT in a different manner, as manifested in the length of their working unit
particularly. | assume this difference in decision making during the act of translation
may lead to variation in units of translation in the form of lexical sequences and
syntactic constituencies, which as a result indicate a quality difference.

In Figure 3.2a, three circled nodes are incorrectly parsed because the translator
wrongly rendered the NP ‘fear’ into ¥ (‘afraid’). Student 1 ’s choice caused
confusion to the parser, leading to three parses wrongly annotated as ‘VP’, including
the wrong POS of their children. In contrast, student 2 ’s translation in Figure 3.2b is
almost perfectly parsed, with right constituency for each node. When translating,
if Student 1 worked at the NP phrase level, #=E fZUE (hostility and fear) would
not have been rendered as two words of different classes. Therefore, translators’
choices may contribute to variation in parses that make a difference to the quality of
the produced translations. Regarding this factor, main phrasal types are included as
one type of monolingual feature in ST and TT.

| extract, process and normalise the counts of constituencies in the same way as
for dependencies, using the constituency parser in Stanford CoreNLP.

3.2.1.4 Semantic Role Labels

A semantic role (SR) is the underlying relationship that a participant has with the
main verb in a clause. SRs are most often embodied by the grammatical relations
of the subject, object and indirect object in natural languages. These semantic
relations are associated with the agent, force, instrument, experiencer, recipient,
and patient in a sentence. Other SRs are more likely to be embodied in oblique
(ad-positional) phrases or adverbials (Payne, 1997).

Examples of SRs are numbered arguments®, adjuncts®, references’ and verbs
(predicate verbs) (Carreras and Marquez, 2005). However, due to the systematic
variation between two languages, it is often challenging to define a universal set
of thematic roles (Jurafsky and Martin, 2009). For instance, the SR labelling in
English generally uses the format of annotation in the English Proposition Bank
(EPB) (Palmer et al., 2005), and SR labellers for other languages rely on adapted,
compatible data formats or proposition banks of their own. For instance, the state-

SVerb-specific roles, in general, Arg0 represents the agent, Arg1 the patient, Arg2 often the
benefactive, instrument, attribute or end state, Arg3 the start point, benefactive, instrument, or
attribute, Arg4 the end point and Arg5 the direction (Bonial et al., 2012).

6General arguments that any verb may take optionally.

7 Arguments realized in other parts of the sentence.
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English (Roth and Lapata, 2016) Chinese (Che et al., 2010)
Label Type PB Label Description PB Label Description
Predicate rel verb root  verb

ARGO ARGO

ARG ARG1

ARG2 ARG2 o

Numbered Arguments  ARG3 semantically licensed by the predicate  ARG3 verb specific roles
ARG4 ARG4
ARG5

ARGM-ADJ  Adjectivals m(modifies nouns) ADV  adverbial, default tag

ARGM-ADV  Adverbials (modifies verbs) BNE  Beneficiary

ARGM-CAU  Causatives CND  condition

ARGM-COM  Comitatives DIR  direction

ARGM-DIR  Directionals DGR  degree

ARGM-DIS  Discourse markers EXT  extent

ARGM-DSP  Direct speech FRQ  frequency

ARGM-EXT  Extents LOC  locative

ARGM-GOL  Goals MNR  manner

Predicate/phrasal modifiers ARGM-LOC  Locatives PRP  purpose or reason

ARGM-MNR  Manners TMP  temporal

ARGM-MOD  Modals TPC  topic

ARGM-NEG  Negations CRD  coordinated arguments

ARGM-PRD  Secondary Predications PRD  predicate

ARGM-PRP  Purpose PSR possessor

ARGM-PRR  Nominal predicates in light verbs PSE  possessee

ARGM-REC  Reciprocals
ARGM-TMP  Temporals

ARGA External Causer Argument
LINK-PRO null instantiation of pronoun
Link Arguments LINK-PCR  null instantiation of pragmatic coreference

LINK-SLC null instantiation of selection constraint link

Table 3.2 SR Labels in Two SR Labellers (English and Chinese)

of-art SR labeller PathLSTM (Roth and Lapata, 2016) for English and the Language
Technology Platform APl (Che et al., 2010), an integrated Chinese processing
platform for Chinese SR labelling have mismatches between their SR labels. Table
3.2 shows the differences between two systems. This discrepancy is problematic for
comparing the two languages.

In addition, the distribution of SR labels are rather unbalanced, with the first
three numbered arguments (A0-3) accounting for around 70% of all types (Haiji¢
et al., 2009). The majority of SR classes do not occur so frequently as the first three.
In particular, those function modifiers are comparatively much rarer. In translation,
these adjuncts are so free in forms (because of the different creativity or competence
of individual translator) that even some of them, for instance, a temporal modifier,
may not occur at all in the translation. It is thus viable to group them into fewer
categories for the sake of avoiding data sparsity. As a result, | propose to regroup
the semantic labels into four major groups, as is shown in Table 3.3.

In their study, Giménez and Marquez (2007) show that metrics based on the
syntactic and shallow-semantic information are able to produce more reliable system
rankings than those lexical-oriented metrics (such as BLEU, NIST). As is shown
in their experiments, at the shallow semantic level, SR-related similarity metrics
(with reference translations) proved very effective and are among the top-scoring in
both single-reference and multiple-reference evaluation scenarios. Their findings
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SR Labels English Chinese
English (EPB) Chinese (CPB)
Arg0 agent, experiencer
Arg1 patient, theme
Arg2 benefactive/instrument/attribute/end state
Others start point/benefactive/instrument/attribute & function modifiers

Table 3.3 SRL Tags for English & Chinese

suggest that it is important to translate lexical items according to the semantic role
they play inside the sentence. However, as Giménez and Marquez (2007) posit, SR
similarity metric, focusing only on partial aspects of quality, does not provide a global
measure of quality. They argue that other similarity metrics at different linguistic
levels, such as dependency parsing, constituency parsing, should also be integrated
into a single measure. In the case of the HTQE task, this implies SR can also be
part of the large feature set, especially when NLP techniques have advanced to
recognize SRs with good accuracy® the semantic roles of arguments in a sentence.

My approach differs from MTQE-related research in which SR similarity is used
as a direct metric. Instead, | integrate the normalised frequency information (as
in Equation (3.1)) of regrouped SR labels into a broad range of quality indicators,
and SR information in both STs and TTs are considered. In addition, the proposed
method of regrouping allows the comparability of SRs in different languages for QE
in particular.

3.2.1.5 Discourse Aware Features

It is desirable for any text generation to produce coherent texts. For instance, with
regard to human translation, we expect smooth grammatical and lexical relations
between words and sentences. In other words, the produced translation should be
structurally and meaningfully established as a whole, particularly at the document
level. It is insufficient to sequentially translate sentences of a source text and then
concatenate them in order to obtain the final output. From a linguistic point of
view, a high-quality translation should take into account the discourse-wide context
(Hardmeier, 2014; Hatim and Mason, 2014). Therefore, | come up with features
measuring specifically the cohesion and coherence of the target text.

In MT, explicitly discourse-related research topics became popular in the re-
search community. Refer to Wong and Kit (2012) for a better review. The idea
of translating at the document level and taking into account broader contextual
information is to obtain adequate translations respecting cross-sentence relations,

8on the OntoNotes benchmark, Peters et al. (2018) has achieved the state-of-
the-art 84.6 F-score for English and on the standard benchmark dataset CPB 1.0
(https://catalog.ldc.upenn.edu/LDC2005T23), Sha et al. (2016) has achieved 77.69 for Chinese
semantic role labelling.
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enforcing cohesion and consistency at the document level (Ben et al., 2013; Xiong
et al., 2015). There have been some efforts to exploit discourse information to
improve the evaluation of MT in general (Hardmeier and Federico, 2010; Meyer
et al., 2012), as evidenced by the biannual Workshop on Discourse in Machine
Translation (DiscoMT) (Webber et al., 2013, 2015, 2017). Engineering discourse-
related features to widen the scope of QE is one of the common strategies to the
document-level translation evaluation. Many metrics in these evaluation campaigns
and quality estimation tasks explore the ways to incorporate semantic, syntactic and
discourse features. Comelles et al. (2010) design and extend a set of discourse
representation features, e.g. lexical overlap between discourse representation struc-
tures of the same type (Giménez and Marquez, 2009), syntactic tree matching (Liu
and Gildea, 2005), to evaluate document-level newswire MT translations. By now,
several discourse-focused research problems have been actively explored in MT,
such as predicting a target-language pronoun given a source-language pronoun in
the context of a sentence and/or a full document, inter-and interlingual variation of
discourse phenomena (Lapshinova-Koltunski, 2015), coreference resolution (Novak
et al., 2015), lexical consistence (Guillou, 2013), discourse connectives (Meyer and
Webber, 2013; Steele, 2015).

Crucial to the measurement of cohesion is the differentiation between cohesion
and coherence. According to Brunette (2000), coherence can be defined as the
‘continuity of the meaning of a text from one idea to another and plausibility of such
meaning’, and cohesion the ‘linguistic means used to ensure continuity of the form
and content of a text. The author claims that checking whether the translation
is sufficiently well linked on a semantic coherence and formal cohesion level to
constitute an effective text for the target language community often makes the first
step of quality assessment. Some discourse-related indexes have been proposed
to measure MT quality. Giménez et al. (2010) presented a modified MT evaluation
metric based on Discourse Representation Theory (Kamp and Reyle, 2013), which
employs features based on coreference relations and discourse connection to
assess the quality of MT output. Wong and Kit (2012) proposed to use word
repetition to measure the lexical cohesion in texts. Scarton et al. (2016), following
their previous work (Scarton et al., 2015a), use discourse-related features, such as
pronouns, connectives, elementary discourse unit®(EDU) (Mann and Thompson,
1988), in addition to latent semantic analysis cohesion features (e.g. average LSA
correlation of adjacent sentences, or of all sentences). In the similar vein, Joty et al.
(2017) use the sentence-level discourse structure based on Rhetorical Structure
Theory (RST) (Mann and Thompson, 1988) trees and sub-tree kernels. However,
it is worth noting that RST tree features heavily rely on external discourse parsing
tools that could only work with the English STs or TTs, and there are no readily
available resources to train an RST parser for Chinese. Most importantly, the RST

%the minimal building blocks of a discourse tree, controversially consisting of sentences, prosodic
units, turns of talk, clauses etc.
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parsing itself is essentially constricted to the sentence level, which does not fully
measure the textual coherence.

Thus, in this study, | measure the quality of translations with some explicit
cohesion devices and implicit coherence indexes.

* Cohesion Features

Unlike MT working mainly at the sentence level, human translators rarely
consider only the isolated sentences or sub-sentential segments. The coher-
ence between the ST and the TT and within the TT itself and the cohesion
in the ST impact a translator’s translation process and final performance as
well. Halliday and Hasan (2014) identified references, substitution, ellipsis,
conjunction and lexical cohesion as five main categories of cohesion in English.
The first 4 are roughly grammatical cohesion in contrast to lexical cohesion
that connects sentences through lexical choices. Inspired by the recent work
of Crossley et al. (2016a,b) on cohesion in writing, | create a set of cohesion
features for HTQE, which are specifically adapted for capturing grammatical
cohesion for the purpose of translation evaluation. For cohesion features, |
focus on features of repetition, pronoun reference and linking connectives.
For connectives, | compile a bilingual lexicon of discourse connectives based
on the English list provided in Crossley et al. (2016b). Note that unlike the
oft-quoted theoretically-based connectives in Halliday and Hasan (2014) that
are divided in five categories: causal (because, so), contrastive (although,
whereas), additive (moreover, and), logical (or, and) and temporal (first, until),
the framework of connective indices used is based on rhetorical features. To
this end, | query a bilingual English-Chinese online dictionary'® and manually
analyse the concordance lines of the parallel corpus'', linking the Chinese
translations to those English connectives. Table 3.4 lists instances of ST and
TT sentences that contain the corresponding connectives. Through some man-
ual checking of randomly selected connectives, the researcher confirms that
the bilingual lexicon of connectives covers the majority of correctly translated
connectors in the corpus of trainee translations’2.

— argument type/token ratio
the number of unique nouns and pronouns divided by the number of total
nouns and pronouns (in tokens)

— pronoun density
the number of pronouns divided by the number of words

Ohttp://dict.youdao.com/, which is a mega-size dictionary, including Longman, Collins, New English-
Chinese etc.

"https://www.linguee.com/

2The researcher randomly queries the translations for 10 English connectives in the ST and find
9 of them are in the list of the bilingual lexicon. The only mismatch is caused by orthography. The
student translated ‘then’ as F{LI°F (F2&F).
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— pronoun-noun ratio
the number of pronouns divided by the number of nouns

— pronoun-noun phrase ratio
the number of pronouns divided by the number of noun phrases

— content word repetition
the number of the repeated content words divided by the number of
words

— adjacent sentence overlapping
overlapping words of any two adjacent sentences divided by the total
number of words in two sentences

— basic connective
the number of basic connectives divided by the number of words in the
text

— simple subordinators
the number of subordinators divided by the number of words in the text

— coordinating conjuncts
the number of coordinating conjuncts divided by the number of words in
the text

— addition
the number of addition words divided by the number of words in the text

— sentence linking
the number of sentence linking words divided by the number of words in
the text

— order
the number of order words divided by the number of words in the text

— reason and purpose connective
the number of reason and purpose connectives divided by the number
of words in the text

— demonstratives
the number of demonstratives divided by the number of words in the text

— additive
the number of additive connectives divided by the number of words in
the text

— determiners
the number of determiners divided by the number of words in the text
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— causal

the number of casual connectives divided by the number of words in the

text

— logical

the number of logical connectives divided by the number of words in the

text.

— semantic cohesion
averaged LSA similarity between all sentences.

ST

1T

Connective Types

The partners may have
some interests in common ,
but these interests are gen-
erally insignificant .

i fl] b2 | = 7 —&
HE B ZLF, (HE X
HE B R — AR 2
HEZRELH -

Basic

"Imagine , " | said , "if 1 'd
had a vision and worked at
it , just a little bit every day
, what might have | accom-
plished ? "

"Houd . AR —T, R
HH - ITHE FH B
T SER e, BR WA X
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Rra 8 £ KB Rt W2

subordinator

They may also quarrel in
public or put up a facade
of being compatible .

fiefl] B "T8E 72 A A
B & R AR

~NJH
2 S

1l

addition

"however , the science
of xenotransplantation is
much less straightforward

Bl 5 REBE W
Bha AIRR L B
R -

linkings

| first took up walking as a
means of escape .

B D] T B R T
Bl L

order

that he is deeply concerned
with the charm and quality
of things , and gentlest light
, SO that at least he may
make others love life a lit-
tle better ,

fit B¢ F4) B "&b
Fr sl BTl 24 il fE
fif He A BN AEA
&, B AR R IR
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Reason-purpose

Continued on next page
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Table — Continued from previous page

ST

1T

Connective Types

"He does not see life as the
historian , or as the philoso-
pher , or as the poet , or
as the novelist , and yet he
has a touch of all these . "

filt ANEL iy s 225K 1 LA
kERAEE, AT
2R~ WA EE PRAK
1 By BE , IR M By
JAR s 2 X e BR
W .

opposition

"The couples in these mar-
riages engage in few activi-
ties together and display no
pleasure in being in one an-
other’s company . "

X ORI PR REFE R
 rIYE R Em
H X %7 By TAE Bor A
AR SRR PE

demonstrative

During 1996 at least two
big reports on the subject
—one in europe and one in
america — were published .

1996 [, 2/ W K
Y R BAE B OB B A
*®, —ERAERKN, —&
£ M -

logical

Table 3.4 Example of Bilingual Lexicon of Connectives

* Coherence Features

Morris and Hirst (1991) posit that text or discourse is a set of sentences that
tend to be about the same things, i.e. having a quality of unity, which is a
property of coherence. The sameness of text can be achieved by ‘preserving
the relatedness of the group of words’ (Klebanov and Flor, 2013). Xiong
and Zhang (2013) propose a topic-based coherence model to predict the
target coherence chain with the extracted source coherence chain by which
a document can be represented as a continuous change of topics. Ben et
al. (2013) propose a bilingual lexical cohesion trigger model to model the
co-occurrence of the source language lexical cohesion item and its target
language counterpart, using mutual information to measure the strength of
their dependency. Following the same line of thought, Klebanov and Flor (2013)
first build word association profile, i.e. pointwise mutual information (PMI),
for all pairs of content words from a very large and diverse corpus, and then
compute the average of word association profile (termed as lexical tightness)
for each target translation. They have shown that translated texts are less
lexically tight than the originals and that better translations are tighter than
worse translation in terms of average value of PMIs in the text under evaluation.
In line with these studies, | compute the lexical tightness of each translation,
with a slightly more complex method of building the word association profile. In
Klebanov and Flor's work (2013), they compute PMIs using all co-occurrence
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counts of content words in the same paragraph from a large and diverse
corpus. However, | argue that content words do not necessarily collocate with
other content words beyond a sentence boundary. Thus, there is no point in
building an association profile for words which are separated too far from each
other in the paragraph. For instance,

The life of a worker honeybee is even separated into successive
occupations : during the first three weeks the young worker grooms
the queen and her eggs , cleans out the hive , cools it by wing-
fanning at the entrance , and attacks or walls in intruders . Only
after this apprenticeship is the graduate allowed to leave the hive
and forage for nectar and pollen . Add to such behaviour the fact
that some ants use leaf fragments as spoons in which to carry soft
food back to their nest , and one is tempted to describe insects as
" intelligent " and begin to make comparisons between insect and
human societies .

in which ‘life’ in the first sentence and ‘hive’ in the second sentence will co-
occur less frequently than ‘allow’ and ‘leave’ in the second sentence. Therefore,
| apply a sliding window strategy to the content words in the same paragraph
where | compute PMIs for words appearing within a [—5, 5] (left 5 words and
right 5 words) from the Chinese Wikipedia Dump'? for all translations. This
technique significantly reduces the size of the association profile, speeding up
the training process. To represent the translated sentences and documents, |
average all the PMIs according to the PMI association profile.

Other than the lexical tightness of the text, | also measure the string-based
and word-representation-based distance and correlation

— lexical tightness
Pointwise Mutual Informaiton (PMI) (Church and Hanks, 1990) of content
words in a text

— averaged cosine distances of adjacent sentences
computed from vectors of bag-of-words.

Textual data are converted into d-dimensional vectors of numbers reflect
various linguistic properties of them, and the bag-of-words approach
looks at the histogram of the words within the text, considering each word
count as a feature (Goldberg, 2017). The averaged cosine distances
of adjacent sentences in a document are used to represent the content
coherence within the document. Cosine distance is obtained as

DC(AvB) =1- SC(AaB)7

3https://dumps.wikimedia.org/zhwiki/20171103/zhwiki-20171103-pages-articles-
multistream.xml.bz2. Detailed description of the corpus is provided in Section 5.3.1



3.2 Human Quality Estimation Features 49

ID Definition # Features
F1-24 PoS tags [S & T] 2*12
F25-98/A Dependencies [S & T] 2*37
F99-112 Shallow Features [S & T] 2*7

F113-124 Constituency [S & T] 26
F125-132A | Semantic role labels [S & T] 2*4

F133A Constituency parsing probability [T] 1

F134-174/\ | Cohesion and coherence features [S & T] | 41

Table 3.5 Monolingual Features

where D, denotes the cosine distance and S. is the cosine similarity that
can be computed by Equation 3.3.

averaged cosine distances of adjacent sentences
computed from vectors of word embeddings.

Recent trends suggest that neural network-inspired word embedding
models outperform traditional count-based distributional models in many
NLP tasks such as POS tagging (Collobert and Weston, 2008; Collobert
et al., 2011), analogy detection (Socher et al., 2012; Mikolov et al.,
2013a), sentiment analysis (Socher et al., 2011; Dickinson and Hu,
2015), textual entailment (Bjerva et al., 2014; Zhao et al., 2015). As Li
and Yang (2018) state, one of the most common applications of word
embeddings is semantic analysis, in which nearly half of them involve
word embedding.

In this work, adjacent sentence cosine distance is calculated by com-
puting the mean of the cosine distances of the concatenated vectors of
words (summation) in adjacent sentences.

averaged correlation distance of adjacent sentences
computed from vectors of bag-of-words.

averaged correlation distance of adjacent sentences
computed from vectors of word embeddings

3.2.1.6 Other Shallow Features

In addition to the features listed above, a group of shallow statistics of the ST and
the TT are included. They mainly consist of:

» Types
that refer to the size of the lexicon, i.e. a set of unique words, in running text.

» Tokens
that refer to all words in running text, i.e. the text size.
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» Type-Token Ratio, TTR
that stands for the proportion of the number of types to the number of tokens
in the running text. TTR is normalised as per Equation 3.1.

* Number of Sentences
+ Averaged Sentence Length

* Number of Content Words
which are lexical items having a relatively ‘specific or detailed’ semantic content
(Corver and Riemsdijk, 2001), including nouns, verbs, adjectives and adverbs.

* Number of Function Words
which carry little lexical meaning and express grammatical relationships among
other words within a sentence. For instance, function words in English include
determiners, conjunctions, prepositions, pronouns, auxiliary verbs, modals,
qualifiers and question words.

Thus far, the researcher has introduced the main components of this group of
features. Under the monolingual category, a detailed list of monolingual features in
both ST and TT is shown in Table 3.5 (triangle marked items are newly designed
features). Note that these features are computed at the document-level, and in the
case of sentence level QE, the adjustment in calculation should be accordingly made.
For instance, treating each sentence as an individual document and computing the
same set of features on its basis. In case such treatment that does not apply, |
remove the corresponding feature (s).

3.2.2 Bilingual Features

Bilingual features are linguistic variables linking STs and TTs in a dynamic way. As
a common practice of human translation, inspecting whether core information and
the ST features are completely and successfully delivered in the TT is a way of
measuring translation quality. For QE, | am looking for ways of simulating human
beings’ scrutiny of translation quality, i.e. comparing ST and TT from the perspectives
of all sorts.

3.2.2.1 Log Ratios of Paired Monolingual Features

Features that closely link ST and TT should be taken into account. In this regard,
The logarithmized ratio is adopted to make manageable the ratios of features pairs
coexisting in STs and TTs. For instance, the log ratio of ST and TT tokens can be a
feature to measure the completeness of the translation. | compute the logarithmized
ratios by taking the base 10 logarithm of the ratio of each feature between TT and
ST. To avoid the problem of zero division, | add a small floating number £(0.001) to
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both the numerator and the denominator. Equation (3.2) shows how such features

are calculated.
CO‘LLTlttt + f[oﬂoﬂ

O
810 Countst —+ f[o_oou

(3.2)

Fio g_ratio —

3.2.2.2 ST-TT Distance

City Block Distance (CBD) is also known as Manhattan distance. It measures the
distance between two points in a Euclidean space. On the assumption that the
closer two points are the more similar they are to each other. Smaller CBD values,
therefore, indicate better translation quality. In this study, STs and TTs are treated
as two Euclidean points in a space, and their distance is measured by CBD. This
concept is borrowed to quantify the distance between an ST and a TT in terms of a
specific feature pair or group. For example, the ST and TT token-type CBD refers to
the ST and TT distance between the two vectors of two elements (counts of types
and token in both directions). CBD can be computed as

n
d(ij) = Z IXik — Xjk|s
i=1

where x;x and x;i are both k dimension vectors (i.e. the size of coordinates in
them is k). Take the Semantic roles in both ST and TT as an example, as they are
divided into four groups, i.e. A0, A1, A2, ARGM, the CBD of semantic role labels
between ST and TT then should be two 1 x 4 vectors. Therefore, if the normalised
frequencies of the four SR labels are [7, 26, 4, 11] and the corresponding counts of
SR labels in TT is [10, 33,5, 26], the ST and TT SR CBD should be the absolute
differences of 4 pairs of coordinates, as is shown below.

Dsg = |7 — 10| + |26 — 33| + |4 — 5| + |11 — 26
=(B+7+1+15)
=26

This CBD value 26, calculated from the summation of the differences in SR label
frequencies, can be part of the quality-indicative features.

3.2.2.3 Pseudo-reference Agreement Scores

Pseudo-references are substandard reference translations generated by other MT
systems. As the name suggests, they are not classic ‘gold standards’ and can be
varying in quality themselves, not necessarily as good as or better than the target
translation under evaluation. The main theory of this approach is that through regres-
sion learning the trained metric (a learned function) is able to map a feature vector
(signifying target translation’s similarity to pseudo references) to a quality score of
whatever scheme. In this sense, imperfect translations are also informative, despite
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that we do not know the actual distance and the quality of the pseudo reference
(s). The concept of pseudo-reference was proposed to capture the adequacy of
translations and address the issues of combining evidence from heuristic distances
and calibrating the quality of pseudo reference system (Albrecht and Hwa, 2007b). |
will test this working assumption with our data in Chapter 5

In MTQE, pseudo-references are used as references to compare with target MT
translations using the well-known metrics, such as BLEU, HTER, METEOR, TER
(Snover et al., 2006). Researchers tried to integrate scores from the aforementioned
metrics to their feature set for QE. While the model of pseudo-references treats the
metric as a distance measure without human references, features are adapted from
the common standard distance metrics, such as BLEU, ROUGE (Lin, 2004), ME-
TEOR, Head Word Chain (HWC) (Liu and Gildea, 2005). To a certain extent, these
studies have shown that metrics developed using regression learning based on a set
of pseudo-references rival standard reference-based metrics in terms of correlations
with human judgements. Pseudo-references are found to be informative comparison
points. Metrics trained this way often have a higher correlation with human judge-
ments than standard metrics based on multiple human references. Most importantly,
better target translations can even be predicted by the worse pseudo references
(Albrecht and Hwa, 2007a,b; Scarton and Specia, 2014a; Langlois, 2015).

To follow this approach, | use three MT systems (Google Translate', Bing
Translator' and Yandex Translate '®) to generate translations as references and
then calculate the ‘similarity’ between pseudo-references and translations as the
pseudo-reference agreement scores. To this end, a set of new features are proposed,
which include:

» TFIDF Cosine Similarity
Each target translation and the pseudo references are treated as a bag of
words and n-grams (1-3 in this study), and they are converted to a matrix of
sparse TF-IDF features, which are calculated in the form:

, N
tf-idfe ¢ = (1 + logtfi q) - log ar
t

Cosine similarity, which is defined as in Equation 3.3, is then obtained to
represent the distance between the target translation and the paired reference
translation. It is worth pointing out that | choose different similarity and distance
metrics in order to increase the diversity of features representations of STs and
TTs. The inclusion of other new metrics is mostly out of the same motivation.
Measuring the orientation of two n-dimensional vectors, the cosine similarity
computes document similarity (Xu and Wunsch, 2005). It calculates the
dot product of two numeric vectors, normalised by the product of the vector

“https://translate.google.co.uk/
Shttps://www.bing.com/translator
18hitp://https://translate.yandex.com/
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lengths. Intuitively, the higher its cosine similarity score is, the more likely two
translations match each other literally. Thus, their quality should be close. | use
cosine similarity for comparing the two vectors for both the target translation
and the reference. It is calculated as

_ %y
il Tyl

_ 21X Vi (3:3)

Vit Vi 912,

where x; and y; denote elements of vector x and y respectively. The re-
sulting similarity is bounded between 0 meaning irrelevant relationship and 1
suggesting exactly the same. In our case, the elements of vectors are word
frequencies of the sentences or documents. For each translation, | calcu-
late a cosine similarity score based on translation of each system and | also
compute a geometric mean of all three similarities. Therefore, | obtain 4 MT

pseudo-translation similarity scores for each translation.

cos(x,y)

» Geometric Mean of MT Cosine Similarity
To minimise the over-influence of any specific pseudo-reference similarity in
measuring the quality of the target translation, | compute the geometric mean
of the cosine similarity between the input and three pseudo system outputs.

In mathematics, the geometric mean is one of the three classical Pythagorean
means, indicating the central tendency of a collection of observations. The
other two are the arithmetic mean (i.e. the sum of a set of numbers divided
by the number of the numbers in the set) and the harmonic mean (i.e. the
reciprocal of the arithmetic mean of the the reciprocals of the collection of
numbers). A geometric mean is defined as the nth root of the product of n
numbers (Mohanty and Kumar, 2015, pp.33):

N
GM = (Hxi> = /X1X3 ... Xn.
i=1

» Levenshtein Distance

The Levenshtein distance is a numerical representation of the minimum cost
of insertions, deletions or substitutions that transform one string into another.
It compares sequences, such as phone string, dialect pronunciation, text simi-
larity, gene sequence (Heeringa, 2004). In respect of target translations and
pseudo-references, the running texts or sentences can be viewed as a whole
sequence of characters or letters and compared. Pseudo-references and
translations that have smaller Levenshtein values are likely to be overlapping
in content.
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Fundamental to the idea of the Levenshtein distance is the notion of string
changing operations, a collection of deletions, substitutions and insertions that
determine the extent to which two strings differ from each other. Levenshtein
distance can be normalised in various ways (Marzal and Vidal, 1993; Weigel
and Fein, 1994; Li and Liu, 2007). Among various approaches to normalisation,
| select the normalisation based on the shortest and longest alignment length
(Heeringa, 2004) because of its simplicity and easy implementation, in addition
to its taking into account the alignment nature of translation as a regularisation
means. Thus, | have three metrics based on Levenshtein distances, i.e. the
original Levenshtein, the normalised one based on the short alignment and
the normalised one based on the longest alignment, for measuring the string
similarity between the pseudo-references and the target translation.

Sorensen Distance

The Sorensen distance, also known as Dice’s coefficient, is a metric originally
designed for the comparison of biological specimens, and it yields a real
numeric value between 0 and 1. This metric can be employed to describe the
lexical similarity between two sequences of strings (Thomas and Short, 1996,
pp.217). The formula for Sorensen distance is then given as:

2 XNY|
S=———,
S =TXT+7v)
where | X | and | Y | denote the number of substrings (e.g. bigrams) in the two
sequences, and | X N'Y | represents the number of matching bigrams.

Jaccard Distance

The Jaccard distance is complementary to the well-known Jaccard similarity
coefficient for measuring the relative size of the overlap of two finite sets A
and B (Kosub, 2016). It is defined as:

|AUB|[—]ANB|

where | XU Y | is the size of union and | X NY | is the intersection of two
sets. Therefore, the metric is equivalent to subtract the Jaccard coefficient
from 1. This metric is, among many others, one of the classical text similarity
measures to compare words, sentences, paragraphs and documents from a
string-based perspective (Gomaa and Fahmy, 2013).

TFIDF Weighted Word Representation Similarity

In this work, | implement word embedding based sentence similarity calculation
by computing cosine distance of the mean of the concatenated vectors of words
in a sentence or a document in the target translation and its corresponding
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mean of the concatenated vectors of words in the sentence or document of
the pseudo-references. While it is viable to compute the cosine distance of the
averaged vectors that are concatenated after removing the stopping words in
a sentence or a document, | propose to use the mean of the TF-IDF weighted
vectors for both target translations and pseudo-references in order to give
more weight to those more meaningful words in a sentence or document.

+ Similarity-based MT Evaluation Metrics

Though pseudo-references are not human translations, features adapted
from the above-mentioned distance-based metrics can be input to the selected
learning algorithm and combined mathematically with other features to quantify
the target translation’s quality. | choose the following MTQE metrics because
they are established standards representative of different focuses while MT
translations are evaluated. Another reason is that they are already included in
the MTEval toolkit'”, which saves us from the trouble of reimplementing them
from scratch.

- BLEU
- RIBES
— NIST

- WER

Take BLEU as an example. To measure the distance between the target trans-
lation and pseudo-translation, | obtain the sentence-level BLEU score and
corpus-level BLEU score. The only difference between the two scores is that
corpus-level BLEU score involves comparing the target translation with more
than one pseudo-reference, while sentence-level BLEU score means compar-
ing one target translation with only one pseudo-reference. In either case, the
whole documents of target translations, when evaluated as a whole, are treated
as individual sentences. This helps avoid the problem of incomplete target
translations (students sometimes produce shorter, misaligned translations),
which makes it impractical to compare them with pseudo-reference pairwise at
the sentence-level (i.e. one translation sentence v.s. one pseudo-reference
sentence) and the corpus level (i.e. one translation sentence v.s. multiple
pseudo-reference sentences). | compute the BLEU score for each target
translation against each pseudo-reference (sentence-level BLEU) and against
them all (corpus-level BLEU).

Note that RIBES has not been introduced in Section 2.2. It is short for rank-
based intuitive bilingual evaluation score. The metric is designed to tackle

https://github.com/odashi/mteval
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the problem that word order is not significantly penalised in conventional
metrics, an element particularly important for translation quality within distant
language pairs, such as English-Chinese and English-Japanese (Isozaki et al.,
2010). RIBES is based on rank correlation coefficients that compare the
word ranks in the reference and the target translation. Normalised Kendall t
(Kendall, 1938) and Spearman p are used to compute the word rank correlation,
penalised by the square root of precision (the number of corresponding words
in proportion to the number of words in the target translation). Spearman
correlation coefficient p and Kendall T are defined as in Equation 3.4 and
Equation 3.5.

6y &

where n is the number of smaples and d is the pairwise distances of the ranks
of the variables x; and y;.

p=1-

S
T ynn—1)/2—-Ty/nn-1)/2—-U (3-5a)
T=) tlt—1)/2 (3.5b)
U=)> ulu—1)/2 (3.5¢)

where S is the difference between the number of concordant pairs and the
number of discordant pairs, t is the number of observations of variable x that
are tied and u is the number of observations of variable y that are tied. These
rank correlation metrics are then normalised to be within the range [0, 1] as
follows.
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However, the metrics will overestimate incomplete translations if those few
words contained in the translation appear in the order as they are in the
reference. Therefore, the common metrics precision, recall and F-measure
are used to address the overestimation issue. Formally, they are given as
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and
(1+B?)PR

" (B HR)
Among them, c is the number of corresponding words and |h| is the number of
words in the candidate translation, |r| is the number of words in the reference
translation and B (default: 0.1) is a parameter. The precision is found to
correlate well with adequacy such that | have two new metrics:

with « (default: 0.25) being a parameter in the range [0, 1].

RIBES can be useful to measure translation quality for distant language pairs
by giving more prominence to the word ordering in the translations. However,
the parametrisation of certain variables such as « in the calculation is less
persuasive.

3.2.2.4 MT Back-translation Similarity

Back-translation is ‘a special case of the mapping of an equivalent set of sentences
in one language onto a set in another’ to check translation quality (Brislin, 1995,
pp. 32). In back-translation, a second bilingual or translator, who has not seen
the ST, translates the TT back into the SL. The purpose of such a process is to
obtain a literal version of TT in order to evaluate its semantic equivalence to the
ST. This method enables a monolingual of the SL to compare the two SL texts (the
original ST and its back-translated version) and make an indirect judgement about
the quality of the translation.

Therefore, the working sequence of back-translation would be ‘ST-TT-ST (back-
translated)-assessment’. To implement back-translation for hundreds and even
thousands of (sentences or documents of) human translations, we have to rely
on bilingual experts or professional translators to translate the TTs and evaluate
their back-translations. This is definitely unaffordable and impractical for translation
evaluation in large volumes. Therefore, | come up with an alternative solution: Using
three state-of-the-art commercial MT systems (Google Translate, Bing Translator
and Yandex Translate) to translate the human translations back to the SL, and to
compare the machine back-translated ST with the original ST | compute the similarity
scores between them.

For the set of features with respect to back translations, | compute the same set
of features as for pseudo-references.
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3.2.2.5 Alignment Features
In this section, | present my features of the word and phrase alignments.

+ Word Alighment Features

As far as we know, there are three common approaches that are used to
find mappings between individual token links in bilingual sentences, namely
the heuristic approach (word alignment based on co-occurrence) (Melamed,
1995; Moore, 2005), the stochastic approach (generative modelling) (Brown
et al., 1993) and the discriminative approach ( supervised or unsupervised
learning based) (Liu et al., 2005; Moore et al., 2006; Liu et al., 2009). Most cur-
rent work on word alignment is generative-modelling, which has been prevalent
in SMT. Generative models try to ‘build a stochastic model’ that can ‘translate
arbitrary sentences from one language to another’, modelling the translation
process as a search for the most probabilistic candidate (Tiedemann, 2011,
pp.60). Such stochastic models in the framework of SMT often use a latent
alignment variable to determine the correspondence of the source words and
the target words from parallel sentences using expectation maximisation (EM)
(Dempster et al., 1977; Liu et al., 2009). EM algorithm is an efficient iterative
procedure to compute the maximum likelihood estimate (MLE) of model pa-
rameters for which the observed data are the most likely. MLE is a method that
determines values for the parameters of a model such that they maximise the
likelihood that the process described by the model could actually be observed
(Pfanzagl, 1994, pp. 207). The EM iteration consists of two processes: expec-
tation and maximisation. In the expectation, the probability of the missing data
is estimated based on the observation of historical data and the current model
parameters, using conditional expectation. In maximisation, the likelihood
function is maximised under the assumption that the missing data are known.
Figure 3.3 illustrates word alignments between a source English sentence and
its parallel Chinese sentence.

As the figure of alignment shows, an equivalent translation often assumes a
large proportion of aligned words (7/11) between the ST and TT. This implies
that translation quality is to some extent related to how well two sentences are
aligned’®. In other words, the more aligned words we can find between two
sentences, the more likely they are translations of each other, given that both
sentences read grammatically and naturally.

Recent years have seen attempts using word alignment information for MTQE
(Ueffing et al., 2003; Bach et al., 2011; Popovic et al., 2011; Popovic, 2012;
Camargo de Souza et al., 2013; Specia et al., 2015; Abdelsalam et al., 2016;
Yuan et al., 2016). As Abdelsalam et al. (2016) noted, the majority of these

18]t is indeed the case with literal translations which use very light paraphrasing.
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Figure 3.3 An Example of Word Alignment

research focuses on exploiting alignment related information for word-level QE.
Among the few studies (Camargo de Souza et al., 2013; Abdelsalam et al.,
2016; Yuan et al., 2016) actually try to tackle QE at the sentence-level or above,
some features are too complex to be interpretable to humans. For instance,
Bach et al. (2011) use the source and target alignment context and even
combine the alignment context with POS tags, and Camargo de Souza et al.
(2013) implement features, such as proportion of alignments connecting words
with the same POS tag and proportion of words in ST and TT that share the
same POS tag. | argue that on the one hand, such features increase feature
complexity, and on the other hand, they are against the intuition that linguistic
attributes, such as POS, may not remain the same during the translation for two
drastically different language pairs. | continue my way of obtaining alignment
precision and recall in Yuan et al. (2016), which computes the proportion of
aligned words in source sentences or documents (precision) and the proportion
of aligned words in target sentences or documents (recall). They are similar to
two of many alignment features'® used by Camargo de Souza et al. (2013).
However, my word alignment features differ by considering the sentence or
document length information of ST and TT, and they are normalised. | also
propose that the summation of the logarithmized probabilities (IBM scores) of
all aligned words in the documents (sentences) could be a potential quality
indicator.

Therefore, we have three-word alignment features:

— normalised proportion of aligned words by ST length ( word alignment
precision)

®They use proportion of aligned words and proportion of aligned n-grams. The latter is similar to
the proposed feature of phrase alignments.
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— normalised proportion of aligned words by TT length (word alignment
recall)

— summation of the logarithmic probability scores of aligned words

» Phrase Alignment Features

In SMT, bilingual phrasal units in a relaxed definition are useful translational
knowledge, which is an essential part of statistical systems. Such a knowledge
resource is built from parallel corpora with alignment algorithms in the form of
‘phrase table’ listing word or collocation translations, translation examples at
various granularities, or generalisation of transferring rules and/or patterns for
translation (Wu, 2010). In SMT, interest in phrase alignment is more about the
methods of alignment (Koehn et al., 2003; Deng and Byrne, 2005; Zhang and
Vogel, 2005; DeNero and Klein, 2008; Neubig et al., 2011; Hewavitharana and
Vogel, 2016) to improve system performance and the application of phrase-
based models in other NLP scenarios (Imamura, 2002; MacCartney et al.,
2008) as well as in MT. However, little research has been done to explore the
application of phrase alignment in QE. To the best of my knowledge, this is the
first attempt to apply information regarding phrase alignments to HTQE. | am
particularly interested to know how bilingual phrasal units mined from large
corpora can be used as a resource for HTQE.

It is often observed that human translators translate groups of words as a
whole and words are rarely treated as the working translation units individually.
Translation variation from a large corpus and distribution of frequencies, as
illustrated in Table 3.6, will lead to varying probabilities of the aligned phrases.
For example, we query ‘It is generally accepted that’ on an online parallel
corpora®® and manually analyse the returned concordance lines so that we
can identify the frequencies for each corresponding translation segment in Chi-
nese. Though these candidate translations may not be exhaustive, students’
translations, if not among this list, are likely to be inappropriate translations.

Therefore, | propose that looking for the consistency of phrasal alignments in
trainee translations in relation to professional translations would be a viable
indicator of their quality. Under this circumstance, measuring the quality of
a translation pair has turned into the query of successful alignments in a
database, in which phrase (including word) alignments are learned directly
from a large training corpus. In the translation pairs, phrases, including words,
are looked up sequentially in the bilingual lexicon that is learned directly from a
bilingual corpus through an alignment process. The context and neighbouring
words to a sequence or phrase have been taken into consideration by the
alignment algorithm. Variations of handling ambiguity in the translations
are reflected in the aligned words or phrases themselves. Therefore, more

20Generated from http://www.linguee.com
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Source Translation Gloss Frequency
—f IR generally believe 4
L35 %K BH generally accepted opinion 4
—f A general public acknowledgement 2
M1 1,5 people generally believe 4
ltis generally accepted that —fif & IA s  general ideas believe 2
—f B & general opinion is 4
L Ll BF  states generally agree 1
MET AL B & what public agree is 1
% B % societies generally accept 1

Table 3.6 Professional Translations for the Same Source Text Phrase

percentage of phrasal alignments found in a student’s translation can be
interpreted as a higher degree of semantic adequacy and stylistic fluency.
Similar to word alignment features, | design three phrase alignments features
for STs and TTs. They are:

— normalised proportion of aligned phrases by ST length (phrase alignment
precision)

— normalised proportion of aligned phrases by TT length (phrase alignment
recall)

— summation of the logarithmic probability scores of aligned phrases

3.2.2.6 Bilingual Word Representations

Difficulties arise, however, when we try to recognise and quantify semantic simi-
larities across languages. Recognising bilingual semantic similarity is critical for
the identification of the equivalence of STs and TTs. After all, translation success
places much importance on the adequacy of TTs in relation to the STs. To quantify
this semantic adequacy or similarity between texts in two or more languages, we
need a method to tackle the non-occurrences of word pairs in training parallel texts
and help determine the similarity of bilingual texts.

Word representations (also known as embeddings) provide a viable solution,
capable of capturing not only semantic contexts across different languages but also
syntactic information (Zou et al., 2013). This special property makes it very useful
for quality evaluation. The concept of word embedding was originally put forward
by Bengio et al. (2003) as the distributed representation for words, simultaneously
representing each word and the probability function for word sequences on the
assumption that similar words have similar nearby representations. To illustrate, |
plot the first 500 words for better presentation by projecting into a 2D space their
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Figure 3.4 Top 500 words in Chinese Wikipedia (till May 2017)

word embeddings trained from Chinese Wikipedia?' with Gensim (Reh(ifek and
Sojka, 2010), using the t-SNE dimensionality reduction technique (Maaten and
Hinton, 2008) that uses random walks on neighbourhood graphs to allow the implicit
structures of all the data to influence the way in which a subset of data is displayed.

In Figure 3.4, | show that several clusters of words of similar semantics or
syntactic functions can be identified, as highlighted out in the red shapes. For
example, the cluster of countries at the right bottom consists of country names,
including France (V£[E’), Russia (‘4% 7', Britain (‘%:[Z’), United States (‘5£[E)
and India (‘E'f%’). Right below it is another cluster | did not highlight but is made
up of Chinese country name (‘7 AR FE", ‘7 E’) and big cities such as

21https://dumps.wikimedia.org/zhwiki/20171103/zhwiki-20171103-pages-articles-
multistream.xml.bz2
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Beijing(‘dL5(’), Shanghai(‘ L#’), Hong Kong (‘& #’) and China mainland (‘At).
These names of countries and places are mapped close to each other because
they are both close in meaning and similar in syntactic roles, i.e. they are all nouns
that may be subjects or objects of a topic. In the middle of the plot is a cluster
of Chinese connective words, e.g. 34 (‘still’) {75 (‘still’), f& (‘then’), #1 (‘but’), BEIR
(‘although’), HT (‘since’), IRTM (‘yet’), (B2 (‘but’), 7 H (‘moreover’), £ = (‘and
even’), AL (‘therefore’). They are clustered together because they play more or
less the same syntactic role in a sentence. Among these 500 words, | also identified
several other clusters of words about education, government bodies, measurement
words, entertainments, time units and administrative regions.

Monolingual neural language models represent word meanings via word em-
beddings built from predictions of word neighbours using the distributed Skip-gram
and Continuous Bag-of-Words (CBOW) models proposed by Mikolov et al. (2013a).
These models learn word representations that are predictions of the neighbours of
a word. Cross-lingual embedding enables the projection of examples available in
one language into a shared cross-lingual embedding space and the capability of
performing predictions in other languages. To this end, cross-lingual embedding
models use a translation matrix (TM) trained on a seed bilingual dictionary to con-
vert monolingual word embeddings into the shared space (Mikolov et al., 2013Db).
Similar studies aim to improve the process of TM production, e.g. via Canonical
Correspondence Analysis (Faruqui and Dyer, 2014), Global Correction (Dinu and
Baroni, 2014), or TM orthogonalisation (Artetxe et al., 2016) (Sharoff, 2018). Ruder
(2017) gave a nice overview of cross-lingual models and categorised them into four
different approaches:

* Monolingual mapping. Monolingual word embeddings are trained on large
monolingual corpora first. Then a linear mapping in different languages is
applied to enable unknown words from SL are mapped to TL.

» Pseudo-cross-lingual. By mixing contexts of different languages, a pseudo-
cross-lingual corpus is created to train word embeddings.

» Cross-lingual training. Word embeddings are trained on a parallel corpus,
and the cross-lingual constraint between embeddings of two languages are
optimised so that embeddings of similar words are close to each other in the
shared vector space.

+ Joint optimisation. Models are trained on parallel or monolingual data, and
a combination of monolingual and cross-lingual losses are jointly optimised.

Unsupervised distributed representations of words capture important syntactic
and semantic information about languages, and this technique has been successful
in improving MT performance (Zou et al., 2013; Wu et al., 2014; Gouws et al.,
2015). Results in these studies show that bilingual translation scores generated
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from bilingual embedding models when used as features in SMT systems can
achieve significant improvement in terms of BLEU scores. Recently, there are also
work in which monolingual or bilingual embeddings are used for MTQE (Shah et al.,
2015; Abdelsalam et al., 2016; Paetzold and Specia, 2016; Scarton et al., 2016).
Word embeddings are used to represent the texts (sentences or documents) either
for direct training with an algorithm (Paetzold and Specia, 2016; Scarton et al., 2016)
or computing the similarity between STs and TTs that is consequently used as a
feature (Shah et al., 2015; Abdelsalam et al., 2016; Scarton et al., 2016).

| take the second approach. As | am estimating quality for human translations
at both sentence and document level, | train word representations directly through
a dictionary-based bilingual word embedding mapping (Artetxe et al., 2017). In
this approach, a small dictionary of the bilingual lexicon is used as the input of a
self-learning system that learns a better mapping and dictionary iteratively until a
certain convergence criterion is met. With sentence representations, | compute
cosine similarity between STs and TTs with the averaged vectors of the weighted
summation of the vectors of all non Out-of-Vocabulary (OOV) words in them.

3.2.2.7 Bilingual Terminology

Two situations often arise in the process of translation and interpreting, i.e. ‘the
terminology requirement of any translation (terminology in translation)’ and ‘the
translator’s (or interpreter’s) terminology needs (terminology for translation)’ (Cabré,
2010, pp.358). In this sense, terminology plays an important role in the process
of translation and interpreting. This is because it helps translators organise their
domain knowledge and provides the means (usually terms in various lexical units) to
express subject knowledge adequately. In the meantime, lots of bilingual terms come
from translations. Translation scholars and practitioners have realised the reciprocal
relationship between terminology and translation, maintaining that terminology
correctness is associated with the quality of the translation (and interpretation)
(Brunette, 2000; Xu and Sharoff, 2014; Kim et al., 2015; Karoubi, 2016).

The acknowledgement of the contribution of terminology to translation quality is
also echoed by the translation industry. The ‘up-to-date knowledge of the subject
material and its terminology in both languages’ is written in the ATA Code of Profes-
sional Conduct and Business Practices (2009) (ATA, 2010). Accurately reproducing
the content of the original and using appropriate terminology has become the official
assessment criteria of some in-use translation-error-based evaluation schemes. For
instance, the MeLLANGE project (Secara, 2005) defines six terminology errors??,
and the Multidimensional Quality Metrics lists terminology as one of the eight major
dimensions, which is subdivided into three children issue types (term inconsistency,

22The main terminological errors are incorrect terminology, false cognate, term translated by non-
term, inconsistent with glossary, inconsistent within TT, inappropriate collocation, and user-defined
errors.
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ZH Glossary

JChEE, RN /\/Jb ECG Respiratory system

O R R 5T Heart Respiratory system
OISR AN L Heart disease and blood disease
O M TR Cardiovascular diseases

O F1 &R REE AN Heart disease and circulatory system diseases

Table 3.7 Examples of Incorrect Terminology Error

termbase?, and terminology domain?*) (Lommel et al., 2014a). SAE J2450 also
includes the wrong term as one of the default errors (SAE, 2001). These error
types and practice code demonstrate that adherence to the specified terminology
is considered a central concern in translation for the delivery of quality-assured
translations. In my data, | have identified that incorrect terminology has been a
common problem for translations unfavourably scored by human annotators. Table
3.7 lists some samples of infelicitous Chinese (ZH) translations for the English term
‘cardio-respiratory system’ (\0:fifi &%¢) highlighted by the annotators.

From a user’s expectation perspective, appropriate terminological use is also
viewed as one of the important quality parameters. For the purpose of marketing,
companies will localise the manuals that accompany their products. Even though
they strive to release all language versions of their products at the same time,
localisation cannot be done at the expense of quality to endanger the customer
satisfaction. Their dissatisfaction will lead to more potential losses in revenue.
Therefore, speed and quality are what localisation services users are looking for
(Warburton, 2013). They would expect that all the terms are translated correctly and
consistently, and translators will not invent terms randomly wherever SL terms cannot
find an equivalent in the TL without scientific analysis and sufficient documentation.

It is clear that finding an equivalent for terms in a translation impacts the overall
quality of the translation. When assessing a translation, evaluators should also
consider how well a translator achieves in successfully rendering those terms in
an ST. However, this element of translation has not drawn enough attention from
researchers in MTQE, and in human translation quality assessment, the complete
evaluation of the translation of terminology is carried out by human assessors
and evaluators manually and subjectively, with or without references. Manual
compilation of bilingual term lists for each translation evaluation task is an expensive
and laborious effort, hence the rarity of an up-to-date, specialised and relatively
comprehensive term database for the TQE purpose.

| propose to automate as much as possible the process of recognition and
evaluation of terminological equivalence in STs and TTs. Thus, features related to
bilingual terms as quality indicators are explored. | propose a supervised learning
method with minimal requirement for linguistic processing (Details will be provided

23a term is translated with a term nonconforming to the specification.
24a term is translated as a term from a different domain.
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ID Definition Feature
F181A log ratio of shallow features 7
F184A/ shallow features CBD 3
F185-204/ log ratio of ST-TT cohesion and coherence features 20
F205-206/A ST-TT cohesion and coherence features CBD 2
F207-243/ log ratio of dependency features 37
F244 N dependency feature CBD 1
F245-250 A log ratio of constituency features 6
F251 A ST-TT constituency CBD 1
F252-263/\ log ratio of PoS tags 12
F264 A PoS tag CBD 1
F268A log ratio of semantic labels 4
F269A Semantic role labels CBD 1
F270-275A  alignment features 2*3
F276-312/A MT Back-translation features 37
F313-349/ Pseudo-reference features 37
F350-351 A terminology precision and recall 2
F354 A log ratio of ST-TT language model features 3

Table 3.8 Bilingual Features
in Chapter 4) to automatically recognise terms from the bilingual running texts. Two
features will be combined with other features for HTQE.
» normalised ratio of automatically identified terms to the length of TTs
» normalised ratio of automatically identified terms to the length of STs

Bilingual features are listed in Table 3.8.

3.2.3 Language Modelling Features

As far as language modelling features are concerned, they consist of TT lexical
language model (LM) perplexity score and TT POS LM perplexity score. These
features will be explained in the following.

3.2.3.1 LM Perplexity Score

Language models are statistical models of word sequence. They play an essential
role in many NLP applications, such as MT, speech recognition, handwriting recog-
nition, language tagging and parsing (Jurafsky and Martin, 2008, pp.4). A statistical
language model is a probabilistic distribution over sequences of words. Given a
model of length 1, it is in a sense exhaustive of vocabulary of the target language,
and it can assign to a sequence of words a joint probability

P(W) = P(W17W27 S 7Wi)7
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where P(W) can be computed using the chain rule as

~
2
=
3
z
=
3
z
k
>
:
2
2
k
:
?

Pwiwsy ...wy,) =

= H P(wilwiwy ... wi_q).

We can then estimate the joint probability of an entire sequence of words by multi-
plying together a number of conditional probabilities. Given an n-gram model, we
can approximate its history by just the last few words. With a bigram model, we can
rewrite P(W) as

n

P(W) = P(wp|lwn_1) = H P(wilwi_).

i=1

In a similar vein, Given a trigram model, P(W) is calculated in the form of

P(W) =P(wnwn_1,Wwn_o) = H P(Wilwi_o, wi_1).

i=1
To compute the specific n-gram probabilities, MLE is employed to get the MLE
estimate paramters of a n-gram model. For word x and y in any corpus C with words

w, the probability of bigram xy can be computed and normalised by the sum of the
all the bigrams sharing the first word x:

C(xy)
PYK) = 5=y
which is then further simplified as
C(x

In building a language model, data sparsity is a major obstacle as word sequences
may not occur in the training data. Backoff-smoothing (Katz, 1987) is often adopted
to tackle the issue. In this study, | use the shift-beta smoothing on IRSTLM (Federico
et al., 2008). LM is a technique that estimates the conditional probability of a word
given its history in the n-gram. Thus, an n-gram model is the common strategy to
model the probability distribution of sequences. It is assumed that the identity of the
i’th word in the sequence depends only on the identity of the previous n-1 words
(Collins, 2013).

LM perplexity score is a canonical measure of goodness of a statistical lan-
guage model (Azzopardi et al., 2003). It is defined as the inverse probability of the
distribution W, normalised by the number of words:

2~

PP(W) = P(wiwy - -- wy) N,
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where P(-) is LM probability of the test set (Jurafsky and Martin, 2008, pp.14). Thus
if we are computing the perplexity of W with a trigram language model, we have

N
. 1

i=1

The language modelling and ML community has been using low perplexity
representations to indicate the likelihood of a sequence of words. It is very useful
to model a prior distribution over sequences of words and tell which are probable
or unlikely in a language. In order to automatically rank the translation produced
in terms of fluency, a statistical language model of the target language is often
built and then applied to judge the probability and perplexity of the target text. The
higher ranking output with low perplexity score is deemed to be the more fluent and
therefore a better translation.

3.2.3.2 Log Probabilities

In most cases, language model probabilities are represented and computed in log
format in that it can efficiently handle the problem of numerical underflow. Since
probabilities are less than or equal to 1, the more probabilities we multiply together,
e.g. in the case of a very long sentence, the smaller the final product becomes. Using
log probability allows us to get numbers that are not too small and do computation
and storage in an efficient manner (Jurafsky and Martin, 2009). | compute the log
probabilities for each sentence and each document, using the 3-gram language
model trained with the selected English and Chinese Monolingual corpus (described
in Chapter 5).

3.2.3.3 Out-of-Vocabulary Words

Unknown words, or out of vocabulary (OOV) words, are words that we do not see
in a language model. Given a large size of training data, if words in a translation
are not commonly seen in the language model, it is very likely that either these
words are too domain-specific or they are simply wrongly used or made up. Thus,
high percentage or normalised counts of OOV words to some extent indicate a
deterioration of translation quality, or viewed positively they indicate the lexical
variation and creativity of translators.

N-grams models have received intensive research since its invention. Sequence
n-gram model is one of the typical extensions to traditional n-gram model. A
sequence can be a sequence of words, word classes, POS tags or whatever symbols
bear lexicogrammatical information. In this study, a translation lexical LM probability,
i.e. the probability of the sequence of words themselves and the probability of
sequences of POS tags are measured against the pre-trained language models of
word n-grams and POS n-grams. | set the n to be 3 as it is a common choice with
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ID Definition # Feature
F356 ST & TT 3-gram LM perplexity score 2
F358 ST & TT number of Out-of-Vocabulary (OOVs) 2
F360 ST & TT PoS 3-gram LM log probability score 2

Table 3.9 Language Modelling Features

large training corpora (millions of words) in practical NLP applications (Rosenfeld,
2000).
Language modelling features selected are listed below in Table 3.9

3.3 Summary

The purpose of the current chapter is to design a framework of the feature set for
the representation of human translation data for later ML tasks.

Following the survey of features used for MTQE in Chapter 2, the author proposes
to reduce the constraints on translations to linguistic ones only and treat translation
as a linguistic transfer activity in which all external constraints are embodied in the
final products themselves. Thus, selecting linguistic and shallow features that are
comparatively easy to implement and including them in the framework is a viable
solution.

The proposed feature set consists of monolingual, bilingual and language mod-
elling features, with heavily extended new features targeting specifically HTQE to
overcome the observed fallacies of current MTQE. Except for those shallow features,
| have adapted and designed an extended collection of features (marked with trian-
gle in Tables 3.5, 3.8 and 3.9) for HTQE. In the next chapter, | present the solution
to bilingual terminology extraction for HTQE.






Chapter 4

Cross-lingual Terminology
Extraction for HTQE

4.1 Introduction

Automated Terminology Recognition (ATR) aims to identify terminological units in
domain-specific corpora. Such information is useful for several tasks, such as
dictionary compilation, ontology building, information retrieval, text summarisation
(Conrado et al., 2013). Research in ATR for the TQE purpose is still at an earlier
stage (Oliver, 2017), partially because it deals with bilingual terminology extraction,
which is believed to be more complicated than monolingual term extraction (Gaussier,
2001) .

For efficient term extraction, many specific methods have been proposed. Kang
et al. (2005) have identified that linguistic, statistical and hybrid systems are three
predominant approaches to ATR. Linguistic systems make use of POS tags, lexicons,
syntax or other domain- and language-specific linguistic structures. However, the
rule-based linguistic approach (Ananiadou, 1994; Bourigault et al., 1996; Heid, 1998;
Wermter and Hahn, 2005; Fahmi et al., 2007) is heavily language-dependent with
low portability and extensibility to a different language. Another critical drawback
of linguistic systems is their incapability of identifying boundaries of complex and
nested phrases, i.e. the Nested Noun Phrases challenge (Li et al., 2012b). Most rule-
based systems execute pattern clauses in order. The process may introduce a chunk
boundary that prevents a latter pattern from executing. Take the phrase ‘Provisions
of shading devices’ for example. In the case of ontology learning, the nested phrase
‘shading device’ is preferred over the longer phrase. However, the dilemma occurs
when it comes to the noun phrase ‘the authorities having jurisdiction’.

Purely statistical systems are commonly achieved by utilizing frequency, sig-
nificance and degree of association, and heuristics measures to determine the
termhood of words and the unithood. These methods concentrate on real terms
at the top N ranks of total candidates in an attempt to facilitate subsequent human
experts validation and filtering (Kageura and Umino, 1996; Zhang et al., 2008). The
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major advantage of the statistic approach is language-independence. However,
studies have shown that statistics, such as frequency, Mutual Information and its
variants, have incongruous performance on different datasets and behave signifi-
cantly different to favour either high-frequency events (i.e. ‘noisy’) or the rare events
causing a high number of terms identified (i.e. ‘silence’). Quantity and quality of
the dataset also have been identified as the important factors influencing statistical
approaches (Li et al., 2012a).

The predominant hybrid approach exploits the advantages of both rule-based
and statistical methods. Statistical steps are applied to the narrowed-down list of
candidate terms identified by various domain-specific linguistic heuristics so as to
further improve the accuracy. Nevertheless, by nature, the combination of linguistic
filters and statistical ranking would lead to degenerated precision with the increase
of recall, as reported in (Pazienza et al., 2005).

Terminology extraction in translation involves cross-domain and cross-language
datasets. However, compiling linguistic rules to extract terms from both languages
is laborious and costly, and the datasets in different languages often cause the
incongruous performance of statistics. Therefore, it would not be viable to take
the hybrid approach for an economy purpose, i.e. manual preparation of linguistic
filters to be used with statistical extractors is costly. Thus, | follow the machine
learning approach and present a supervised learning approach for term extraction
based on language-independent features. | present a quality-oriented approach
focusing on terminology for translational data. The whole pipeline is illustrated in
Figure 4.1. A range of representative and language-independent algorithms are
exploited to compute term representations to train classifiers that classify n-grams
into terms and non-terms. The approach | take differs from other ML approaches
based on linguistic features and context information (Erdmann et al., 2009; Zhang
et al.,, 2010; Li et al., 2012a; Hakami and Bollegala, 2017). Instead, | adopt a feature
set based on language-independent statistical measures that can be computed
directly from the corpus containing target terms. Only minimal linguistic processing
such as tokenisation and lemmatisation is used for data and feature extraction.
Another contribution of this research is that | carried out experiments to provide
comparative results, based on a standard benchmark of publicly available corpora
across four domains and two languages (Chinese and English). Besides, unlike
most of the previous research that focuses on Indo-European languages, such as
English, Spanish, Swedish and Russian, which are closely related, | work on a
distant language pair, namely English and Chinese.

4.2 Related Work in Bilingual Term Extraction

Taking a ‘similarity context vector approach’ (Déjean and Gaussier, 2002), which as-
sociates the words with the context vectors of the nearest lexical units in the bilingual
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Figure 4.1 Terminology-focused Translation Quality Evaluation Pipeline

lexicon, Daille and Morin (2005) propose tackling fertility’, non-compositionality?
and variation®. They use both linguistic and statistical methods to identify the source
and target terms from monolingual corpora and then link multi-word terms (MWTSs)
in the source language to single words and multi-word terms (MWTSs) in the target
language. The authors claim their approach has the capacity of handling French-
English terms variations. The method has demonstrated satisfactory performance of
identifying translations (within the top 20 candidates) for multi-word terms. However,
lower accuracy (i.e. candidate terms are far out) in identifying one-to-one (i.e. single
word term for single word term translation) and one-to-many (i.e. single word term
and multi-word term for single word term translation) is observable. It is also ques-
tionable to what extent this variation-oriented approach applies to other languages
which are less morphosyntacticly variational, such as Chinese and Japanese.
Based on the same idea of context similarity (Rapp, 1995; Fung and Yee, 1998),
Saralegi et al. (2008) use Earth Movers Distance (EMD). In the case of document
similarity, the EMD is employed to compute the minimum cost of the weighted graph
as the similarity value between two documents. Documents are represented as the
word distributions and weighted on their individual TF « IDF values. On such a basis,
a weighted graph is constructed to find the flow between words in document A and
B with the minimal cost. The resulted work normalised by the total flow denotes the
EMD (Wan and Peng, 2005) to compute the similarity between corpora. A bilingual
dictionary is used to translate the source context vectors for computing the context
vector similarity. In the end, the authors find combining cognates in the ranking

Terms are not always translated by terms of the same length.

2When terms are translated, target sequences of terms are not typically composed of translations
of their parts.

3Terms could appear in texts under different forms reflecting either syntactic, morphological or
semantic variations (Daille, 2003).
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process more suitable for texts of science domain where cognates are prevalent.
The authors also admit that the relatively small sizes of their test corpora cause a
significant decrease in the recall, as very few words pass the frequency threshold
necessary to obtain a good precision in the phase of computing context vector
similarity.

Erdmann et al. (2009) propose the extraction of bilingual terminology from large
multilingual Wikipedia to complement bilingual dictionaries for languages and text
domains where no parallel corpora exist. They develop a method that analyses
redirect page and anchor text information to extend the number of term-translation
pairs while maintaining high accuracy, by training a Support Vector Machine (SVM)
classifier on a portion of randomly extracted and manually annotated term-translation
pairs. The trained SVM classifier further increases the recall of finding translation
term pairs. However, the precision still warrants improvement in comparison to other
methods (e.g. online dictionary BEOLINGUS* method, Interlanguage link method).

Lu and Tsou (2009) deal with bilingual term extraction in a comparable corpus of
patents. The authors present a framework consisting of 4 main steps: monolingual
extraction of single-world terms (SWTs) and multi-word terms (MWTs), parallel
sentence identification, bilingual candidate term extraction and bilingual term classifi-
cation. The proposed framework provides an alternative to mining the bilingual terms
from sentence-level parallel corpora, but the extraction of monolingual candidate
terms is limited to noun phrases (< 5 words) from comparable monolingual corpora.
Thus, other terms, e.g. verb and adjective terms, are often ignored.

Vintar (2010) describes a hybrid term extractor using morphosyntactic patterns
and statistical ranking to select domain-specific expressions for each language pair.
Term translations between two languages are identified using the bag-of-words
approach. The proposed method does not require parallel corpora and hence
applies to comparable monolingual corpora, provided a domain-specific lexicon or a
bilingual lexicon is ready. Despite all the advantages of handling term variations and
multiple translations, high precision and its applicability to automatic term recognition
(ATR) from non-parallel corpora, the system still depends on the manual compilation
of monolingual pattern rules. As a consequence, it suffers from recall problem?® of
candidate terms from monolingual domain-specific corpora.

TTC TermSuite (Rocheteau and Daille, 2011) is a 4-step graphical utility based
on UIMA framework (Ferrucci and Lally, 2004) to perform bilingual term extrac-
tion from comparable corpora. The tool consists of 4 procedural steps (i.e. text
preprocessing, linguistic analysis, monolingual term extraction and bilingual term
alignment) and supports analysing large volumes of unstructured data. The tool
provides a processing chain for cross-language term extraction from comparable
corpora, but it requires domain experts to compile pattern rules during the linguistic

4http://dict.tu-chemnitz.de/
SBecause manually compiled syntactic patterns usually do not have complete coverage of candi-
date terms and often introduces noise as well.
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analysis phase to configure both the source language and target language before
term extraction and alignment. Even worse is that the precision of extraction and
alignment generally decreases with the increase of recall, as is often the case with
hybrid term extraction method (Zhang et al., 2016).

Gaizauskas et al. (2015) developed a multi-component (data collection, domain
classification, monolingual text extraction and bilingual term alignment) system that
automatically gather domain-specific bilingual term pairs from web data. Their
workflows consist of four steps in sequence: collecting parallel and/or comparable
corpora; classifying the collected web resources into pre-defined categories of
domains via vector representation; extracting terms from monolingual documents
in different domains through linguistic and frequency filtering; aligning the terms in
parallel or comparable document pairs using context-independent mapping. Four
human assessment tasks and associated protocols are also designed to evaluate
the term extraction pipeline. Results show that 94% of the aligned terms were correct
translation equivalents, and there is not much variance between the accuracies
of terms with varying lengths. Despite the favourable findings from the evaluation
process, one of the most significant concerns is that the method mainly works
with data in European languages, and no clear evidence the pipelines will work on
remote language pairs.

In order to build a bilingual medical lexicon for the multi-lingual and multi-national
treatment, Xu et al. (2015) attempt to extract a bilingual lexicon from English and
Chinese discharge summaries with a small seed lexicon. Label propagation (LP)
method is adopted to extract SWT translation pairs, and MWTs are dealt with
using term alignment 6. In comparison to a baseline based on simple context
similarity, the proposed method shows superior performance with improved accuracy.
However, the translation generation by the combination method presupposes that
the compositionality is ubiquitous among the bilingual term pairs. This phenomenon,
however, does not always hold true (Daille and Morin, 2005).

Hakami and Bollegala (2017) train a binary classifier to determine whether two
biomedical terms written in two languages are translations. Several feature space
concatenation methods (e.g. linear concatenation, pair-wise concatenation) are
proposed to overcome the lack of common features between language pairs. Several
aspects of the performance of the proposed methods can be further improved.
Specifically, the ambiguity of term translations and identification of synonymous
terms need to be further addressed.

Though the aforementioned studies have attempted to deal with the task of
identifying bilingual terms from different resources, these systems and pipelines do
not readily serve the purpose of finding term pairs from the translated texts to be
evaluated. Besides, these term extraction methods often involve the compilation of

6Translation candidates of each component word of a Chinese MWT are first obtained and then
used to generate combinations for the whole MWT, upon which some plausible candidates are
selected.
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linguistic rules and rely on external tools or resources, and some of the methods
have a narrower scope as a result of focusing on specific types of terms (e.g. MWT or
NPs). As our aim to evaluate how well terms are translated’ in students’ translations
on different topics from various domains, we can neither manually design generic
linguistic patterns for all translations nor tolerate low recall for the sake of precision.
Therefore, a method of automatically identifying terms from both STs and TTs to
quantify their correspondence relation is needed.

For this purpose, | come up with an ML technique that uses language-independent
features to train a classifier which classifies n-grams into terms and non-terms in
both STs and TTs and finds their correspondence relation. In the following, |
describe the proposed method.

4.3 Terminology Classification

The following is a brief description of the features | use to train the term classifiers.

4.3.1 Common Statistics as Features

This study is based on the assumption that domain-specific terms have morpho-
logical feature, distribution feature, context feature, domain-specific feature and so
forth, which distinguish them from common words. | assume that a selection of
such representative features can help build a feature space that supports further
classification. The motivation of feature selection is to find one or more features that
can provide an efficient representation of the candidates from a given corpus, with a
particular focus on independence from languages and domains. Moreover, | hope
that the representations are effective to facilitate extracting both SWTs and MWTs.

From a pragmatic point of view, the features used in this research are computed
by JATE 2.0 (Zhang et al., 2016), a recently released open-source ATR tool. JATE
2.0 implements 10 representative statistical ATR algorithms that are scalable to
large corpora, including global distribution weighting schemes, e.g. TF-IDF, heuristic
based domain-specificity measures, e.g. C-Value (Frantzi and Ananiadou, 1996),
significance of association, e.g. x* (Matsuo and Ishizuka, 2004), contrastive mea-
sures for domain-specificity, e.g. Weirdness (Ahmad et al., 1999), graph based
measures, e.g. RAKE (Rose et al., 2010) and ensemble based measures unifying
both unithood and termhood measures, e.g. GlossEx (Park et al., 2002). These
features and their corresponding algorithms are listed in Table 4.1.

TTF, namely Term Total Frequency, is the total frequency of a candidate in the
target corpus. This algorithm is first documented in Justeson and Katz (1995),
where frequency information is taken into account for retrieving ‘words or phrases

"To see if all terms are translated correctly, or if good translations have more terms translated and
poor translations have fewer.
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Feature Algorithm Reference

TTF Total Term Fregeuncy (Justeson and Katz, 1995)
ATTF Average Total Term frequency -

TTF-IDF TTF with Inverse doccument Freq. —

RIDF Residual IDF (Church and Gale, 1999)
C-Value C-Value (Frantzi and Ananiadou, 1996)
RAKE Rapid Keyword Extraction (Rose et al., 2010)

x2 Chi-square (Matsuo and Ishizuka, 2004)
Weirdness Weirdness (Ahmad et al., 1999)
GlossEx Glossary Extraction (Park et al., 2002)

TermEx Term Extraction (Sclano and Velardi, 2007)

Table 4.1 Features Used for Term Exiraction

that are both highly indicative of document content and highly distinctive within a
text collection’.

Thus, in a relatively small size document, n-grams occur two or more times are
likely to be term units. Accordingly, the frequency of candidate terms in the running
text places an important constraint on the terms it contains.

ATTF takes the average of TTF and divides it by the number of documents in
which the candidate term occurs.

TTF-IDF is adapted from the classical TF-IDF. It replaces the local distribution
measure with the global distribution across the whole corpus and attempts to assign
higher values to words that appear more frequently in a few documents across the
whole corpus. This measure generally works well to filter common words (Ramos
et al., 2003).

However, like most of the frequency-based measures, it also suffers from some
inherent conventional drawbacks (Xia and Chai, 2011). Specifically, terms appearing
intensively on a few documents may not represent the specificity of terms in the
domain, when considering a corpus containing several subsets of documents about
different subtopics. Moreover, incorrect weighting is more likely to yield many
uninformative words such as function words, auxiliary words and conjunctions. This
side effect can be addressed by removing stopwords. Thus, TTF-IDF often serves
as a baseline of termhood metrics or is adopted as one of the several features in
ATR.

RIDF, known as residual IDF, was first proposed to identify keywords in a collec-
tion of documents and then adapted in ATR as a termhood metric. This measure
captures the deviation of the actual IDF score of a candidate from its expected IDF
score on a Poisson distribution, of which real term (or keywords) is assumed to be
higher than non-term (or ordinary words).

C-value is a typical hybrid ATR approach that combines linguistic and statistical
information, and more importantly, it can provide an ensemble representation of
unithood and termhood. Such a measure considers the impact of frequency and
length of a candidate term, capable of enhancing the conventional statistics of
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frequency. Thus, it is sensitive to nested terms such as the candidate term ‘T cell’
nested in longer terms ‘peripheral blood T cell’, ‘naive T cell’ and ‘T cell activation’.

Although it is initially proposed to extract MWTs, C-value demonstrates the
flexibility to handle shorter MWTs and even SWTs

RAKE, short for Rapid Automatic Keyword Extraction, is a type of graph-based
ranking model based on word co-occurrences. RAKE uses stop words/phrases and
punctuations/delimiters to isolate keywords from a document. The co-occurrence of
words in MWTs is leveraged as a meaningful clue to determine the importance of a
candidate term. This metric avoids the common drawback of the purely frequency
based statistics, i.e. bias towards SWTs. RAKE metrics can evaluate the exclusivity,
essentiality and generality of extracted candidate terms. The measurement is based
on three metrics, including word frequency, word degree (the occurrence of a word
in more extended candidate MWTs) and the ratio of word degree to frequency.

x% measure is commonly used for bigram statistics. The observed frequency of
co-occurrence is represented in a matrix, by which a null hypothesis can be tested
whether bigram tokens co-occur by chance. JATE 2.0 adapts the measure to work
with both SWTs and MWTs. If a term has no co-occurrence information, a zero
score is assigned.

Accordingly, a larger x?> means that the word is more important in the document.
x? is known to be biased towards low-frequency words. Other factors such as
frequency are usually combined to counteract its deficiency.

Weirdness, or specificity, is a type of contrastive ranking technique, which
is particularly interesting for identifying low-frequency terms. The technique was
introduced by Ahmad et al. (1999) and based on the hypothesis that the distribution
of a term within one domain differs from the distribution of the same word (s) in other
domains or general language use. It often compares the frequencies of candidates
in a domain-specific corpus with those in a reference corpus.

For MWTs, a geometric average of the weirdness of each component word is
computed (Knoth et al., 2009). British National Corpus (BNC)?® is adopted as the
general purpose reference corpus in JATE 2.0. The corpus is used in other two
contrastive ranking related algorithms, i.e. GlossEx and TermEx.

GlossEx was put forward to rank all glossary items of varying lengths. This is
another hybrid approach which measures the goodness of a term by combining
term specificity (i.e. termhood) and term association (i.e. unithood). The former
quantifies how much an item is related to a specific domain, and the latter describes
the association degree of words in the term.

The algorithm is a combination of two components with different weights, includ-
ing term-specificity (TD) and term cohesion (TC). Essentially, the TD is a contrastive
approach that computes termhood by comparing the relative probability of a term
against a reference corpus. TC is a generalised Dice Coefficient that measures the
degree of co-occurrence of words in MWTs. Like all other co-occurrence measures,

8hittp://www.natcorp.ox.ac.uk



4.3 Terminology Classification 79

this metric is biased towards SWTs. Thus, the weight to TC (i.e. 3 value) is set to
0.1 for SWTs in JATE 2.0 to address the issue.

TermEx is very similar to GlossEx with extra extension of entropy-related Domain
Consensus (DC) metric. DC gives more weight to a term that has even probability
distribution across the documents of the domain corpus. Another two components
are the Domain Pertinence (DP) and Lexical Cohesion (LC), which are essentially
the same as Weirdness and TC in GlossEx respectively. The final algorithm is a
linear combination of the three metrics with adjustable weights (default to 1/3 in
JATE 2.0).

4.3.2 Training Monolingual Term Classifier
4.3.2.1 Corpus

6 corpora are selected in my experiment, covering four different domains and two
different languages (of varying sizes). The GENIA corpus (Kim et al., 2003) is a
collection of biomedical documents, and it is the most popular dataset used in ATR.
ACL RD-TEC (Version 1.0) (Q. Zadeh and Handschuh, 2014) is a dataset created
recently for evaluating the extraction and classification of terms from literature in
Computational Linguistics. The first version is used in my experiment, containing
over 10,900 scientific publications and 82,000 manually annotated terms.

TTC, short for Terminology Extraction, Translation Tools and Comparable Cor-
pora, a recent European project covering eight languages, contributes various
linguistic resources for bilingual term acquisition and translation (Blancafort et al.,
2010). Two English-Chinese (EN-ZH) comparable corpora, totalling four datasets for
two specialised domains in Wind Energy (TTC-W) and Mobile technology (TTC-M),
are used in my experiment as test sets.

| present the detailed information of all 6 corpora in Table 4.2.

Corpus # of documents Size(tokens) Reference Term List
GENIA 1,999 420,000 35,800

ACL RD-TEC 10,900 36,729,513 22,013

TTC-W (EN) 172 750,855 188

TTC-M (EN) 37 308,263 143

TTC-W (ZH) 178 4,263,336 204

TTC-M (ZH) 92 2,435,232 150

Table 4.2 Corpora Used for Training Term Classifier

4.3.2.2 Dataset Pre-processing

Four English corpora are first tokenised by JATE 2.0 OpenNLP English tokeniser
and sentence splitter. Two Chinese TTC corpora are pre-segmented by white space.
Therefore, the Solr white space tokeniser that comes with JATE is directly applied.
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Next, | focus on the n-gram candidate terms with a maximum length of 5 (1 < n < 5)
in the experiment. | then further filter these n-gram candidates by removing stop
words® and setting minimum term frequency (> 2) and character length range for
English (2 < 1 < 50). ASCII folding and English lemmatisation are also performed
for English corpora. Ten aforementioned ATR algorithms are then run separately
to score all the candidates, the output of which will be used as features to the
subsequent process of dataset generation.

In the final step, training data and testing data are processed by n-gram string
matching with ten features outputted separately by the ten algorithms. The n-gram
datasets are further matched with specific Reference Term List (RTL) from each
dataset. Any matched n-gram will be labelled as true positive and those having
no matches will be viewed as non-terms. By this way, | eventually have 4,240 true
terms from GENIA and 9,057 from ACL RD-TEC respectively. To examine the effect
of different sizes of training and testing data, GENIA and ACL RD-TEC datasets are
used as training data in the experiment, and they are also used to validate classifiers
trained on each other. See Table 4.3 and Table 4.4 for the details of the n-gram
datasets generated in the experiment.

N-gram Datasets # of terms # of non-terms

GENIA 4,240 45,350
ACL RD-TEC 9,057 858,544
TTC-W (EN) 120 30,925
TTC-M (EN) 149 20,505
TTC-W (ZH) 125 132,407
TTC-M (ZH) 168 105,599

Table 4.3 Terms and Non-terms in Ngram Datasets

N-gram Dataset Size Training Testing
GENIA 49,590 Y Y
ACL RD-TEC 867,601 Y Y
TTC-W (EN) 31,045 N Y
TTC-M (EN) 20,654 N Y
TTC-W (ZH) 132,532 N Y
TTC-M (ZH) 105,764 N Y

Table 4.4 N-gram datasets generated in experiment

It is also commonly seen in the field of ATR that terminology datasets are highly
imbalanced, e.g. fewer positive and much more negative instances. Negative n-gram
candidates, i.e. non-terms, have a highly unbalanced distribution in the dataset as
shown in Table 4.3. To mitigate this effect in the subsequent training stage, | apply
the undersampling method (Lemaitre et al., 2017) to the majority of non-terms for
the training set.

9English n-grams are filtered by SMART stopword list, available via https://goo.gl/DXwrgy; Chinese
n-grams are pre-filtered by both English stopwords and the 125 Chinese stop words compiled by
Kevin Bouge, available via https://goo.gl/aOgRzd.
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4.3.2.3 Setup

The Random Forest (RF) learning algorithm in Scikit-Learn (alias sklearn) (Pe-
dregosa et al., 2011) is chosen to train a classifier. RF does not expect linear
features and can handle very well high dimensional spaces and a large number of
training examples (Breiman, 2001). In the training stage, all training sets are split
proportionally (75% for training and 25% for testing). For model selection, stratified
ten-fold cross-validation is used and repeated grid-search is employed for param-
eter tuning. Also, each individual feature is scaled to the ran