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Abstract

This thesis concerns the investigation of micromechanical resonators formed

either from group III-V semiconductors, or two-dimensional (2D) transition

metal dichalcogenides (TMDs). The work is motivated by furthering the

understanding of nonlinear resonator dynamics at the micron-scale, and,

separately, the possibility of coupling the mechanics to an embedded quantum

emitter. The latter is of particular interest for sensing applications using

micromechanical resonators.

First, gallium arsenide (GaAs) nanowires (NWs) are grown with cross-sectional

dimensions of varied elongation, and the effects of the elongation on the

resonator dynamics are studied. The single-mode dynamics of the NWs are

found to agree with predictions made using Euler-Bernoulli (EB) beam theory.

The NWs are then driven into the large amplitude regime of motion, and

the nonlinear response is used to estimate the cubic Duffing nonlinearity.

The nonlinear response of NWs gives rise to coupled mode dynamics. In the

coupled mode regime, a quadratic dependence between the change in the

fundamental (and second order) mode frequencies on the drive amplitude of

the coupled mode is observed. Depending on the NW elongation, and which

flexural modes are driven, a reversal in the direction of the frequency change

is observed. This response is explained using the coupled, nonlinear Duffing

equations of motion.

Strain coupling between the mechanical motion of a GaAs cantilever and

the emission properties of an embedded indium arsenide (InAs) quantum

dot (QD) is then investigated. The cantilever is driven at the fundamental

resonance frequency, and the effect of the cantilever motion on the QD emission

energy is evaluated. The QD emission energy is modulated at the cantilever’s

resonance frequency via the deformation potential, and is used to estimate

the QD-cantilever optomechanical coupling rate. Computational modelling is

used to predict the strain fields within the cantilever, and therefore estimate
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the optomechanical coupling rate. This is found to be in good agreement

with predictions made from the experimental observations. This research is

working towards the realisation of strain-induced sensing applications using

micromechanical resonators formed from III-V semiconductors.

Next, GaAs cantilevers, similar to those studied for the previous strain tuning

application, are integrated with a one-dimensional (1D) photonic crystal

cavity (PhCC), and a 1D perturbing PhC structure. The PhCC acts as an

on-chip spectral filter or cavity for enhancement of the QD emission. In this

system, displacement of the cantilever results in an out-of-plane separation

between the PhCC and the perturbing PhC structure, which can be used

to tune the PhCC mode resonance indirectly. Here, indirect tuning of the

PhCC resonance is attempted through electrostatic actuation of the cantilever.

Computational modelling is carried out to predict the optical response of

the PhCC in response to the out-of-plane separation of the perturbing PhC

structure, and the technological challenges involved with fabricating the

structures are outlined. This research has applications in on-chip integrated

quantum optical circuits.

Finally, monolayer tungsten diselenide (WSe2) integrated within an optically

and electrically active van der Waals heterostructure is studied, with specific

focus given to the emission properties of embedded single defect emitters

(SDEs). Electrical tuning of the SDEs is demonstrated, which has promising

applications for quantum information processing (QIP). Observations of SDEs

in monolayer TMDs motivated the study of the mechanical properties of

suspended molybdenum diselenide (MoSe2) monolayer resonators, which could

be used as mechanical strain sensors. The resonators are electrostatically

driven by applying a bias to the suspended structures with time varying

(VAC) and constant voltage (VDC) components. The initial tension within

the monolayer is tuned by controlling VDC, which in turn allows for tuning of

the resonator’s resonance frequency. Then, the monolayers are driven into

the large amplitude regime of motion (similar to previous demonstrations

using GaAs NWs and cantilevers) and nonlinear motion is observed. These

observations contribute to the fundamental understanding of the dynamical

properties of TMD monolayer resonators.
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Chapter 1

Introduction

Mechanical resonators are typically defined as three-dimensional suspended

structures, whose dynamical behaviour can be approximated and effectively

described as a harmonic oscillator[1]. In the simplest case, the mechanical

resonator’s resonant frequency depends on the dimensions, boundary condi-

tions, and material from which it is made. Resonators are usually driven at

their fundamental resonant frequency, which can be achieved in a number of

ways. For instance, mechanical, electrical, and optical driving methods are

well established and commonly implemented techniques.

In recent years, advanced fabrication methods have enabled the mass pro-

duction of micron-scale, and even nano-scale, mechanical resonators[2, 3].

Micromechanical resonators have attracted attention within the scientific

community due to their high fundamental oscillation frequencies[4, 5] and

mechanical quality factors (Q-factor)[6, 7], which are useful for fundamen-

tal studies of new phenomena, and could potentially lead to novel sensing

and transduction applications. Recently, micromechancial resonators have

been implemented as sensors of mass[8], acceleration[9], and temperature[10].

Furthermore, micromechanical resonators commonly exhibit interesting non-

linear dynamics[11, 12], whereby the frequency or amplitude response of

the resonator no longer has a linear dependence on external driving forces.

Coupled mode nonlinear dynamics are also of particular interest within these

systems[13, 14], with promising applications in frequency conversion[15], and

flexural mode squeezing[16].

Semiconductor micromechanical resonators predominately use silicon (Si)

as a host material, due to its mechanical properties, electrical conductivity,

and established fabrication techniques[17]. For example, Si micromechan-

27
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ical resonators have recently been used to demonstrate squeezed light[18]

and room temperature Q-factors of the order 106[19]. However, since Si is

an indirect bandgap semiconductor material, resonators made from Si have

fundamentally limited optical applications and functionality. Additionally,

the negligible piezoelectric effect to mechanical deformations in Si limits its

sensing applications. Thus, recent years have seen a rise in alternative, direct

bandgap III-V semiconductor resonators, such as gallium arsenide (GaAs).

GaAs micromechanical resonators not only improve the optical functionality

of the resonator, but also allow for piezoelectric sensing applications[20].

Furthermore, GaAs resonators can also be integrated with epitaxially grown

quantum emitters, such as indium arsenide (InAs) quantum dots (QDs), and

photonic crystal cavities (PhCC). Micromechanical resonators with embedded

QDs are of particular interest for sensing and mechanical readout applica-

tions, since QD emission properties can be altered and tuned by the strain

field induced by the resonator motion. Therefore, through measuring the

strain coupled QD emission, dynamical properties of the resonator can be

determined, without the need for external functionalisation of the resonator.

Recently, strain tuned emission from QDs embedded in micromechanical

resonators has been used to determine the resonator’s oscillation frequency,

the spatial positioning of the QD, and to demonstrate tuning of two QDs

into resonance[21]. Furthermore, the sensitivity of these systems is improved

when integrated with PhCC.

Regarding PhCC tuning, it is possible to mechanically tune the PhCC mode

resonance by physically straining the crystal. However, this method requires

larger strain fields than can typically be produced by micromechanical res-

onator displacement, and can potentially damage the structure and affect the

emission properties of embedded QDs. Alternatively, the resonance of a PhCC

integrated into a micromechanical resonator can be tuned indirectly by altering

the effective refractive index at the PhCC via the resonator displacement[22].

Indirect mechanical tuning is preferable over direct tuning techniques, such

as electro-optic[23], thermo-optic[24], and acousto-optic methods[25], since

these methods can lead to additional dissipation channels and large device

footprints. The ability to tune the optical properties of QDs and PhCC inte-

grated with semiconductor micromechanical resonators increases the range

of applications of such devices, for example as optical switches and sensors[26].
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The emerging field of two-dimensional (2D) materials is also of particular

interest for mechanical studies, due to their unique and desirable mechanical

properties. For example, 2D materials such as graphene[27] possess exception-

ally high Young’s modulus and strength, despite their low mass and reduced

dimensionality[28, 29]. Monolayer transition metal dichalcogenide (TMD)

materials, such as molybdenum diselenide, MoSe2, and tungsten diselenide

WSe2, are a subclass of 2D materials which have attracted attention within

the field of opto/electro-mechanical research due to their direct bandgap[30].

TMDs are commonly incorporated in van der Waals heterostructures, utilising

the unique optical and electronic properties of layered 2D material super-

structures. Furthermore, as is the case for GaAs micromechanical resonators,

piezoelectric effects can be utilised within TMDs for ultra-sensitive force

and mass transduction applications[31], as well as general photonics and

spintronics applications[32, 33]. Quantum emitters can also be integrated into

monolayer TMDs, with promising applications within the field of quantum

information processing (QIP)[34].

Work presented within this thesis contributes to the field of semiconductor mi-

cromechanical resonator research, presenting novel findings which is valuable

primarily for furthering the fundamental understanding of these structures.

Through experimental and computational analysis, I study the linear and

nonlinear dynamics response of GaAs nanowire (NW) resonators, as well as

strain coupling between the mechanical motion of GaAs cantilever resonators

integrated with QDs. Mechanically induced indirect tuning of PhCC mode

resonance is also studied using GaAs cantilevers. I also aim to contribute to

the relatively unexplored field of dynamical mechanics in TMD flakes, as well

as demonstrate controllable quantum emitter states within monolayer TMDs,

which could potentially lead to atomically thin force sensors. A more detailed

description of the contents of this thesis is included below.
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1.1 Thesis outline

In Chapter 2, background information is provided regarding the basic the-

oretical framework used to describe the linearised response of mechanical

resonators. This is followed by an explanation of reduced dimensionality in

III-V semiconductor materials, focusing on the optical and electronic proper-

ties of QDs. The background concludes with a description of the fundamental

principles of 2D materials, specifically suspended monolayer and heterostruc-

ture forms of TMDs.

In Chapter 3, the fabrication techniques used to make the micromechanical

devices discussed within this thesis are presented. Chapter 3 also includes the

experimental and computational methods used to characterise and analyse

the mechanical and optical response of the devices.

In Chapter 4, tunable nonlinear mechanical mode coupling within GaAs

NWs is demonstrated for the first time. First, the bottom-up sample growth

procedure is discussed, used to grow NWs with three different cross-sectional

dimensions. A theoretical and computational analysis is performed to model

the dependence of the NW’s mechanical response with respect to the cross-

sectional dimensions, before the experimental procedure is discussed. The

chapter concludes by presenting the experimentally measured linear and

nonlinear, single and coupled mode frequency response of the NWs, detected

using laser interferometry.

In Chapter 5, GaAs cantilevers with embedded QDs are used to investigate

strain coupling of QD emission to PhC cantilever motion. Initially, the opera-

tional principles of strain coupling via the deformation potential are explained,

before a computationally modelled prediction of the strain field within a can-

tilever is expounded. The chapter goes on to experimentally demonstrate

strain coupling of the QD emission to the cantilever motion using a time

average photoluminescence (PL) measurement at cryogenic temperatures.

In Chapter 6, an indirect tuning of a PhCC waveguide integrated into an

electromechanically actuated cantilever device is investigated. First, the

operational principles of indirect cavity mode tuning are presnented, before

computational modelling of a simplified tunable structure is shown. The

chapter goes on to describe the device fabrication procedure, before the

one-dimensional PhC cavity modes are characterised experimentally using
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non-resonant excitation at cryogenic temperatures. Finally, electrical tuning

of QD emission into resonance with the PhC cavity mode in these devices is

studied.

In Chapter 7, two different samples made from TMD materials, WSe2, and

MoSe2, are discussed. The first sample consists of a WSe2 monolayer encapsu-

lated between layers of hexagonal boron nitride (hBN) and graphene, creating

an optically active van der Waals heterostructure. A description of the van der

Waals heterostructure fabrication procedure is given, as well as experimental

data showing tunable single-defect emitter (SDE) states within the WSe2

monolayer. The second sample consists of suspended MoSe2 layers used as a

mechanical drum resonator, probed using laser interferometry. A description

of the fabrication procedure is given, as well as valuable experiential data

showing linear and nonlinear dynamics of these materials, which are relatively

unexplored within the mechanics and micromechanical resonator community.

Chapter 7 concludes with a summary of work presented for both samples.

Finally, Chapter 8 concludes with a summary of all work presented within this

thesis, before potential future developments for each chapter are discussed.
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Chapter 2

Background

2.1 Micromechanical resonator dynamics

Developments within the field of micro/nano-scale fabrication techniques over

recent years have enabled reliable production of high quality micro/nano-

mechanical resonators, leading to a rise in interest within fundamental and

applied research[35, 36]. Micromechanical resonators are appealing candidates

for sensing applications due to their small device footprint, and naturally

high oscillation frequencies[37]. The operational principle behind such sensors

is simple; a change in temperature, pressure, or mass (etc.), will result in a

measurable change in the resonator’s natural oscillation frequency. Thus, the

ultimate detection sensitivity of a micromechanical sensor directly depends

on its dynamical response, and is therefore critical to understand in order

to realise future sensing applications. Furthermore, nonlinear dynamics are

commonly observed in micromechanical resonators, leading to interesting

physical phenomena such as bistability[11] and frequency mixing[38]. Nonlin-

ear effects are a complex phenomenon and the focus extensive theoretically

and experimental research, but also have practical applications, such as

bidimensional sensors[38]. A general description of the linear and nonlinear

dynamics within micromechanical systems is presented below, with a specific

focus on cantilever resonators.

33
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2.1.1 Linear dynamics

Research presented in Chapters 4, 5, and 6 discusses nanowire and cantilever

micromechanical resonators, where one end is clamped to bulk material, while

the opposite end is suspended and free to oscillate, as shown in Figure 2.1.

The bending line, shown by the dashed white line, defines the curvature along

the length of the cantilever as the free end is displaced from it equilibrium

position.

Figure 2.1: Schematic illustration of a suspended cantilever structure, where the
length, thickness and width of the beam are annotated as L, h, and w, respectively.
The free-end oscillation of the cantilever is indicated by the curved black arrow,
while the bending line is annotated along the length of the cantilever. The inset
below the cantilever shows a cross-sectional slice of the beam, with w, and h
dimensions annotated relative to the y- and z-axes.

Since the cantilever shown in Figure 2.1 has length, L much greater than its

width, w, and thickness, h, it can be approximated as a ‘beam’, and analysed

as such. It is beneficial to model the cantilever as a beam since the theoretical

framework describing the mechanical response of beams is well established, and

extensively studied[39]. This is mainly due to how common beam structures

are within the fields of structural, mechanical, and civil engineering. Over

the years, multiple mathematical models to explain the mechanics of beams,

or “beam theories”, have been developed. Beam theories are one-dimensional

approximations of three-dimensional solid state systems, based on the linear

theory of elasticity. The two most commonly used theories are Euler-Bernoulli
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(EB) beam theory[40], and Timoschenko beam (TB) theory[41], with the main

difference between the two being in the assumptions made by both models.

In EB theory, shear deformations are assumed negligible, and cross-sectional

planes along the length of the beam are always perpendicular to the bend

line, shown in Figure 2.1. However, in TB theory, shear deformations are

taken into consideration, and the cross-section is free to rotate along the

bending line. Ultimately, this difference means beams treated with EB theory

exhibit a stiffer flexural response when compared with TB theory. Since TB

theory takes shear deformations and planar rotations into account, it can be

considered a refined model compared to EB theory, but is typically used for

thicker, shorter beams[42]. The lower limit for the ratio between the beam

length and thickness for which EB theory is still applicable is estimated to be

∼ 10[42, 39]. If the ratio between length and thickness is large enough, then

the discrepancy between predictions made by the two models is very small.

EB theory is used to describe micromechanical resonators discussed within

this thesis, and is discussed in more detail below.

The EB equation of motion for a one-dimensional elastic beam approximates

the motion of micromechanical resonators made from an isotropic material,

and which satisfy the dimensional criteria discussed above. The EB equation

of motion is given as[43]

− EI ∂
4ṽ(x, t)

∂x4
= ρA

∂2ṽ(x, t)

∂t2
. (2.1)

In Equation.2.1, E represents the Young’s modulus of elasticity and I is

the second moment of area, which defines the geometrical coordinates of a

cross-sectional plane of the beam with respect to an arbitrary axis, as shown

by the light blue inset in Figure 2.1. The second moment of area, I, defines

the moment of inertia of a cross-sectional slice of the beam, and can be used

to estimate the rigidity of the beam upon deflection. For instance, a thicker

beam with a larger value of I will exhibit a stiffer mechanical response, and

is therefore more rigid when subject to an applied load. For a rectangular

beam as shown in Figure 2.1, I with respect to the z-axis is derived using

a standard integral[44], and is found to be equal to I = w3h/12. Similarly,

the second moment with respect to the y-axis is defined as I = h3w/12, thus

the beam is stiffer along the y-axis, as expected. The displacement along the

z-axis as a function of distance along the beam, x, and time, t, is given by

ṽ(x, t), while the material density is given by ρ. The cross-sectional area of
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an infinitesimally small slice of the beam is given by A, such that ρA = mass

per unit length. The product EI is known as the bending rigidity, D, and

describes a beam’s resistance to flexural bending.

In order to simplify Equation.2.1, a mathematical procedure called the

Galerkin method is used to rewrite the displacement of the beam, ṽ(x, t), as

ṽ(x, t) = ε(x)v(t). In its rewritten form, ε(x) and v(t) describe the spatially

dependent and time dependent mode shape of the resonator, respectively,

where the fundamental mode shape is illustrated in Figure 2.1. By substitut-

ing the cantilever displacement in its rewritten form and separating variables,

the time dependent response of Equation 2.1, is given as

m
d2v(t)

dt2
+ γ

dv(t)

dt
+ kv(t) = F, (2.2)

where m is the mass of the resonator, F is the driving force, and k is the

spring constant. The term γ(dv(t)/dt) is added to the equation of motion

to account for the damping within the system. Equation 2.2 is clearly

recognisable as the expression for a driven, damped harmonic oscillator.

Therefore, as the cantilever is displaced, the spring constant will provide a

restoring force in the direction of the equilibrium position. The damping

factor, γ(dv(t)/dt), determines how efficiently the flexural motion of the

cantilever will be suppressed as the cantilever oscillates.

Similarly, the spatially dependent part of Equation 2.1 is given as

d4ε(x)

dx4
= β4ε(x), (2.3)

where β4 is defined as β4 = ρAω2/D, where ω is the angular resonance

frequency of the beam. Equation 2.3 can be solved to predict the resonance

frequencies of fundamental and higher order modes of the resonator. Equation

2.3 is solved by considering the boundary conditions of the a given resonator

system. In the case of a cantilever shown in Figure 2.1, the boundary

conditions are: ε(0) = ε′(0) = ε′′(L) = ε′′′(L) = 0. Applying these boundary

conditions to Equation 2.3 gives the solution

cos(βL)cosh(βL) = −1. (2.4)
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Solving Equation 2.4 for βL yields the expressions for the natural resonance

frequencies of the cantilever. The first three natural frequencies are given in

Equation 2.5(a) to (c), as f1, f2, and f3, respectively.

f1 =
1.87512

2π

√
D

ρAL4
(2.5a)

f2 =
4.69412

2π

√
D

ρAL4
(2.5b)

f3 =
7.85482

2π

√
D

ρAL4
(2.5c)

Equation 2.5a and Equation 2.5b can be used to determine a characteristic

figure of merit within EB theory: the ratio of the second order and fundamental

mode frequency, defined as f2/f1 = 6.267. This ratio is commonly used

to determine if a resonator behaves as an EB beam. Through algebraic

manipulation, and assuming a rectangular cross-section of thickness, h, for a

cantilever of length, L, Equation 2.5a can be rewritten in the form,

f1 =
1.8752h

2π
√

12L2

√
E

ρ
(2.6)

which is typically more convenient for quick calculations of the resonator

response. However, to characterise more interesting and complex resonator

dynamics common when operating in the large amplitude regime, nonlinear

effects within the micromechanical resonator must be considered.

Thermal fluctuations of cantilever motion

The resonator displacement attributed to thermal oscillations depends on

material and environmental properties, and is derived from the resonator’s

total average energy, < ETotal >. Assuming the resonator behaves as a one-

dimensional (1D) simple harmonic oscillator (SHO) and obeys Hooke’s law,

< ETotal > is given by the sum of the average kinetic and potential energies

of the resonator, which is equal to kBT . From this, an expression for the

thermal displacement of the resonator is given as

zth =

√
kBT

k
. (2.7)
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In Equation 2.7, zth defines the magnitude of thermally induced fluctuations

of a resonator along the z-axis, k is the resonator spring constant, kB is the

Boltzmann constant, and T is the environmental temperature. The spring

constant for the cantilever geometry subject to a point load localised to the

free end of the cantilever is defined as

k =
Ew

4

(h
L

)3

, (2.8)

where the dimensions of the cantilever are given by the variables w, h, and,

L, as shown in Figure 2.1. Using Equations 2.7 and 2.8, one can estimate

the displacement due to thermal fluctuations of a GaAs cantilever (at room

temperature), with dimensions h = 200nm, w = 10µm, and L = 30µm, gives

zth ∼ 250pm.

2.1.2 Single mode nonlinear dynamics

When the oscillation amplitude of a resonator is sufficiently large, the system

can no longer be simply described by Hooke’s law, and will begin to demon-

strate nonlinear dynamics. Therefore, the system will deviate from the linear

dependence between displacement, x, and the restoring force, F , predicted by

the well-known equation: F = −k0x. Where k0 is the linear spring constant,

and doubling the force will result in a doubling of the beam displacement.

As a result, the harmonic oscillator potential must be extended to higher

order powers of the displacement to accurately describe the resonator motion.

This gives rise to a cubic term in the equation of motion, known as the cubic

Duffing nonlinearity[45]. This term is critical for describing the nonlinear

resonator motion, is the focus of research presented within Chapter 4, and is

of importance for future sensing applications[46, 47].

The specific origin of the Duffing nonlinearity can be different depending

on the resonator boundary conditions, and the experimental measurement

conditions[48, 49, 50]. It can be attributed to, for example, nonlinear damping

(i.e. when the resonator is not studied in vacuum conditions [51]), inertial

nonlinearities (i.e. a nonlinear change in the resonator’s effective mass due

to additional degrees of motional freedom[52]), or material nonlinearities (i.e.

a transition from a linear to nonlinear relationship between the stress and

strain within a resonator when it is extended beyond its yield point[53, 54]).

Although, it has been shown though numerous experimental studies, when
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considering the fundamental flexural mode response of cantilevers, the origin

of the Duffing nonlinearity is attributed to changes in the resonators shape

[11, 38]. Hence, this nonlinearity is referred to as a ‘geometric nonlinearity’.

This nonlinearity is understood by considering the relationship between the

strain and displacement of the beam. When subject to a linearly increasing

extremal force, the beams vertical displacement transitions from a linear to

nonlinear dependence on the force, due to the increased curvature of the beam.

(This can be theoretically derived from the moment-curvature relation given

by EB-theory, and is shown graphically in Ref.[55]). The change in curvature

of the beam is a result of the nonlinear in-plane tension upon deflection[56, 57].

Specifically, the local change in inter-atomic lattice spacing within the beam

causes tension[58], which gives rise to a phenomenon known as stress-stiffening.

This is characterised as an increase in the beams transverse stiffness due to

the in-plane tension[59], and alters the final beam geometry, giving rise to the

curvature[45, 55]. In this regime, the beam develops a stiffer flexural response

compared to its dynamics in the linear regime of motion. A commonly used

macroscopic analogy of this system is a fishing rod. I.e. when a heavy load is

applied to the free-end of the rod, it will develop exhibit increased stiffness

and curvature compared to its response in the liner regime of motion[60].

Consequently, the beams mechanical response transitions from a linear to

nonlinear strain-displacement dependence, when subject to the linearly in-

creasing load[39, 61]. This can be viewed experimentally as a transition from a

linear to nonlinear force-displacement relationship. This response is obviously

not expected when solely considering the simple linear force-displacement

dependence predicted by Hooke’s law, with linear spring constant, k0. To

account for this, the beams spring constant must also include the higher order

terms of the harmonic oscillator potential[45]. Fundamentally, not taking the

geometric nonlinearity into account will result in an overestimation of the

predicted beam displacement, and an underestimation of the beams natural

frequencies[55].

Nonlinear dynamics of a cantilever beam attributed to geometric nonlinearites

can be described using EB theory, through the mathematically-involved anal-

ysis presented in Ref.[52, 62]. From these publications, the equation of motion

predicting cantilever displacement, ṽ, during flexural motion, is given as

D
[
ṽ′′′′ + [ṽ′(ṽ′ṽ′′)′]′

]
+ ρwh¨̃v + η̃ ˙̃v +

ρwh

2

(
ṽ′
∫ s

L

∂2

∂t̃2

∫ s1

0

(ṽ′)2ds2ds1

)′
= F̃ .

(2.9)
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In Equation 2.9, the primes and dots represent differential operations with

respect to the cantilever arc length, s, and time, t̃, while D, ρ, η̃ and F̃

represent the bending stiffness, material density, damping coefficient, and

driving force, respectively. Again, the cantilever dimensions are given as

L, w, and h, as shown in Figure 2.1. As is often the case with complex

differential equations, it is typically easier to perform manipulations in dimen-

sionless form. The dimensionless form of Equation 2.9 is realised by making

substitutions: v = ṽ/h, x = s/L, η = η̃L4/(Dτ), t = t̃τ , the time scaling

factor, τ = L2/
√
ρA/D. Subsequently applying the Galerkin procedure to

the dimensionless equation of motion, such that the expression for the first

mode can be rewritten as v(x, t) = a(t)ε(x) (as was done to derive Equation

2.2), allows one to derive the equation of motion in a simplified dimensionless

form[13]

ä+ ω2a+ ηȧ+ γ1δa
3 + γ2δ(aȧ

2 + a2ä) = F (Ω, t). (2.10)

Equation.2.10 is the nonlinear Duffing equation used to describe the nonlinear

dynamics of NWs discussed in Chapter 4. Here, a is the normalised resonator

displacement, ω is the dimensionless resonance frequency, δ = (h/L)2 is a

dimensional scaling factor, and F (Ω, t) is the driving force which operates

with normalised frequency, Ω, and time t. The coefficient γ1 parametrises the

geometric nonlinearity, while γ2 parametrises the inertial nonlinearity, defined

below for the fundamental flexural mode as[39, 52],

γ1 =

∫ 1

0

ε(x)
(
ε
′
(x)
[
ε
′
(x)ε

′′
(x)
]′)′

dx = 40.44, (2.11)

γ2 =

∫ 1

0

ε(x)
(
ε′(x)

∫ x

0

∫ x1

1

(
ε′(x2)

)2
dx2dx1

)′
dx = 4.60, (2.12)

Equation.2.10, is solved analytically using Mathematica, in resonant and

non-resonant driving regimes, and presented in Figure 2.2.
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Figure 2.2: The resonantly (blue) and non-resonantly (red and green) driven
amplitude response of a cantilever, determined by analytically solving the nonlinear
Duffing equation of motion, Equation 2.10. The relative detuning of the drive
frequency, Ω, and cantilever resonance ω, is shown schematically in the figure inset.
The amplitude has a cube root dependence on the drive strength in the resonant
driving case, in the large amplitude regime.

The blue line in Figure 2.2 shows the oscillation amplitude of the fundamental

flexural mode, as a function of linearly increasing resonant drive strength.

The oscillation amplitude initially increases linearly with increasing drive

strength. As the drive strength is increased and the cantilever enters the large

amplitude regime of motion, geometric nonlinear effects become significant,

and the amplitude response develops a nonlinear dependence on drive strength.

In the large amplitude regime the amplitude has a cube root dependence on

the drive strength, such that a ∝ F 1/3, limiting the physical displacement of

the cantilever.

The red line in Figure 2.2 shows the oscillation amplitude of the fundamental

flexural mode, when the drive frequency is detuned to slightly higher fre-

quency than the cantilever resonance frequency, ω. The discontinuity in the

cantilever response indicated by the dashed red line indicates there are two

stable solutions to Equation.2.10, a high and low amplitude solution; this

response is known as bistability, and is a commonly observed phenomenon

in micromechanical resonator research[11]. Bistability is commonly observed

experimentally by adiabatically and continuously sweeping the drive frequency

through the cantilever linear eigenfrequency. The threshold of bistability
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strongly depends on the system’s initial boundary conditions, as well as the

external drive frequency and strength.

The green line in Figure 2.2 shows shows the oscillation amplitude of the

fundamental flexural mode when the external drive frequency is detuned

much further from ω. The far-detuned driving results in the inefficient driving

of the cantilever oscillation amplitude, with cantilever amplitude therefore

exhibiting a linear dependence on drive strength, with a shallow gradient.

The nonlinear Duffing equation of motion is commonly used in the study of

micromechanical resonators, effectively describing the nonlinear mechanics

(such as bistability) of beam-like micromechanical resonators, like those dis-

cussed in Chapter 4. Furthermore, nonlinear dynamics within micromechnical

resonators can also lead to mode coupled dynamics[38], whereby the dynamics

of one flexural mode are affected, and can even by controlled through the

dynamics of another flexural mode, as a result of tension within the resonator.

Coupled mode nonlinear dynamics are treated with the same theoretical anal-

ysis described above, however, due to the complexity of modal interactions

the mathematical description of non-linear coupled mode dynamics is far from

trivial. Coupled mode dynamics are discussed in more detail in Chapter 4.

2.1.3 Electromechanical actuation

Micro-electromechanical systems (MEMS), such as the cantilevers and sus-

pended flakes discussed in Chapter 6 and 7, respectively, can be displaced

from their equilibrium position via the application of an external electric field;

this technique is known as electromechanical actuation. Figure 2.3 shows the

simplest configuration of a MEMS device with a cantilever geometry.

As shown in Figure 2.3, the suspended cantilever and substrate are made from

electrically conductive materials, and act as the parallel plates of a capacitor,

separated by a distance, d. The uniform blue lines in Figure 2.3 indicate a

uniform electric field between the plates. The attractive electrostatic force

can be calculated for the case of a constant uniform electric field, E, between

the plates, and is given by

F =
1

2

∣∣∣∣∣∂C∂d
∣∣∣∣∣V 2 =

εAV 2

2d2
=
CV 2

2d
, (2.13)
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Figure 2.3: Schematic diagram of electromechanically actuated cantilever device,
where a voltage, V, is applied to the top and bottom electrical contacts (shown
in gold), between the cantilever and the substrate (shown in light green). The
cantilever and substrate are separated by an insulating layer (shown in dark green)
of thickness d, creating a uniform electric field (shown in blue).

where C is the parallel plate capacitance, V is the potential difference, ε is

the permittivity of the material between the plates, and A is the surface area

of a plate.

The displacement of the cantilever as a function of applied voltage can be

determined theoretically by equating the capacitive force between two charged

plates, given in Equation 2.13, with the restoring force of the cantilever, given

by Hooke’s Law, and is shown in Equation 2.14.

εAV 2

2d2
= k(z0 − z), (2.14)

where, ε is the permittivity of the material between the plates, A is the surface

area of a plate, k is the spring constant of the cantilever, and z0 and z are the

initial and final distance of the cantilever from the substrate. Substituting

the cantilever spring constant (given in Equation 2.8) into Equation 2.14,

the displacement response of the cantilever with respect to square applied

voltage, V 2, is determined and is shown in Figure 2.4.

As the applied voltage is increased from V = 0 the cantilever will displace from

its initial position, z0, as it is pulled closer to the substrate. The cantilever will

continue to be deflected toward the substrate until a separation of z = 2/3z0

is reached. At this point the capacitive force exceeds the restoring force of

the cantilever, shown in Equation.2.14, and the cantilever is pulled down and

makes contact with the substrate. The cantilever can only be released from

the substrate if the adhesive forces between the substrate and the cantilever

can be overcome by the restoring force of the cantilever.
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Figure 2.4: Dependence of cantilever displacement on the squared applied voltage,
derived from Equation 2.14. The capacitive force exceeds the resorting force of the
cantilever at the pull-in voltage. Figure used with permission from Ref.[63]

The threshold applied voltage required for the cantilever to return to its equi-

librium position is less than the voltage require to pull the cantilever to the

substrate at z = 2/3z0, resulting in a hysteresis effect[64]. It should be noted

that the electromechanical response shown in Figure 2.4 is an approximate

response of the system, since as the cantilever is displaced from it’s equilib-

rium position, the plates are no longer parallel, and the capacitive force is no

longer uniform along the length of the beam. However, this approximation

has been shown to describe experiential observations of electromechanically

actuated GaAs cantilevers with reasonable accuracy[63].

If the voltage, V , across the sample has both alternating current (AC) as well

as direct current (DC) components, as is the case for suspended electrome-

chanical devices in Chapter 7, Equation.2.13 can be rewritten as[65],

F ≈ 1

2

∣∣∣∣∣∂C∂d
∣∣∣∣∣V DC(V DC + 2V AC). (2.15)

Equation.2.15 shows that the total potential difference between the plates is a

superposition of DC and AC components, labelled V DC and V AC respectively.

V DC provides an initial static displacement to the resonator from its equi-

librium position, altering the initial tension within the membrane. V DC can

consequently alter the mechanical oscillation frequency of the resonator. V AC

provides an periodically modulated electrical potential, which results in driven
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dynamical motion of the resonator. The oscillation amplitude and efficiency

of driving is increased as the modulation frequency of V AC approaches the

intrinsic mechanical resonance frequency of the oscillator. When V AC = 0,

Equation.2.15 reduces to the simpler form shown in Equation.2.13.

2.2 Mechanics with embedded quantum emit-

ters

In Chapter 5, micromechanical cantilever resonators containing embedded

quantum emitters are discussed. In such systems, the mechanical properties

of the hybrid resonator could ultimately be used to influence the state of

the emitter, and vice versa[21]. Such hybrid systems can be used to probe

and control the resonator state through control over the quantum state[66].

Detecting the mechanical motion via a strain coupled embedded quantum state

is of particular interest for creating force and mass sensors whose detection

sensitivity is limited only by dephasing effects in the emitter. Similarly,

nondemolition readout and control of the quantum state can be achieved by

controlling the displacement of the macroscopic resonator[67]. These hybrid

systems could potentially be used to encode quantum information on the

emitter through manipulation of a macroscopic state[68]. Additionally, hybrid

optomechanical structures have recently been used to pursue optomechancial

cooling of a resonator to its ground state[69], in order to realise ultra-sensitive

readout limited only by quantum effects. Furthermore, these systems have

recently been used to demonstrate phonon lasing[70], mass sensing[71], and

non-classical states of motion[66].

The following section provides an introduction to self assembled semiconductor

quantum dots (QDs), which are a potential candidate quantum emitter to

embed within an micromechanical resonator due to their desirable properties.

For instance, QDs typically exhibit high single photon count rates with

intrinsically narrow linewidths, but can be integrated with semiconductor

resonators through established growth procedures (discussed in Chapter

3). Furthermore, and arguably most importantly, the QD electronic band

structure is sensitive to strain fields induced by micromechanical resonator

motion, providing a means of coupling between the emitter and mechanics.

The fundamental principles of this phenomenon are discussed within this

section, and studied experimentally within Chapter 5 [21, 72].
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2.2.1 Low dimensional semiconductors

In bulk semiconductors, the electron and hole charge carriers are assumed

to move freely within the confines of the material. The dispersion relation

for charge carriers within bulk semiconductor material is derived from the

free electron model, assuming a constant lattice potential. The charge carrier

dispersion relation within bulk semiconductors is given by[73]

E =
~2k2

2m
. (2.16)

In Equation 2.16 k and m define the wavevector and mass of the charge

carriers, respectively. The bulk semiconductor energy distribution is sketched

in Figure 2.5(a), where the electron and hole bands, referred to as conduction

and valence bands, are separated by a forbidden carrier occupancy range

called the bandgap.

Figure 2.5: Schematic illustration of the effects of increasing quantum confinement
(from a to d) on the energy-momentum (E-k) distribution and density of states
(DOS) with respect to energy of a direct bandgap semiconductor. An illustration
of the confinement of the semiconductor material, as well as the conduction and
valence band E-k dispersion diagram, and DOS with respect to energy for (a) a
bulk semiconductor, (b) a quantum well, (c) a quantum wire, and (d) a quantum
dot, are shown. The conduction and valence bands are separated by a band gap
energy shown in green.
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Reducing the physical dimensionality of the bulk semiconductor, such that

it is comparable with the electron’s de Broglie wavelength, can result in the

material exhibiting optical and electronic properties distinct from the bulk

material. This effect is called “quantum confinement”, and is illustrated in

Figure 2.5. Quantum confinement effects are significant when the charge

carrier’s thermal energy, kBT ∼ 0.34meV (at a temperature of 4K), is less than

the confinement potential. Quantum confinement effects can be visualised

in the density of states (DOS) and energy-momentum (E-k) distribution of

semiconductor material as the dimensionality is reduced, as shown in the

lower panel in Figure 2.5(a) to (d). The DOS is simply the number of allowed

charge carrier states for a given energy, per unit volume.

In the case of a QW as represented in Figure 2.5(b), one dimension of the bulk

semiconductor is reduced to the scale of the Bohr radius (approximately 13nm

for bulk GaAs), leading to carrier confinement in this dimension. Stronger

carrier confinement results in stronger quantization effects, which discretises

the DOS in the confined direction, leading to new bands in the E-k dispersion,

and ‘steps’ in the DOS. The parabolic energy distribution in the remaining

two dimensions for the QW remains unperturbed.

In the case of the quantum wire shown in Figure 2.5(c), two dimensions are

confined on the scale of the Bohr radius. The DOS for the quantum wire

are more discrete when compared to the QW, with a slope due to the carrier

motion in the un-confined dimension. Spatial confinement of the charge

carriers in all three-dimensions yields completely discrete DOS, shown as a

delta function in Figure 2.5(d). Confinement in all three-dimensions forms

structures known as quantum dots (QDs), which can be approximated as a

two-level quantum system. Such a system can be thought of as an ‘artificial

atom’ in the solid state

InAs quantum dots

The QDs used in research presented in Chapters 5 and 6 are nominally InAs,

and are grown in a GaAs host material via the Stranski–Krastanov growth

technique (SK-growth) (see Section 3.1.1). The respective direct energy

transitions of GaAs and InAs at T∼300K are 1.42eV and 0.35eV. Upon

formation of spatially localised InAs islands within the GaAs host material,

the disparity in the semiconductor bandgaps allows for three dimensional

quantum confinement of the charge carriers, within the InAs, forming QDs
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with discrete energy states. The QDs are typically ∼20nm wide and ∼5nm

tall, resulting in stronger electron and hole confinement along the growth axis

(z-axis). Experimentally, the InAs QD bandgap energy is actually found to be

∼ 1.35eV (at 4K) due to confinement effects and intermixing of Ga and In.

Carrier generation within the QD can occur as a result of optical excitation,

whereby electrons are excited from the valence to conduction band, which

in turn forms a hole in the valence band. The electron-hole pairs are bound

by the Coulomb interaction, and referred to as excitons. Excitons can only

be formed if the energy given to the electron is equal to or greater than the

bandgap energy. During optical exciton generation, electrons are excited and

separated from holes by absorbing a photon of energy equal to the exciton

energy in accordance with energy conservation laws. The Pauli exclusion

principle limits the number of electrons and holes confined per energetic state

of the QD, such that the lowest energy levels in the conduction and valance

bands can contain two electrons or holes of opposing spin, respectively. This

is discussed in more detail in the following sections.

The recombination of charge carriers is the opposite process, in which the

exciton recombines, either radiatively or non-radiatively. In the radiative

case, an electron relaxes from the conduction band to the valence band, and

emits a single photon with energy equal to the exciton energy. In the case of

optical carrier generation, recombination of the exciton and radiative emis-

sion from the QD is termed photoluminescence (PL). Similarly, for electrical

carrier excitation, electron and holes are injected into the conduction and

valance bands respectively, and radiative recombination of the exciton within

the QD is termed electroluminescence (EL). Phonon processes dominate

the non-radiative processes within the QD, which are generally considered

undesirable, as they lower the radiative quantum efficiency. However, the

quantum efficiency is typically high for InAs QDs.

The QD exciton coherence time, the finite time within which photons emitted

by the QD have a distinct phase relation, is temperature dependent. By

reducing temperature, and thus reducing the probability of phonon-exciton

interactions, the coherence time is maximised, which is an essential require-

ment for quantum information processing (QIP). All experiments involving

QDs within this thesis are studied at cryogenic temperatures, ∼4K. At 4K

InAs QDs emit photons in the near infrared wavelength (∼ 870− 980nm), a
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bandwidth in which the surrounding GaAs material is optically transparent,

and which is compatible with efficient silicon based detectors.

Quantum dot energy level structure

Conduction and valence bands are formed from s-orbitals and p-orbitals of the

atoms which make up the bulk material[74]. This is relevant when considering

the total angular momentum, J, of carriers confined to the conduction and

valence bands. The total angular momentum, J, is given by the sum of the

orbital angular momentum, L and the spin angular momentum, S. As shown

in Equation.2.17,

J = L + S (2.17)

Electrons within the conduction band will have an s-type wavefunction

which by definition has orbital angular momentum, L=0. The electrons

themselves have spin angular momentum S=1/2. Therefore the total angular

momentum, J=1/2. This can be interpreted as the two allowed z-axis spin

state projections, commonly referred to as spin up (Jz=me
s,z = +1/2) and

spin down (Jz=me
s,z = −1/2) states.

The total angular momentum of the valence band is more interesting due to

the non-zero orbital angular momentum of p-type wavefunctions exhibited

by the holes confined to the valence band. p-type wavefunctions have L=1,

whilst for holes S=1/2, leading to total angular momentum eignenvalues,

J=3/2 and J=1/2. Thus the z-axis projections of Jz, mj,z, are given by ±3/2,

±1/2 for the case when J=3/2. Similarly, mj,z is given by ±1/2 when J=1/2.

Holes confined within the J=3/2 valence band with z-resolved total angular

momentum Jz=mHH
j,z =±3/2 are commonly referred to as heavy holes (HH).

Likewise, holes in the J=3/2 band with Jz=mLH
j,z =±1/2 are called light holes

(LH). Holes in the J=1/2 band are found at lower energy, due to spin-orbit

splitting. A schematic diagram of the bulk semiconductor energy bands when

total angular momentum is considered is given in Figure 2.6. The LH and

HH are seen to be degenerate in energy and momentum at zero momentum

point in Figure 2.6. However, perturbations due to the confinement potential

of the system must be considered. Strain introduced via lattice mismatch

between GaAs and InGaAs results in an energy splitting and lifting of the

degeneracy of the LH and HH bands. Therefore, the lowest energy holes

confined within the valence band of a QD are assumed to behave like HHs

with Jz=mHH
j,z =±3/2 within a parabolic confinement potential distribution.
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Figure 2.6: A schematic diagram of the energy dispersion relation of a bulk
semiconductor material, where the conduction and valence bands are shown in
green and red, respectively, separated by a band gap, Eg. Regarding the valence
bands, HH, LH, and SO refer to the heavy hole, light hole, and spin-orbit bands,
respectively. The total and z-axis projection of the total angular momentum is
listed to the right of the bands.

Quantum dot exciton Selection Rules

Charge carriers confined within the QD conduction and valence bands have

circularly symmetric harmonic wavefunctions, allowing the formation of

equally separated energy levels labelled s, p, d, f -shells[75, 76]. This can

be thought of as equivalent to the principal energy levels (commonly referred

to as electron orbitals) described in atomic physics. The Pauli exclusion

principle by definition limits the number of fermions (electron and hole charge

carriers in this instance) per quantum (energetic) state – the lowest energy

(s-shell) conduction band state can contain two electrons of opposing spin,

likewise for the holes within the valence band ground state. A schematic

illustration of the charge carrier energetic states within a QD is given in

Figure 2.7.
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s-shell
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d-shell
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Figure 2.7: A schematic diagram showing the electrons (green arrows) and heavy
holes, HH (red arrows) within the s-, p-, and d-shells of the conduction and valance
bands respectively. Note, the LH and SO bands are not shown. The direction of
each respective arrow indicates the relative spin of the charge carrier. The z-axis
projection of the total angular momentum for the spin up and down electrons and
holes are listed to the left of the bands. The s-shell, optically bright excitons with
Sz = ±1 are highlighted in yellow.

The number of allowed exciton states can be determined by considering the

total angular momentum in the z-axis, calculated as a sum of the z-axis spin

contributions of the individual electron and heavy hole particles,

Sz = me
s,z + mHH

j,z . (2.18)

The s-shell electrons and holes will have z-axis total angular momentum

projections equal to ±1/2 and ±3/2, resulting in four exciton states; Sz = ±2

or ±1. When Sz is equal to unity photon mediated processes are allowed

in accordance with momentum conservation laws. This optically mediated

state is often referred to as a bright exciton. In the case where Sz = ±2 the

opposite is true, i.e. this is an optically forbidden transition due to violation

of conservation laws and is termed a dark exciton.
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Passive tuning of the emission properties of InAs QDs can be achieved

through altering the shape, and compositional structure, and size during the

growth process. However, post-fabrication, dynamic control over the emission

properties of QDs is of particular interest for a multitude of nanophotonic

applications[72, 77]. Dynamical control of the QD emission properties can be

achieved experimentally via a number of methods. For example, magnetic[78],

electric[79] and mechanical strain field [72, 21] tuning are all highly active

areas of research. Work presented within this thesis focuses on the later

two of these methods, and thus the fundamental principles of both tuning

techniques are outlined below.

Strained quantum dots

The micromechanical resonator device discussed within Chapter 5 is inte-

grated with self-assembled InAs QDs. In such a system, displacement of

the micromechanical resonator from its equilibrium position creates a strain

field within localised areas of the device. The regions of high strain within

the resonator are arise due to local changes of the crystal lattice spacing

(compression and expansion). The change in lattice spacing can be described

by a deformation potential, which locally alters the semiconductor band

structure. Changes to the conduction band profile are mainly dominated

by the hydrostatic deformation potential, while there is also a shear strain

contribution for the valence band[80]. The change in semiconductor band

structure affects the confinement of the electron and hole states within the

QD. These are redistributed either vertically (along the QD growth axis) or

laterally, depending on the direction of the strain field.

Theoretical work presented within Ref.[81, 80] discusses the effects of mi-

cromechanical strain on the emission properties of QDs in detail. However, it

should be noted that there is an inherent complexity involved with accurately

modelling the effect of strain on QDs, and a number of caveats must be made.

Specifically, Ref[81, 80] only considers symmetric, pyramidal dots, composed

of pure InAs (i.e. not taking into account mixing with the GaAs layer), with

strain applied only along a single direction. The authors position the QD in a

doubly clamped GaAs beam, and use the atomistic tight-binding theory[82] to

first determine the effect of strain on the QD when the structure is subject to

a symmetric bend (as shown by the upper panel in Figure 2.8(a)). In such a

system, the mechanically induced strain locally alters the QD band structure,
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and as a result, the lowest energy (s-shell) electron and hole states of the

QD (previously shown in Figure 2.7) are redistributed along the vertical (QD

growth) axis in the same direction. This is as indicated by the purple and

orange arrows in the schematic diagram shown in Figure 2.8(a).

Figure 2.8: The effect of (a) symmetric and (b) shear bending of the resonator
beam on the lowest energy electron and hole energy states confined within the QD,
shown in purple and orange, respectively. The change in emission energy is either
red shifted or blue shifted when the beam is deformed, as indicated by the red and
blue arrows, respectively. Figure adapted from Ref.[81]

The electron and hole energies change by similar amounts due to the redis-

tribution of states within the QD, increasing or decreasing at the same time

as a result of micromechanical bending. A symmetric bend in the upward

(downward) direction results in an increase (decrease) in the photon emission

energy upon exciton recombination within the QD, as shown by the blue (red)

arrows in the bottom panel in Figure 2.8(a).

In contrast, a shear bend about the QD, as shown in Figure 2.8(b), will

redistribute the electron and hole states horizontally relative to the QD

growth axis, and in opposite directions, as indicated by the purple and orange

arrows, respectively. Furthermore, unlike the case for a symmetric bend,
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the electron energy initially increases with resonator displacement due to

increased confinement against the QD walls, before decreasing rapidly due to

intermixing with the wetting layer states. In contrast, the hole energy always

decreases, and show larger energy shifts than the electrons, due to a stronger

initial mixing with the wetting layer states. As is the case for the symmetric

bend, the shear bend alters the QD exciton recombination properties. The

strain-induced change in QD emission energy in the case of a shear bend is

smaller in magnitude than the energy shift induced by symmetric bending.

Furthermore, the emission energy always decreases, regardless of the upward

or downward direction of the resonator deflection[81], as indicated by the red

arrows in the bottom panel of Figure 2.8(b).

Dynamic resonator motion is the focus of work presented in Chapter 5, as

opposed to the static displacements discussed above. The resonator will there-

fore produce a time-varying strain field at the location of the QD, modulated

at the resonator oscillation frequency. Accordingly, the energy of confined

states within the QD will be modulated at the oscillator’s mechanical reso-

nance frequency. The change in QD PL signal as a result of resonator motion

is shown schematically in Figure 2.9(a), where the solid red line indicates

the unperturbed QD PL signal (i.e. when the resonator is in its equilibrium

position), and the dashed blue and green lines indicate the perturbed QD

PL signal when the resonator experiences maximum amplitude displacement.

In a time-averaged measurement, the PL signal that one would expect to

observe is shown schematically in Figure 2.9(b). To measure the QD emission

energy as a function of the resonator phase, a stroboscopic measurement

can be undertaken. Here, the motion of the oscillator is driven at the reso-

nance frequency. The QD PL signal is spectrally filtered, and time-resolved

single-photon counting is used to determine the photon arrival time relative

to the drive reference signal. This is repeated as the spectral filter is stepped

through the bandwidth corresponding to the time-averaged QD PL signal

(shown in Figure 2.9(b)), and all of the filtered PL signals are compiled and

plotted with respect to time. The results one would expect to observe from

this measurement are shown schematically in Figure 2.9(c), where the solid

red trace shows the evolution of the QD emission energy for once cycle of the

resonator’s periodic motion.
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Figure 2.9: Schematic diagrams showing the change in QD emission energy in
response to resonator displacement. (a) The QD PL signal when the resonator is
in its equilibrium position is shown by the solid red line, while and dashed blue
and green lines, show the PL signal when the resonator is at maximum amplitude
displacement. (b) The time-averaged PL measurement where the solid red indicates
the expected QD PL signal. (c) The evolution of the QD emission energy with
respect to time in a stroboscopic measurement. The resonator position is indicated
by the schematic illustrations within each figure.

The expected shift of the QD emission energy, ∆, can be calculated from

the degree of strain in the x-,y-, and z-axes due to flexural motion of the

resonator (neglecting the effect of quantum confinement). This is derived

from deformation potential theory, and given as[72]

∆ = 2
(
aεh +

b

2
εsh

)
, (2.19)

where εh and εsh are the hydrostatic and shear strain, and the coefficients a

and b correspond to the material dependent deformation potentials, which

for GaAs are defined as −8.33 eV and −2.0 eV, respectively[83, 84]. If the

QD growth axis is defined along the z-axis, the hydrostatic and shear strain

are given as εh = εxx + εyy + εzz and εsh = 2εxx − εyy − εzz, where εxx, εyy,

and εzz correspond to the components of the strain field along the x-, y-, and
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z-axes, respectively. ∆ can be used to estimate the hybrid optomechanical

coupling rate, gQD
0 , which describes the efficiency of strain coupling between

the resonator and the QD, defined as,

gQD
0 =

1

2~
∂∆

∂x
xzpf , (2.20)

where x is the displacement of the resonator, and xzpf describe the zero-point

fluctuations, defined as
√

~
2meffωm

, where meff and ωm are the effective mass,

and resonance frequency of the oscillator. The zero-point fluctuations of

the cantilever are a result of the the Heisenberg uncertainty principle, and

characterise the displacement of the resonator in its quantum the ground state.

xzpf is estimated to be of the order of tens of femtometres for cantilevers

discussed within Chapter 5. Since the change in emission energy of the QD is

modulated at the mechanical resonance frequency of the oscillator, it can be

used to monitor the resonator’s dynamical properties, such as displacement

and flexural mode oscillation frequency. Such strain sensors have recently

been employed to evaluate the dynamics of nanowires[21, 72], photonic crystal

membranes[85], and doubly-clamped beams[86], and are promising candidates

for integrated on-chip sensing applications.

Strain tuning the QD emission properties can be achieved not only via resonant

fluctuations of a micromechanical oscillator, but also by electrically generating

phonons within the bulk semiconductor material. Such systems are referred

to as surface acoustic wave (SAW) sensors[87]. In SAW devices, phonons

are created via electrically contacting the bulk semiconductor material, by

applying an radio-frequency (RF) field across the material with alternating

polarity between adjacent electrical contacts. The phonons propagate across

the semiconductor material, where changes in the frequency, phase, and

amplitude of the phonons can be detected as a change in emission properties of

an embedded QD[88]. However, SAW sensors are typically limited by the large

device footprint, and an essential requirement for precise device fabrication

to achieve efficient coupling. Since SAW tuning/sensing techniques are not

employed within this thesis, they are not discussed further. Alternatively,

QD emission properties can be modified by applying an electric field across

the QD. This phenomenon is known as the quantum-confined Stark-effect

(QCSE), which is discussed in more detail below.
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Quantum dots in an electric field

As previously stated, the emission properties of a QD can be modified by

altering the confinement of the electron and hole states within the QD. One

method for achieving this is to apply an electric field across the QD, to modify

the QD band structure, and is demonstrated experimentally using InAs QD

in Chapter 6, and single photon emitter states similar to quantum dots in

Chapter 7. The energy difference between the electron and hole wavefunctions

confined within a QD, and in the absence of any perturbing fields is shown in

Figure 2.10(a).

Figure 2.10: Schematic illustration of the quantum-confined Stark effect (QCSE).
(a) shows the QD electron and hole wavefucntions in the absence of an electric field,
ε = 0. and (b) when a non-zero electric field is applied ε 6= 0

Figure 2.10(a) shows that in the absence of an external field the charge carrier

wavefunctions are aligned symmetrically along the QD growth axis. When

a QD is subject to an external electric field, ε, the change in QD emission

energy is known as the QCSE; manifested physically as a removal of the

symmetrical overlap of the electron and hole wave functions. Furthermore, the

energetic separation of the wavefunctions decreases with increasing electric

field strength, red shifting the emission energy of photons absorbed and

emitted by the exciton relative to the unperturbed case shown in Figure

2.10(b). The perturbation to the electric field energy, ∆, can be quantified

by[89],

∆ = −pε− αε2, (2.21)
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where α is the electric polarizability in the external field direction, and p is

the electric dipole moment of the QD. The magnitude of ∆, and therefore

the tuning range of the QD transition energy, is strongly dependent on the

confinement of carriers within the QD. In the tilted energy band regime when

an external electric field is applied (Figure 2.10(b)), the probability of charge

carrier tunnelling increases, and so the recombination rate decreases[90]. This

is seen experimentally as quenching of the QD emission. The QCSE offers a

scalable method of control over multiple, spatially and spectrally separate

QDs embedded within bulk semiconductor material, making this method of

control particularly attractive for QIP applications. The first preliminary

steps towards such realisations have already been demonstrated as QCSE

has been utilised to achieve multi-photon interference[79]. Semiconductor

heterostructure design can be used to reduce the tunneling rate of electrons

and holes out of the QD. Previous work has exploited this principle to

demonstrate relatively large tuning of the QD transition energy by ∼25meV

via the inclusion of wide bandgap AlGaAs layers either side of the QD

heterostructure layer[91].

2.3 Two-Dimensional materials

As discussed in Section 2.2.1, reducing the dimensionality of bulk semicon-

ductor material results in quantisation effects which change the electronic

and optical properties of a material. One-dimensional quantisation effects

in semiconductors can be studied experimentally, as is done in Chapter 7,

by investigating atomically thin layers of semiconductor material, commonly

referred to as two-dimensional (2D) materials.

The most famous example of a 2D material is the 2D allotrope of carbon,

graphene, discovered in 2004 by mechanical exfoliation of bulk pyrolytic

graphite[27]. In 2010, the discovery of graphene was awarded with the Nobel

prize in physics, since the reduced dimensionality of graphene results in elec-

tronic and optical properties which are distinct from graphite. These include

high charge carrier mobilities[92], high electrical conductivity[93], mechanical

strength[93, 94], and enhanced optical absorption[95]. However, a well-known

and fundamental limitation of graphene is its lack of an electronic band-gap,

limiting its optical and electronic applications[96].
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Consequently, monolayer 2D materials of the transition metal dichalcogenide

(TMD) family, such as molybdenum diselenide (MoSe2) and tungsten dise-

lenide (WSe2), have gained attention over recent years due to their direct

bandgap, and observation of localised single photon quantum emitters. The

observation of quantum emitter states in particular has attracted attention for

QIP applications[97], as well as mechanical coupling applications (similar to

measurements discussed in Chapter 5). Monolayer TMDs are interesting me-

chanical systems to study since they typically possess high Young’s modulus,

mechanical strength, and flexibility, despite their reduced dimensionality[98].

Furthermore, layers of 2D materials can be stacked to form a heterostructure

which takes advantage of the unique individual and hybridised properties

of the composite layers, while simultaneously lifting some of the limitations

of conventional semiconductor epitaxy. An introduction to the optical and

electronic properties of TMDs is given below, with specific attention given to

quantum emitters in TMD van der Waals heterostructures, and suspended

TMD flake mechanics, which are the focus of research presented in Chapter 7.

2.3.1 Transition metal dichalcogenides

Monolayer group-VI transition metal dichalcogenides (TMDs) exhibit a trian-

gular prismatic crystal lattice structure, with transition metal atoms (such

as molybdenum or tungsten) sandwiched between chalcogen atoms (such as

selenium or tellurium)[99]. The TMD lattice structure has a characteristic

out-of-plane mirror symmetry, as well as broken in-plane inversion symmetry,

as shown by Figure 2.11(a) and (b), respectively. The lattice Brillouin zone

is also shown in Figure 2.11(b).

The properties of TMDs can range from metallic, to semi-metal, to semi-

conductor, to super-conductor, and insulator, depending on the metal and

chalcogen atoms used. With such a wide range of variability between TMD

compounds, it is understandable they have gained so much attention in recent

years. However, monolayer TMDs formed with molybdenum or tungsten as

metal atoms, and sulphur or selenium as chalcogen atoms, are of particular

interest, since they form semiconductors with a direct bandgap transition,

and have very promising applications as optoelectronic devices[100, 101]. The

optical and electronic properties of monolayer TMDs are discussed in more

detail below.
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Figure 2.11: (a) Lateral view of the triangular prismatic lattice structure shared by
all TMD monolayers. The transition metal and chalcogen atoms are shown in red
and green, respectively. (b) Top-down illustration of the TMD lattice, alongside
the lattice Brillouin zone.

Optical and electronic poperties of monolayer TMDs

The electronic band structure in bulk layered TMD materials is a result of

the combined transition metal atoms’ d-orbitals, and the chalcogen atoms’

p-orbitals, which forms an indirect bandgap between the Γ and K-points of

the Brillouin zone, shown in Figure 2.11(b)[102, 103]. However, thinning

a bulk layered TMD down to the monolayer limit results in a transition

from indirect to direct bandgap, where the direct transition is located at the

K and K’ points of the Brillouin zone, respectively[100]. For comparison,

the direct bandgap transition is located at the Γ-point within bulk GaAs.

The transition from indirect to direct semiconductor can be explained by

the increased quantum confinement in the out-of-plane direction, which

increases the indirect bandgap transition energy, while leaving the direct

transition unaffected[102]. The direct bandgap transition in monolayer TMDs

corresponds to a wavelength between 650-800nm[100], which is therefore of

particular interest for photodetection applications[104].
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Excitons can be formed at the K and K’ points of the Brillouin zone via

optical excitation, or electrical injection of charge carriers into the material.

Due to the quantum confinement resulting from the 2D character of the TMD,

excitons benefit from reduced dielectric screening and a strong Coulomb

interaction, typically several orders of magnitude larger than other thinned

conventional semiconductor materials[105]. Thus, the strongly bound excitons

are thermodynamically stable even at room temperature, in contrast to

conventional semiconductor excitons which require cryogenic temperatures to

exist. Furthermore, TMD excitons naturally have a very small Bohr radius

of the order ∼1nm[106], large oscillator strengths, suggesting strong light

matter interaction efficiency[74], and short radiative recombination times of

the order 10-100ps[107, 108]. All these properties are highly attractive for

many practical applications, such as producing efficient field-effect transistors,

and monolayer phototransistors[109]. Higher order excitonic quasiparticles

can also be realised at room temperature in monolayer TMDs, including

trions[110], and bi-excitions with large binding energies[111].

Single photon emission from TMDs

At room temperature the emission profile of TMD monolayers is dominated

by excitonic features with linewidths ∼10meV. However, at cryogenic temper-

atures much narrower spectral features, with linewidths ∼0.1meV, become

apparent at energies lower than the exciton resonance. Figure 2.12 shows

an example PL spectrum for a monolayer of WSe2 taken at 4K, where the

narrow spectral features are visible from 1.65-1.75eV[112].

The narrow resonances in the PL spectrum can be attributed to the radiative

recombination of free excitons trapped within localised potential wells, or

defects, within the monolayer TMD band gap, and are hence referred to

as ‘single defect emitters’ (SDEs). However, the physical origin of these

defect states is highly debated within the TMD community, often being

attributed to charge disorder induced by the dielectric substrate[113], con-

tamination and doping within the TMD monolayer, physical defects such as

dislocations within the lattice structure, as well as localised strain-related

perturbations[114, 115]. Similarly to semiconductor QDs discussed in Section

2.2.1, SDEs are promising candidates as a single photon source for QIP

applications[116]. For instance, SDEs within WSe2 monolayers have been

used to demonstrate photon anti-bunching[117].
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Figure 2.12: Photoluminescence (PL) from localised emitters within monolayer
WSe2 at 4K. The insert shown to the left of the figure is a higher resolution view of
the brightest localised state, whereas the insert shown to the right of the figure is a
higher resolution view of the exciton (integrated for 60 seconds), with a linewidth
of ∼10meV. Figure used with permission from Ref.[112]

2.3.2 Van der Waals heterostructures using TMDs

Conventional semiconductor heterostructures are formed of covalently bonded

layers using Molecular Beam Epitaxy (MBE) or Metal-Organic Vapor Phase

Epitaxy (MOVPE) growth techniques (discussed in Section 3.1). Layering

two different semiconductor materials creates a structure which exhibits prop-

erties of the two individual layers, as well as hybridised properties as a result

of the layers interacting with one another. In recent years, semiconductor

heterostructures have been used to demonstrate new properties previously

unseen in semiconductor materials[118, 119].

However, conventional semiconductor heterostructure fabrication is fundamen-

tally limited by a number of factors. Firstly, the layered materials must have a

similar size lattice periodicity and direction, as is the case for GaAs and AlAs

which have a 0.127% difference in lattice periodicity[120]. A similar lattice

periodicity results in defect-free interfaces between the stacked layers of the

heterostructure. These are important for maintaining the heterostructure’s

optical and electronic properties. Secondly, since conventional semiconductor

heterostructure growth is typically performed at high temperatures, diffusion

of material at the stacking interface also occurs. Interlayer diffusion of atoms
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not only reduces the abruptness of the stacking interface, but also compro-

mises functionality of the whole heterostructure. Furthermore, growth at

high temperatures requires the composite materials to have similar thermal

expansion coefficients, to preserve the integrity of the heterostructure as the

temperature changes. All of these limitations place restrictions on which ma-

terials can be layered on top of one another, limiting the potential applications

of devices which can be made. Many of these conventional semiconductor

hetrostructure limitations are resolved naturally by using TMDs as the layered

components, as shown schematically in Figure 2.13.

Figure 2.13: Schematic illustration using LEGO bricks to illustrate a typical van
der Waals heterostructures, where the different 2D materials are represented by
different coloured LEGO blocks, as indicated by the legend at the top right of the
figure. Used with permission from Ref.[94]

Since covalent bonds in TMDs are made only between the chalcogen and

metal atoms in direct contact with each other, there are no immobilized free

radicals, commonly referred to as ‘dangling bonds’, on the material surface,

as shown in Figure 2.11. Therefore, stacked monolayers of 2D materials, such

as TMDs, forming heterostructures, are bonded only through the weak van

der Waals force[121], and are hence referred to as van der Waals heterostruc-

tures. A schematic illustration of a van der Waals heterostructure is shown

in Figure 2.13[94]. Since the interlayer attraction no longer requires covalent

bonding, the lattice mismatch and directionality limitations described above
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are lifted. Thus, 2D materials with different lattice periodicity can be layered

on top of one another. The different coloured layers in Figure 2.13 represent

the different 2D materials. Furthermore, interlayer diffusion of material is

no longer a limitation, due to the absence of high temperatures during the

fabrication process. However, interlayer mechanical and electrical coupling is

still achieved between layers.

Van der Waals heterostructures provide the opportunity to engineer and

study materials with novel optical and electronic properties[122]. As a sim-

ple example, a basic encapsulated device can be created by sandwiching a

monolayer of TMD material between monolayers of hexagonal boron nitride

(hBN), which act as an insulator. Encapsulating the TMD layer with hBN has

been shown to improve the optical properties the TMD layer by preventing

optically-induced charge doping, as well as protecting the TMD layer from

electromagnetic fluctuations induced by the substrate[123]. Additionally,

encapsulation of the TMD layer with hBN can result in quantum well (QW)

structures[124], similar to those discussed in Section 2.2.1, which could be

implemented as an electrically active device. The fabrication procedure for

van der Waals heterostructures is discussed in more detail in Chapter 7.

2.3.3 TMD mechanics

The novel mechanical properties of suspended 2D materials are another reason

for the significant rise in interest in recent years. Such properties include

large values for the Young’s modulus and structural stability, despite being of

monolayer thickness and ultra-low weight[125]. For example, the most studied

of all 2D materials, graphene, has been shown to have a Young’s modulus of

∼ 1TPa, which is 12.5 times greater than bulk GaAs[29]. Furthermore, the

covalent in-plane bonds, and out-of-plane van der Waals bonds, give rise to

interesting anisotropy between the in- and out-of-plane mechanical response

of 2D materials. Extensive research has been performed to characterise the

in-plane bending properties of suspended 2D materials, most commonly by

applying a localised out-of-plane load using atomic force microscopy (AFM)

techniques[126], as shown in Figure 2.14. The force applied by the AFM tip

and resulting deflection of the suspended 2D material can be used to calculate

the in-plane elastic properties of the 2D membrane (such as Young’s modulus

and breaking strain).
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Figure 2.14: Deflection of suspended graphene monolayer induced and measured
by an AFM tip at the centre of the sheet. The inset shows a schematic illustration
of the measurement, where the AFM tip is shown in yellow and the graphene
monolayer is shown in grey. Adapted from Ref.[126]

The in-plane mechanical response has also been studied by applying a spatially

distributed load across the surface of the 2D material, using electrostatic

actuation[127]. Electromechanical actuation of suspended 2D material re-

quires the formation of electrical contacts on and below the electrically

conductive 2D material, as shown in the inset in Figure 2.15. The electrical

contacts are shown in gold in the insert in Figure 2.15, where the top contact

is touching the suspended graphene sheet. The topographic deflection profile

of the flake can subsequently be determined either using AFM, as shown

in Figure 2.15, through optical methods such as laser interferometry[65], or

even by monitoring the change in capacitive force between the plates[128].

Electrically induced displacement of the suspended 2D material is a useful

actuation technique as it allows for dynamical measurements to be performed,

via modulation of the capacitive force[129, 128]. The fundamental principles

of electromechanical actuation are discussed more in Section 2.1.3.

As is the case for micromechanical resonators such as cantilevers and nanowires,

suspended 2D materials demonstrate nonlinear dynamics when driven into

the large amplitude regime of motion. The nonlinear effects in suspended
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Figure 2.15: Electrostatic deflection of a suspended graphene monolayer. The inset
shows the experimental setup, while the blue (red) trace shows the monolayer
deflection when 0V (10V) is supplied to the contacts. Adapted from Ref.[126]

2D materials manifest as a deviation from the linear amplitude or frequency

response of the 2D material in response to an external force. Suspended

few layer 2D materials which demonstrate geometrical non-linearities can be

described by the nonlinear Duffing equation of motion[130], given by Equation

2.10. Nonlinear mechanical effects in suspended 2D materials are commonly

observed experimentally, and are useful for furthering the fundamental under-

standing of the mechanical response of these materials[130].

Out of all 2D materials, monolayer TMDs are of particular interest as me-

chanical sensors, due to their large mechanical strength[131], high Q-factors

at cryogenic temperatures[132], high resonant frequencies (which can be dis-

tinguished from low frequency noise), and large optomechanical coupling

strength[133]. Furthermore, deformation of 2D materials can alter the carrier

mobility properties within the material, which can be exploited as a sensing

read-out technique[134]. Combining the mechanical properties of TMDs

with the optical and electrical properties discusses above yields promising

applications as flexible electronic, spintronic, and photonic devices[135]. For

example, suspended monolayer TMDs have been proposed as efficient stress

or mass sensors, as well as flexible electronic screens[65, 136].
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2.4 Photonic crystals

Research presented in Chapters 5 and 6 focuses on micromechanical resonators

integrated not only with QDs, but also with different photonic crystal (PhC)

structures. Such systems hold significant promise for tunable sensing and

spectral filtering applications in particular. Below, the fundamental concepts

of PhCs are discussed.

Figure 2.16: Schematic diagram of a (a) one, (b) two, and (c) three-dimensional
photonic crystal (PhC). The white and red shading represents material with a
different refractive index.

As described in Section 2.2.1, the semiconductor conduction and valence

bands are separated by an energetic bandgap, Eg. An optical analogue of this

is the photonic crystal (PhC), which is formed when the refractive index of a

composite material is varied periodically, as shown in Figuire 2.16(a) to (c).

Diffraction of optical Bloch wavefunctions off the periodic dielectric potential

gives rise to two allowed bands known as dielectric and air bands. For a

sufficiently large difference in refractive index, the lattice bands can form

a forbidden propagation region for photons, termed the photonic bandgap,

PBG.

One-dimensional (1D) PhCs are formed when single layers of different di-

electric material are stacked together as shown in Figure 2.16(a), and are

commonly implemented as distributed Bragg reflectors (DBRs), highly reflec-

tive mirrors used in optical cavity systems. The periodic dielectric structure

results in the formation of a PBG, preventing light of specific wavelengths

propagating in one direction. Two-dimensional (2D) PhCs can be fabricated

relatively simply by forming a periodic, 2D array of varying refractive index,

as shown in Figure 2.16(b), forming a PBG in two orthogonal directions.

Three-dimensional PhCs are notoriously difficult to fabricate due to their com-

plex structure, thus experimental research of these structures is limited[137].
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PhC structures presented in Chapter 5 focuses on two-dimensional H1 PhC

cavities (PhCCs), while Chapter 6 focuses on one-dimensional PhCCs within

a waveguide geometry.

2.4.1 1D PhCC

A simple 1D PhC consists of a single row of air holes, with constant spacings, a,

and diameter, d, etched into a planar waveguide structure, with width, w and

thickness, t, as shown in Figure 2.17(a). The PhC structure shown in Figure

2.17(a) creates a photonic band gap (PBG), which provides in-plane optical

confinement, while out-of-plane optical confinement is achieved through total

internal reflection (TIR). The dimensions of the PhC waveguide determine

the wavelength range of the PBG, and can therefore can be chosen to best

suit experimental needs. A schematic diagram of the transmission through

the 1D PhC is shown in Figure 2.17(a), where the PBG is shown in green.

Figure 2.17: (a) Top-down illustration of one-dimensional phonic crystal (PhC)
waveguide of width, w. The lattice constant and hole diameter are labelled as, a,
and, d, respectively. (b) Top-down illustration of the same PhC cavity waveguide,
were the two inner most holes separated by a distance, c, forms an optical cavity.
A sketch of the normalised transmission is shown to the right of each respective
PhC waveguide, where the photonic band gap (PBG) is shown in green.

Incorporating a defect into the 1D PhC by altering the spacing between

two central holes, c, creates an optical cavity between the those holes, as

shown by the dashed lines in Figure 2.17(b). The length of c affects the

resonance frequency of the cavity mode, while leaving the rows of holes either

side of the cavity unperturbed preserves the photonic bandgap around the

cavity. Therefore, the one-dimensional PhC cavity (PhCC) supports optical
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transmission of a narrow range of wavelengths coincident with the cavity

mode resonance, as shown in Figure 2.17(b). This is of particular interest for

integration of quantum emitters (e.g. QDs) within the photonic waveguides.

In such a system, the PhCC acts as a spectral filter for the QD emission

coincident with the cavity mode, this is especially useful in non-resonant

optical excitation regimes (see Section 3.3) where there is typically significant

emission from the sample. In the ideal PhCC, photons circulate inside the

cavity for a long time before escaping, and thus have a long photon lifetime.

However, in reality no cavity satisfies this ideal criterion, and the cavity has

a finite photon lifetime, represented qualitatively through the quality factor

(Q-factor), shown in Equation.2.22. The Q-factor can be considered a measure

of energy loss from the cavity.

Q =
ω0

κ
=

2πf0

κ
=

f0

∆f
, (2.22)

where ω0 is the central angular frequency, f0 is the cavity resonance frequency,

κ is the photon loss rate, and ∆f is the full width at half maximum (FWHM)

of the cavity mode. Equation.2.22 shows a lower Q-factor cavity mode (of the

same central frequency) will manifest as a broader cavity mode. Similarly,

the ideal cavity will have a narrow cavity mode. Increasing the number of

holes in the PhCC waveguide will increase the cavity Q-factor by improving

the optical confinement of the cavity mode, at the expense of transmission

through the waveguide. There is a fundamental compromise between the

efficiency of transmission through the PhCC waveguide and the cavity mode

Q-factor[138]. This compromise is discussed in more detail in Ref.[63].

2.4.2 2D PhCC

H1 PhCCs are an example of 2D PhCCs which are of particular interest within

the photonics community, due to their associated small mode volume, which

results in more efficient coupling between the cavity mode and an embedded

quantum emitter[139]. This leads to effects such as Purcell-enhanced emission

or strong coupling. H1 PhCC have recently been used to demonstrate indis-

tinguishable photon emission[140], and are a proposed system to generate

entangled photons[141], which is of specific interest for QIP applications. The

H1 PhCCs discussed within Chapter 5 were be formed by omitting a single

air cylinder from the centre of a triangular-lattice PhC slab, as shown in

Figure 2.18.



70 CHAPTER 2. BACKGROUND

Figure 2.18: Schematic illustration of a H1 photonic crystal cavity, composed of a
triangular lattice of holes (white), etched into a GaAs slab (grey). The inner holes
(shown in light blue) have radius and lattice spacing is annotated as rc and ac,
while the outer hole radius and lattice spacing is annotated as r and a, respectively.

A cavity mode is formed at the location of the omitted cylinder due to the

band gap created by the PhC lattice along two dimensions, while total inter-

nal reflection provides the optical confinement in the third dimension. The

thickness of the slab is defined as t = 0.71a, where a is the cylindrical hole

lattice spacing, and r = 0.31a is the radius of the cylinders. The Q-factors

of the H1 cavity mode are optimised by tapering the dimensions of the six

inner-most cylinders surrounding the PhC defect, as shown in Figrue.2.18.

The radius of the tapered inner holes is defined as rc = 0.91r, while the

lattice constant is defined as ac = 1.09a. The tapered inner hole dimensions

are determined from theoretical research by Shirane et al.[143]. H1 cavities

investigated within this thesis have theoretical Q-factors of ∼ 30, 000 and a

mode volume, V = 0.39(λ/n)3. A magnified SEM image of a typical H1 cavity

fabricated on a GaAs membrane is presented in Figure 2.19(a), where the r

and rc are measured to be 176nm and 129nm respectively. The H1 PhCC

was fabricated using lithography and etching discussed in more detail in Sec-

tion 3.1.4. Alongside the SEM image are the simulated fundamental optical

modes of the cavity, modelled using three-dimensional Finite-Difference Time-

Domain (FDTD) methods discussed within section 3.5.1. These simulations
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Figure 2.19: (a) Scanning electron microscope image, and finite-difference time-
domain (FDTD) modelling of (b) the x-axis (x-dipole) and (c) y-axis (y-dipole)
optical mode confinement within H1 photonic crystal cavity fabricated on a GaAs
wafer. Mode profiles are simulated by Dr. Rikki Coles[142]

were performed by Dr Rikki Coles[142]. The fundamental optical modes of

the H1 cavity (labelled x- and y-dipole in Figure 2.19(b) and (c) respectively)

are not only orthogonally polarised, but also spectrally degenerate.

2.4.3 Cavity quantum electrodynamics

Placing a QD inside a PhCC results in coupling between the two, if the cavity

mode and QD are spectrally and spatially coincident with one another. In

such as system, the QD transition frequency between the ground and excited

states is affected by light-matter interactions inside the cavity. This is field of

study is known as cavity quantum electrodynamics (cQED), and is discussed

with reference to three important variables: the non-resonant emission rate

of the QD, γ, the cavity photon loss rate, κ, and the QD-photon coupling

rate, g0. The γ term describes the QD emission as a result of QD exciton

recombination coupled to modes other than the fundamental cavity mode

resonance, and also includes non-radiative recombination of the QD exciton

(discussed in more detail in Section 3.3). Coupling to modes which are not

the resonant frequency mode of the cavity can be reduced through PBG

engineering. This is achieved by deliberately altering the dimensions of the
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PhCC, to reduce the number non-resonant cavity modes. Furthermore, since

InAs QDs are studied at cryogenic temperatures, non-radiate emission from

the QDs is typically suppressed. The g0 parameter quantifies the energy

exchange between the QD and the confined optical field, and is defined as

g0 =

√
p2ω0

2ε0~Veff
(2.23)

Where p is the QD dipole moment, ω0 is the resonant angular frequency of

the cavity mode and QD transition energy, ε0 is the vacuum permittivity,

~ is the reduced Planck constant, and Veff is the effective mode volume.

Equation.2.23 shows that reducing the effective volume of the system will

result in an increase in the coupling efficiency, g0. Typically, mode volumes

∼ 10−2(λ/n)3 are of great interest for cQED applications.

The QD-cavity coupled system can be classified into two distinct operational

regimes depending on the cavity finesse, which is a measure of photon con-

finement within the cavity. If the cavity finesse is low, the system is described

as ‘weakly coupled’. Alternatively, if the cavity finesse is high and photons

are absorbed and re-emitted multiple times before escaping the cavity, the

system can be described as ‘strongly coupled’.

In the weak coupling regime, the QD-cavity interaction is dominated by inco-

herent loss mechanisms, i.e. g0 << κ, γ. However, enhancement of the QD

radiative transition rate can be achieved via control of the local continuum of

photon eigenstates within the cavity. A higher density of photon states at the

QD transition energy results in an increase in the QD spontaneous emission

rate. This quantum mechanical phenomenon can be described by Fermi’s

Golden Rule, and was first observed experimentally in 1946[144] by Edward

Mills Purcell; thus, the physical effect is known as Purcell enhancement. The

Purcell factor, Fp is a measure of the enhancement of the QD spontaneous

emission rate in the weakly coupled regime, described by

Fp =
3

4π2

(λc
n

)3( Q

Veff

)
ε2∆(ω), (2.24)

where λc is the cavity wavelength, n is the refractive index of the medium,

ε describes the relative polarisation and spatial alignment of the QD dipole

moment, p, and the cavity mode electric field, and ∆ describes the spectral

overlap of the QD transition frequency and the cavity frequency.
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Equation.2.24 shows how high Q-factors, low effective modal volumes, and

good spectral alignment of the emitter and cavity yields a larger Purcell

enhancement. Enhancement of the spontaneous emission from the quan-

tum emitter leads to Fp > 1; suppression of the emission is indicated by

Fp < 1. Significant Purcell enhancement is typically difficult to demonstrate

experimentally[145], but a value as high as ∼40 recently been realised using

a QD within a H1 PhCC[146].

In the strong coupling regime, the opposite condition is true, g0 >> κ, γ,

and Purcell enhancement is no longer the dominant mechanism within the

system. Instead, the cyclic reabsorption process results in an exchange of

energy between the cavity mode and the quantum emitter, resulting in co-

herent oscillations between the QD and the cavity eigenstates, known as

Rabi oscillations[147]. However, strong coupling is not the focus of research

presented within this thesis, and is not discussed further here.
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Chapter 3

Experimental Methods

3.1 Wafer growth and fabrication

In this section, the principles of molecular beam epitaxy (MBE), used to grow

self-assembled Stranski–Krastanov (SK) QDs are discussed. Next, techniques

used to fabricate diodes on samples for electrical control of QDs and/or

micromechanical resonators are described. It should be noted that all wafers

grown and used within this thesis were grown by Dr Edmund Clarke, in the

EPSRC National Epitaxy Facility, using standard MBE techniques. However,

the majority of sample processing to fabricate photonic and mechanical devices

using these wafers was performed by the author.

3.1.1 Quantum dot growth

The QDs discussed within this thesis were grown via a self-assembled method,

specifically the SK growth technique[148]. During the SK growth process,

QDs are formed as a result of lattice mismatch-induced strain between layers

of different semiconductor composition. The QDs considered within this

thesis were formed from InAs grown on a GaAs substrate, resulting in a

lattice mismatch of ∼ 7%[149].

Self-assembled QD growth begins with the deposition of a thin layer of InAs on

a GaAs substrate, forming an optically active layer, as shown in Figure3.1(b).

The optically active InAs layer is known as the wetting layer (WL). As

more InAs is deposited, the InAs layer eventually reaches a critical threshold

thickness at which the lattice mismatch-induced compressive strain results in

an energetically unstable system.

75
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Figure 3.1: Schematic diagram showing the self-assembled Stranski-Krastanov (SK)
growth of InAs quantum dot (QDs) (shown in blue) on a GaAs substrate (shown
in purple). (a) Bulk GaAs is used as a substrate onto which, (b) an optically active
layer of InAs is deposited, known as the Wetting layer (WL). (c) The strain induced
from the lattice mismatch between the layers results in the formation of islands of
InAs, known as self-assembled quantum dots (QDs). Finally, (d) a capping layer of
GaAs is deposited on top of the InAs layer, and QDs.

In the unstable regime, it is energetically favourable for the InAs layer to

relax to its unperturbed lattice dimensions. This results in the formation of

small (5-10nm in laterally) islands, known as self-assembled QDs, as shown

in Figure 3.1(c). The exact dimensions of the QDs can be strongly influenced

by the magnitude of the lattice-induced strain, as well as temperature and

pressure[150]. Finally, a capping layer of GaAs is deposited onto the QD

islands, as shown in Figure 3.1(d). The capping layer eliminates any surface

related effects which perturb the QD emission properties[151].

Molecular beam epitaxy (MBE) and metalorganic vapour phase epitaxy

(MOVPE) are the two most common QD growth methods[152]. The main

difference between MBE and MOVPE is the deposition method of the com-

pounds. During the MBE process, semiconductor molecules are physically

deposited on a heated substrate in an ultra-high vacuum (UHV). In contrast,

MOVPE crystal growth is facilitated by chemical reactions, at pressures of

10-800Torr. Although the MOVPE process is used to fabricate micromechani-

cal devices discussed in Chapter 4 it is not used for QD growth, and therefore

is discussed in more detail in Section 4.2. The QDs used within Chapters 5

and 6 of this thesis are all fabricated using MBE growth techniques[153], and

thus a brief description of the growth procedure is given below. A schematic

of a typical MBE reactor is shown in Figure 3.2. During the MBE process,

semiconductor materials (e.g. gallium, arsenic, and indium) are sublimed

using effusion cells to create molecular beams. The molecular beams deposit

semiconductor material onto a heated substrate surface, placed in an UHV (∼
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Figure 3.2: Schematic diagram of molecular beam epitaxy (MBE) growth chamber
used to grow semiconductor quantum dots (QDs) used within this thesis. The
different colours represent different semiconductor material deposited directly on
the substrate surface from the effusion cells. The layer thickness is detected using
the reflection high energy electron diffraction (RHEED) gun and detector. The
rotation of the sample is indicated by the arrow on the arm of the substrate holder.

10−12Pa). The semiconductor material deposition is controlled by mechanical

shutters, with typical deposition rates < 50nm/hr. A slower deposition rate

results in higher purity of material layering, with monolayer-scale control over

the layer thickness[154]. Layer thickness is monitored using reflection high

energy electron diffraction (RHEED). RHEED uses high energy electrons

(10–100keV) directed onto the sample surface at a shallow angle of incidence

(typically ∼ 0.05rad)[155], to create an electron diffraction pattern. The

diffraction pattern is used to determine the surface profile and thickness of

the deposited layers. RHEED is a sensitive measurement technique, allowing

for in-situ, atomic scale monitoring of the semiconductor wafer growth.
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3.1.2 Layer structure

A typical doped semiconductor heterostructure used to fabricate microme-

chanical devices with embedded QDs discussed in Chapter 5 is shown in

Figure 3.3.

Figure 3.3: Schematic diagram of a doped semiconductor heterostructure, where
the thickness of each layer is annotated to the right of the diagram. The n-doped
and p-doped GaAs layers are shown in blue and green, respectively, while undoped
GaAs is shown in pink. The Al0.6Ga0.4As layer is shown in orange, while the InAs
layer is shown in red, and the self-assembled quantum dots (QDs) are represented
as small triangles.

To fabricate the doped heterostructures, epitaxial layers are grown on com-

mercially available epitaxy-ready polished wafers. Firstly, a buffering layer

of undoped GaAs is deposited onto the polished wafer, followed by a 1.2µm

thick sacrificial layer of Al0.6Ga0.4As layer. The Al0.6Ga0.4As layer can be

removed by selective etching techniques, used to create the suspended GaAs

devices studied within Chapter 5. These etching techniques are discussed in

more detail in Section 3.1.4. Doped wafer growth is terminated with a 170nm

thick GaAs layer. The 170nm GaAs layer is made of 110nm of undoped GaAs,

which encapulates the QD layer, sandwiched between 30nm of n-doped and

p-doped GaAs, as shown in Figure 3.3. The n-doped and p-doped GaAs

layers are termed n-GaAs and p-GaAs, respectively. The n-GaAs and p-GaAs

layers are formed via silicon and beryllium doping, respectively. The n-GaAs

and p-GaAs regions of the doped structure can be used to apply an electric

field across the GaAs layer which encapsulates the InAs QDs, changing their

optical properties. This effect is discussed in more detail in Section 2.2.1, and

demonstrated experimentally in Chapter 5, alongside applying an electric

field across the wafer to electrostatically displace GaAs cantilevers.
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In order to apply an electric field across the GaAs layer of the wafer, electrically

conductive contacts must be added to the doped regions of the wafer. This

fabrication procedure was performed by the author, and is discussed in more

detail in the following section.

3.1.3 Diode fabrication

Electrically conductive contacts are added to the doped regions of the het-

erostructure, shown in Figure 3.3, to control the electric field across the

structure. Electrical contacts are added to a doped wafer by the diode fabri-

cation steps outlined below, and illustrated in Figure 3.4(a) to (f). Electrical

contacts can be added in advance of, or after, photonic device fabrication

(discussed in the following section), but must be completed before the removal

of the Al0.6Ga0.4As layer.

Figure 3.4: Schematic diagram showing the fabrication proccess for diode on an
electrically active doped heterostructure (Figure 3.3). (b) Photosensitive resist
(SPR350) is deposited on the heterostructure surface, before (c) the diode pattern is
transferred into the resist using Ultraviolet (UV) radiation during the photolithog-
raphy step. (d) The heterostructure is then developed in a solvent MF26a to
remove the regions of SPR350 exposed to UV radiation. (e) The exposed regions of
SPR350 etched using inductively coupled plasma (ICP) techniques. (f) Finally, the
excess resist is removed from the heterostructure surface using chemical solvents.
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Firstly, a small section of the wafer is cleaved, producing a ∼ 1cm2 rectangular

piece, with straight side-walls and unfractured facets. The cleaving step is

a mechanical process, where the wafer is scratched using a diamond tipped

scribe, then flipped over and gentle pressure is applied, resulting in fracture

of the GaAs wafer along the crystal axis. The cleaved wafer is cleaned using a

n-butyl acetate, followed by acetone, and finally washed with isopropyl alcohol

(IPA). The cleaved and cleaned piece of wafer is hereafter referred to as ‘the

sample’, shown in Figure 3.4(a). A 1.2µm layer of positive photosensitive

resist, called SPR350, is subsequently deposited onto the sample surface,

as shown in Figure 3.4(b). The photoresist is applied using a spin coating

machine, where droplets of SPR350 are drop-cast onto the sample surface as

the sample is rotated at 4000rpm for 30 seconds. The sample rotation ensures

an evenly distributed photoresist layer, where the sample size, rotation speed,

acceleration, duration, and the viscosity of the resist will determine the layer

thickness. The photoresist thickness, h, can be expressed as

h ∼ c

√
η

tω
, (3.1)

where c and η are the concentration and viscosity of the photoresist, while t

and ω are the time duration and angular frequency of the sample rotation,

respectively[156]. Equation 3.1 is valid for solvents with evaporation rate

∼
√
ω, and for constant sample rotation. Stronger adhesion between the

sample surface and the photoresist is achieved by heating the sample to 180oC

for 3 minutes, and curing at 100oC for an additional 1 minute. Heating

the sample for longer, or at higher temperatures, also removes any residual

solvents left behind after the cleaning process. However, heating the sample

for too long can reduce the photon sensitivity of the resist.

A single diode unit cell is shown in Figure 3.5, which covers an area equal to

1mm2. The four gold, horseshoe-shaped regions are the top electrical contacts

which contact the p-GaAs layer, shown in green. The bottom gold contact

touch the n-GaAs layer, shown in blue. The diode unit cell design results in

four spatially separate regions for bias control, where electrical devices are

confined within the horseshoe footprint, as shown in Figure 3.5.
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Figure 3.5: Schematic diagram of diode mask trasferred into the SPR350 pho-
toresist. The n-doped and p-doped GaAs regions are shown in blue and green,
respectively. The electrical contacts are shown in gold and labelled as bottom and
top contacts, respectively. The orientation and alignment markers are used during
the photolithography are also annotated on the figure.

The regions of the diode design to be etched are shown in blue in Figure

3.5, and transferred into the SPR350 photoresist during the photolithography

process, shown in Figure 3.4(c). Firstly, a photolithographic mask of the

diode pattern is made of optically opaque quartz, and optically transparent

glass. The mask is brought into close contact (around 20µm separation)

with the photoresist surface to provide the optimal spatial resolution for

transferred patterns, typically around 2µm. The mask is subsequently exposed

to ultraviolet (UV) radiation, as shown in Figure 3.4(c). Photons which

propagate through the glass of the mask will strike the sample surface and

initiate a molecular reaction, which alters the solubility of the photoresist

when bathed in a developer solvent. All diodes discussed in this thesis are

developed in a solvent called MF26a, for 1 minute. After the development

process, selective areas of the p-GaAs are exposed whilst other regions are

still covered in SPR350, as shown in Figure 3.4(d). The development process

is terminated by rinsing the sample in room temperature deionised (DI) water,

leaving a diode etch pattern in the SPR350. The sample then undergoes

plasma ashing for 1 minute to remove any residual resist from the sample

surface.
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The SPR350 resist pattern acts as a mask for the underlying semiconductor

material. Regions of sample not covered in photoresist are anisotropically

etched away, using inductively coupled plasma (ICP) etching. The ICP

etching proccess starts by generating a strong radio-frequency (RF) field,

used to create a chlorine/argon based charged plasma. The charged plasma

is created within a pressurised vacuum chamber, with the sample positioned

in the centre of the chamber on a carrier wafer. A second RF field generated

within the chamber causes accelerated electrons to electrically charge the

carrier wafer. The charged carrier wafer results in a large potential difference

between the top and bottom of the chamber, causing high velocity ions to

directly bombard the sample surface. Ion bombardment alters the volatility

of the GaAs not protected by the SPR350 mask, etching away the exposed

semiconductor material, as shown in Figure 3.4(e). The SPR350 layer is also

etched away during the ICP etching step, but at a lesser rate compared to

GaAs since the selectivity in the etching rates between SPR350 and GaAs is

around 1:2. The SPR350 mask is removed using hot n-methyl-2-pyrrolidinone

(NMP) solvent, leaving the diode pattern etched into the semiconductor

material of the sample, as shown in Figure 3.4(f).

To create the electrical contacts of the diode, as shown in gold in Figure

3.5, another photoresist mask is first created on the sample surface, this

time using a photoresist bilayer. The photoresist bilayer is composed of

polydimethylglutarimide (PMGI) and SPR350 spin-cast onto the sample

surface, as shown in Figure 3.6(a). Firstly, a 500nm thick layer of PMGI

is spin cast on the sample surface, as the sample is rotated at 4000rpm for

30 seconds. The sample is cured at 180oC for 6 minutes before a 1.2µm

thick layer of SPR350 is spin-cast on the sample surface, where the sample

rotation is again equal to 4000rpm for 30 seconds. The sample is then

baked at 100oC before the UV exposure is performed. By repeating the UV

exposure procedure discussed above but for the gold contact regions alone

in Figure 3.5 (not the blue etched regions as was done before), the diode

electrical contact pattern is transferred to the photoresist bilayer, as shown

in Figure 3.6(b). The sample is developed in MF26a for 1 minute 20 seconds,

selectively removing regions of the bilayer, as shown in Figure 3.6(c). The

higher solubility of PMGI in the developer fluid compared to SPR350 results

in a ∼ 5µm overhanging SPR350 region, as shown in Figure 3.6(c). The

overhanging SPR350 region facilitates the metal deposition, and resist removal

procedure also known as lift-off, discussed in more detail below.
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Figure 3.6: Schematic illustration of the photolithographic and thermal evaporation
techniques used to deposit electrical (gold) contacts on the sample. (a) First a
photoresist bilayer consisting of PMGI and SPR350 is deposited on the sample
surface, before (b) photolithography and (c) solvent development remove selected
regions of the bilayer. The different selectivity of each resist layer creates an
overhanging SPR350 layer. Next, (d) Ni:Au are deposited directly onto the sample
surface via thermal evaporation, before (e) the resist bilayer is removed using
solvents, leaving selective regions of Ni:Au deposited on the sample surface.

Thermal metal evaporation techniques are used to deposit a nickel (Ni) and

gold (Au) metallic bilayer onto the entire sample surface, as shown in Figure

3.6(d). Ni is chosen to promote a stronger adhesive contact between the

metal and semiconductor interface, whilst the Au is selected for its conductive

properties. While copper has superior conductive properties, Au is chosen

as the electrical contact material since it is resistant to oxidation, which

is beneficial for making wire bonds to the top and bottom contact regions

sample (discussed in more detail below). First, Ni is heated to its evaporation

temperature using high-resistance metal coils, resulting in Ni atoms directed

towards the sample surface. A ∼ 20nm thick layer of Ni is deposited onto the

sample surface at a rate of 0.2nm/second. The metal evaporation procedure

is repeated to deposit a ∼ 200nm thick layer of Au onto the Ni surface, at

a rate of 0.8nm/second, as shown in Figure 3.4(d). The photoresist bilayer

is removed by rinsing the sample in heated NMP and IPA, leaving behind

regions of metal contacted to the doped GaAs with abrupt side-walls, and

well defined features due to the overhanging region of the photoresist bilayer,

as shown in Figure 3.6(e).
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External bias control of the sample is achieved by making wire bonds between

the electrical contact regions of the sample, shown in Figure 3.5, and the

sample holder bond pads. The electrically conductive wire bonds are created

using a gold wire ball-bonding machine. The gold wire ball-bonder pulls a

thin gold wire through a ceramic capillary, with aperture diameter ∼ 15µm.

The free end of the gold wire is melted via high voltage arc discharge, a.k.a.

flame-off, forming a tactile ball at the end of the wire. As the capillary

is lowered, the gold ball makes contact with the sample bond pads. The

capillary then applies mechanical force and ultrasonic energy to weld the ball

to the sample bond pad. The gold wire bond remains adhered to the sample

as the capillary is returned to its resting position. The capillary is then

repositioned over the sample holder bond pad, before being lowered to form

a wired connection between the sample and sample holder bond pads. The

bonding procedure is repeated across multiple electrical connections between

the sample bond pads and the sample holder bond pads.

The electrical characteristics of the diodes are tested using IV-curves[157].

IV-curves are generated by steadily increasing the voltage through the diode

whilst simultaneously measuring the current flow across the structure. The

upper limit of the current flow through the diode is set to 100µA, as to not

damage the diode through electrical heating effects. Typical room temperature

IV-curves for a doped wafer are presented in Figure 3.7, which are measured

in the forward bias regime. The overlapping IV-profiles of Figure 3.7 are a

result of the precise fabrication procedure. All five diodes exhibit a turn on

bias of approximately 0.75V, where the turn on bias is defined as the bias

at which the p-i-n diode’s internal electric field is overcome by the external

electric field.
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Figure 3.7: Examples of experimentally measured p-i-n diode IV-curves for five
diodes, measured by steadily increasing the bias across the diode while monitoring
the current flow. The turn on bias for all the diodes is observed around 0.75V.

3.1.4 Photonic device fabrication methods

This section will describe the fabrication methods used to create the sus-

pended photonic devices discussed within Chapter 5. As is the case with

electrical diode fabrication discussed in Section 3.1.3, first the wafer shown in

Figure 3.3 must be cleaved to produce a 1cm2 piece, and cleaned using the

same three solvent cleaning process used for diode fabrication, resulting in a

cleaved, and cleaned sample, as shown in Figure 3.8(a). The cleaned sample

will hereafter be referred to as ‘the sample’.

Making photonic crystal (PhC) structures requires repeatable and precise

fabrication of intricate, periodically repeated patterns. Fabrication induced

deviations from the desired dimensions can have serious consequences for the

functionality of photonic devices. Since the e-beam resist typically peals off

during the ICP procedure for small-scale nanophotonic features, exacerbating

these effects, a layer which is more robust to the etching step is required.

Thus, in order to produce high quality PhC structures, a 100nm silicon diox-

ide (SiO2) layer is deposited onto the sample surface, as shown in Figure

3.8(b). The SiO2 layer is deposited at a rate of 40nm/min by plasma-enhanced

chemical vapour deposition (PECVD). PECVD mixes reactive gases Silane

(SiH4) and Nitrous oxide (N2O), to create a plasma under RF excitation in a

vacuum chamber.
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Figure 3.8: Schematic diagram of the fabrication procedure for suspended photonic
crystal (PhC) structures. First, (a) the GaAs wafer is cleaned using a three solvent
cleaning. (b) A layer of SiO2 is deposited on the wafer surface through plasma-
enhanced chemical vapor deposition (PECVD), before (c) a layer of CSAR 62
electron beam (e-beam) resist is deposited on the SiO2 layer using spin coating
methods discussed in Section 3.1.3. Next, (d) the CSAR 62 layer is exposed to
high energy electrons during the electron beam lithography (EBL) step, before (e)
the sample is developed in a solvent called xylene, removing the exposed regions
of CSAR 62. (f) The sample is then etched using reactive ion etching (RIE) to
remove exposed regions of the SiO2, before (g) the GaAs layers of the wafer are
removed using inductively coupled plasma (ICP) etching. Finally, (h) the SiO2

and sacrificial Al0.6Ga0.4As layer are removed using hydrogen fluoride (HF) etching
techniques.



3.1. WAFER GROWTH AND FABRICATION 87

The plasma reacts with the sample surface to deposit a layer of SiO2 at a

controlled rate. The SiO2 surface can then be prepared for the later litho-

graphic process by spin-casting a thin layer of hexamethyldisilazane (HMDS)

followed by a ∼ 220nm layer of electron sensitive resist (e-beam resist) to the

sample surface called CSAR 62, as shown in Figure 3.8(c). The HMDS is

only used as an adhesion promoter between the silicon and the CSAR 62, and

therefore is not shown in Figure 3.8(c). The e-beam resist is applied using

a spin coating machine, as described in Section 3.1.3, where the sample is

rotated at 4000rpm for 30 seconds. Similarly to the diode fabrication process,

the sample is then heated to 180oC for 5 minutes to remove residual resist

solvent and cure the sample.

Photonic device designs are created in a Graphic Database System II (GDSII)

format. GDSII is an industry standard tool used to design arrays of photonic

devices, with control over the hierarchical device structure, useful for creating

structures which require multiple fabrication steps. The device design dimen-

sions made in the GDSII software are always modified from the modelled and

experimental dimensions to account for fabrication imperfections. The GDSII

design of the photonic structure is transferred onto the e-beam resist layer

by selectively exposing areas of the resist to high energy electrons (∼50keV)

during the EBL step, shown in Figure 3.8(d). The total energy delivered by

the electrons is tailored using proximity correction algorithms, which take into

account the proximity and scale of structures being processed. The proximity

correction accounts for electron backscattering effects within the wafer, which

are responsible for resist exposure far from incidence (termed the proximity

effect). The EBL procedure is capable of transferring features as small as

20nm onto the e-beam resist, and is therefore an appropriate technique for

producing intricate photonic designs. The high energy electrons result in the

breaking of molecular bonds in resist layer, which changes the solubility of

the exposed resist in the subsequent development step, as shown in Figure

3.8(e). CSAR 62 is developed in a solvent called xylene for 1 minute at 23oC.

The developed resist layer on the sample surface acts as a mask for the

underlying SiO2 layer. The e-beam mask defines which areas of the SiO2 layer

will be etched away, as only exposed SiO2 regions will be etched using reactive

ion etching (RIE) techniques, shown in Figure 3.8(f). The RIE process etches

away the exposed SiO2 by ionic bombardment of the entire sample surface,

using high velocity ions generated from a trifluoromethane (CHF3) based
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charged plasma, using radio-frequency (RF) fields. Etching times are typically

∼ 10 minutes for devices discussed within this thesis, and halted when the

surface of the GaAs layer is reached. The e-beam resist is removed by rinsing

the sample in warmed NMP solvent for 5 minutes, leaving the SiO2 layer

acting as a mask for the underlying semiconductor material.

Similar to the diode fabrication discussed in Section 3.1.3, ICP etching is

used to etch away the exposed semiconductor regions beneath the SiO2 mask,

as shown in Figure 3.8(g). ICP etch times used to fabricate devices discussed

in Chapter 5 are typically 60− 90 seconds, and halted when the AlGaAs layer

is reached.

The SiO2 mask is removed with a diluted hydrofluoric (HF) acid etch, com-

monly called a buffered oxide etch (BOE). The BOE recipe is a 10:1 mixture of

ammonium fluoride (NH4F), and hydrofluoric acid (HF) diluted in water in a

2:5 ratio, and is carried out for 2 minutes. Following this step, electrical diodes

can be added to the sample, using the procedures outlined in Section 3.1.3.

Next, a concentrated HF acid recipe is used to remove the Al0.6Ga0.4As layer

of the wafer, leaving the fragile photonic devices suspended. The Al0.6Ga0.4As

layer is removed by submerging the sample in a 5:2 mixture of water and HF

acid for ∼ 20 seconds, as shown in Figure 3.8(h). The exposed GaAs regions

of the sample are not etched away during the Al0.6Ga0.4As removal due to

the selectivity ratio of the concentrated HF etch mixture. The HF bath has a

selectivity ratio of 105 : 1 between the Al0.6Ga0.4As and the GaAs[158]. The

sample is then removed from the acid bath, and rinsed with DI water.

Removing the sample from the water bath will leave a residual water film

on the sample. The suspended photonic structures can collapse under the

water film’s surface tension as the sample is dried. In order to avoid undesired

surface tension in fragile structures of the sample, critical point drying (CPD)

is used. CPD operates on the principle that a supercritical fluid does not have

any surface tension since they lack a liquid-gas phase boundary transition.

All suspended photonic devices discussed within this thesis undergo the CPD

procedure using carbon dioxide (CO2). CO2 is used during CPD since it has a

low critical temperature which is easier to achieve experimentally. The steps

of the CPD procedure are illustrated in Figure 3.9, and summarised below.
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Figure 3.9: Schematic diagram of critical point drying (CPD) procedure. The
water from the rising process left on the suspended device is replaced with acetone,
before liquid CO2 is introduced in order to dissolve the acetone. Next, the chamber
temperature and pressure are increased to reach the critical point of CO2, where
CO2 transitions from a liquid to a supercritical fluid. The chamber pressure is
then reduced, resulting in a transition from supercritical fluid to gaseous CO2. The
chamber is finally vented, and the GaAs photonic structure is left suspended and
dry.

The CPD procedure begins by replacing the water from the sample with ace-

tone at room temperature and pressure. Acetone is selected as a replacement

for water since it is miscible with both water and CO2. The sample is then

placed in a chamber with pressure and temperature control, before liquid CO2

is added at ∼45bar and 283K. The liquid CO2 replaces the acetone before the

temperature in the chamber is raised to 304K, while the pressure is increased

to 73 atmospheres, resulting in the CO2 transitioning into a supercritical fluid.

Next, the pressure in the chamber is reduced while the temperature is main-

tained at 304K, resulting in a continuous phase transition of the CO2, from

a supercritical fluid to a gas without crossing a phase boundary. Therefore

no surface tension is introduced during the sample drying process. Finally,

the sample chamber is cooled to room temperature and vented. The CPD

procedure is an essential final step in the fabrication procedure of photonic

devices discussed within Chapters 5 and 6, allowing suspended structures to

be produced reliably and repeatably.
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3.2 Cryogenic measurements

Many of the experimental detection and characterisation measurements re-

ported on within this thesis are performed within the cryogenic temperature

regime, i.e ∼ 4.2K. Stable cryogenic temperatures are achieved in the lab using

continuous flow or bath cryostat systems, cooled used liquid helium (4He).

Continuous flow systems are simple to implement experimentally, allowing for

samples to be quickly mounted and investigated at cryogenic temperatures.

Bath cryostat systems offer greater thermal stability over longer duration of

time, but involve a more complex sample mounting procedure. In this section

a brief description of bath and continuous flow cryostat systems is provided.

3.2.1 Continuous flow cryostat

The main advantage of a flow cryostat system is that samples can be ex-

changed and cooled quickly, and are therefore used for quick characterisation

measurements of samples which are structurally robust enough to survive

repeated thermal cycling. For example, the flow cryostat system is used to

characterise micromechanical samples discussed in Chapters 4 and 5.

Figure 3.10: Schematic diagram of a continuous flow cryostat system used to
characterised devices discussed in Chapters 4 and 5. the sample (grey) is mounted
on a copper cold finger (orange), and the cryostat itself is mounted on x-axis and
y-axis translation stages for controllable positioning of the sample. The direction
of liquid helium flow within the cryostat is indicated by the black arrows. A heat
exchanger between the helium and the cold finger facilitates the cooling of the
sample down to cryogenic temperatures.

In a flow cryostat system, semiconductor samples are thermally contacted to

a copper cold finger, housed inside a vacuum chamber, as shown in Figure

3.10. The sample temperature is reduced to ∼ 4.2K when liquid 4He is

continuously pumped through the heat exchanging element, which is attached

to the copper cold finger. The optical window of the cryostat is located
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directly above the sample, and facilitates micro-photoluminescence (µ-PL)

microscopy experiments, and laser interferometry of suspended samples (see

Section 3.3 and 3.4). When the cryostat is mounted beneath such optical

setups, spatial positioning of the laser on the sample surface is achieved using

the x- and y-axis translation stages which the cryostat is mounted on, while

z-axis (focus) is adjusted at the optical setup.

Continuous flow systems provide stable temperature control by adjusting the
4He flow rate. However, since liquid 4He is continuously pumped through the

system, low frequency vibrations are an inherent problem. Such vibrations are

undesirable, especially for mechanically sensitive measurements such as optical

interferometry, and for long duration measurements, such as photon time

correlation measurements. Additionally, 4He flow is repeatedly interrupted,

since it needs to be regularly discontinued regularly to meet safety protocol,

financial limitations, and environmental conservation needs. Restrictions on

the liquid 4He supply and low frequency vibrations limit the duration of time

for which low temperature measurements can be performed.

3.2.2 Bath cryostat

The advantage of bath cryostat systems compared to continuous flow systems is

their thermal stability over long time periods. Furthermore, unlike continuous

flow systems, no pumping is required since the sample is mounted within an

insert tube and placed in a dewar filled with liquid 4He, which reduces low

frequency vibrational within the system. The bath cryostat system is also

kept on top of a vibrational damping stage which reduced low frequency noise

vibrations further. Minimising low frequency vibrations allows for optical

measurements which require mechanical stability over long time periods.

Additionally, if the 4He bath is replenished every two weeks, the sample can

be kept at a constant temperature ∼ 4.2K for weeks or months at a time,

without the sample undergoing thermal cycling. A schematic diagram of the

bath cryostat system used to characterise samples discussed in Chapters 5

and 6 is shown in Figure 3.11.

In the bath cryostat system, the sample is first bonded to a chip carrier, used

to electrically gate the sample. The sample and chip carrier are mounted

on top of piezoelectric x-,y-,z-translational stages, as shown in Figure 3.11.

The chip carrier and x-,y-,z-translational stages are connected to an external
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Figure 3.11: Schematic diagram of bath cryostat system used to characterise devices
discussed in Chapters 6 and 7. The sample is mounted within the insert tube, and
filled with helium exchange gas, before being places in a dewar filled with liquid
helium. Achromatic lenes and an objective lens are also mounted within the insert,
to facilitate optical excitation and collection, using the optical table placed above
the optical window. Electrical inputs also span the length of the insert, allowing
to electrical characterisation of samples. The magnified view inside the bottom
of the insert tube is shown is shown in the inset. The device mounted on top of
piezoelectric translation stages. The whole system is placed on top of a vibrational
damping stage to minimise low frequency vibrations.
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voltage source by wires which span the length of the insert tube. Two

achromatic lenses are mounted within the insert tube separated by a distance

2f , where f is the lens focal length. The two achromatic lenses and the

aspheric lens collimate laser light along the length of the tube, and increase

the spatial scanning range, without reducing the imaging quality[159]. The

insert itself is filled with a small amount of 4He gas, allowing for convective

cooling pathways when the insert is submerged in the liquid 4He bath. The

optical window in the tube facilitates optical measurements of the sample,

by assembling an optical setup similar to the one shown in Figure 3.13 on

the breadboard positioned on the top of the tube. The liquid 4He bath will

need to be replenished over time, which may require minor realignment of the

optical table. However, this can be achieved without removing the sample,

which can remain mounted and cold indefinitely.

The main disadvantage of the bath cryostat system is the inherent difficulty

in exchanging samples mounted within the insert. Firstly, the optical table

is removed before the insert can be removed from the liquid 4He bath. The

insert then needs to reach room temperature before electrical contacts to

the sample chip holder are disconnected, and the sample can be carefully

exchanged. The insert must then be evacuated and exchange gas added,

before it can be installed once more. This procedure typically requires ∼ 24

hours.

3.3 Micro-photoluminescence spectroscopy

Single photon emission from semiconductor QDs can be obtained either

through electrical injection of charge carriers (electro-luminescence, EL), or

via optical excitation (photoluminescence, PL)[160]. In the PL regime, semi-

conductor material is optically excited with sufficient energy to excite an

electron from the valance to conduction band of the QD, creating an exciton

state bound by the coulomb potential. Radiative recombination of the exciton

results in single photon emission as governed by the Pauli exclusion principle

(see Section 2.2.1). Similarly, in the EL regime, electrons are injected into

the conduction band and holes are injected into the valance band of the QD,

forming an exciton state which can radiatively recombine. EL of defect states

similar to QDs is demonstrated experimentally in Chapter 6, but all experi-

ments on III-V semiconductor QDs reported in Chapter 5 are performed using

optical excitation. Optical excitation of QDs embedded within bulk III-V
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semiconductor material can be either a non-resonant, or resonant process, as

illustrated in Figure 3.12[161, 162].

Figure 3.12: Schematic diagram showing the non-resonant (green and yellow arrows)
and resonant (red arrows) optical excitation regimes. The different semiconductor
layers are represented in three different colours and labelled above the figure, and
the heterostructure growth direction is indicated below with a black arrow. The
black and white circles represent the electrons and holes, respectively, and the QD
emission upon exciton recombination is also shown in red.

Two non-resonant optical excitation processes are shown with green and

yellow arrows, in Figure 3.12. The green arrows represent optical excitation

with photon energy equal to, or larger than, the GaAs bandgap, reported

to be ∼815nm at 4.2K[163]. The yellow arrows represent optical excitation

with photon energy less than the GaAs bandgap, but larger than, or equal to,

the WL bandgap. Electron-hole pairs formed in GaAs or WL can radiatively

recombine, or non-radiatively relax to fill the lowest available QD energy

states, as shown by the dashed black arrows in Figure 3.12. Non-radiative re-

combination is a phonon-assisted process, typically occurring over pico-second

time scales, compromising the coherence properties of the QD emission[164].

The resonant optical excitation regime is shown with red arrows in Figure

3.12. The red arrows represent optical excitation, where the photon energy

is equal to the ground state QD energy. In the resonant excitation regime,

exciton formation and recombination occurs at the Rabi oscillation frequency,

largely in the absence of non-radiative mechanisms[165]. However, resonant

excitation is not demonstrated experientially in research presented within this

thesis, and is not discussed further. All optical characterisation measurements

on QDs shown in Chapter 5 are performed using non-resonant excitation

using the µ-PL setup shown in Figure 3.13.
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Figure 3.13: Schematic diagram of micro-photoluminescence (µ-PL) setup, where
the excitation path is shown in red, the white light is shown by the dashed grey
line. The PL emission from the sample mounted within the cryostat is shown in
blue, and directed towards a spectrometer for signal readout. The neutral-density
filters and beam splitters are annotated as ND and BS, respectively.

In µ-PL, the non-resonant excitation laser is shown in red. The non-resonant

laser propagates in free space through a neutral-density filter (ND-filter),

used to control the optical power directed towards the sample. The cube

beam splitter (BS) redirects the non-resonant laser towards the objective and

optical power meter, simultaneously. The power meter is used to monitor the

non-resonant laser power incident on the sample surface in real time. The

non-resonant laser excitation can be focused to a ∼ 2µm diameter spot on the

sample surface using an objective lens, which is useful for spatially localised

optical excitation/collection. White light, shown as the dashed grey line in

Figure 3.13, is also directed through the objective and reflected off the sample

surface. Non-resonant laser and white light reflected off the sample surface

are separated from QD PL, shown in blue in Figure 3.13, by a 700nm longpass

(LP) filter. The wavelength dependence of the 700nm LP filter redirects laser

light and white light toward a camera for imaging, while QD PL signal is

transmitted and directed towards a spectrometer for spectroscopic analysis.

The QD PL signal which enters the spectrometer is dispersed by a grating
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and detected by a charge coupled device (CCD), used in conjunction with

spectral imaging software. The µ-PL set-up shown in Figure 3.13 can be used

for simultaneous laser excitation and collection of QD PL, from two spatially

separate positions on a sample, as demonstrated in Chapter 5.

3.4 Interferometric readout of mechanics

Optical interferometry is a well understood and highly sensitive experimen-

tal measurement method used for detecting mechanical displacements (for

instance, motion of a micromechanical resonator) through interference of two

beams of light[166]. Research presented in this thesis uses a Michelson inter-

ferometer to measure mechanical resonator frequencies, mechanical quality

factors, and thermal vibrations of micromechancal resonator devices discussed

in Chapters 4, 5, and 7[167]. A description of the operational principles of

the Michelson interferometer is presented below.

The Michelson interferometer uses an electromagnetic (EM) radiation source,

which is divided using a beam splitter, and directed along two orthogonally

separated optical paths. Recombining the beams results in an interference

pattern, dependent on optical path length. The interference pattern can

be used to detect picoscale differences in the optical path lengths[167]. A

schematic illustration of the Michelson interferometer operating in the homo-

dyne detection regime (i.e. using the same laser source for the reference field

as well as the measured field) used to characterise micromechanical resonators

in this thesis is shown in Figure 3.14.

The laser is a 633.1nm, wavelength stabilised, long coherence length light

source (shown by the red line), and is directed onto a linear polariser (LP)

and half waveplate HWP(1). The LP and HWP(1) are used to control the

polarisation angle of the light incident on the polarising beam splitter, PBS(1).

The PBS(1) separates the orthogonally polarised components of the laser

along two orthogonal optical paths. p-polarised components of the laser are

transmitted through the PBS, and directed towards the sample mounted

in the cryostat; this optical path is termed the sample arm. Conversely,

s-polarised components of the laser reflect off the PBS(1), and are directed

towards a piezoelectrically controlled mirror (PZT mirror), used for precise

adjustments to the optical path length along this direction; this optical path

is called the reference arm.
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Figure 3.14: A schematic of the interferometer setup used to detect motion of
resonators discussed in Chapters 4, 5, and 6. The 633.1nm laser shown by the red
line is used as the probe and reference beam, whereas light reflected from the sample
and PZT mirror is shown as a blue line. PZT - piezoelectric transducer; HWP -
half waveplate (green); QWP - quarter waveplate (yellow); ND - neutral-density
filter (black); LP - linear polariser (orange); FMM - flip-mounted mirror; PBS -
polarising beam splitter (blue); SA - spectrum analyser.

In the sample arm of the interferometer, the linearly p-polarised light is

first transmitted through a QWP(1) transforming polarisation from linear

to circular. The circularly polarised light is transmitted through a Mitutoyo

long working distance (focal length of 200mm), 100× magnification objective,

with a numerical aperture (NA) of 0.7. The high magnification and NA of

the objective results in high resolution sample imaging under white light

illumination. The objective focuses the laser into a ∼ 2µm diameter laser

spot on the sample surface. Laser light reflected off the sample surface is

shown by the blue line in Figure 3.14. Circularly polarised light reflected

off the sample surface will experience a reversal in handedness (i.e. from

right-handed to left-handed polarisation), before propagating back through

the the objective once again. This polarisation reversal is imperative for the
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operation of the interferometer, as the circularly polarised light reflected from

the sample will be converted to linearly s-polarised light upon propagation

though QWP(1). Therefore, light propagating back up the sample arm from

the QWP(1) to the PBS(1) (shown by the blue line) will be orthogonally

polarised relative to light transmitted down the sample arm, from the PBS(1)

to the QWP(1) (shown by the red line). As a result, laser light reflected

from the sample surface will undergo reflection from the PBS(1), and will be

redirected towards the photodetectors. Note that a small fraction of circularly

polarised light reflected from the sample will be redirected to an imaging

setup using the 90:10 plate BS. The imaging setup consists of a camera and

monitor used to image the laser position on the sample surface. Similarly,

the flip-mounted mirror (FMM) and 90 : 10 plate beam splitter (plate BS)

positioned in the sample arm facilitate white light imaging of the sample

surface, as shown in Figure 3.14.

Regarding the reference arm, linearly s-polarised light reflected off the PBS(1)

will be converted to circularly polarised light upon propagation though the

QWP(2). As is the case with the sample arm, the handedness of the circularly

polarised light is reversed upon reflection off the PZT mirror, which termi-

nates the reference arm. Therefore, circularly polarised light reflected off the

PZT mirror (shown by the blue line) which propagates through QWP(2) is

converted to linearly p-polarised light, which is orthogonally polarised relative

to light directed towards the PZT mirror (shown by the red line). Therefore,

laser light reflected from the PZT mirror will be transmitted through the

PBS(1), and directed towards the photodetecters. Furthermore, light reflected

from the PZT reference arm mirror which is transmitted through PBS(1) will

be cross-polarised with light from the sample arm reflected off the PBS(1)

and directed towards the photodetectors.

Next, the cross-polarised components of the laser light propagate through a

HWP(2), which rotates both components through a 45o angle, before being

directed onto another polarising beam splitter, PBS(2). The PBS(2) resolves

the components of the cross-polarised light along the horizontal and vertical

axes, such that there are components of light from both the sample and

reference arms within the orthogonally resolved axes, respectively. Therefore,

a relative path length difference between the sample and reference arms

(induced by motion of the sample within the cryostat) will result in a phase

difference between the sample and reference arm light respectively. This
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phase difference results in interference between the resolved components of

light from the sample and reference arm in the horizontally and vertically

resolved axis. The vertically polarised interference signal is reflected off the

PBS(2), while the horizontally polarised interference signal is transmitted

through the PBS(2), and both orthogonally resolved interference signals are

directed towards separate photodetector inputs.

The photodetector has low and radio frequency (RF) outputs, whereby the

low frequency output can be used to monitor the average intensity levels on

each detector input. The intensity incident on the two detector inputs, Iinput1

and Iinput2, are derived from Maxwell’s EM wave equations. A full derivation

of Iinput1 and Iinput2 can be found in Ref.[167], and are given as,

Iinput1 ∝ E2
0cos

2(kδL) = Pincos
2(kδL) =

1

2
Pin(1 + cos(2kδL)), (3.2)

Iinput2 ∝ E2
0sin

2(kδL) = Pinsin
2(kδL) =

1

2
Pin(1− cos(2kδL)), (3.3)

where E0 is the electric field amplitude, Pin is the power at the detector input,

k is the wavevector, and δL is the difference in optical path length between

the sample and reference arm. The intensity measured at detector input 1 has

a cosine dependence on δL, while the intensity measured at detector input 2

and has a sine dependence on δL. The intensity at each detector input with

respect to δL is plotted in Figure 3.15.

Figure 3.15: Normalised intensity at each detector input (shown in blue and red) in
the interferometer shown in Figure 3.14. When the optical path length difference
is λ/8, the intensity at each input is equal, as shown by the dashed green line.
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In the balanced detection regime the optical powers at each detector input are

equal. This condition is satisfied when δL = λ/8. In order to maintain the

optical path difference at the δL = λ/8 point, a feedback loop is used. The

difference in the photovoltages from the two detector inputs, Vdiff, is fed to a

home-built, op-amp based proportional-integral locking circuit, which outputs

a voltage proportional to Vdiff. This is then fed to the PZT mirror, changing

the optical path length of the reference arm, to counter deviations of Vdiff

from zero. The locking mechanism has a limited response bandwidth ranging

from 0 to ∼500Hz, due to the large capacitance of the PZT. Fluctuations at

both inputs in this frequency range are therefore cancelled.

The difference between voltages in the high frequency domain results in an

RF signal which is directed to a spectrum analyser. As previously stated, a

relative path length change between the sample and reference arm will result

in a relative phase change which alters the resulting interference detected in

the RF output. This is used to extract the dynamical information about the

resonator such as the resonance frequencies, and mechanical quality factors.

The spectrum analyser (SA) employed for this task is a N9000A CXA Signal

Analyser and operates within a broad frequency bandwidth (9kHz-3GHz),

ample frequency range considering the resonators studied within Chapters 4,

5, and 6.

The signal-to-noise ratio of the interferometer is improved by using higher

optical power in the reference arm compared to the sample arm, achieved by

rotating HWP(1) in Figure 3.14. In this case, the difference in intensity at

the detector inputs is given by,

∆I = IDet1
Trans′(t)− I

Det2
Refl′(t) = ERefer′ESamplecos(2kδL), (3.4)

where ERefer’ and Esample are the electric field amplitude in the reference and

sample arms, respectively. From Equation 3.4, resonator signal strength is

derived to be proportional to
√

Prefer′

Psample
. Although the same effect could be

achieved by operating in the reverse regime, with more power in the sample

arm compared to the reference arm, using ERefer′ > ESample reduces the risk

of sample destruction by laser induced heating, whilst maintaining picometer

scale detection sensitivity[167].
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Annotated photographs of the completed Michelson interferometer set-up

used to characterise mechanical resonators discussed in Chapters 4, 5, and 6

are presented in Figure 3.16 and Figure 3.17.

Flow Cryostat

HWP(1)

LP

PZT
Mirror

ND
Filter

QWP(2)
PBS(1)

Photodetector

Camera

Objective (obscured
from view)

QWP(1)
Camera

Lens

Figure 3.16: Annotated side-on view of Michelson interferometer setup. PZT -
piezoelectric transducer; HWP - half waveplate; QWP - quarter waveplate; ND -
neutral-density filter; LP - linear polariser; PBS - polarising beam splitter. The
camera, objective, flow cryostat, and photodetector are also annotated on the
figure.
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3.5 Computational methods

Photonic and electro/opto-mechanical devices discussed within Chapters 4,

5, and 6 of this thesis are designed and fabricated based on the results of

computer simulations performed by the author. Electromagnetic simulations

are performed using finite-difference time-domain (FDTD) analysis software.

FDTD is used to predict the propagation of QD emission through photonic

structures, such as PhC waveguides discussed in Chapter 5. Mechanical

simulations are performed using finite element analysis (FEA) software, used to

predict the frequency response of resonating structures discussed in Chapters

4 and 5, as well as cross-sectional stress and strain profiles for resonators in

Chapter 5. Both simulation methods are described in more detail below.

3.5.1 Electromagnetic analysis - FDTD simulations

Electromagnetic (EM) field modelling is used to predict the time dependent

evolution of optical fields within photonic waveguide structures discussed

in Chapter 5. EM-field modelling in the time domain is performed by solv-

ing Maxell’s fundamental time dependent equations of electromagnetism.

Maxwell’s partial differential, time dependent, coupled equations for the

electric and magnetic fields are given in Equation 3.5 and Equation 3.6,

respectively.

∇× E = −∂B

∂t
, (3.5)

∇×H = J +
∂D

∂t
, (3.6)

where E and H are the electric and magnetic fields, D is the electric dis-

placement, B is the magnetic induction field, and J is the current density.

The EM-field at time, t, for a given position within a photonic structure

can be determined by solving Equations 3.5 and Equation 3.6, and the time

independent Maxwell’s equations, given in Equation 3.7 and Equation 3.8.

∇ ·D = ρ (3.7)

∇ ·B = 0 (3.8)

In Equation 3.8, ρ is the free electric charge density.

In FDTD, a region of space is discretised using a mesh. A photonic structure

is defined by associating its refractive index with appropriate points on the
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mesh, and a source of EM radiation is introduced, such as a dipole. Maxwell’s

equations are then solved at each point on the mesh, time is stepped, and the

process repeated until the source decays. Each volume element of the mesh is

known as a voxel, or Yee cell. Electric fields are calculated at the voxel facets,

whilst magnetic fields are calculated at the voxel faces, as shown by the red

and blue arrows in Figure 3.18.

Figure 3.18: Schematic diagram showing an isolated voxel of the mesh used to
simulate electromagnetic field profiles in finite-difference time-domain (FDTD)
software. The magnetic fields are calculated at the faces, while the electric fields
are calculated at the edges, as shown by the blue and red arrows, respectively,
while the nodal points are annotated in green.

The accuracy of the simulation is dependent on the size of the voxel elements.

Smaller voxel elements result in more accurate simulation results, at the

expense of greater simulation time. The effect of voxel element size on the Yee

lattice mesh created for photonic structures can be visualised as a change in

the dielectric constant, as shown in Figure 3.19. Figure 3.19(a) to (d) shows

an array of nanoholes 130nm in diameter, etched into a 170nm thick GaAs

slab. In Figure 3.19(a), a 20nm Yee mesh is applied to the photonic device in

the FDTD region, whereas in Figure 3.19(c) a 5nm mesh is applied. When

the FDTD simulation is undertaken, a refractive index map of the sample is

generated. The refractive index maps generated for Figure 3.19(a) and Figure

3.19(c) are shown in Figure 3.19(b) and Figure 3.19(d), respectively.
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Figure 3.19: Simulation results showing the effect of a finer FDTD mesh on
simulation accuracy. (a) shows an array of air filled nanoholes (light blue) in
a GaAs substrate (darker blue) with a 20nm FDTD mesh. (c) shows the same
photonic structure with a 5nm FDTD applied. The corresponding simulated
dielectric maps of these structures are shown in (b) and (c), where the air holes
and GaAs are shown in blue and red, respectively. (b) and (c) show a finer FDTD
mesh will yield more accurate simulation results.

By comparing Figure 3.19(b) and Figure 3.19(d), one sees that the refractive

index map is more representative of the actual photonic device structure

when a finer mesh is used, at the expense of simulation time and computa-

tional demand. The computational memory requirements are expected to be

proportional to (voxel length)-3, and the simulation time is proportional to

(voxel length)-4 for three dimensional time domain simulations[168, 169].

Computational demand and simulation time can be reduced by implementing

symmetric and antisymmetric boundary conditions in the FDTD simulation

region, effectively reducing the simulation volume. Figure 3.20(a) to (d) shows

a H1 photonic crystal cavity (H1 PhCC), with a dipole source located at

the centre of the cavity, aligned along the y-axis. The H1 PhCC has three

degrees of symmetry, along the x-, y-, and z-axis, although no symmetry

conditions are applied in Figure 3.20(a). Figure 3.20(b) shows the H1 PhCC

with symmetric boundary conditions applied along the x-axis, shown in blue

shading. Similarly, Figure 3.20(c) show the H1 PhCC with antisymmetric

boundary conditions applied along the y-axis, shown in green shading. Figure

3.20(d) shows the in-plane cross-sectional view of the H1 PhCC, with sym-
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metric boundary conditions applied along the z-axis. Symmetric boundary

conditions are applied when the photonic device structure has geometrical

symmetry, and the QD dipole is orientated along the axis of symmetry, as

shown in Figure 3.20(b) and Figure 3.20(d). At the symmetric boundary

interface, the normal electric and tangential magnetic field are set to zero

by definition. Antisymmetric boundary conditions are applied when the QD

dipole source is perpendicular to the symmetry boundary axis, as shown

in Figure 3.20(c). At the antisymmetric boundary interface, the tangential

electric field and the normal magnetic field are set to zero by definition.

Figure 3.20: Screenshots of FDTD software showing a H1 PhCC with different
symmetric and anti-symmetric boundry conditions applied. (a) shows the H1 PhCC
with no boundary conditions, where the QD dipole is annotated in the centre of the
cavity, aligned along the y-axis. (b) and (c) Show the same PhCC with symmetric
and antisymmetric boundary conditions, shown in blue and green, applied along
the x and y-axes, respectively. (d) Shows the symmetric boundary conditions (blue)
applied along the z-axis. The limits of the FDTD region are shown in orange in all
four figures.

The FDTD simulation region is terminated with user-defined boundary condi-

tions, visible in orange in Figure 3.20(a) to (d). The three most commonly ap-

plied boundary conditions are periodic[170], metallic[171], and absorbing[172].
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All FDTD simulations performed within this thesis utilise absorbing bound-

ary conditions, consisting of perfectly matched layers (PML) of absorbing

material. The purpose of the PML layers is to absorb EM fields and prevent

non-physical reflection or scattering effects within the photonic structure[173].

Increasing the number of layers in the PML region increase the absorbance

of EM fields, at the expense of extended simulation time and computational

demand.

3.5.2 Mechanical modelling - FEA simulations

Finite element analysis (FEA) is a numerical modelling tool, which can be

used to approximate the response of mechanical systems to an external force.

Similar to FDTD simulations, the mechanical structures are imported into the

FEA simulation region and mapped using a finite element (FE) mesh, similar

to the Yee lattice discussed in the previous section. The FE mesh is created

by dividing the mechanical structure into a finite number of three-dimensional

tetrahedral elements, connected at the nodal points, as shown in Figure 3.21.

Figure 3.21: H1 photonic crystal cavity (PHCC) GaAs cantilever discussed in
Chapter 5, modelled using ANSYS software. The tetrahedral mesh is visible as the
black lines on the GaAs (grey) structure. The mesh is refined in at the H1 PhCC,
as shown by the dark region near the cantilever clamping point. The inset of the
figure shows a magnified view of the mesh for clarity.
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At the nodal points of the FE mesh, the systems governing differential

equations are approximated as a set of algebraic equations of the form

[K]{u} = {F}, (3.9)

where [K] is the matrix element which defines the material properties, i.e.

elasticity or conductivity. F is the perturbation to the system to which the

mechanical system responds, e.g. a loading force or a change in temperature,

and u is the response behaviour of the mechanical system, e.g. change in

displacement or velocity. Simultaneously solving a finite number of these

algebraic equations provides an approximate, yet accurate, response of the

mechanical system. If a fine FE mesh is applied, a larger number of simul-

taneous equations are solved, yielding more accurate simulation results at

the expense of computational demand. Computational demand is commonly

reduced by locally refining the FE mesh around regions of interest in the

mechanical structures, e.g. deformable regions.

FEA relies heavily on user input for the generation of accurate results. Firstly,

the correct analysis method needs to be selected, since commercially avail-

able FEA tools offer a wide range of analysis techniques. Commonly used

FEA analysis techniques include: dynamical analysis, fluid dynamics, and

thermal dynamics analysis. Research reported within this thesis mainly uses

‘static structural’, and ‘modal analysis’ packages within ‘ANSYS Mechanical

Enterprise’ software. The static structural package is used to determine the

localised stress, strain, and displacement fields of micromechanical structures

presented in Chapter 5. The static structural package assumes that the

system’s response and its boundary conditions are independent of time. In

contrast, modal analysis considers the temporally dependent dynamic re-

sponse of the system. The modal analysis tool is used to predict the natural

(fundamental and higher order) oscillation frequencies of micromechancial

resonators discussed in Chapters 4 and 5.

As an simple example, the ANSYS FEA modal analysis package is used to

simulate the natural frequency response of an Euler-Bernoulli (EB) beam

structure, similar to those discussed in Chapter 4. Firstly, the beam structure

is created in commercially available computer aided design (CAD) software,

called FreeCAD. FreeCAD structures are then imported into the ANSYS

modal analysis package, where material properties and boundary conditions
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are defined. Running the modal analysis package results in predictions of the

beams resonant frequency response. The simulated displacement of a GaAs

beam, with dimensions 15µm×120nm×120nm, is shown in Figure 3.22.

Figure 3.22: Simulated flexural frequency response of a simple beam structure,
where the magnitude of displacement is indicated by the colour scale shown on the
left hand side of the figure, and the beams equilibrium position is shown by the
dashed black line.

The magnitude of the beam displacement is indicated by the colour scale

on Figure 3.22, where the red (blue) colour represents maximum (minimum)

displacement. The fundamental mode frequency is predicted to be 344.42kHz,

in very good agreement with Equation 2.5a, which yields a value of 344.34kHz.

The main advantage of using ANSYS and other FEA tools for mechanical

modelling is its ability to simulate a wide array of physical phenomena, such

as: solid mechanics, dynamical motion, fluid mechanics, electrostatics, and

thermodynamics. However, within this thesis FEA is solely used to analysis

the static and structural properties of micromechanical resonators. Further-

more, FEA tools can be used to predict the response of structures with

particularly complex geometries, often too complex to be treated analytically.
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Chapter 4

Nonlinear Mechanical Mode

Coupling in GaAs Nanowires

4.1 Introduction

A number of nonlinear mechanical effects have been demonstrated exper-

imentally using semiconductor nanowires (NWs), including signal amplifi-

cation, nonlinear damping, and frequency mixing[174, 175]. Nonlinear NW

dynamics are of particular interest for non-demolition phonon-occupancy

measurements[176], and sensing applications[21]. In this chapter, the depen-

dence of the mechanical properties of GaAs NWs on the nanowire cross-section

morphology is investigated. Optical interferometry is used to probe the Brow-

nian motion of the NWs, before they are driven into the nonlinear regime of

motion to investigate single and coupled mode dynamics. The experimental

results are theoretically analysed using Euler-Bernoulli (EB) beam theory, and

finite element analysis (FEA) computational modelling. Research presented

within this chapter furthers the fundamental understanding of nonlinear

micromechanical resonator dynamics, and could be used to realise to new

sensing applications of beam-like resonators.

4.2 Sample fabrication

The majority of the III-V semiconductor devices investigated within this

thesis were fabricated using standard top-down processing techniques (see

Section 3.1.4). In contrast, the GaAs NWs discussed within this chapter are

fabricated through a bottom-up growth technique, which produces NWs with

atomically sharp features, and few fabrication imperfections. The proccess,

111
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known as catalyst-free metal organic chemical vapour deposition (MOCVD),

was undertaken by Dr Andrew Foster (See Ref.[177]) and is illustrated in

Figure 4.1.

Firstly, a (111)B GaAs wafer is cleaned using the three solvent procedure

outlined in Section 3.1.4, and subsequently baked at 100oC for 60 seconds, to

remove the residual moisture (Figure 4.1(a)). A∼ 30nm layer of silicon dioxide

(SiO2) is then deposited on the wafer using plasma enhanced chemical vapour

deposition (PECVD), as shown in Figure 4.1(b) (see Section 3.1.4)[178]. The

SiO2 layer is deposited at 300oC using 160sccm (standard cubic centimetres

per minute) of silane, and 900sccm of nitrous oxide gases with an additional

240sccm of nitrogen used as a ballast gas. During the PECVD procedure,

the RF power is set to 25W. The SiO2 layer is patterned into 135µm2 square

regions using optical lithography, and hydrogen fluoride (HF) wet etching

techniques, to regulate the NW growth rate[175], (note, this step is not shown

in Figure 4.1(a) to (f)). Next, an electron sensitive polymer resist, poly(methyl

methacrylate) (PMMA), is deposited by spin coating (previously discussed

in Section 3.1.3), with the sample rotated at 4000rpm for 30s, creating an

evenly distributed layer ∼ 100nm thick (Figure 4.1(c)). The wafer is then

baked at 180oC for 5 minutes to harden the PMMA layer.

Above each 135µm2 region of SiO2, a 20x1 array of apertures, with pitch

equal to 4µm is then patterned using EBL. Within a SiO2 single region, all

the apertures have the same diameter. However, between SiO2 regions, the

aperture diameter is varied along one axis (between 40 to 250nm) creating

ellipses. During this step, the electron beam voltage and beam aperture

are set to 30kV and 10µm, respectively. The high energy electrons cause

‘chain-scission’ within the polymer bonds of the e-beam resist layer, resulting

in the exposed regions of the resist becoming soluble when placed in a liquid

developer solvent. Therefore, after the EBL patterning, the PMMA layer is

developed in a solution of 1:3 methyl isobutyl ketone:isopropyl alcohol, for 30

seconds at room temperature, leaving behind arrays of apertures in the areas

of PMMA exposed to high energy electrons during the EBL step, as shown

in Figure 4.1(d). The PMMA apertures define which areas of the underlying

SiO2 are removed during the following reactive ion etching (RIE) step, shown

in Figure 4.1(e). The RIE procedure is a plasma based dry etching process,

which uses 40sccm of CHF3 at a pressure of 25mT and a RF power of 80W

for a duration of 3 minutes. The RIE step etches the exposed, ∼30nm thick
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Figure 4.1: Schematic illustration of the catalyst-free metal organic chemical
vapour deposition (MOVPE) bottom-up growth process used to fabricate nanowires
(NWs) on a (111)B GaAs substrate. (a) Cleaned GaAs substrate (pink) before, (b)
plasma-enhanced chemical vapor deposition (PECVD) is used to deposit a ∼ 30nm
layer of SiO2 (blue) onto the substrate. (c) Spin coating is then used to cast a
∼ 100nm thick layer of Poly(methyl methacrylate) PMMA (green) onto the SiO2

surface. Next, (d) apertures are patterned into the PMMA layer using electron
beam lithography (EBL). The sample is then developed in a solution of 1:3 methyl
isobutyl ketone:isopropyl alcohol (IPA), before (e) reactive ion etching (RIE) is
used to etch the exposed regions of the SiO2 layer. (f) The PMMA layer is removed
using solvent EKC830 and deionised water, before (g) NWs are grown through the
apertures using MOVPE.
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regions of SiO2 through the PMMA apertures. Next, the excess PMMA is

removed using solvent EKC830 and deionised (DI) water, leaving the SiO2

layer with apertures on the GaAs substrate, as shown in Figure 4.1(f). The

NWs are then grown from the SiO2 apertures using metalorganic vapour-phase

epitaxy (MOVPE), as shown in Figure 4.1(g). The MOVPE NW growth was

undertaken at the EPSRC National Epitaxy Facility in Sheffield.

MOVPE growth creates new epitaxial layers by chemical reaction in non-

vacuum conditions, unlike MBE methods which create new layers via physical

deposition in a chamber held at UHV (see Section 3.1.2). During the MOVPE

growth, the the wafer is held in a chamber at a pressure of ∼ 150Torr.

Trimethygallium (TMGa) and arsine (AsH3) are used as the gaseous reactants,

and hydrogen is used as a carrier gas in a chamber. The flow rates of the

reactant gases to the chamber are 5.2 × 10−5 and 6.3 × 10−4 mol/min for

TMGa and AsH3, respectively. The chemical reaction between TMGa and

AsH3 results in catalyst-free GaAs NW growth through the apertures in

the SiO2 layer. Conditions for the process are selected such that the top

facet grows much faster than the side facets - allowing for growth of NWs

resonators.

Figure 4.2(a) shows a scanning electron microscope (SEM) image of a single

row of nominally identical NWs, with length ∼ 14.5µm and diameter ∼ 130nm,

grown through the SiO2 mask apertures. In Figure 4.2(a), the cleaved edge

of the sample is annotated with a red dashed line, and is required to enable

optical access to the NWs when placed in the Michelson interferometer set-up

(see Section 3.4). The apertures in the SiO2 layer not only determine the

nucleation sites for NWs, but also the cross-sectional dimensions of the NW.

The circularly symmetric SiO2 apertures, ∼ 120nm in diameter, are designed

to produce regular hexagonal NWs. Apertures in the SiO2 mask which are

elongated along one axis, such as the one shown in the SEM image inset of

Figure 4.2(b), produce NWs with an elongated cross-section. Figure 4.2(c)

shows a close up angled SEM image of an isolated NW with elongated cross-

section, where the NW width in one axis is visibly longer than its width along

the orthogonal axis. We denote the NW width in the elongated axis, wmajor,

while the width along the orthogonal axis is termed, wminor, as shown by the

orange and blue annotations in the top-down SEM image shown in Figure

4.2(c).
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Figure 4.2: SEM images of the GaAs nanowires (NWs). a) Overview of single row of
identical nanowire. b) Magnified image with inset of elongated aperture in the SiO2

mask. c) Magnified top-down image showing anisotropy of cross-section. Top down
SEM images highlight the elongated NW cross-section morphology, where the major
and minor axes are labelled in wmajor (orange) and wminor (blue), respectively.

The degree of elongation in the NW cross-section is quantified as the NW

aspect ratio (AR), defined as the ratio of cross-sectional widths, wmajor/wminor.

The NW AR therefore doesn’t depend on the NW length along the growth

axis. Thus, for a regular hexagonal NW, AR= 2/
√

3 = 1.155, and for an

elongated hexagonal NW, AR> 1.155. The NW shown in Figure 4.2(c) has a

measured AR of 2.25.

Three separate arrays of NWs were grown using the techniques outlined in

Figure 4.1(a) to (f), with each array of NWs having a different AR. NWs

within each array are nominally identical. The first array contains regular

hexagonal NWs with average AR∼ 1.16, the second contains NWs with AR

∼ 1.64, and the third contains NW with AR∼ 2.00. Experimental analysis

presented later in this chapter will focus on one representative NW from each

respective array.

Due to the anisotropy in the NW cross-section shown in Figure 4.2(c), each

NW has non-degenerate orthogonal flexural modes along the orthogonal minor

and major axes. The fundamental flexural mode frequencies along the minor

and major axes are termed fminor
1 and fmajor

1 , respectively. Here, the subscript

refers to the mode order (i.e. fundamental mode=1), and the superscript

refers to the mode axis (i.e. either along the minor or major axis). This

notation will be used throughout the remained of this chapter. For instance,
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the second order flexural mode frequencies along the major and minor axes

of the NW are termed, fmajor
2 and fminor

2 , respectively.

4.3 Experimental methods and results

The NW sample was mounted in a flow cryostat system (see section 3.2.1),

with the vacuum chamber evacuated to ∼ 10−6mbar, as shown in Figure 4.3,

since NW flexural motion is damped at ambient pressure. The piezoelectric

transducer (PZT) in Figure 4.3 mechanically induces the NW flexural motion,

with voltage supplied by a function generator, limiting the PZT to 20V

maximum drive.

Figure 4.3: Schematic of GaAs nanowires (NWs) mounted inside a flow cryostat
system, held at a pressure equal to 10−6mbar, below a 100x objective, with
numerical aperture (NA) equal to 0.7. The piezoelectric transducer (PZT) and
function generator used to drive NW motion are also shown. The insert shows the
NWs rotated 60o to the optical axis to facilitate optical detection of orthogonal
vibrational modes of the NW.

The vacuum chamber was mounted in one arm of a Michelson interferometer

to enable optical detection of the NW motion. The Michelson interferometer

set-up (described in more details Section 3.4), used a 633.1nm stabilised

wavelength diode laser in conjunction with a high NA objective (NA=0.7,

100x magnification) to focus the laser to a 2µm diameter spot on a single

NW.

In order to determine the optimum mounting configuration of the NWs within

the flow cryostat system, ANSYS modelling software (see Section 3.5.2) was

used to predict the flexural mode shapes of GaAs NWs with dimensions
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15µm x 120nm x 90nm. The simulated fundamental and second order flexural

modes along the major and minor axes of the NW are presented in Figure

4.4(a) to (d), where the axis of oscillatory motion is indicated with black

arrows.

Figure 4.4: The fundamental and second order flexural mode shapes along the (a,c)
minor and (b,d) major axes for a GaAs nanowire with hexagonal cross-section,
simulated using ANSYS modelling software. The legend at the top right of the
figure shows the normalised displacement of the NW with respect to it’s equilibrium
position, while the black arrows indicates the axis along which the NW oscillates.

Figure 4.4(a) and Figure 4.4(b) show the simulated fundamental mode profiles

along the minor and major axes, respectively. Similarly, the second order

modes along the minor and major axis are presented in Figure 4.4(c) and

Figure 4.4(d), respectively. The colour scale to the right of the figure indicates

the normalised of displacement relative to the NW rest position.

Since the orthogonal flexural modes shown in Figure 4.4(a) to (d) oscillate

along perpendicular axes, the sample was mounted in the cryostat at a

60o angle with respect to the optical axis of the interferometer, as seen in

the side-on illustration of a single NW shown in Figure 4.3. Rotating the

NW with respect to the optical axis ensures both orthogonal flexural modes

are resolved and detected simultaneously. Displacement of the NW results

in an interference signal which is measured using a variable gain, balanced

photodetector, in conjunction with a spectrum-analyser for frequency readout.



118 CHAPTER 4. NONLINEAR MODE COUPLING IN NANOWIRES

4.3.1 Linear dynamics

We first detect the fundamental frequencies, fmajor
1 and fminor

1 , of individual

representative NWs from each of the three arrays. The AR and absolute

dimensions of each NW are listed in Table.4.1, where variation in wminor is

attributed to fabrication imperfections.

Table 4.1: The dimensions of three representative nanowires with aspect ratio (AR)
1.17, 1.72 and 1.98, respectively. NW dimensions are measured using scanning
electron microscopy (SEM) imaging techniques.

AR NW Length, L
(µm)

NW Major Width,
wmajor (nm)

NW Minor Width,
wminor (nm)

1.17 14.44 156 133
1.72 14.3 196 114
1.98 12.8 244 123

Figure 4.5(a) shows the resulting fundamental mode spectra due to thermal

fluctuations for the three NWs listed in Table 4.1. The room temperature

Q-factors are found to lie in the range 2000− 3000. The purple trace shows

the (almost degenerate) orthogonal frequency doublet for a NW of AR=1.17,

with frequency ∼ 460kHz. As the NW AR is increased such that AR=1.72,

an increase in the splitting between minor and major modes is observed,

as shown by the blue trace in Figure 4.5(a). Here, the minor and major

modes are found at ∼ 425kHz and ∼ 650kHz, respectively. Similarly, for

AR=1.98, as shown by the orange trace, the frequency splitting is increased

further, and the minor and major modes are found to be at ∼ 540kHz and

∼ 990kHz, respectively. Therefore, there is a clear relationship between

frequency splitting and NW AR.

Figure 4.5(b) shows the orthogonal frequency doublet for a NW with AR=1.17

in a smaller frequency bandwidth, highlighting the lifted degeneracy between

modes due to slight inherent anisotropy in the nominally regular hexagonal

NW cross-section. The doublet frequency modes attributed to the minor and

major modes of the NW by rotating the sample relative to the optical axis

(shown in Figure 4.3). If the NW is rotated so the major axis is perpendicular

to the optical axis, only the fminor
1 mode can be detected. Similarly when the

NW is rotated so the minor axis is perpendicular to the optical axis, only the

fmajor
1 mode can be detected.
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Figure 4.5: (a) The thermomechanical frequencies of the fundamental orthogonal
flexural modes, fmajor and fminor, of three NWs with AR= 1.17 (purple), 1.72
(blue), and 1.98 (orange), respectively. Flexural motion of the NWs is detected
using a Michelson interferometer (see Section 3.4). (b) Enlarged view of the curve
for the NW with AR= 1.17, where the black markers are the measured data points.

The thermal displacement of the NW with AR = 1.17 shown in Figure 4.5(b)

can be estimated from NWs signal amplitude. This estimation relies on the

assumption that the NWs free-end displacement is ∼ 1µm at the onset of

nonlinearity (shown in Figure 4.10(a)), and the interferometer is in the linear

detection regime (see subsection 4.3.2). The NW thermal displacement signal

amplitude is found to be ∼ 1300 times less than at the onset of nonlinearity.

From this comparison, the thermal displacement of the NW is estimated

to be ∼ 0.8nm. This is consistent with the theoretically predicted thermal

displacement, (using Equation 2.7 and 2.8) calculated to be ∼ 1nm. From

this, the average number of phonons in the system can be estimated. Using

the measured NW thermal displacement and resonance frequency, and the

equation for the total energy of a SHO (given by equipartition theorem[167]),

the average number of phonons is estimated to be ∼ 1.1× 107. This value can

be compared to the average number of phonons predicted at 300K, given by

the well-known Planck distribution[179], which is calculated to be ∼ 1.3×107.

Both of the the average phonon number estimates are of the same order of

magnitude and are consistent with each other, as expected.
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The average resonance frequencies of NW with similar wminor (within the

range 115 − 135nm) for the three NW arrays, with average AR equal to

∼ 1.16, ∼ 1.64 and ∼ 2.00, respectively, are given in Table.4.2.

Table 4.2: The average resonance frequencies of the three respective arrays of NWs
with different AR, detected using laser interferometry. The errors in Table.4.2 are
calculated from a sample size of 6, 8, and 8 NWs, all with similar length wminor,
for each AR array, respectively.

AR fminor
1 (kHz) fmajor

1 (kHz) fminor
2 (kHz) fmajor

2 (kHz)
1.16± 0.07 461± 7 468± 10 2880± 40 2910± 40
1.64± 0.06 442± 15 651± 17 2770± 100 4080± 100
2.00± 0.07 542± 11 986± 15 3400± 70 6180± 100

The average fminor
1 resonance frequencies reported in Table 4.2 lie in the

range 460−540kHz, while the average fmajor
1 resonance frequencies is between

470 − 990kHz. The average frequency splitting (fmajor
1 − fminor

1 ) increases

from ∼ 10kHz to ∼ 450kHz as the average AR is increased from 1.16 to

2.00. This frequency splitting can be attributed mainly due to the increased

length of wmajor, since all wminor lengths are comparable. Regarding the

second order flexural modes, the average fminor
2 resonance frequencies lie in

the range around 2880− 3400kHz, while fmajor
2 is between 2910− 6180kHz

as the average AR is increased from 1.16 to 2.00. This corresponds to an

increase in frequency splitting (fmajor
2 − fminor

2 ), from ∼ 30kHz to ∼ 2780kHz,

as the average AR is increased.

In Table 4.3 the mode frequency ratios of NWs considered within Table 4.2 is

presented, where the average NW AR is shown in the first columns of the

table. The measured frequency ratio for orthogonal flexural modes of the

same order, i.e. fmajor
1 /fminor

1 and fmajor
2 /fminor

2 , for the fundamental and

second order modes, are shown in the second and third columns of Table 4.3,

respectively. Similarly, the ratio for co-polarised modes of different order, i.e.

fminor
2 /fminor

1 and fmajor
2 /fmajor

1 , are shown in the fifth and sixth columns,

respectively. For the orthogonal flexural modes of the same order, EB beam

theory predicts that f j
i ∝

√
Ij (see Equation 2.5), where Ij is defined as

the second moment of area corresponding to the mode j (where j=minor or

major), and has no dependence on the mode order i (either fundamental or

second order). The frequency ratio for orthogonal modes of the same order

can be written as,
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fmajor
i

fminor
i

=

√
Imajor

Iminor
. (4.1)

For a NW with rectangular cross-section, Imajor =
(
wminor)(wmajor)3

)
/12,

and Iminor =
(
(wminor)3wmajor

)
/12, and it is trivial to show that√

Imajor

Iminor
=
wmajor

wminor
= AR. (4.2)

Hence, such a NW would show a linear scaling between the ratio fmajor/fminor

and the NW AR. However, in the case for a regular n-sided polygon, as is

the case for NWs considered within this chapter, the exact expressions for

the second moment of area in the minor and major axes are

Iminor =
1

12

n∑
j=1

(
y2
j + yjyj+1 + y2

j+1

)(
xjyj+1 − xj+1yj

)
, (4.3a)

Imajor =
1

12

n∑
j=1

(
x2
j + xjxj+1 + x2

j+1

)(
xjyj+1 − xj+1yj

)
, (4.3b)

where xi and yi are the vertices of the regular hexagon, shown schematically

in Figure 4.6.

Figure 4.6: Schematic diagram of a hexagonal cross-section, with orthogonal widths
a and b. Vertices labelled using xi and yi notation relative to the centre of the
hexagon, and listed to the right of the figure.
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In column 4 of Table 4.3, Equation.4.3a and Equation.4.3b are used to pre-

dict the frequency ratio for orthogonal modes of the same order (labelled as

EB-theory (1)). The derived frequency ratios are seen to be in good agree-

ment with the experimentally measured values given in the second and third

columns of Table 4.3. Furthermore, similar to NWs with a rectangular cross-

section, calculating
√
Imajor/Iminor from Equation.4.3a and Equation.4.3b

with respect to AR maintains the linear scaling, as shown by Figure 4.7.

Figure 4.7: Theoretically derived nanowire orthogonal flexural frequency mode
ratio with respect to aspect ratio, AR, where the blue markers are the data points,
and the red line is a linear fit.

Regarding ratios of co-polarised flexural mode frequencies of different order,

shown in the fifth and sixth column of Table 4.3, these values are consistent

with the theoretically predicted value of 6.627, derived from the ratio of

Equation 2.5b and Equation 2.5a, and are independent of NW AR. In the

interest of clarity, the theoretically predicted values of co-polarised mode

ratios are included in the seventh column of Table 4.3, labelled as EB-theory

(2). Therefore, the experimentally measured fundamental and second order

flexural mode frequencies are in very good agreement with EB-theory.
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ANSYS modelling software was used to determine the value of Young’s

modulus, E, which describes the experimentally measured fundamental mode

frequencies shown in Figure 4.5(a) most accurately. The modelled orthogonal

flexural mode frequencies with respect to E, for NWs with AR = 1.17, 1.72,

and 1.98 are shown in Figure 4.8(a) to (c), respectively. An angled SEM

image of the NW cross-section is included within each plot in Figure 4.8(a)

to (c) for clarity.

Figure 4.8: The resonant frequencies of the orthogonal fundamental flexural modes
with respect to Young’s modulus, E, for nanowires with aspect ratio equal to (a)
1.17, (b) 1.72 and (c) 1.98, simulated used FEA software. The simulated data
points for fmajor

1 and fminor
1 are shown by the red and blue markers, respectively,

while the green line is a square root fit function. The black scale bars shown in the
scanning electron microscope (SEM) image insets correspond to 100nm.

Errors of less than ∼ 1% are observed for five out of six modes when compared

to the experimentally determined mode frequencies when the Young’s modulus,

E=130GPa. This result is somewhat surprising as [111] bulk GaAs value

E=141GPa[180]. The discrepancy in the value of E for the NWs compared to

the bulk case is still unclear, but could be due to fabrication imperfections in

the bottom up growth process[181]. Figure 4.8(a) to (c) also shows as E is
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increased, the frequency flexural modes will shift to higher frequencies, with

dependence ω =
√
E, as indicated by the green fit line. This dependence is

predicted by EB beam theory, as shown by Equation.2.5a.

4.3.2 Nonlinear dynamics

Single mode nonlinear response

Under strong resonant driving, a NW will deviate from its linear response and

demonstrate nonlinear dynamics in the large amplitude regime. The nonlinear

NW dynamics are investigated experimentally by driving the NWs into the

large amplitude regime, using the PZT mounted within the flow cryostat,

shown in Figure 4.3. The PZT element transfers mechanical energy to the

NWs through the physical contact made between the PZT and the NW. The

amplitude response of the PZT as a function of voltage is measured using

the Michelson interferometer, and shown in Figure 4.9. The PZT response

amplitude is seen to scale linearly with the drive voltage up to 10V. Therefore,

any nonlinear effects observed experimentally can be attributed to the NW

dynamics, and not from a nonlinear driving regime.

Figure 4.9: Experimentally measured PZT response amplitude versus drive voltage.
The blue markers are data points, while the orange line is a linear fit function.

By sweeping the PZT drive frequency across a flexural eigenfrequency, with

increasing drive strength, one can determine the critical amplitude at which

the oscillator begins to demonstrate nonlinear dynamics. Figure 4.10(a) to
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(f) shows the fundamental flexural mode response with respect to PZT drive

strength for NWs with AR, AR=1.17, 1.72, and 1.98, respectively. The colour

scale in Figure 4.10(a) to (f) signifies increasing drive strength, while the PZT

sweep direction is indicated by the black arrow. The change in frequency at

maximum displacement, fmax, with respect to drive strength is given in the

lower panel in each case.

For small PZT drive strength, fmax is independent of drive amplitude, and

the NW shows a maximum response at the linear regime resonance shown

in Figure 4.5(a,b). As the drive amplitude is increased, the NW starts to

demonstrate nonlinear motion, shown by the green/yellow traces in Figure

4.10(a) to (f). In the nonlinear regime, fmax shifts away from the linear

eigenfrequency, a phenomenon known as spring softening for a decrease in

fmax, and spring stiffening for an increase in fmax. As the drive amplitude is

increased further, bistability is observed, as shown by the orange/red traces

in Figure 4.10(a) to (f), manifested physically as a steep change in the NW

amplitude, between high and low oscillation amplitude regimes. The threshold

for bistability within the system is dictated by the sweep direction and drive

strength. The PZT sweep direction (shown by the solid black arrows in Figure

4.10(a) to (f)), were chosen to maximise the shift of fmax with respect to

the linear eigenfrequency. Spring stiffening is observed for all fundamental

flexural modes vibrating along the minor axis, with a quadratic dependence

of ∆fmax on the drive strength, as indicated by the lower panels of Figure

4.10(a) to (c). Similarly, spring softening is observed for all the second order

modes along the minor and major axis, with a quadratic dependence on drive

strength, as indicated by the lower panels of Figure 4.10(d) to (f).

The NW oscillation amplitude for fmajor
1 and fminor

1 modes is typically larger

than the interferometer fringe width λ/4 ∼ 160nm (where λ = 633.1nm),

suggesting NW displacements > 160nm. This can be inferred from the ap-

pearance of harmonics in the interferometer signal under strong driving. To

prevent such features from appearing in the output, the laser spot is moved

to the base of the NW, where the oscillation amplitude is much reduced.

The threshold amplitude of the NWs before nonlinear effects are present is

estimated to be ∼0.5-1µm. The absolute upper limit of oscillation amplitude

for the fmajor
1 mode of the NW is ∼ 8µm, the separation between adjacent

NWs in a given array. Second order modes fmajor
2 and fminor

2 have oscillation

amplitudes typically less than the interferometer fringe width.
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Figure 4.10: The nonlinear fundamental flexural mode response with respect to
PZT drive strength for NWs with AR, (a,d) AR=1.17, (b,e) 1.72, and (c,f) 1.98,
respectively. Figures (a) to (c) shows the nonlinear frequency response of the
fundamental flexural modes, while (d) to (e) shows the nonlinear response of the
second order modes. The amplitude response of the NWs is shown by the coloured
traces, where the drive strength and NW amplitude increases from the bottom
(blue) trace, to the top (red) trace. The frequency of maximum amplitude with
respect to drive voltage is shown below each respective amplitude plot, where the
blue markers indicate the measured data points, and the red line is a quadratic fit.
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The nonlinear NW dynamics presented in Figure 4.10(a) to (f) can be under-

stood by modelling the NWs as driven damped harmonic oscillators. Such a

system can be described by the dimensionless EB beam theory single mode

equation of motion, given in Equation 2.10 (see Section 2.1.2). The cubic

Duffing nonlinearity given by the fourth term in Equation 2.10 is a result of

the geometric nonlinearity, which has been shown to dominate the response

of fundamental modes[182]. The geometric nonlinearity characterises the

dependence of fmax on the drive amplitude. It has been theoretically[183]

and experimentally[38, 11] demonstrated that for fundamental modes, fmax

has a quadratic spring stiffening dependence on the drive amplitude, as is the

case for the measured data presented in Figure 4.10(a) to (c). The quadratic

dependence of fmax for the fundamental modes on the drive amplitude is

shown within the bottom panels of Figure 4.10(a) to (c).

Spring stiffening of the fundamental modes is observed to be independent

of NW AR. The magnitude of the experimentally measured cubic Duffing

nonlinearity can be estimated from the magnitude of the frequency shift of

fmax, given as[11],

a3δγ1 ≈
32π2f0

3x2
(∆f), (4.4)

where x is the amplitude of motion, f0 is the linear eigenfrequency, and

∆f is the magnitude of the frequency pulling with respect to the linear

eigenfrequency. For the NWs discussed within this thesis, the cubic Duffing

nonlinearity is estimated to be 1021(ms)-2 for the fundamental. This is in

good agreement with previously reported values of 1021 and 1023(ms)-2 for the

nonlinearity in silicon and GaAs NWs, respectively[11, 184]. Regarding the

frequency response of the second order modes, the fifth term in Equation.2.10,

γ2δ(aȧ+ a2ȧ), which parametrises the inertial nonlinear effects of the NW,

must also be considered. Inertial nonlinearities have been shown to dominate

over the geometric nonlinearity for second order modes, resulting in spring

softening[182], as observed experimentally and shown in Figure 4.10(d) to (f).

The spring softening effect of the second order modes is also observed to be

independent of NW AR. In this case, the Duffing nonlinearity is estimated to

be of the order of 1025(ms)-2.
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Coupled mode nonlinear response

Nonlinear dynamics also result in coupling of different NW flexural modes.

For instance, the frequency response of one flexural mode is dependent on

the vibrational amplitude response of another flexural mode (and vice versa).

Qualitatively, this response is fairly intuitive, as a significant change in mode

shape in one degree of freedom could be expected to affect the other modes.

The dimensionless equations of motion for two coupled NW modes of the same

flexural order can be derived using the same procedure used for single modes,

discussed in Section 2.1.2. The derivation begins with the full equation of

motion for each flexural mode (which have dimensions), given in Ref.[52].

These equations are dimensionalised through algebraic substitution (as was

done Section in 2.1.2). Next, the Galerkin method can be used to simplify

these equations, by expressing the time-dependent coupled orthogonal modes

along the minor and major axes as u(x, t) = εu(x)a(t) and v(x, t) = εv(x)b(t),

respectively. Here, ε(x) is the spatially dependent NW mode shape, and

variables a(t) and b(t) are the time dependent displacements of the two

orthogonal modes. Thus, the minor mode displaces a distance a(t), and

likewise the major mode displaces a distance b(t) from its equilibrium position.

The dimensionless, simplified equations of motion for the minor and major

modes are shown in Equation.4.5 and Equation.4.6, respectively.

ä+ µȧ+ ω2
minora+ δ

Dminor

Dmajor

γ1a
3

+

[
Dminor

Dmajor

γ1−ρ1

(
1−Dminor

Dmajor

)
+ρ2

Dmajor

Dk

(
1−Dminor

Dmajor

)2]
δab2 = Fminor(Ω, t)

(4.5)

b̈+ µḃ+ ω2
majorb+ δγ1b

3

+

[
γ1 − ρ1

(
1− Dminor

Dmajor

)
+ ρ2

Dmajor

Dk

(
1− Dminor

Dmajor

)2]
δba2 = Fmajor(Ω, t).

(4.6)



130 CHAPTER 4. NONLINEAR MODE COUPLING IN NANOWIRES

Here, ȧ=da/dt and ä=d2a/dt2, Dk is the torsional stiffness, γ1 is equal to

40.44 for the fundamental mode shape (see Section 2.1.2), and δ is equal to

(wminor/L)2. The mode shape prefactors, ρ1 and ρ2, are evaluated as,

ρ1 =

[∫ 1

0

ε(x)
(
ε
′′
(x)

∫ x

1

(
ε
′′
(x1)

)2

dx1

)′

dx

]

−

[∫ 1

0

ε(x)
(
ε
′′′

(x)

∫ x

0

ε
′′
(x1)ε

′
(x1)dx1

)′

dx

]
= −20.22, (4.7)

ρ2 =

∫ 1

0

ε(x)

(
ε
′′
(x)

∫ x

0

∫ x1

1

(
ε
′′
(x2)

)2

dx2dx1

)′′

dx = −16.61. (4.8)

Equation.4.5 and Equation.4.6 assume the resonant torsional frequencies of

the system are at much higher frequencies than the flexural mode frequencies.

For the dimensions of NWs considered within this thesis, FEM simulations

show that torsional modes typically have ∼ 100× the frequency of the flexural

modes, and therefore this is a fair assumption. The terms in square brackets in

Equation.4.5 and Equation.4.6 are responsible for describing the coupled mode

behaviour between orthogonal modes of the same flexural order. Therefore,

the square brackets of Equation 4.5 and Equation 4.6 are referred to as the

‘mode coupling parameter’. The coupled mode behaviour is dependent not

only on the bending stiffnesses along the minor and major axes, Dminor and

Dmajor, but also the NW dimensions, given by the scaling factor, δ. Since

Dj=EIj, (where j=minor or major), Figure 4.7 shows that the ratio of the

orthogonal flexural bending stiffness for minor and major modes is such

that Dminor/Dmajor ∝1/AR2. The ratio Dmajor/Dk has a more complicated

dependence on NW AR, and is easier to write in its inverse form, as shown

by Equation.4.9[182]

Dk

Dmajor

=
3G

4E

( 1

AR

)2
[

16

3
− 3.36

1

AR

(
1− 1

12

( 1

AR

)4
)]

=
3

8(1 + v)

( 1

AR

)2
[

16

3
− 3.36

1

AR

(
1− 1

12

( 1

AR

)4
)]

, (4.9)

where G is the shear modulus, defined as the ratio of shear stress and shear

strain. By definition, G/E = 1/(2(1 + v)), where v is Poisson’s ratio (equal

to 0.31 for bulk GaAs[185]).
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Equation 4.9 reveals an inverse relationship between the ratio Dk/Dmajor

and AR, as shown in Figure 4.11. Therefore, the ratio Dmajor/Dk seen in

Equation 4.5 and Equation 4.6 increases with increasing AR.

Figure 4.11: Theoretically predicted relationship between nanowire aspect ratio
(AR) and ratio between the torsional stiffness (Dk), and the bending stiffness in
the major axis (Dmajor), calculated using Equation 4.9.

Nonlinear mode coupling between fmajor
1 and fminor

1 modes is first demon-

strated experimentally by monitoring the frequency response of fminor
1 , while

resonantly driving fmajor
1 with increasing drive strength. The frequency re-

sponse of fminor
1 for NWs with AR=1.17, 1.72 and 1.98 when driving fmajor

1

is presented in Figure 4.12(a) to (c), respectively. In Figure 4.12(a) to (c),

the blue markers indicate the measured data points, while the red lines are

quadratic fit functions.

For NWs of AR=1.17 and 1.72 shown in Figure 4.12(a) and (b), a quadratic

spring stiffening of fminor
1 is observed with respect to the linearly increasing

drive strength. The quadratic dependence of fminor
1 on drive amplitude is

predicted by Crespo da Silva[52]. As the NW AR is increased from 1.72 to

1.98, a change in sign of the mode coupling occurs, seen as a transition from

spring stiffening to spring softening of the fminor
1 mode, as seen in Figure

4.12(c). The transition from spring stiffening to spring softening is also ob-
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Figure 4.12: The coupled mode frequency responses of fminor
1 for NWs with

AR=1.17, 1.72, and 1.98 when driving fmajor
1 , where the blue markers are the

measured data points, and the red lines are quadratic fit functions. The change in
the fundamental minor mode frequency, ∆fminor

1 , is shown along the y-axis in Hz,
while the drive amplitude is increased along the x-axis. An obvious transition from
spring stiffening to softening is observed when AR=1.98.

served when driving fminor
1 and detecting fmajor

1 . The change in frequency

of the detected mode, fminor
1 , with respect to the squared amplitude of the

driven mode, fmajor
1 , is estimated to be between 10−3 − 10−5Hz(nm)-2.

The transition from spring stiffening to spring softening behaviour of the

detected mode with respect to AR can be understood by considering the

dimensionless coupled equation of motion, Equation.4.5, which describes the

frequency response of the detected mode, fminor
1 . The terms enclosed in the

square brackets of Equation.4.5 describe the mode coupling, and include the

magnitude and sign of the mode shape coefficients, γ1 = 40.44, ρ1 = −20.22,

and ρ2 − 16.61, for fundamental mode shapes. The coupling coefficients

will have different values for higher order modes due to the difference in

mode shape shown in Figure 4.4(a) to (d). Since Dminor/Dmajor=1/AR2,



4.3. EXPERIMENTAL METHODS AND RESULTS 133

NWs with nominally regular hexagonal cross-section are expected to have

Dminor/Dmajor ∼ 1. As the NW AR increases the ratio Dminor/Dmajor will

decrease and satisfy the condition 0 < Dminor/Dmajor < 1.

The sum of the first two terms enclosed in the square brackets of Equation.4.5

are always positive regardless of NW AR, and will decrease with increasing AR.

In contrast, the third term in the square brackets of Equation.4.5 is negative

for all values of AR, and will become larger in magnitude (i.e. become more

negative) as the AR is increased. This is because both 1 −Dminor/Dmajor,

and Dmajor/Dk become larger in magnitude as the AR is increased.

Upon substituting the mode shape coefficients and the bending-torsional

stiffness ratio (Dmajor/Dk) into Equation.4.5, and increasing the NW AR

from an initial value of 1.155 (which describes a regular hexagonal NW), a

change in sign of the mode coupling parameter is predicted at a threshold AR.

The threshold AR for the transition from spring stiffening to spring softening

can be evaluated by plotting the mode coupling parameter of Equation.4.5

against AR, as shown in Figure 4.13.

Figure 4.13: Predicted transition from spring stiffening to spring softening behaviour
for the coupled fundamental (minor and major) flexural modes of a rectangular
NW. The dashed green line at AR=1.81 shows the theoretically predicted transition
point from spring softening to spring stiffening behaviour of fundamental flexural
modes.

A transition from positive to negative mode coupling is seen as the AR is

increased from 1.0 to 2.50, with zero mode coupling predicted for AR=1.81, as

shown by the dashed green line in Figure 4.13. In the regime where the mode
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coupling parameter is equal to zero, the dynamics of one mode do not affect

the coupled mode. This theoretically predicted threshold AR is in agreement

with the experimental results, where spring stiffening is observed for AR for

AR=1.17 and 1.72 (Figure 4.12(a) and (b), respectively), but spring softening

is observed when NW AR=1.98, as shown in Figure 4.12(c).

The coupling dynamics between non-degenerate NW fundamental flexural

modes is explored further by increasing the driving strength beyond the range

shown in Figure 4.12(a) to (c). Figure 4.14(a) and (b) shows the spring

stiffening and spring softening behaviour for fminor
1 when driving fmajor

1 in

this regime for NWs of AR=1.24 and AR=1.98, respectively.

Figure 4.14: Spring stiffening and spring softening for fminor
1 when driving fmajor

1

with increasing the driving strength, beyond the range shown in Figure 4.12(a) to
(c), for NWs of AR=1.24 and AR=1.98, respectively. A transition from quadratic
to linear coupling is observed in the measured change in the fundamental minor
mode frequency, ∆fminor

1 , as indicated by the quadratic fit function shown by the
red line, and the linear fit function shown by the green line.

In the case of the NW with AR=1.24, fminor
1 shows spring stiffening in the

large amplitude regime, with a quadratic drive dependence on the drive

amplitude, as shown by the red fit line in Figure 4.14(a). Upon increasing the

drive strength further, a transition from quadratic to linear dependence on

the drive amplitude is observed, as shown by the green linear fit. Similarly,

for the NW with AR=1.98, spring softening is observed, with a transition

from quadratic to linear dependence on the drive amplitude, as shown by the

red and green fit lines respectively in Figure 4.14(b). The transition from

spring stiffening to softening with increasing AR, and quadratic dependence

on the drive amplitude of the coupled mode is consistent with results shown

in Figure 4.12(a) to (c).
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To explain the coupled NW frequency response in the extended driving regime,

one may consider the analytically derived solutions to the dimensionless non-

linear Duffing equation (Equation 2.10). For resonant driving, shown by the

blue line in Figure 2.2, EB beam theory predicts the NW response amplitude

transitions from linear to a cube root dependence on the drive strength, such

that a ∝ F1/3 in the extended driving regime. Furthermore, as seen experimen-

tally in Figure 4.12(a) to (c), and as described by Equation.4.5, the frequency

response of a coupled mode is expected to have a quadratic dependence on

the oscillation amplitude of the driven NW mode. Therefore, in the coupled

mode regime, one would expect the frequency response of the coupled mode

to transition from V2 to V2/3 dependence, where V is the drive strength. The

transition from V2 to V2/3 dependence has been observed experimentally by

other research groups in the case of doubly clamped beams[186], but is not in

agreement with the results presented in Figure 4.14(a) and (b) in which the

transition is from a V2 to a V dependence. There are many possibilities for

the difference in results shown in Figure 4.14 and other published reports, for

instance, fabrication imperfections such as rotational twining planes[177, 187],

or even nonlinear elastic constants. However, further theoretical and experi-

mental research is required to fully explain the linear dependence on drive

amplitude in the extended driving regime[188]. The transition from quadratic

to linear coupling regime as demonstrated in Figure 4.14 could, however,

provide another degree of control over the NW coupled mode dynamics.

Coupled mode dynamics of the fundamental flexural modes are also inves-

tigated in the non-resonant driving regime for a NW of AR=1.72. Here,

the drive frequency is detuned ∼ +100Hz from the resonance frequency of

fmajor
1 , as shown by the dashed red line in Figure 4.15(a), whilst the frequency

response of the coupled orthogonal mode, fminor
1 , is detected simultaneously.

Figure 4.15(b) shows the frequency response of fminor
1 , showing a ∼ 700Hz

frequency jump as the PZT drive is increased to ∼ 0.3V. This discontinu-

ity in measured frequency response can be understood by considering the

theoretically predicted off-resonant driving response, derived from EB beam

theory, and shown by the red trace in Figure 2.2 (see Section 2.1.2). This

shows the bistable response of a single mode in the non-resonant driving

regime, where the dashed line signifies the discontinuity between the small

and large drive amplitude regimes. The single mode bistability influences the

dynamical response of the coupled detected mode. Therefore, the onset of

the single mode bistable response can be detected as a frequency jump of
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the coupled orthogonal flexural mode to higher frequency, as shown by the

∼ 700Hz frequency jump in Figure 4.15(b).

Figure 4.15: Coupled mode frequency response, whereby fmajor
1 is driven non-

resonantly, while the frequency response of fminor
1 is measured simultaneously. (a)

The linear eigenfrequency of fmajor
1 is shown in blue, with resonance at 460.9kHz.

The PZT drive frequency is detuned ∆ ∼ +100Hz from resonance, as indicated by
the dashed red line. The drive amplitude is increased as the frequency response of
fminor

1 is detected. (b) Measured frequency response of the coupled mode, fminor
1 ,

which shows a ∼ 700Hz frequency jump when the drive strength is ∼ 0.3V.

Finally, flexural NW mode coupling is extended beyond the case of funda-

mental flexural modes, fminor
1 and fmajor

1 , to also include coupling dynamics

of second order modes, fminor
2 and fmajor

2 . To investigate this coupling, a

NW with AR=1.17 is investigated, the results of which are shown in Figure

4.16(a,b). In Figure 4.16(a), the driven mode is fminor
2 , while in Figure 4.16(b),

the driven mode is fmajor
2 , as indicated above each respective figure. The red

and blue data points refer to the measured frequency response of fmajor
1 and

fminor
1 , respectively, as the drive strength is increased.

If the driven and monitored flexural modes in question are orthogonal, (i.e.

the red data points in Figure 4.16(a), and the blue data points in Figure

4.16(b)), spring stiffening is observed with increasing drive strength. Con-

versely, when the coupled modes are co-polarised (i.e. the blue data points in

Figure 4.16(a), and the red data points in Figure 4.16(b)), spring softening is

observed. Although the direction of frequency pulling in this coupled mode

case is consistent with experimental results presented in Figure 4.12(a) to

(c), the exact form of the dependence between the amplitude and frequency

of the coupled modes is unclear due to the difficulty in efficiently exciting

modes at higher (MHz) frequencies. This restriction highlights a fundamental
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Figure 4.16: Dynamical frequency response for a NW with AR=1.17, where the
fundamental mode fminor

1 is shown by the blue data points, while fmajor
1 is shown

by the red data points. The measured change in the fundamental minor mode
frequency, ∆f is shown in Hz along the y-axis, while the increasing drive strength
is shown along the x-axis. The driven second order modes are (a) fminor

2 and (b)
fmajor

2 , respectively, as indicated above each plot.

limitation of the PZT mechanical driving scheme. Therefore, the reverse

driving/detection regime is also investigated, where the fundamental modes,

fmajor
1 and fminor

1 , are mechanically driven while the second order mode,

fminor
2 , is detected simultaneously, as shown in Figure 4.17(a) to (d). The

results shown in Figure 4.17(a) to (d) reveal a clear quadratic frequency

dependence, consistent with the frequency response measured for coupled

fundamental flexural modes, shown in Figure 4.12(a) and (c). Furthermore,

a reversal in the direction of frequency pulling from stiffening to softening

is observed as NW AR is increased from 1.17 to 1.98 for orthogonal flexural

modes, as shown in Figure 4.17(a) and (b). This response is consistent with

previous observations shown in Figure 4.12(a) to (c). However, if the driven

and detected modes are co-polarized, no reversal in coupled mode frequency

pulling is observed as NW AR increases, as shown in Figure 4.17(c) and (d).

This response is understood by considering Equation.4.5 and Equation.4.6. In

the case of co-polarized modes, Dminor is treated exactly equal to Dmajor since

both driven and detected modes are along the same axis, and there is no dif-

ference in bending stiffness along the same axis. Thus, when Dminor = Dmajor,

Equation.4.5 and Equation.4.6 simplify, and it can be seen there is no longer

a dependence on the mode coupling sign with respect to AR. Clearly this is

not the case when the driven and detected modes are orthogonally polarised.
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Figure 4.17: Frequency response of fminor
2 (shown by the blue data points) when

(a,b) fmajor
1 , and (c,d) fminor

1 is driven with increasing drive strength. (a,c) The
frequency response of a NW with AR=1.17, while (b,d) shows the frequency
response for a NW with AR=1.98. The measured change in the second order minor
mode frequency, ∆fminor

2 is shown along the y-axis, while the drive amplitude is
shown along the x-axis. The inset in each figure show a schematic illustration of
the driven and detected modes, while the red line is a quadratic fit function. The
quadratic dependence is consistent with results shown in Figure 4.12(a) to (c).

4.4 Summary

Within this chapter, control over the nonlinear mechanical mode coupling in

GaAs nanowires (NWs), through control of the NW cross-section aspect ratio

(AR) was demonstrated. Specifically, NWs with hexagonal cross-sections and

AR=1.17, 1.72 and 1.98 were studied in the linear and nonlinear regimes of

motion. Due to the anisotropy in the NW cross-section, each NW exhibits

flexural motion along orthogonal axes of the NW cross-section, termed the

minor and major axes. The major axis corresponds to the elongated axis of

the NW cross-section.

Firstly, the sample was mounted within a flow cryostat system held at

10−6mbar, and room temperature thermal fluctuations of the NWs were
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detected using laser interferometry. The resonant fundamental and second

order frequencies of the minor and major modes were measured, and found to

be in good agreement with Euler-Bernoulli (EB) beam theory. Finite element

analysis (FEA) was then used to estimate the value of Young’s modulus, E,

using the measured NW frequency, found to be equal to 130GPa. The differ-

ence between this value, and that of bulk GaAs is possibly due to fabrication

imperfections.

Next, the nonlinear frequency response of the fundamental and second or-

der modes was investigated. This was achieved by sweeping the PZT drive

frequency through the NW’s flexural eigenfrequencies with increasing drive

amplitude. This was done whilst simultaneously monitoring the NW’s max-

imum response frequency. In the nonlinear regime of motion, frequency

stiffening and softening was observed for the fundamental and second order

modes, respectively. The measured change in frequency was observed to

have a quadratic dependence on the drive amplitude. This response was

explained using the dimensionless Duffing equation of motion. From these

measurements, the cubic Duffing nonlinearity was found to be 1021(ms)−2

and 1025(ms)−2 for the fundamental and second order modes, respectively.

Mode coupling between the fundamental minor and major modes was demon-

strated by resonantly driving one mode with increasing drive amplitude, whilst

simultaneously monitoring the vibrational frequency of the orthogonal mode.

When the fundamental major mode was driven, spring stiffening of the minor

mode was observed for NW with ARs equal to 1.17 and 1.72. When the NW

AR was equal to 1.98, a reversal from frequency stiffening to softening was

observed, which was explained using the coupled Duffing equations of motion.

Using the coupled equations of motion, the threshold AR for a transition

from frequency stiffening to softening was estimated to be ∼ 1.81. From these

measurements, the change in frequency of the detected mode with respect

to the squared amplitude of the driven mode was estimated to lie between

10−3 − 10−5Hz(nm)-2. Nonlinear coupled fundamental mode dynamics were

also investigated for NWs with AR=1.24 and 1.98, in the regime where the

drive amplitude was increased even further. An initial quadratic dependence

between the measured mode frequency and drive amplitude was observed, be-

fore transitioning to a linear dependence. This result is somewhat surprising,

as it is not predicted by the dimensionless Duffing equation of motion. It is

possible that the linear dependence was due to fabrication imperfections, but
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further theoretical and experimental research is required to confirm this.

Next, nonlinear coupled fundamental mode dynamics were studied in the

nonresonant driving regime for a single NW with AR=1.72. This was achieved

by driving the fundamental major mode, ∼ 100Hz above resonance, whilst

simultaneously measuring the frequency response of the minor mode. In this

regime, a ∼ 700Hz discontinuity in the minor mode frequency was observed,

from low to higher frequency at a drive amplitude ∼ 0.3V. This response can

once again be understood by considering the dimensionless Duffing equation

of motion, and the simulation results presented in Section 2.1.2.

Finally, nonlinear coupling of fundamental and second order flexural modes

was investigated by driving the second order mode and detecting the frequency

of the fundamental mode. When the NW AR was equal to 1.17, frequency

stiffening was observed when the driven and detected modes were orthog-

onally polarised. In contrast, when the modes were copolarised, frequency

softening was observed. However, due to less efficient driving of the second

order modes, the dependence of the fundamental mode frequency on the drive

amplitude was not clear. Therefore, the fundamental-second order mode cou-

pling was also investigated by driving the fundamental mode, and measuring

the frequency of the second order mode. In this regime, and when the driven

and detected modes of a NW with AR=1.17 were orthogonally polarised,

frequency stiffening was observed with a clear quadratic dependence on the

drive amplitude. Furthermore, when the NW AR was increased to 1.98, a

reversal from frequency stiffening to softening was observed, in agreement

earlier observations of coupled fundamental modes. However, when the NW

AR was equal to 1.17, and the driven and detected modes were copolarised,

frequency softening was observed. Increasing the AR to 1.98 showed no

change in response between the copolarised modes. This response is also

explained using the coupled mode equations of motion, derived from EB

theory.

Research presented within this chapter is of significant interest for further-

ing the general understanding of nonlinear dynamics in micromechanical

resonators. The reported findings could be useful as frequency-amplitude

transducers, as well as vectorial force sensors[67].



Chapter 5

Strain Coupled Quantum Dots

in GaAs Cantilevers

5.1 Introduction

Micromechancial resonator motion is commonly detected directly using tech-

niques such as laser interferometry, as demonstrated in Chapter 4. Alterna-

tively, the motion can be detected indirectly by external functionalization of

the resonator[189]. For example, the resonator could be capacitively coupled

to a nearby electrode. The motion of the resonator could then be readout via

modulation of the capacitive force[190]. This clearly requires the resonator to

be conductive. Similarly, by functionalizing the resonator with a mirror in an

optical cavity system, the resonator motion can be measured via a modulated

optical field[189].

Alternatively, functionalization can be achieved by coupling the resonator

to an embedded quantum system, such as a nitrogen vacancy[191], or self-

assembled III-V quantum dot (QD)[192]. As shown in Section 2.2.1, when a

QD is embedded in a resonator, the resonator motion can be directly deter-

mined using nonresonant laser excitation in a stroboscopic measurement of

the QD PL signal, since the QD emission energy is sensitive to the resonator

deformation[21]. Alternatively, using resonant laser excitation detuned from

the central emission wavelength of QD PL signal, the resonator motion can be

measured through the intensity fluctuations of the QD resonance fluorescence

signal[72]. This approach may be preferable to external functionalization, as

it is compatible with smaller resonators with lower effective mass. Moreover,

the inbuilt coupling between the QD and the resonator is not only strong,

141
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but inherently coherent. This is due to the lack of additional dissipation

channels commonly introduced by external functionalization. Furthermore,

these structures are useful for mapping the localised strain field within the

resonator, particularly for small scale variations in strain on the scale of

the QD. Coupled resonator-QD devices are of particular interest for high

resolution strain-sensing applications, and phonon lasing[70].

Within this chapter, PL emission of an embedded InAs QD is used to detect

the motion of a GaAs cantilever. The QD is embedded at the clamping point of

the cantilever, where the strain field is maximised for the fundamental flexural

mode. To enhance the QD PL count rate, and therefore detection sensitivity,

a H1 PhCC is fabricated at the cantilever clamping point[72, 25]. Fabrica-

tion of the photonic devices is performed by the author (using techniques

outlined in Section 3.1.4) at the National Epitaxy Facility in Sheffield, UK.

Computational modelling is performed to predict the mechanically induced

strain within the cantilever due to fundamental flexural motion, and therefore

the expected change in QD emission energy. The mechanical motion of the

cantilever is then characterised at cryogenic temperatures in a flow cryostat

system, using laser interferometry (see Section 3.3 and 3.4). Following this,

non-resonant laser excitation of the QDs is carried out, where the QD PL

signal is detected using time-averaged µ-PL spectroscopy. Research presented

within this chapter is within its developmental stages, and therefore requires

further experimental study to realise the full potential of these devices.
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5.2 Computational modelling

Computational modelling is performed to inform the strain coupled QD-

cantilever device design studied within this chapter. As for the nanowires

discussed in Chapter 4, ANSYS is used to predict the mechanical behaviour of

the cantilever device. The fundamental principles of FEA using ANSYS are

discussed in more detail in Section 3.5.2. First, the devices are created using a

freely available three-dimensional parametric modelling tool called FreeCAD.

The FreeCAD software is chosen to create the complex structures due to its

compatibility with both the Python scripting language, and ANSYS. The

completed cantilever device created in FreeCAD is shown in Figure 5.1.

Figure 5.1: Suspended cantilever with dimensions 40µm×10µm×170nm, with a H1
photonic crystal cavity (PhCC) etched into the cantilever clamping point.

The cantilever is 40µm long, 10µm wide, and 170nm thick, with a H1 PhCC

located near the cantilever clamping point. The frame surrounding the

cantilever is included to most accurately emulate the actual fabricated device,

in which it arises due to the under-etching process (see Section 3.1.4). The

CAD model is imported into ANSYS, where the material properties and

boundary conditions are defined, and a tetrahedral finite element (FE) mesh

is applied to the structure (as shown in Figure 3.21). A time-dependent

dynamic analysis is then be performed to predict the cantilever’s flexural

mode shapes, and resonant frequencies. The results of the modal analysis for

the first three flexural modes of the cantilever are shown in Figure 5.2(a) to

(c), respectively.
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Figure 5.2: (a) Fundamental, (b) second order, and (c) third order flexural mode
shapes of a cantilever with dimensions 40µm×10µm×170nm, modelled using AN-
SYS. The normalised displacement of the cantilever is indicated by the colour
scale in each case. The fundamental frequency is found to be 54kHz, while the
second and third order mode frequencies are found to be 357kHz and 1.02MHz,
respectively.
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The frequency of the fundamental mode is predicted to be at 54kHz, while

the frequency of the second and third order modes is found to be 357kHz

and 1.02MHz, respectively. This can be compared to predictions made from

Euler-Bernoulli beam theory, using Equation.2.5a, 2.5b, and 2.5c. From

these equations, the resonant frequencies of the first three flexural modes is

predicted to be 68kHz, 430kHz, and 1.20MHz. The discrepancy between the

modelled and theoretically predicted frequencies is attributed to the inclusion

of the frame surrounding the cantilever, and H1 PhCC. Both of which are

not accounted for in the Euler-Bernoulli equations of motion, and will alter

the dynamics of the system as a whole.

The motion of the cantilever will result in a time-dependent strain field within

the cantilever. The strain fields arising due to the fundamental frequency are

the focus of work presented within this chapter. The relationship between the

strain along the orthogonal dimensions of the cantilever is given by[72, 193]

− νεxx ≈ εyy ≈ εzz, (5.1)

where, ν is the Poisson ratio, and εxx, εyy, and εzz refer to the strain fields

along the x-, y-, and z-axes, respectively. Equation.5.1 predicts the largest

strain component to be in the x-axis along the length of the cantilever.

The strain fields along the cantilever length are modelled using ANSYS’s

static structural analysis package. Here, the cantilever is deformed using

a steadily increasing force at the free end of the cantilever. This therefore

gives an approximation of strain fields generated from the fundamental mode

shape of the cantilever (shown in Figure 5.2(a)). In order to perform this

analysis, the maximum displacement of the free end of the cantilever must be

specified. Since experimental characterisation of cantilevers is performed in

the cryogenic temperature regime, this displacement is set equal to thermal

vibrations at a temperature of 4K. The thermal vibrations of the cantilever

are calculated using Equation.2.7, and found to be equal to ∼ 60pm. The

modelled z-axis strain fields attributed to thermal vibrations of the fundamen-

tal flexural mode at maximum displacement are shown in Figure 5.3. This

is the axis in which the QD strain coupling is largest (i.e. the QD growth

axis)[72].
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Figure 5.3: The z-axis strain field within a GaAs cantilever, with dimensions
40µm×10µm×170nm, when the free end of the cantilever is displaced 60pm down-
ward along the z-axis. The magnitude of the strain is shown by the red-blue colour
scale. (a) Strain field along the length of the cantilever. (b) Cross-sectional strain
profile through the thickness of the cantilever membrane, at the clamping point of
the cantilever (as shown by the dashed blue line in (a)). The neutral (zero-strain)
axis in the xy-plane of the cantilever is annotated with a dashed green line.

Figure 5.3(a) shows the z-axis strain profile across the length of the whole

cantilever, while Figure 5.3(b) shows the cross-sectional strain profile through

the thickness of the cantilever membrane, at the clamping point of the can-

tilever (as indicated by the dashed blue line in Figure 5.3(a)). In Figure

5.3(a) and (b), the magnitude of the strain is indicated by the colour scale

legend within each figure. The red colour indicates a tensile strain, as the

lattice spacing is increased, while the blue colour indicates compressive strain,

corresponding to a decrease in lattice spacing (as the cantilever is deflected

downward). Since QDs subject to a larger strain field will experience a larger

change in emission energy, the strain simulations are used to determine the

optimal position for the H1 PhCC and QDs. In Figure 5.3(a), the strain is

noticeably localised to the clamping point of the cantilever due to the curva-

ture of the beam, hence informing the positioning of the PhCC. In Figure

5.3(b), the strain field is shown to vary across the cantilever cross-section,

from maximum (tensile) strain on the top face of the cantilever, to minimum

(compressive) strain on the under-side of the cantilever. Within the central
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plane of the cantilever thickness lies a zero-strain region, called the neutral

axis, and indicated by the green dashed line[194, 195]. QDs located on the

neutral axis of the cantilever will experience no strain, and therefore will not

couple to the cantilever motion. The simulated strain along the x-, y-, and

z-axes through the cantilever thickness, taken from a straight line through the

centre of the H1 PhCC (shown schematically in Figure 5.4(a)), is presented

in Figure 5.4(b).

(b)

(a)

Bottom surface

Cantilever
clamping point

Strain evaluated
 along line

Top surface

Cantilever
frame

Free end of the
cantilever

Position of QD along z-direction (nm)

Figure 5.4: The modelled strain fields through the cantilever thickness, taken from
a straight line through the centre of the H1 PhCC, shown schematically in (a).
The cantilever displacement is 60pm. The red and blue regions of the schematic
diagram refer to tensile and compressive strain, respectively. (b) The strain along
x-, y-, z-axes evaluated along the green line shown in (a) are shown by the black,
red, and blue points, respectively. The neutral axis of the cantilever is annotated
with an orange dashed line.
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In Figure 5.4(b), the strain profiles along the x-, y-, z-axes are shown to vary

linearly through the cantilever thickness. The neutral strain axis is observed

at the centre of the 170 nm thickness cantilever, as indicated by the orange

annotation. Furthermore, the magnitude of the strain along the y-axis and

z-axis are comparable, while the strain along the x-axis is ∼ 3× larger, as

expected from Equation.5.1. Thus, in order to realise strain coupling experi-

mentally, QDs embedded within the cantilever must be vertically displaced

from the neutral axis. Furthermore, a larger displacement of the QD from

the neutral axis will result in a larger strain field, and hence a larger change

to the QD emission energy.

As stated in Section 2.2.1, the change in QD emission energy, ∆, can be

calculated from the strain fields along the x-, y-, and z-axes, using Equation

2.19. Thus, the modelled strain values shown in Figure 5.4, are used to predict

the maximum change in QD emission energy due to thermal fluctuations

of the cantilever at 4K. The calculated change in QD emission energy with

respect to vertical position within the cantilever thickness (from the bottom

to top surface of the cantilever) is shown in Figure 5.5.

Position of QD along z-direction (nm)

Figure 5.5: Change in QD emission energy, ∆, at maximum cantilever displacement
(60pm for thermal fluctuations at 4K), as a function of QD position in the z-direction.
The top, bottom, and neutral (central) axis of the cantilever are annotated with
orange dashed lines. ∆ is calculated from the magnitude of modelled stain along
the x-, y-, z-axes shown in Figure 5.4.
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The change in QD emission energy is seen to be linear with respect to QD

position within the cantilever thickness. As expected, a QD located on the

neutral axis will experience no change in emission energy. From Figure 5.5,

one can estimate that a QD located on the top or bottom surface of the

cantilever will experience ∆ ∼ 20neV, for 60pm cantilever displacement.

However, a QD cannot be located so close to the top and bottom surfaces

of the cantilever, as this will result in quenching of the QD emission. The

actual structure considered within this chapter has QDs located ∼10nm from

the neutral axis, due to the semiconductor heterostructure used (discussed

in more detail in the following section). In this case, ∆ ∼ 2.8neV, for 60pm

displacement.

The optomechanical coupling rate, gQD
0 , for a given QD position within

the cantilever thickness can be determined using the data presented above.

Through extrapolation of the simulated data presented in Figure 5.5, the

relationship between ∆ and cantilever displacement, x, given as ∂∆/∂x, is

determined. (Assuming there is zero cross-sectional strain while the can-

tilever is at rest). This is then substituted into Equation.2.20, alongside

the expression for the zero point fluctuations of the cantilever, calculated

to be ∼70fm, in order to determine gQD
0 . From this procedure, a QD lo-

cated 10nm from the neutral axis is estimated to exhibit gQD
0 = 2.6kHz. In

comparison, optomechanical coupling rates of 66kHz have been determined

in regular hexagonal GaAs nanowires[21], and 230kHz in etched nanopillar

structures[192]. Furthermore, coupling rates as high as 200MHz have been

reported in tapered nanowire structures[72]. The difference in coupling rates

for cantilevers discussed within this chapter compared to these values is due

to the modest strain fields induced by the cantilever motion relative to the

QD growth axis. This is a fundamental consequence of the geometry of the

cantilever system, which is a product of the top-down fabrication, and the

heterostructure growth process.

Next, the experimental analysis of these devices is presented, as well as a

brief discussion of the fabrication process.
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5.3 Fabrication and experimental analysis

The strain coupled cantilever device modelled in the previous section is

fabricated on a doped GaAs wafer, shown in Figure 5.6, using processing

techniques outlined within Section 3.1.4. The cantilever devices are etched

into the 200nm thick p-i-n GaAs region of the wafer, referred to as the GaAs

membrane. Cantilevers with lengths ranging from 10− 40µm are fabricated,

with the width and thickness of all cantilevers fixed at 10µm and 200nm,

respectively. Next, the 1µm thick sacrificial Al0.6Ga0.4As layer below the GaAs

membrane is removed, using a hydrogen fluoride (HF) wet etch, resulting in

suspended cantilever devices.

1000nm i-Al0.6Ga0.4As

200nm i-GaAs

50nm n-GaAs

35nm i-GaAs

20nm i-AlAs
5nm i-GaAs 0.7nm i-InAs5nm i-GaAs
20nm i-AlAs

35nm i-GaAs

30nm p-GaAs

90nm

110nm

Figure 5.6: Doped p-i-n wafer structure. The quantum dot (QD) layer (shown in
purple) is displaced 10nm from the neutral axis of the cantilever device (shown by
the red and green arrows).

The undoped region within the GaAs membrane contains self-assembled InAs

QDs. As demonstrated in the previous section, strain coupling between a QD

and the mechanical motion of the cantilever can only be realised when the

QD is vertically displaced from the neutral axis. Therefore, the QD layer is

displaced 10nm from the centre of the membrane, as indicated by the red

and green arrows in Figure 5.6. A representative PL spectrum showing the

emission of the ensemble of InAs QDs is shown in Figure 5.7.
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Figure 5.7: Typical photoluminescence (PL) spectrum from the wafer shown in
Figure 5.6. The QD emission is non-resonantly excited with 10µW of laser power,
with an emission wavelength of 633.1nm.

As discussed previously, each cantilever has a H1 PhCC embedded at the

clamping point. This was patterned and etched at the same time as the

cantilever itself. Six H1 PhCC designs are investigated, all with lattice

spacing, a=240nm, and hole radius, r, varied from 52nm to 65nm. The H1

PhCCs were designed by Dr Rikki Coles[142], and simulated by the author

using FDTD (described in more detail in Section 3.5.1). To perform these

simulations, a dipole source is placed in the centre of the H1 PhCC, and the

dependence of the cavity mode wavelength on r is modelled. The results of

this modelling is presented in Figure 5.8. The H1 PhCC mode wavelength

shows a liner blueshift from 980nm to 945nm as r is varied between 52-65nm.

These design parameters are chosen such that the cavity mode wavelength is

coincident with the QD ensemble emission shown in Figure 5.7 (taking into

account fabrication imperfections).
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Figure 5.8: Modelled H1 PhCC mode wavelength as a function of hole radius, r.
The mode wavelength is shown by the blue data points, and is seen to change from
980nm to 945nm as r is varied from 52nm to 65nm. The red line is a linear fit
function, with adjusted r2=0.99.

A scanning electron microscope (SEM) image of an example H1 PhCC can-

tilever device is shown in Figure 5.9. The lighter grey areas sounding the

device are under-etched regions of the structure, which are a product of the

HF etching process. This corresponds to the ‘frame’ shown in Figure 5.1.

The insert of Figure 5.9 shows a magnified image of the embedded H1 PhCC,

giving a higher resolution view of the tapered inner nanohole design. As

stated in Section 2.4.2, the tapered inner nanoholes of the PhCC are required

to optimise the optical confinement within the centre of the cavity, and have

radii equal to 0.91r, where r is the unperturbed hole size specified above.

The black residue is thought to be aluminium fluoride (AlF3) or aluminium

hydroxide (Al(OH)3), produced by the HF etching process[196]. This could

be removed with an additional fabrication step, called digital-etching. During

this step, the chemical oxidisation and etching steps are separated and self

terminating. This step would be performed after the HF etching (shown in

Figure 3.8(h)), but would result in an anisotropic etch profile, which will per-

turb the dimensions of the nanoholes of the PhCC. Therefore, this technique

was not utilised when fabricating the structures discussed within this chapter.
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Figure 5.9: SEM image of a H1 photonic crystal cavity (PhCC) cantilever with
dimension, 20µm×10µm×200nm. The insert shows a magnified SEM image of the
centre of the H1 photonic crystal cavity.

The sample is mounted within a flow cryostat (see Section 3.2.1), which is

positioned in one arm of the Michelson interferometer, as shown in Figure.5.10.

The laser light directed through the objective is focused to a 2µm diameter

spot on the free end of the cantilever. Similarly to the GaAs nanowire (NW)

samples discussed in Chapter 4, the cantilever sample is mounted directly onto

a piezoelectric transducer (PZT), to facilitate mechanical driving of the the

cantilever motion. The cantilevers are driven by applying a sinusoidal voltage

from an arbitrary function generator (AFG) to the PZT transducer. Since

the cantilever displacement is limited by air damping, which will in turn limit

the magnitude of strain generated within the cantilever, all characterisation

measurements are performed at a pressure of 10−6mbar. Furthermore, the

temperature of the cryostat is maintained at 4K, to avoid thermalisation of

the QD states, and quenching of the QD PL emission.

First, the resonance frequency of the cantilever is determined by sweeping

the PZT drive frequency, whilst monitoring the cantilever vibrations, shown

by the green trace in Figure 5.11.



154 CHAPTER 5. STRAIN COUPLED QUANTUM DOTS

100x
NA=0.7

P=10-6mbar

PZT

AFG

Cantilever
Sample

T=4K

To/from Michelson 
interferometer 

Flow cryostat

Figure 5.10: Schematic diagram of the cantilever sample mounted within a flow
cryostat, within a Michelson interferometer set up, used to detect the cantilever
motion. The piezoelectric transducer (PZT) is used for mechanical actuation.

Figure 5.11: The nonlinear frequency response of the fundamental flexural mode of
a cantilever with dimensions 20µm× 10µm× 200nm. Cantilever are mechanically
driven with a piezoelectric transducer (PZT), where PZT drive amplitude is
indicated in the legend at the top left of the figure.
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In the small drive amplitude regime (1V), a single Lorentzian peak is observed

at 272.75kHz. Increasing the drive amplitude to 2V, as shown by the blue

trace, increases the amplitude of the cantilever motion, whilst the frequency re-

mains the same. The cantilever is then driven into the large amplitude regime

of motion in order to achieve the largest strain fields within the GaAs mem-

brane, and thus induce the largest change in QD emission energy. Similarly to

the measured frequency response of NWs shown in Section 4.3.2, cantilevers

are known to demonstrate nonlinear dynamics in the large amplitude regime

of motion[45, 39]. As the PZT drive amplitude is increased further to 3V

and 4V, as shown by the red and grey traces, the cantilever demonstrates

non-linear spring softening. The spring softening response of the cantilever is

characterised by a decrease in the frequency at maximum amplitude, and is

in agreement with reported observations of silicon cantilever resonators with

similar dimensions[39]. Furthermore, a bistable response of the cantilever is

observed as a step change in the cantilever response amplitude. The thresh-

old for this response is determined by the amplitude and direction of the

PZT sweep. As was the case for single mode nonlinear dynamics of GaAs

NWs discussed in Section 4.3.2, the bistable response of the cantilever can

be explained theoretically as two stable solutions to the governing equation

of motion. However, unlike the GaAs NWs from chapter 4, the cantilever

has a length to width ratio equal to ∼2, and hence is on the lower limit

at which Euler-Bernoulli (EB) beam theory is still applicable (see Section

2.1.1). At this limit, the balance between geometric and inertial nonlinearities

governing the frequency dependence of the fundamental flexural mode on the

drive amplitude is affected, potentially by a non-uniaxial strain distribution

along the beam[39]. When considering cantilever with such dimensions, a

more sophisticated beam theory must be used to accurately describe the

cantilever dynamics. Due to time constraints, an in-depth analysis of the

cantilevers using a more complex theoretical model could not be performed

alongside the device fabrication, computational modelling, and experimental

analysis. However, for the purposes of preliminary research presented within

this chapter, Figure 5.11 is simply used to determine the PZT drive amplitude

at which the cantilever enters the large amplitude regime of motion, and

therefore induces the largest mechanical strain.
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The Michelson interferometer can also be used to detect PL emission from the

sample. This is achieved using a 805nm short pass dichroic filter above the

microscope objective, which directs the QD PL emission to a spectrometer.

The interferometer laser is used to nonresonantly QDs in the H1 PhCC at

high power (100µW). Emission from the QDs couples to the PhCC mode,

and is guided along a single mode optical fibre to a spectrometer. The PL

signal is then directed onto a grating with 600 lines/mm, and is detected

using a liquid nitrogen cooled CCD. Figure.5.12 shows an example H1 PhCC

mode spectrum, measured first when the cantilever is not mechanically driven,

and is therefore oscillating under thermal vibrations at 4K (blue trace), and

second when the cantilever is driven into the large amplitude regime of motion

(red trace, PZT drive=3V).

Figure 5.12: A H1 photonic crystal cavity (PhCC) mode with Q-factor equal to
∼2500. The PhCC mode is characterised using 100µW laser power with emission
wavelength 633.1nm. The blue trace shows the PhCC mode in the undriven regime,
while the red trace shows the cavity mode when the cantilever is driven into the
large amplitude regime of motion, with 3V PZT drive amplitude.

In the undriven regime, the H1 PhCC mode has a wavelength of ∼925nm, and

a full width half maximum (FWHM) of 0.37nm, corresponding to a Q-factor

of ∼2500. When the cantilever is driven into the large amplitude regime,

the central wavelength, FWHM, and Q-factor of the mode are unchanged,
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suggesting the dimensions of the PhCC are unaffected by the cantilever motion.

This result is particularly important for mechanical sensing applications

using these devices, since ideally only the QD emission is perturbed by the

modulated strain field. The average cavity mode Q-factors for all measurable

H1 cavities, shown in Figure 5.13.

Figure 5.13: Q-factor as a H1 PhCC mode wavelength. The range of measured
Q-factors for a given H1 PhCC design are shown by the error bars, while the average
values are shown by the blue data points. The cavity mode wavelengths range
from 910− 970nm, and are coincident with the QD ensemble emission bandwidth.
Approximately 85% of the H1 PhCCs had detectable cavity modes.

In Figure 5.13, the average cavity mode wavelengths and Q-factors for each

of the six H1 PhCCs are shown the blue data points, while the range of

measured values for a given cavity mode design are shown error bars. The

average central wavelength of the PhCC modes ranges from 925 to 970nm,

coincident with the ensemble QD emission bandwidth shown in Figure 5.7.

The range of cavity mode wavelengths is larger than expected from the

design specifications (shown to range from 940-980nm in Figure 5.8). This

is attributed to fabrication imperfections in the hole radius, r, measured

to vary from ∼55-75nm using SEM imaging. This is confirmed through

extrapolation of simulated data presented in Figure 5.8 between 55-75nm,

which is in agreement with the cavity mode wavelength range shown in Figure
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5.13. Additionally, the average Q-factor is seen to range from approximately

3000 to 4250. This average Q-factor is consistent with expectations, as H1

PhCCs have a simulated Q-factor of ∼30,000 (see Section 2.4), and fabrication

imperfections typically reduce the measured Q-factor by a factor of 10.

At a reduced excitation power of 2.5µW, single QD emission is observed.

QD PL emission is collected directly above the PhCC, and directed onto a

grating with 1200 lines/mm in order to resolve the narrow QD emission. The

collected QD PL signal is then detected using a liquid nitrogen cooled CCD.

Isolated QD PL measured when a 20µm cantilever is in the driven (red trace)

and undriven (blue trace) is shown in Figure 5.14.

Undriven 
Linewidth

=59.2μeV

Driven 
Linewidth

=168.2μeV
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Figure 5.14: Isolated quantum dot (QD) emission features are measured using 2.4µW
laser excitation with emission wavelength 633.1nm. The QD photoluminescence
signal is detected when the cantilever is undriven (shown by the blue trace), and
when driven into the large amplitude regime of motion (shown by the red trace).
The QD linewidth broadens by a factor of 2.8 for 3V drive, indicating coupling of
the QD emission to the cantilever motion.

The PL emission from an isolated QD when the cantilever is undriven has

a measured linewidth of 59.2µeV, as shown by the blue trace. When the

cantilever is driven, the QD linewidth increases to 168.2µeV, corresponding

to a factor of 2.8 increase for 3V PZT drive amplitude. This increased
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linewidth indicates that the QD couples to the cantilever strain field. Since

the instantaneous emission energy of the QD varies at the cantilever resonance

frequency, which is much faster than the accumulation time of the PL spectrum

(30 seconds), a time-average signal is acquired. The time-averaged maximum

QD PL intensity is observed to be dimmer in the driven regime due to the

decreased efficiency of PL collection form the device. The time-dependent

change in QD PL signal could be determined via a stroboscopic measurement

(see Section 2.2.1), and used to determine the cantilever oscillation frequency.

However this measurement is more complex, as it requires detecting the

QD PL signal for different phases of the cantilever motion. Therefore, this

measurement was not able to be performed alongside results shown above.

An estimate of the optomechanical coupling rate, gQD
0 , can be obtained

by solving Equation 2.20 using the observed the change in QD emission

energy, shown in Figure 5.14. In order to solve Equation 2.20, the zero point

fluctuation, xzpf , of the cantilever, and ∂∆/∂x must be determined. Firstly,

xzpf is calculated to be ∼50fm of the 20µm long GaAs cantilever. Next,

we assume the cantilever is displaced ∼1µm in the driven regime, and ∆

is equal for upward and downward deflection of the cantilever. From these

assumptions, and change in QD wavelength shown in Figure 5.14, we estimate

∂∆/∂x=54.5eV/m. These values are substituted into Equation 2.20, and gQD
0

is estimated to be ∼2.1kHz. This is consistent with the simulated value of

gQD
0 for a 40µm long cantilever, estimated to be ∼2.6kHz. Since all of the

40µm long cantilevers are found to be collapsed after the HF under-etching

process, it is not possible to demonstrate strain coupling, and determine gQD
0

within a 40µm long cantilever, experimentally. However, this could potentially

be solved with the addition of support struts to the free end of the cantilever,

as is shown for cantilever studied in Chapter 6.

The blueshift in average central QD PL wavelength by ∼60pm in the driven

regime seen in Figure 5.14 is a somewhat unexpected result. Since the

magnitude of the strain field from the upward and downward deflection of the

cantilever is expected to be equal, no overall change in the QD central emission

wavelength is expected in a time-averaged detection regime. The change in

average QD wavelength could potentially be attributed to an anti-symmetric

strain profile through the cantilever cross-section, or anti-symmetric cantilever

displacement as a result of fabrication imperfections. However, due to the non-

trivial nature of strain dynamics within micromechanical structures, further
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experimental and computational analysis is required to explain this result,

which is currently ongoing. Another future step is to use resonant excitation to

detect fluctuations in the resonance fluorescence count rate from a single QD,

due to strain tuning of the QD emission energy[72]. Furthermore, successfully

achieving Purcell enhancement of the resonantly excited QD PL would allow

for a brighter single photon source with the coherence properties of the

excitation laser, resulting in a system less sensitive to dephasing mechanisms,

and maximising the readout sensitivity[25]. These developments are discussed

in Chapter 8.

5.4 Summary

In this chapter, an embedded QD was used to detect the motion of a mi-

cromechanical resonator in the form of a GaAs cantilever. The InAs QD was

coupled to the strain field of the cantilever via the deformation potential.

Finite element modelling (FEM) was used to predict the flexural mode shapes

and resonant frequencies of the cantilever. FEM modelling was also used

to predict the cross-sectional strain profiles due to thermal motion of the

cantilever. The maximum strain due to motion at the fundamental flexural

mode frequency was localised to the clamping point of the cantilever. The

strain varied linearly through the cantilever thickness, with a zero-strain axis

through the central plane of the cross-section, termed the neutral axis. The

modelled strain fields were used to estimate the change in QD transmission

energy, and estimate the hybrid-optomechanical coupling rate, gQD
0 , of the

device. This was found to be equal to 2.6kHz.

Next, the semiconductor wafer heterostructure was introduced, alongside the

mechanical and optical experimental characterisation methods. Cantilever dy-

namics were characterised in the large amplitude regime of motion using laser

interferometry. The H1 PhCC modes were characterised using the same setup,

and observed to be unperturbed by large cantilever displacement. Strain

coupling of the QD PL to the cantilever motion was also demonstrated, and

observed as a time averaged broadening of the QD linewidth. The broadened

QD PL signal was then used to estimate gQD
0 , found to be ∼2.1kHz. The

demonstration of strain coupling within this chapter holds great promise

for future sensing applications via strain coupled devices. However, further

developments are needed to realise the full potential of these devices, some of

these developments are discussed further in Chapter 8.



Chapter 6

Electro-mechanically Tunable

Photonic Crystal Cavities

6.1 Introduction

In order to use self-assembled QDs as single photon sources in the interest of

QIP applications, spectral filtering of the dot emission must be performed.

Spectral filtering is the process of suppressing light emission from the semi-

conductor substrate which is not attributed to the dot of interest. Spectral

filtering of single QD lines is an essential requirement when operating in

the nonresonant optical excitation regime, which was previously discussed in

Section 3.3. In this regime, the semiconductor substrate contains competing

emission signals from the wetting later (WL), the bulk GaAs, and the ensem-

ble of embedded InAs QDs. As mentioned in Section 2.4, 1D PhCCs can be

implemented as on-chip spectral filters. These structures Purcell enhance the

emission rate of QDs embedded in the cavity, whilst simultaneously suppress-

ing undesired emission signals[197]. Controllable in-situ tuning of the PhCC

resonance is useful for increasing the dynamic range of the filters, especially

when performed independently of QD tuning. Additionally, the ability to

separately tune the PhCC resonance and QD emission in a post fabrication

regime allows one to overcome fabrication imperfections. Recently, PhCC

tuning using out-of-plane displacement has been demonstrated using silicon

cantilevers[198] (with significant promise to realise scalable op-chip photonic

circuits), and closely-related III-V semiconductor membrane resonators[199].

Research presented within this chapter focuses on out-of-plane mechanical

tuning techniques.

161
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In this chapter, a 1D PhCC waveguide structure is incorporated into a GaAs

cantilever to investigate controllable out-of-plane mechanical tuning of the

cavity resonance. In these structures, indirect tuning of the cavity resonance

is studied by altering the effective refractive index of the cavity mode, via

electromechanical actuation of the cantilever. Therefore, the fundamental

principles of indirect tuning of the PhCC resonance are discussed first. The

effects of tuning the wavelength, Q-factor, and transmission of the PhCC reso-

nance are modelled using FDTD software, for a simplified 1D PhCC waveguide

(see Section 3.5.1). Following this, the fabrication procedure used to create

the tunable PhCC-cantilever devices is outlined, before the experimental

characterisation of the devices is discussed. The devices are mounted within a

bath cryostat system (see Section 3.2.2), and optically probed through µ-PL

spectroscopy using nonresonant laser excitation (see Section 3.3). The cavity

mode wavelengths and Q-factors are measured in a transmission measurement

while the cantilever is electromechanically displaced. Finally, tuning of the

QD emission into resonance with the PhCC mode via the QCSE is studied

(see Section 2.2.1).

6.2 Indirect cavity mode tuning

A simplified version of the 1D PhCC waveguide structure investigated within

this chapter is shown in the schematic diagram presented in Figure 2.17(b)

(see Section 2.4.1). Within these structures, the in-plane optical confinement is

provided by the PBG created by the PhC, while the out-of-plane confinement

is due to TIR at the boundaries of the waveguide. In the PhCC region of

the structure, the separation between two holes is increased or decreased

relative to the unperturbed PhC periodicity. As a result, The 1D PhCC

waveguide supports a narrow range of wavelengths within the PBG (as shown

by the schematic illustration in Figure 2.17(b)), referred to as the cavity

mode resonance. Since the PhCC mode can be described as a Fabry-Pérot

resonator, the central emission wavelength, λcavity, is given by

λcavity = 2neffc, (6.1)

where neff is the effective refractive index, and c is the physical length of the

cavity. As previously stated, the ability to tune λcavity is highly desirable for

QIP applications, which require a spectrally isolated single photon source.

Considering Equation 6.1, a change in λcavity can be induced by changing the
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physical dimensions of the PhCC structure[25], i.e. by physically stretching or

shrinking the cavity length, c. However, since QDs will be embedded within

the PhCC itself (in order to realise Purcell enhancement), the strain fields

induced as a result of this method will also perturb the QD band structure.

Consequently, the optical emission and absorption properties of the QDs will

also be altered. Strain coupled QDs are discussed in more detail in Section

2.2.1, and demonstrated experimentally in Chapter 6, where the QD emission

is tuned dynamically via a time-dependent strain field. In the ideal case, the

PhCC reconfiguration technique will have no effect on the embedded QDs or

other nearby photonic structures. Allowing tunable PhCCs to be integrated

within a photonic circuit, without compromising the operations performed by

the other photonic components.

Alternatively, a change in λcavity can be induced by modifying neff , which

can be categorised as either direct or indirect tuning. Regarding the former,

a change in neff is induced via introducing an internal perturbation within

the PhC host material. For example, direct tuning can be achieved either

by thermo-optic[200], electro-optic[201], and acousto-optic[202] techniques.

However, thermo-optic tuning is not a very energy efficient process, typically

requiring high operational powers, usually ∼ 100mW. This can lead to

significant energy dissipation which can damage fragile suspended photonic

devices. In comparison, electro-optic and acousto-optic techniques typically

require large device footprints, usually with areas of a few ∼mm2. This

fundamentally limits the scalability of these methods for on-chip photonic

circuit applications. For these reasons, and in the interest of being consistent

with micromechanical resonator research presented in Chapters 4, 5, and 7,

this chapter focus on indirect tuning of neff . Indirect tuning is achieved

by modifying the overlap of the PhCC mode (which extends beyond the

boundaries of the waveguide, as shown schematically in Figure 2.17(b)) with

a perturbing photonic structure. Within this chapter, a PhC waveguide is

used as a perturbing structure, as illustrated in the top-down view of the

schematic diagram shown in Figure 6.1(a). The PhC waveguide is chosen as a

perturbing structure to suppress evanescent coupling between the waveguides,

and confine as much light as possible to the PhCC waveguide.



164 CHAPTER 6. TUNABLE PHOTONIC CRYSTAL CAVITIES

Figure 6.1: (a) Top-down schematic diagram of one dimensional (1D) phonic crystal
cavity (PhCC) waveguide, brought into close proximity with a perturbing PhC
waveguide. The cavity mode field profile is indicated by the dashed grey line, and
overlaps with the perturbing waveguide. (b) Side-on schematic diagram of the
waveguides, highlighting the out-of-plane displacement. The waveguide width, w,
thickness, t, hole periodicity, a, hole diameter, d, and cavity length, c are annotated
on both waveguides.

In Figure 6.1(a), the PhCC and perturbing PhC waveguides both have width,

w, thickness, t, hole periodicity, a, and hole diameter, d; while the PhCC

waveguide has a cavity length equal to c. Since the dimensions for the PhCC

and perturbing PhC waveguides are the same, the perturbing waveguide will

exhibit a PBG with a bandwidth which includes the PhCC mode resonance,

λcavity. Therefore, the perturbing PhC waveguide acts as a photonic mirror,

which suppresses the evanescent coupling between the two structures, and

maintains the PhCC mode Q-factor.

The change in the in- and out-of-plane separation between the waveguides al-

ters the mode overlap, changing neff , and thereby tuning λcavity. The change

in the out-of-plane separation between the waveguides is shown schematically

in the side-on view of the structure in Figure 6.1(b). Out-of-plane displace-

ment of the waveguides relative to one another is achieved experimentally

by attaching the perturbing PhC waveguide to the free end of a GaAs can-
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tilever which is displaced from it’s equilibrium position. Electromechanical

displacement of the cantilever could be used to tune λcavity (see Section

2.1.3). Although this approach still requires electrical contacts to be made

between the substrate and cantilever, which increases the device footprint,

it also allows for controllable tuning of the cantilever’s static displacement.

Hence, allowing for controllable tuning over the mode overlap and λcavity.

Furthermore, this approach is less likely to damage fragile suspended photonic

devices, compared to the direct tuning methods discussed above.

In order to predict how λcavity will change with increasing out-of-plane dis-

placement of the PhCC relative to the perturbing waveguide, the system

shown in Figure 6.1(a,b) is modelled using FDTD, and is presented in the

following section.

6.3 Modelling indirect cavity tuning

FDTD is used to model the optical transmission through a simplified version

of the tunable PhCC waveguides investigated experimentally within this

chapter (shown in Figure 6.1(a,b)). A simplified version of the tunable

PhCC system is simulated to solely demonstrate the fundamental tuning

characteristics of these structures, and not explicitly inform the fabricated

PhCC waveguide dimensions. Below, the transmission through the PhCC

waveguide is modelled whilst the out-of-plane separation of the perturbing

PhC waveguide is iteratively increased.

The simulation results presented below are based on the optimised dimensional

parameters (labelled in Figure 6.1(a) as w, a, d, and c), for a 140nm thick

waveguide[63]. The dimensions of the modelled PhCC waveguide are therefore

set to: t = 140 nm, w = 280nm, d = 100nm, a = 240nm, and c = 360nm, with

6 nanoholes either side of the cavity. The spatial confinement of the cavity

mode within the PhCC waveguide is modelled using FDTD. A dipole source

emitting at the cavity wavelength is positioned near the centre of the cavity,

and the electric field is monitored within the plane of the waveguide. The

resulting electric field profile is shown in Figure 6.2, where the white outline

shows the dimensions of the PhCC waveguide. The normalised intensity of

the electric field is indicated by the colour scale shown to the right of the

figure.
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Figure 6.2: Simulated spatial confinement of the cavity mode profile, where the
white overlay shows the PhCC waveguide with dimensions: t = 140nm, w = 280nm,
d = 100nm, a = 240nm, and c = 360nm, with 6 nanoholes either side of the cavity.
The electric field extends beyond the boundaries of the waveguide, by ∼220nm.

As previously discussed, the optical mode of the PhCC extends beyond the

physical boundaries of the waveguide, and can therefore be influenced by the

perturbing PhC waveguide. From modelling shown in Figure 6.2, the in-plane

separation of the waveguides is required to be between 50-80nm in order

to achieve an appreciable mode overlap. Transmission of light through the

perturbing PhC waveguide is also modelled using FDTD, by including a dipole

light source localised to one end of the waveguide. The dipole source has an

emission bandwidth between 800nm and 1100nm. Light which propagates

along the waveguide through the PhC region is then detected at the opposite

end of the waveguide, the results of which are shown in Figure 6.3(a). This

same modelling procedure is also done for the PhCC waveguide to determine

the cavity mode resonance, λcavity, and shown in Figure 6.3(b).

Figure 6.3(a) shows that the perturbing PhC waveguide exhibits a PBG

between 840nm and 980nm. Within this wavelength range, light propagation

along the length of the waveguide is suppressed, and transmission is equal to

zero. The oscillations in the modelled transmission either side of the PBG are

attributed to Fabry-Pérot resonances along the length of the PhC waveguide

itself. Figure 6.3(b) shows the transmission through a PhCC waveguide of

the same dimensions, and hence the PBG is still visible between 840nm and

980nm. However, the inclusion of the cavity mode spacing (c=360nm) results

in an optical resonance at ∼941nm, as shown by the peak which exists within

the PBG. The cavity resonance has a FWHM of 0.63nm, and hence a Q-factor

of ∼ 1500. There is a fundamental compromise between the number nanoholes

either side of the cavity and the cavity mode Q-factor. The inclusion of more

holes increases the optical confinement in the cavity region, increasing the

Q-factor and decreasing the FWHM of the cavity mode. However, this is
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(a)

(b)

Figure 6.3: FDTD modelled transmission through (a) a PhC perturbing waveguide,
with dimensions: t = 140nm, w = 280nm, d = 100nm, and a = 240nm. The
photonic band gap (PBG) is visible from 840nm to 980nm. (b) Transmission
through the PhCC waveguide of the same dimensions, and cavity length, c = 360nm,
with 6 nanoholes either side of the cavity. The cavity mode resonance is visible at
941nm, with a full width half maximum (FWHM) of 0.63nm, corresponding to a
Q-factor of ∼ 1500.
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achieved at the expense of transmission through the waveguide. Similarly,

reducing the number of holes either side of the cavity will result in a less

strongly confined optical mode at the cavity, with increased optical transmis-

sion through the waveguide. The PhCC Q-factor and transmission through

the waveguide is expected to have a sigmoidal dependence on the number of

nanoholes, n[63]. However, since all PhCC waveguide simulations included

within this chapter use n = 6, the dependence of transmission along the

PhCC waveguide with respect to n is not considered any further.

Fabrication induced variations of the waveguide dimensions can alter the

optical properties of the PhCC resonance. To show how such deviations will

affect λcavity, the hole diameter, d, and waveguide width, w, are varied inde-

pendently, before the transmission through the PhCC waveguide is modelled

once again. The modelled change in λcavity with respect to d and w is shown

in Figure 6.4. In Figure 6.4, the red data points show the change in λcavity as

the hole diameter is varied from 80nm to 120nm, while the waveguide width

is maintained at 280nm. Similarly, the black data points show the change in

λcavity as the waveguide width is varied from 260nm to 300nm, while the hole

diameter is maintained at 100nm. From this modelling, λcavity is observed

to have a linear dependence on both the change in nanohole diameter, and

waveguide width. When d is reduced by 10nm and w is unchanged, λcavity

redshifts by 10nm. Similarly, when d is increased by 10nm while w is un-

changed, a 10nm blueshift in λcavity is observed. In the case when the w is

reduced by 10nm and d is unchanged, λcavity blueshifts by 10nm. Similarly,

when the w is increased by 10nm and d is unchanged, λcavity redshifts by

10nm. The physical length of the cavity, c, and the nanohole lattice spacing,

a, will also effect λcavity. However these parameters are easier to achieve

with higher accuracy during the fabrication process, since the position of the

nanoholes only depends on the lithographic step from which they are defined.

In contrast, the diameter of the nanoholes is directly affected by all other

subsequent etching steps (see Section 3.1.4).

Next, the indirect tuning of the PhCC mode resonance, shown in Figure 6.3(b),

is modelled using FDTD. Here, the PhCC and perturbing waveguide are

brought into close proximity with one another, as is shown in Figure 6.1(a,b).

In this configuration, the in-plane separation between the waveguides is set to

60nm, and the initial out-of-plane separation is set to 0nm, so that the per-

turbing PhC waveguide overlaps with the PhCC cavity mode. A broadband
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Figure 6.4: FDTD modelling of the PhCC waveguide resonant wavelength, λcavity,
with respect to changes in the nanohole diameter, d, and waveguide width, w.
The red data points show the effect on λcavity by changing the d between 80nm
to 100nm while remains unchanged (w=280nm). The black data points show the
effect of changing the w between 260nm and 300nm, while remains unchanged
(d=100nm).

light source is included at one end of the PhCC waveguide, as indicated by

the ‘QD input’ in Figure 6.1(a). Light transmitted through the PhC region is

evaluated at the other end of the waveguide, as indicated by the ‘Through’

annotation in Figure 6.1(a). The degree of overlap between the mode and the

perturbing waveguide is then altered by changing the out-of-plane separation

of the waveguides between 0nm and 400nm. These simulations are used

to determine how the increasing separation effects λcavity, the cavity mode

Q-factor, and transmission along the waveguide. The modelled change in

these three parameters with respect to the out-of-plane displacement of the

perturbing waveguide are shown in Figure 6.5(a) to (c), respectively.

Figure 6.5(a) shows that as the out-of-plane waveguide separation is increased

between 0-400nm, λcavity is observed to blueshift, exhibiting a change of∼0.4%.

This corresponds to an absolute wavelength change of ∼ 3.5 nm. However,

the maximum rate of change of λcavity is observed between 0-150nm. This

tuning behaviour is understood by considering the optical mode confinement

within the PhCC waveguide (shown in Figure 6.2). When the out-of-plane

separation is equal to zero, the overlap between the PhCC mode and the

perturbing waveguide is maximised. Here, neff is increased relative to the case
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Figure 6.5: (a) Simulated cavity mode wavelength (b) Q-factor and (c) transmissiv-
ity dependence on out-of-plane separation of the perturbing PhC waveguide with
dimensions: t = 140nm, w = 280nm, d = 100nm, and a = 240nm, and c = 360nm,
with 6 nanoholes either side of the cavity. The initial in- and out-of-plane separa-
tions are set to 60nm and 0nm, respectively. The absolute wavelength changes from
944.5nm (at 0nm separation) to 941.1nm (at 400nm separation), and the absolute
Q-factor changes from 1114 to 1505.
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for the isolated PhCC waveguide (shown in Figure 6.3(b)), which results in an

increase in λcavity (as given by Equation 6.1). As the out-of-plane separation

is increased between 0-150nm, the overlap between the PhCC mode and the

perturbing waveguide is quickly reduced, and neff decreases rapidly. This

results in a rapid blueshift of λcavity. As the separation is increased beyond

150nm, the overlap between the mode and perturbing waveguide is removed

further. However, since the overlap is already substantially reduced, a slower

rate of change in λcavity is observed with respect to out-of-plane separation.

Finally, as the separation is increased between 300-400nm, the mode overlap is

completely removed, and λcavity returns to the unperturbed resonance, shown

in Figure 6.3(b).

Figure 6.5(b) shows the change in Q-factor of the cavity mode resonance as the

out-of-plane separation between the waveguides is increased from 0-400nm. In

this regime, the PhCC mode Q-factor is observed to increase by ∼ 35% as the

separation is increased from 0-400nm. As is the case for the modelled change

in λcavity shown in Figure 6.5(a), the maximum rate of change of the Q-factor

is observed when the out-of-plane separation is between 0-150nm. This change

in Q-factor can again be explained by the modified overlap between the PhCC

mode and the perturbing waveguide. Recall from section 2.4.1 that the cavity

mode Q-factor is a measure of the confinement of light within the PhCC.

Hence, when the out-of-plane separation of the waveguides is equal to 0nm,

and the mode overlap is maximised, the evanescent coupling between the

waveguides is enhanced. As a result, light exits the PhCC waveguide and

enters the perturbing PhC waveguide, leading to the maximum decrease in

Q-factor (with respect to the isolated PhCC mode Q-factor). The observed

decrease in Q-factor would be even larger if the perturbing waveguide were a

simple planar waveguide structure, with no PBG to suppress the evanescent

coupling. As the separation is increased between 0-150nm, the overlap of

the PhCC mode and the perturbing waveguide is reduced, and the evanes-

cent coupling between the waveguides decreases rapidly. As a result, light

circulates within the PhCC for a longer time duration, and the PhCC mode

Q-factor increases by ∼ 25%. As the separation is increased beyond 150nm,

the evanescent coupling is reduced even further, but since the overlap of the

PhCC mode and the perturbing waveguide is already substantially lifted, a

slower rate of change in Q-factor is observed. Finally, the Q-factor returns to

the value of the isolated PhCC waveguide as the out-of-plane separation is

increased between 300-400nm, and the mode overlap is completely removed.
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Finally, Figure 6.5(c) shows the change in transmission of light through the

PhCC waveguide as the out-of-plane separation is increased from 0-400nm.

Similarly to the change in Q-factor shown in Figure 6.5(b), the transmission

is observed to increase as the separation of the waveguides is increased. Fur-

thermore, the maximum rate of change in the transmission is again observed

between 0-150nm, exhibiting an initial increase of ∼ 10%. As the separation is

increased beyond 150nm to 400nm, the transmission increases further exhibit-

ing a total change of ∼ 20%, but with a slower rate of change than is observed

between 0-150nm. As is the case for results shown in Figure 6.5(b), this

response can be understood as a reduction in evanescent coupling between

the waveguides as the out-of-plane separation is increased. As discussed

above, the reduction in evanescent coupling is a result of the diminishing

overlap between the cavity mode and perturbing waveguide. Therefore, more

photons remain in the PhCC waveguide for a larger out-of-plane separation,

as opposed to coupling to the perturbing PhC waveguide.

In order to realise the out-of-plane separation of the PhCC and perturbing

waveguides experimentally, the perturbing waveguide is attached to the free

end of a GaAs cantilever, which is electromechanically displaced from its equi-

librium position. The fundamental principles of electromechanical cantilever

displacement are discussed in Section 2.1.3. The specific fabrication details,

and attempts to realise indirect PhCC mode tuning are discussed below.

6.4 Device design and fabrication

The electromechanically actuated cantilevers, used to control the out-of-plane

separation between the PhCC and perturbing PhC waveguides, are fabricated

on a p-i-n-i-n doped heterostructure, shown in Figure 6.6. The semiconductor

heterostructure is grown using techniques outlined within Section 3.1.2. The

cantilevers are fabricated within the 170nm thick p-i-n doped GaAs membrane

of the wafer shown in Figure 6.6. The cantilevers are fabricated using standard

top-down processing techniques outlined within Section 3.1.4. The top and

bottom of the GaAs membrane are terminated with 50nm of p-doped GaAs

(p-GaAs), and 30nm of n-doped GaAs (n-GaAs), respectively. The centre of

the GaAs membrane contains a 0.7nm thick layer of undoped InAs (i-InAs),

shown in purple. As discussed in Section 3.1.1, self-assembled QDs are formed

within the InAs layer via the lattice mismatch induced strain between the

GaAs and InAs layers. The GaAs membrane is separated from the 300nm
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Figure 6.6: Doped p-i-n-i-n wafer used to fabricate electromechanically tunable
photonic waveguide devices, where there GaAs layers are shown in green, the
AlGaAs layers are shown in orange, and the quantum dot (QD) layer is shown in
purple. The Ni:Au electrical contacts are shown in gold.

thick n-GaAs layer at the bottom of the heterostructure by a 1.2µm thick

layer of Al0.6Ga0.4As. The Al0.6Ga0.4As layer is removed using hydrogen

fluoride (HF) etching techniques to create the suspended cantilever devices

(discussed in Section 3.1.4). Before the removal of the Al0.6Ga0.4As layer,

electrical contacts are added to the heterostructure, using photolithography,

dry etching, and thermal evaporation techniques (described in Section 3.1.3).

Through this procedure, 20nm of Ni and 200nm of Au are deposited onto

the top p-GaAs layer and bottom n-GaAs layer, simultaneously. The Ni:Au

contacts are indicated by the yellow rectangles in Figure 6.6. By electrically

contacting the top p-GaAs and bottom n-GaAs layers of the heterostructure,

the cantilevers can be electromechanically actuated by applying a bias using

an external voltage source. Biasing the heterostructure can also be used to

tune the InAs QDs via the QCSE.

The PhC waveguides are also fabricated within the 170nm thick p-i-n GaAs

membrane at the same time as the cantilevers, using the photonic device

fabrication methods outlined in Section 3.1.4. One of the largest limitations

when fabricating nanometre scale structures is electron scattering effects

between the e-beam resist layer and the substrate, during the EBL patterning
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procedure. This phenomenon is known as the ‘proximity effect’, and results in

a non-uniform exposure of the e-beam resist, limiting the EBL resolution. The

proximity effect is exacerbated when small scale structures are spatially close

together, as is the case for the PhC waveguides. The proximity effect causes

the PhCC waveguide dimensions and in-plane separations to deviate from

the designed specifications, modifying the optical properties of the structures

(see Figure 6.4). The proximity effect is compensated for by tailoring the

spatial electron beam energy distribution, achieved using proximity correction

algorithms. The proximity correction takes into account the interaction

distance between closely spaced features on the device. During the fabrication

procedure, significant time is spent to determine the optimum proximity

correction parameters for the PhCC and perturbing waveguides. Additionally,

the PECVD step is of particular importance when fabricating the PhCC and

perturbing PhC waveguides, in order to reduce imperfections (see Section

3.1.4).

The optimised dimensions for the PhCC waveguide fabricated on a 170nm thick

GaAs membrane are: w = 280nm, a = 250nm, c = 335nm, and d = 125nm.

The waveguide dimensions are chosen to provide optimal confinement for the

transverse electric (TE) optical mode, since QD emission has been shown

to preferentially couple to TE modes rather than transverse magnetic (TM)

modes[203]. The dimensions of the perturbing waveguide are the same as

those of the PhCC waveguide, but with no cavity spacing, while the in-plane

separation of the waveguides is designed to be between 50-80nm.

In the previous section, the PhCC waveguide was modelled by injecting light

at one end of the waveguide. Light which is transmitted through the PhCC

region is then evaluated at the opposite end of the waveguide. However, as

light is transmitted through the planar waveguide and arrives at the PhC

holes, the supported optical mode changes. Similarly, there exists a change as

light either enters the cavity region, or exits the PhC region. This difference

in mode profile is shown in Figure 6.7(a,b). The waveguide mode profile is

shown in Figure 6.7(a), and the more tightly confined mode profile at the

cavity node is shown in Figure 6.7(b). The difference is highlighted by the

orthogonal line scans (along the y- and z-axes) of the normalised intensity

taken through the centre of the structure, as indicated by the red and green

dashed lines, respectively. The results of these line scans are shown by the

red and green plots alongside each spatial profile, respectively.
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Figure 6.7: The simulated spatial mode profile of (a) the planar waveguide, and
(b) the PhCC mode (taken at the cavity node). The physical boundaries of the
waveguide are shown in white, and the normalised intensity scale is shown in both
(a) and (b). The dashed red and green lines indicate the line scans used to create
the plots shown above and the right of each spatial mode profile, respectively.
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The optical mode mismatch at the PhC boundaries will reduce the trans-

mission and Q-factor of the PhCC mode, due to increased scattering effects.

The optical mode mismatch at the PhC boundries can be alleviated by ta-

pering the nanohole diameter, d, at the PhC interfaces, whilst leaving the

PhC spacing, a, unaltered[63]. Tapering the holes at the PhCC interface

has recently been used to demonstrate improved optical confinement of the

cavity mode, whilst simultaneously improving the robustness to fabrication

imperfections[204, 205]. Two tapered PhC waveguide designs are investigated

within this chapter, illustrated in Figure 6.8(a) and (b). The first tapered

design is referred to as an outward tapered PhC, shown in Figure 6.8(a). This

design is used to match the optical modes as light enters and exits the PhC

region. Similarly, in order to smooth the optical mode transition at the cavity

interface, an inward tapered design is utilised, shown in Figure 6.8(b). For

a comprehensive computational analysis of the effect of tapering the PhCC

waveguides to match the waveguide and cavity mode profiles, see Ref.[63].

Figure 6.8: Schematic diagrams of two tapered phonic crystal cavity waveguide
designs investigated experimentally. (a) Top-down schematic of one dimensional
outward tapered phonic crystal cavity (PhCC) waveguide, used to match the optical
modes as light enters and exits the PhC. (b) Top-down schematic of inward tapered
PhCC waveguide, used to match the optical modes at the cavity interface

In order to determine how the hole diameter, d, is tapered along the length

of the waveguide, a variable known as the filling fraction (FF) is used. The

FF defines the ratio between areas of an individual nanohole and that of the

waveguide for each PhC period, and is given as

FF =
πd2

4wa
. (6.2)
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The FF is linearly tapered along the length of the cavity, and therefore

depends on the number of nanoholes used. For instance, if the unperturbed

FF=1, and 10 holes are included along the length of the waveguide, FF is

linearly reduced by a factor of 0.1 for successive holes along the length of

the waveguide. The 280nm PhCC waveguides studied here have an initial

FF=0.175, and between 15 to 30 nanoholes either side of the cavity[197, 63].

More nanoholes are required either side of the cavity within tapered designs

compared to the un-tapered designs to provide the same degree of optical

confinement. This is why only 6 nanoholes are included either side of the

cavity in the modelling shown in the previous section, whereas 15-30 holes are

used in the actual devices. The cavity mode wavelength and tuning operation

of the tapered photonic structures shown in Figure 6.8(a) and (b) is expected

to be similar to that shown for the simplified devices modelled in the previous

section. This is because the cavity spacing, c, is similar, and the waveguide

width, w, remains unchanged from the simplified structures. Furthermore,

the in-plane separation and dimensions of the perturbing PhC waveguide

nanoholes also remain unchanged (i.e. untapered).

An SEM image of an example tunable PhCC waveguide device is shown in

Figure 6.9(a). The GaAs cantilever has dimensions 40µm×7.5µm×170nm,

with 5µm long and 300nm wide support struts. The support struts are

included to reduce the likelihood of the cantilever collapsing during the HF

under-etching process, whilst maintaining the close in-plane separation of the

waveguides. However, the inclusion of support struts will also significantly

increase the required bias to capacitively displace the cantilevers. A larger

bias typically leads to a larger current across the device, which can damage

the fragile structures through electrical heating effects. Although the support

struts can be removed using post-fabrication laser oblation, this procedure

can lead to GaAs debris being deposited on the PhCC waveguide, altering the

optical properties of the cavity. For these reasons, copies of each device are

fabricated with and without support struts. The etch holes along the length

of the cantilever are included to facilitate the under-etching process, allowing

the cantilever to be fully suspended, whilst minimising the required etching

time. This is of critical importance for the suspended device fabrication,

since the waveguides are much thinner than the cantilever, and therefore

require a much shorter etch time. If the etch holes are not included and

the etching process is halted when the cantilever is completely suspended,

the waveguides may completely collapse. Similarly, if the etch holes are not
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included and the etching process is halted when the waveguides are fully

suspended, the cantilever itself may be only partially suspended, preventing

electromechanical actuation. As shown in Figure 6.9(a), the perturbing PhC

waveguide is attached to the free end of the cantilever, and has a length

of 3µm, minimising the probability of PhC waveguides becoming conjoined

during the fabrication process. The 3µm long perturbing waveguide still

allows for indirect tuning of the PhCC mode, since the cavity mode extends

∼ 2µm along the length of the PhCC waveguide, as shown in Figure 6.2. The

PhCC waveguide is attached to the bulk GaAs, and terminated with Bragg

output-couplers (OCs). The OCs are used for out-of-plane excitation and

collection during optical transmission measurements.

Figure 6.9(b) (Figure 6.9(c)) shows a magnified SEM image of a representative

inward (outward) tapered PhCC waveguide, where the nanohole diameters

clearly decrease (increase) with each successive hole towards the cavity centre.

The measured untapered hole diameter and spacing, a, in both cases are

∼ 125nm, and ∼ 220nm, respectively, which are very close to the optimised

design specifications. However, the EBL patterning procedure still requires

optimisation to improve the other design parameters. For instance, although

the waveguide width is measured to be ∼ 280nm in (a), many of the innermost

tapered nanoholes are not successfully patterned into the PhCC waveguide.

As a result, the effective PhCC length, c, is equal to ∼ 2µm, much larger

than the nominal 335nm specified in the device design. Furthermore, the

in-plane separation between the waveguides in both (a) and (b) is measured

to be ∼ 100nm. This in-plane separation is larger than the desired 50-80nm,

and fundamentally limits the tuning range of the PhCC mode, by reducing

the initial overlap between the cavity mode and perturbing waveguide. The

SEM images suggest that future development is still needed to determine the

optimum EBL parameters for these structures. It is important to attempt to

optimise the fabrication procedure as much as possible since any deviation

from design parameters can shift the cavity mode resonance, λcavity, as shown

in Figure 6.4. Ultimately, these are very challenging structures to fabricate,

and although good progress has been made through iterative optimisation of

the fabrication procedure, development of these methods is still ongoing.
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Figure 6.9: (a) Scanning electron microscope (SEM) image of the tunable photonic
crystal (PhC) waveguide integrated onto a 40µm long GaAs cantilever device. The
PhC waveguides, support struts, cantilever etch holes, and output couplers (OC)
are annotated on the device. (b) SEM image of a PhCC waveguide, designed to be
280nm wide with an inward tapered PhCC region, and perturbing PhC (attached
to the cantilever). (c) SEM image of an outward tapered PhCC waveguide designed
to be 280nm wide, and perturbing PhC.
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6.5 Experimental analysis

Once fabricated, the electromechanically tunable devices are measured using

µ-PL spectroscopy in a bath cryostat system at ∼ 4K, as discussed in Section

3.2.2 and Section 3.3. The confocal lens arrangement of the bath cryostat

is used to optically excite and collect from spatially separate regions within

a ∼ 2µm diameter on the device surface. A Ti:Sapphire continuous-wave

(CW) laser, with emission wavelength at 810nm, is used to non-resonantly

excite the InAs QDs within the semiconductor heterostructure by populating

the WL. The QD emission which is coincident with the PhCC resonance

illuminates the cavity mode. The cavity mode PL is collected and directed

towards a spectrometer using optical fibres, and is directed onto a grating

with 600 lines/mm. The PL signal is then detected using a liquid nitrogen

cooled CCD.

Firstly, the cavity modes are characterised by exciting and collecting directly

above the PhCC, hence exciting QDs within the cavity itself. Figure 6.10

shows an example PhCC mode PL signal from an outward tapered waveguide

(as shown in Figure 6.9(c)). The measured PhCC mode is shown by the blue

trace in Figure 6.10, while the red trace is a Lorentzian fit function. The

cavity resonance has a central wavelength, λcavity, ∼ 922nm, and a full width

half maximum (FWHM) of ∼ 0.4nm, resulting in a Q-factor of ∼ 2500.

Out of all devices tested ∼ 20% have measurable cavity modes. This low

yield can be understood by considering the amount of fabrication induced

variation in the PhCC dimensions, shown in Figure 6.9(b) and (c). Therefore,

the yield could be improved with refinement of the fabrication procedure.

Figure 6.11 show the Q-factors for all measurable modes, for both inner and

outer tapered PhCCs. In Figure 6.11, the devices with and inner and outer

tapers are shown in the shaded red and blue regions, respectively. 13 inner

tapered PhCCs, and 16 outer tapered PhCCs showed measurable modes, and

hence, 29 cavity modes are measured in total, as shown by the black data

points in Figure 6.11. The average Q-factor for all measurable cavity modes

is found to be ∼ 1800, while the highest measured Q-factor is ∼ 3000, which

is sufficient for filtering purposes using these devices. The central emission

wavelength of the PhCC modes, λcavity, is found to range from 881nm to

930nm, corresponding to an average value of ∼ 906nm.
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Figure 6.10: Cavity mode resonance (blue) for an outward tapered photonic
crystal cavity (PhCC) mode within a 280nm wide waveguide. The PhCC is
excited using 150µW excitation laser, with emission wavelength 810nm in a micro-
photoluminescence (µ-PL) spectroscopy setup. The red trace shows a Lorentzian
fit function, and is used to calculate the cavity mode Q-factor, found to be ∼ 2500.
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Figure 6.11: Q-factors of all the measurable PhCC modes, detected using high
power micro-photoluminescence (µ-PL) spectroscopy. The black markers show the
measured data points, while the red and blue shaded regions highlight cantilever
PhCCs with inner and outer tapers, respectively. Hence, 13 inner tapered PhCCs,
and 16 outer tapered PhCCs are measured, resulting in 29 measurable devices in
total. The average Q-factor is ∼ 1800.
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Next, electromechanical actuation of the cantilever is demonstrated, and

imaged under white light illumination. This measurement is performed by

applying a voltage between the cantilever and substrate, whilst simultaneously

monitoring the change in interference fringes along the length of the can-

tilever. A change in interference fringes along the cantilever length suggests

a change in cantilever position relative to the substrate. This measurement

is performed to confirm the cantilevers have been successfully under-etched,

and are completely suspended. Figure 6.12 shows the cantilever response

in the forward bias regime as voltage is increased, then decreased back to

0V. As voltage is increased between 0-14V, as shown by the top (blue) panel

in Figure 6.12, there is no observable change in the cantilever displacement

until the device abruptly collapses to the substrate at 14V. This is shown

by the large interference fringe located near the free end of the cantilever.

This abrupt change in cantilever displacement signifies the point where the

capacitative force is greater than the restoring force of the cantilever, which

occurs when the distance between the cantilever and substrate is ∼ 2/3 of

the initial cantilever-substrate separation (see Section 2.1.3). The voltage

is then decreased from 14V to 0V, as shown by the bottom panel (orange)

in Figure 6.12. In this regime, the cantilever slowly pulls away from the

substrate, and returns to its equilibrium position at 0V, as indicated by the

disappearance of the interference fringes. By comparing the top and bottom

panels of Figure 6.12, it can be seen that the cantilever displacement exhibits

hysteresis with respect to increasing and decreasing bias. The hysteresis effect

in cantilever actuation is most evident when comparing the 10V case in the

top and bottom panels, as bias is increased and decreased, respectively. Here,

it can be seen that when the bias is increased to 10V, the cantilever is not

yet collapsed, as evidenced by the lack of interference fringes. However, once

the cantilever has collapsed (at higher bias), and the bias is subsequently

decreased, the cantilever is still in contact with the substrate at 10V. This

response is attributed to the surface adhesion created between the cantilever

and substrate upon collapse. Only when the adhesion force is less than that

of the restoring force can the cantilever return to its equilibrium position[64].

The electromechanical cantilever displacement response in the reverse bias

regime is observed to be consistent with that of the forward bias regime,

shown in Figure 6.12.
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In order to investigate indirect tuning of the PhCC modes, while not inducing

shifts in λcavity as a result of laser heating effects, transmission of QD PL

through the PhCC is measured. This is achieved by optically exciting at one of

the device output couplers (OC), while simultaneously collecting light above

the OC at the opposite end of the waveguide. The transmission measurement

is advantageous to exciting and collecting directly above the PhCC, since

laser heating effects are expected to be less significant in the OC compared to

the waveguides. Figure 6.13 shows the collected PL transmission through an

inner tapered PhCC waveguide, where no bias is applied across the device.

Figure 6.13: Measured transmission through an inner tapered PhCC within a
280nm wide waveguide when 0V is applied to the device (blue trace). Transmission
is detected by optically exciting one of the device output couplers (OC) with 150µW
of laser emitting at 810nm, whilst simultaneously collecting the light from the other
OC. Using a Lorentzian fit function (red trace), the cavity mode Q-factor is found
to be ∼ 2220

From Figure 6.13, the measured PhCC resonance (shown in blue) is observed

at ∼ 916nm. A Lorentzian fit function on the cavity transmission resonance

(shown by the red trace) is used to calculate the FWHM of the peak, found

to be 0.41nm. This corresponds to a Q-factor of ∼ 2220. However, upon in-

creasing the bias up to 14V, no change in cavity mode wavelength is observed.

Therefore, no PhCC mode tuning is observed as a result of the cantilever

displacement. This null result is attributed to a large initial in-plane sep-

aration between the waveguides, estimated to be between 100-150nm. A
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large initial in-plane separation of the waveguides results in a reduced initial

overlap of the cavity mode and perturbing waveguide, limiting the indirect

tuning capabilities. This effect is exacerbated by the intrinsic drooping of the

free end of the cantilever towards the substrate, which is commonly observed

for many cantilever devices across the sample. An example optical image of a

drooping cantilever is shown in Figure 6.14.

Figure 6.14: Intrinsic drooping of the cantilever towards the substrate, imaged
under white light, where the interference fringes are annotated along the cantilever.

Similar to cantilevers shown in Figure 6.12, the cantilever drooping is indi-

cated by the interference fringes along the length of the cantilever. Cantilever

drooping can be alleviated through the addition of support struts attached to

the free end of the cantilever, as shown in Figure 6.9. However, as previously

stated, this results in a dramatic increase in the voltage required to displace

the cantilever, and support strut removal via laser oblation risks damaging the

PhCCs. Laser oblation tests are currently ongoing, but the preferable solution

is to reduce the in-plane separation of the waveguides at the fabrication stage,

which is a non-trivial task for reasons outlined in the previous section.

Steadily increasing the voltage applied across the heterostructure will result

in an electric field which will also perturb the QD band structure, and change

the resonant wavelength of the QD PL signal via the QCSE (see Section

2.2.1). The QCSE is observed on the QD PL signal by exciting the dot with

a 15µW excitation laser, with emission wavelength at 810nm. The laser is

used to optically excite and collect directly above the PhCC, whilst steadily
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increasing the bias across the heterostructure. The collected PL from the

cavity mode and QD are directed through a spectrometer onto a grating

with 1200 lines/mm, in order to spectrally resolve the linewidths of the QDs,

and integrated for 10 seconds. The average QD linewidth is observed to be

∼ 30µeV. The measured QCSE tuning of the QD PL signal is shown in Figure

6.15. The QD and cavity mode PL emission are labelled on the figure for

clarity, where the intensity of the spectral features is indicated by the colour

scale shown to the right of the figure.
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Figure 6.15: Purcell enhancement from stark tuning QD photoluminescence into
resonance with a PhCC mode. The QD PL and PhCC PL signal are annotated on
the figure, and the QD tuning rate is found to be ∼ 2.0nm/V.

As shown in Figure 6.15, the bias has no affect on λcavity, allowing the QD

PL to be tuned into resonance with the cavity mode. However, the PhCC

PL intensity does decrease as the bias is increased beyond 4.25V. This is

attributed to charge carriers tunnelling out of the QDs in this regime. As the

bias is varied from 3.75V to 5.25V, the QD PL is observed to tune ∼ 3nm
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toward longer wavelengths, corresponding to a tuning rate of ∼2.0nm/V.

However, QD tuning is limited by the tunnelling of charge carriers out of

the QD, populating other charge states at larger bias. The QD PL is res-

onant with the PhCC mode when 4.75V is applied to the heterostructure,

as indicated by the annotation on Figure 6.15. When the dot emission is

resonant with the cavity mode, Purcell enhancement is observed, as evidenced

by the increased intensity of the QD PL signal. In order to quantify the

Purcell enhancement, a lifetime measurement of the QD emission is needed,

which, due to time restrictions, is not performed within this research. The

fundamental principles of Purcell enhancement are discussed in more detail

in Section 2.4.3. This demonstration of electrical tuning is still useful, since

increasing the intensity of single photon source via Purcell enhancement is of

particular interest for QIP applications[206].

Although indirect tuning of the cavity mode resonance is not realised experi-

mentally, the findings described above show the potential of these structures

as tunable filters. Furthermore, these structure hold signifcant promise since

they can be integrated alongside other photonic elements within semiconduc-

tor heterostructures. Clearly, optimisation of the fabrication procedure is

required to realise the full capabilities of these devices. Such improvements

would allow for more repeatable and accurate fabrication of devices. However,

as previously stated this is an iterative and non-trivial task, which is currently

ongoing.
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6.6 Summary

Within this chapter, the concept of indirect tuning of the resonant wavelength

of a photonic crystal cavity (PhCC) waveguide was introduced. Specifically,

indirect tuning of the cavity resonance via the out-of-plane displacement

of a perturbing PhC waveguide in close proximity to the PhCC waveguide

was studied. Within this system, the overlap of the PhCC mode (which

extends beyond the physical boundaries of the waveguide) is modified through

the out-of-plane displacement of the perturbing waveguide. This changes

the effective refractive index of the PhCC, and hence tunes the resonant

wavelength of the PhCC.

Firstly, finite-difference time-domain (FDTD) was used to model the cavity

resonance of a simplified PhCC waveguide system, before indirect tuning

of the cavity resonance was modelled. From these simulations, the central

cavity wavelength, Q-factor, and transmission through the PhCC waveguide

were modelled with respect to increasing out of plane displacement of the

perturbing waveguide. The out-of-plane displacement is increased from 0nm

to 400nm, resulting in a ∼ 0.4% change in central wavelength, a ∼ 35% change

in Q-factor, and a ∼ 20% change in transmission of the cavity resonance,

relative to the cavity resonance of an isolated PhCC waveguide.

Following this, the device design and fabrication procedure were outlined,

with particular focus given to the design of the PhCC waveguide. The PhCC

waveguide had a tapered PhC design to alleviate the mode mismatch within

the waveguide, and improve the optical efficiency of the cavity. Work pre-

sented within this chapter utilised two types of tapered PhCC designs, termed

inward and outward tapers, respectively. The tapered PhCC was patterned

onto a planar GaAs waveguide, which had a nominal width of 280nm and a

thickness of 170nm. The PhCC and perturbing PhC waveguides were inte-

grated with a GaAs cantilever to achieve out-of-plane displacement between

the waveguides, via electromechanical actuation of the cantilever.

The tunable PhCC devices were optically characterised at cryogenic temper-

atures in a bath cryostat setup, using high power micro-photoluminesence

(µ-PL) spectroscopy. Here, a 150µW laser with emission wavelength of 810nm

was used to excite and collect directly above the PhCC. From these mea-

surements, the average Q-factor was found to be ∼ 1800, and the average

cavity mode central wavelength was found to be ∼ 906nm, where ∼ 20% of
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devices exhibited measurable cavity modes. The low yield of devices was

attributed to fabrication induced variations in the PhCC waveguide dimen-

sions, which could be alleviated with improved device fabrication procedures.

Electromechanical actuation of the cantilever was also demonstrated and

imaged under white light illumination. However, measuring the transmission

of light through the PhCC waveguide, whilst simultaneously electromechani-

cally displacing the perturbing waveguide, revealed no evidence of indirect

cavity mode tuning. This null result was attributed to a large initial in- and

out-of-plane separation between the waveguides. The large initial in- and

out-of-plane waveguide separation was exacerbated by the intrinsic drooping

of the free end of the cantilever towards the substrate. Finally, Stark tuning

of quantum dot (QD) emission into resonance with the cavity mode was

demonstrated, where the tuning rate was observed to be equal to ∼2.0V/nm,

and resulted in Purcell-enhanced emission.

Ultimately, research presented within this section is still under development,

and realising the full potential of these in-situ, mechanically tunable devices

requires further modifications to the device design and fabrication procedure.

Some of these developments are discussed in more detail in see Chapter 8.
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Chapter 7

Single Defect Light Emitters in

WSe2 and Electrostatically

Driven MoSe2 Drum

Resonators

7.1 Introduction

Monolayer transition metal dichalcogenides (TMDs) are a subgroup of two-

dimensional (2D) semiconductor materials, characterised by large oscillator

strengths, and large exciton binding energies[124, 207]. The fundamental op-

tical, electronic and mechanical properties of monolayer TMDs are discussed

in more detail in Section 2.3.1. Tungsten diselenide (WSe2) and Molybdenum

diselenide (MoSe2) are examples of TMDs which have attracted significant

attention, due to the recent discovery of direct bandgap transitions, and

reduced dielectric screening when thinned down to a single monolayer. The

direct bandgap allows for efficient charge carrier recombination, while the

reduced screening leads to strong exciton binding energies, allowing for room

temperature exciton PL from these materials. Both of these effects lead to

promising optoelectronic applications of these materials[100]. Furthermore,

combining different monolayers in a van der Waals heterostructures is partic-

ularly promising for realisation of efficient electrically active light emitting

diodes[208].

191
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Spatially localised states, commonly attributed to defect states and there-

fore referred to as single defect emitters (SDEs), with narrow emission lines

have recently been observed monolayer TMDs, through optical and elec-

trical excitation[209, 100]. In WSe2, SDEs with linewidths of the order of

∼0.1meV have been observed, at energies 50-150meV below the neutral ex-

citon resonance[112]. Furthermore, these states have recently been shown

to demonstrate photon anti-bunching in WSe2[112]. A localised single pho-

ton emitter within a semiconductor monolayer demonstrates great promise

for future integrated QIP applications[210]. SDEs within suspended TMDs,

alongside the strong piezoelectric properties of monolayer TMDs, makes them

attractive candidates for micromechanical resonator sensing applications.

These devices can be thought of as similar to those presented in Chapters

4 and 5, whereby an emitter is embedded within a resonator, and mechan-

ical strain coupling between the emitter and the mechanical motion of the

monolayer could potentially be used for ultra-sensitive strain transduction

applications[31]. However, since suspended TMD research is still a developing

field, there are few experimental reports of the mechanical properties of

suspended TMDs to date. This is noticeably true for MoSe2 resonators in

particular. Currently, only basic characterisation of the mechanical Q-factors

has been demonstrated. Q-factors of the order ∼105 have been reported[129],

showing the potential of monolayer TMD resonators.

Research presented within this chapter focuses on monolayers of two TMD

materials, WSe2 and MoSe2, integrated into two separate devices. The first

device uses a monolayer of WSe2 sandwiched between other 2D material

layers, including hexagonal boron nitride (hBN) and graphene, utilising the

unique properties of each layer, as well as the combined effects of the interlayer

interactions to form an optically and electrically active heterostructure. The

photo/electro-luminescent properties of the heterostructure are investigated

experimentally at cryogenic temperatures, showing electrical control over

emission properties of embedded SDEs within the monolayer. The second

device studied within this chapter consists of suspended circular monolayer

flakes of MoSe2, which act as electrostatically-actuated membrane resonators.

Room temperature optical characterisation of the mechanical properties of

MoSe2 monolayers is presented, after which electrostatically-induced mechan-

ical motion of a suspended monolayer is demonstrated. Nonlinear motion

of MoSe2 flakes is also investigated. First, an overview of the fabrication

procedure for both devices is presented.
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7.2 Heterostructure fabrication

The heterostructure device investigated within this chapter were fabricated

by Dr. Freddie Withers, at the National Graphene Institute, University of

Manchester. A brief description of the three key fabrication steps used to

make the device (mechanical exfoliation, flake search, and PMMA assisted

transfer) is given below.

Monolayer and few layer flakes are delaminated from the bulk layered crys-

tal via the mechanical exfoliation technique, developed in 2004[27]. This

technique is widely used within the research community to produce high

quality, atomically thin samples, and can be applied to virtually any layered

material. Thin layered materials of particular interest for this chapter include

hexagonal boron nitride (hBN), WSe2, MoSe2, and graphene. During me-

chanical exfoliation, a bulk crystal is placed onto a section of adhesive tape

and removed, leaving thinned crystals adhered to the tape. Another section

of tape is then brought into contact with the first and peeled away, thinning

the crystals down further. The pieces of tape are brought into contact with

one another and peeled away repeatedly (usually three to four times) until

a good compromise between the density of materials, crystal thickness and

lateral crystal size is achieved. A section of tape with thin material is then

put onto a target substrate, and a firm pressure is applied to ensure good

adhesion. In the final step, the tape is peeled off, leaving thin flakes behind

on the substrate.

This method results in flakes with a variety of thicknesses, with only a small

percentage of monolayers. Monolayer flakes must be located using a bright-

field optical microscope, a process known as flake search. Few-layer flakes can

be identified by their translucent appearance and low optical contrast, i.e.

the relative intensity of the light reflected by the flake and a substrate. Since

the value of the optical contrast scales linearly with the number of layers, it

can be used to estimate flake thickness. Monolayer thickness can be further

confirmed through Raman spectroscopy[211], and AFM[126].

As discussed in Section 2.3.2, van der Waals heterostructures are formed by

combining different atomically thin layers in a vertical stack, as shown in

Figure 2.13. One of the most common methods for creating such structures

(and the method used to create the devices discussed within this chapter),

is the PMMA assisted transfer method. A brief qualitative description of
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the method is given below (see Figure 7.2(a-f)), while a full description (and

alternative transfer methods) can be found in Ref.[212]. For PMMA assisted

transfer, one of the layered materials is exfoliated onto a Si substrate coated

with a polymer bilayer (100 nm of poly(dimethylglutarimide) (PMGI), and

1 µm of polymethyl methacrylate (PMMA)) deposited using a spin-coating

technique, as discussed in Section 3.1.3. The schematic of the substrate is

shown in Figure 7.1.

Figure 7.1: Schematic diagram showing thinned crystal flakes (grey) mechanically
exfoliated onto a polymethyl methacrylate/poly(dimethylglutarimide)/silicon (PM-
MA/PMGI/Si) substrate. The PMMA, PMGI and Si layers are shown in blue,
pink, and green, respectively, while the thickness of each layer is shown to the left
of the figure.

Once a suitable monolayer flake candidate is selected, a circular trench is

scribed around the flake using a dental pick, as shown in Figure 7.2(a). Next,

the trench is filled with a solvent that etches away the sacrificial PMGI layer,

separating the PMMA membrane (and the monolayer flake attached to it)

from the Si substrate, as shown in Figure 7.2(b). The isolated PMMA mem-

brane is then transferred to a beaker of DI water, ensuring the membrane is

floating, as shown in Figure 7.2(c). The PMMA membrane can then be lifted

from the surface of the water using a dedicated membrane holder, and left to

dry. At the same time, a second material is prepared by direct mechanical

exfoliation onto a target substrate. In our case, a thick hBN flake, with

thickness equal to 30-70nm and an area of ∼ 10, 000µm2, is exfoliated onto

a Si/SiO2 substrate. The hBN acts as a high quality dielectric substrate,

providing a flat surface for heterostructure fabrication, whilst also protecting

the stacked layers from undesirable interactions with the SiO2 layer, which

have been reported to negatively affect the electrical and optical properties

of 2D materials[100]. Next, the flake on the PMMA membrane is spatially

aligned with the flake on the Si/SiO2 substrate, using a dedicated microscope
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Si

PMGI
PMMA

Thinned Flake

Solvent
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Target hBN

Membrane Holder

(a) Post Exfoliation
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(b) Etch (c) Float

(f) Dry-peel(e) Contact(d) Align

Figure 7.2: Schematic diagram of the dry peel fabrication technique used to produce
the electrically and optically active heterostructures discussed within this chapter.
Firstly, (a) a trench is scribed through the PMMA (blue)/PMGI (pink) bilayer
around the thinned flake (grey), before (b) being filled with solvent. Next, (c) The
PMMA membrane is lifted from the solvent and placed in DI water, before (d) the
membrane is attached to a holder and vertically aligned with a target hBN flake
(dark grey) on a SiO2 (purple)/Si (green) substrate. Following this, (e) contact is
made between the two flakes, before (f) the membrane holder is lifted away during
the dry-peel process, leaving the two flakes bonded to one another.

setup, as shown in Figure 7.2(d). The microscope alignment setup uses a set

of micro-manipulators, allowing the membrane holder to be lowered such that

the two flakes make contact and adhere to one another, as shown in Figure

7.2(e). The PMMA membrane is then lifted away, and the stronger van der

Waals attraction between the thick hBN and the thinned flake, compared to

the weaker adhesion between the flake and the PMMA, results in the thin

flake adhering to the thick hBN, as shown in Figure 7.2(f). This procedure

can be repeated multiple times to fabricate a van der Waals heterostructure.

The final fabrication step involves EBL patterning and thermal evaporation

techniques (discussed in Section 3.1.3) to add gold contacts, allowing electrical

gating of the heterostructure device.
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In this chapter, a monolayer WSe2 (∼ 0.7nm thick) acts as the active region

of the device. The full structure consists of layers of monolayer graphene, ∼
4nm thick hBN, and monolayer WSe2, (as shown in Figure 7.3(a)) assembled

onto a thick hBN flake, where the green, blue and red layers indicate graphene,

hBN, and WSe2, respectively. The gold contacts used to bias the device are

shown as gold rectangles in Figure 7.3(a). An optical image of the device is

shown in Figure 7.3(b). The ∼4nm thick hBN layers are essentially invisible

in the optical microscope image.

hBN

hBN
WSe2

GrT

GrB

(a)

Top Graphene

Gold Contact

Bottom Graphene

WSe2
Monolayer

(b)

Au

Au

Figure 7.3: Electrically and optically active van der Waals heterostructure, using
tungsten diselenide (WSe2) as the active region. (a) Schematic diagram of the
heterostructure, where the yellow, green, blue, and red layers represent gold (Au),
graphene (Gr), hexagonal boron nitride (hBN), and WSe2, respectively. (b) Optical
microscope image of the device taken with 50× magnification.

WSe2 is chosen for the active material region due to its direct bandgap

in the monolayer form, and recent observation of single photon emitter

states (see Section 2.3.1). The thin hBN layers act as tunnelling barriers

between the graphene and WSe2, creating a quantum well structure (see

Section 2.2.1). Furthermore, the hBN layers shield the WSe2 from undesirable

effects such as electron scattering from the substrate, or non-uniform charge

distributions[213], whilst still being almost optically transparent due to its

large electronic bandgap. Two monolayer graphene flakes are used as top and

bottom contacts, due to their high conductivity, and relatively weak optical

absorption (2.3% per layer[214]). As a voltage, VB, is applied across the

device, the quasi-Fermi level of the top graphene contact increases until it

reaches the minimum conduction band level of the WSe2 region, as shown

in Figure 7.4. Similarly, the Fermi level of the bottom graphene contact
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decreases until it reaches the maximum of the WSe2 valence band. In this

regime, electrons and holes tunnel through the hBN barriers into the active

region, and are bound to each other through a strong Coulomb interaction,

forming an electrically injected exciton within within the WSe2 monolayer,

as shown by the black circles and dashed line in Figure 7.4.

+

-

VB

GrT GrB

hBN

hBN

WSe2

Figure 7.4: Schematic diagram of the band structure for the device presented in
Figure 7.3(a) when a bias, VB is applied across the device. The Gr, hBN, and
WSe2 layers are shown in green, blue and red, respectively. Here, GrT and GrB are
the top and bottom Gr layers of the heterostructure, and the exciton formed via
electrical injection of charge carriers is shown in the black circles and dashed line.

A characteristic IV-curve for the heterostructure device measured at 4K,

is plotted in Figure 7.5. This shows the measured current through the

heterostructure when the bias is increased from −3V to +3V (see Section

3.1.3). In Figure 7.5, the threshold voltage corresponding to the onset of

electroluminescence (EL) within the WSe2 region is observed as a kink in

the curve profile at ∼ −1.9V, corresponding to the regime shown in Figure

7.4. Here, both electrons and holes tunnel into the WSe2 layer. However, no

obvious kink is observed in the positive bias regime, (i.e. at ∼ +1.9V). The

asymmetric response for positive and negative applied voltage in Figure 7.5

may be due to fabrication related physical asymmetries between the thickness

of the hBN layers, or possibly different doping concentrations within the

graphene contacts.
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Figure 7.5: IV characterisation of the van der Waals heterostructure, shown in
Figure 7.3(a,b). The current through the device is measured as the voltage is
changed from -3V to 3 V.

7.3 Fabrication of MoSe2 drum resonators

The suspended MoSe2 resonator device investigated within this chapter were

fabricated by Dr. Lee Hague, at the National Graphene Institute, University of

Manchester. To fabricate this device, circular etched holes are first made into

the SiO2 layer of a SiO2/n-doped Si substrate using EBL and RIE techniques

(see Section 3.1.4). The circular etched holes are 4-5µm in diameter, with

a depth of 388nm (measured using AFM) and used to suspend the flakes,

creating drum-like resonators. Additionally, larger circular etched holes,

referred to as venting holes, are connected to the 4-5µm etched holes via

trenches etched into the SiO2. The venting holes and trenches connected

to the drum resonator holes are shown in the optical image of the etched

substrate presented in Figure 7.6(a). The inclusion of trenches and venting

holes reduces the risk of pressurised blisters forming when the device is

investigated at low pressure[126].
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n-doped Si
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Figure 7.6: (a) Optical image of the venting holes, and 4-5µm diameter etched
holes in SiO2 used to suspend the MoSe2 monolayers. (b) Schematic diagram of
the MoSe2 monolayer resonator, shown in grey, suspended over the etched hole in
the SiO2/Si substrate. Contacts are deposited onto the monolayer and connected
to the n-doped Si substrate, allowing for electrostatic actuation of the monolayer
by application of a time varying (VAC) and constant (VDC) bias. The monolayer
displacement from equilibrium position is indicated by the dashed grey lines, and
the red arrow.
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From here, the fabrication procedure for the suspended MoSe2 drum resonators

is similar to the one presented in Figure 7.2(a) to (f). However, no target

hBN flake is used during the PMMA transfer procedure. Instead, flakes are

deposited directly onto the SiO2/Si substrate. Therefore, instead of dry-

peeling the PMMA membrane away from the recipient substrate, as is done in

the final step of the process shown in Figure 7.2(f), the PMMA membrane is

dissolved using acetone, leaving the monolayer flake attached to the substrate.

The aim of this exfoliation procedure is to deposit monolayer MoSe2 flakes

over the circular etched holes within the 4-5µm diameter SiO2 layer, forming

suspended drum-like resonators.

EBL patterning and thermal evaporation techniques are then used to add

electrical contacts to the device. Here, the highly n-doped silicon acts as

a global backgate, and the gold contacts deposited onto the flake allow for

carrier injection into the monolayer. At the same time, the contacts help

clamp the MoSe2 flakes to the SiO2. A schematic illustration of a cross-

sectional slice of the device is shown in Figure 7.6(b). The electrical contacts

allow for electromechanical actuation of the suspended flakes, by applying

a sinusoidal (VAC), and constant voltage (VDC) to the sample (see Section

2.1.3).

Figure 7.7(a) shows an optical image of the final device configuration under

5× magnification. Note that the MoSe2 monolayer flakes are too small to be

visible. The blue region of the image is the SiO2 layer, and the gold contact

bond pads are annotated. The darker circular regions which are barely visible

in Figure 7.7(a) are the venting holes, previously shown in Figure 7.6(b). The

suspended MoSe2 monolayer flakes suspended over 4-5µm etched holes are

just visible when viewed under 100× magnification, as shown in Figure 7.7(b).

The gold contacts clamping the monolayer to the SiO2 layer are also visible

and annotated on the figure. To confirm the presence of suspended flakes,

spatially resolved PL measurements can be used. Figure 7.7(c) shows the

integrated PL intensity as a function of position on the sample. A completely

suspended drum resonator is shown to the left of the centre of the PL map, and

is annotated on the figure in blue. TMD monolayers have been shown to emit

greater PL intensity when suspended as opposed to supported by a substrate,

due to a suppression of non-radiative carrier recombination[215, 216].
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Figure 7.7: Optical microscope images of suspended MoSe2 thin flakes at (a) 5×
magnification, and (b) 100× magnification, The blue regions are the SiO2, and
the gold regions are the top electrical contacts clamping the flakes to the SiO2.
(c) Integrated PL as a function of position on the sample. Emission from the
suspended MoSe2 appears as bright (white) regions.
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7.4 Experimental methods and results

All optical and electrical characterisation measurements of the van der Waals

heterostructure device are performed at low temperature (∼ 4.2K), in a gas-

exchange liquid helium bath cryostat system (see Section 3.2.2). This ensures

thermal stability over long durations of time, and allows for fine control over

the spatial positioning of the device using piezoelectric stages. A µ-PL setup

is positioned on top of the bath cryostat (see Section 3.3) to allow for PL and

EL characterisation of the device.

7.4.1 Heterostructure photoluminescence

PL measurements described below are performed using a 300µW continuous

wave excitation laser, with an emission wavelength of 639.1nm. This corre-

sponds to energy of 1.94eV, which is above the monolayer WSe2 bandgap at

1.75eV[217]. The excitation laser is directed through a µ-PL setup positioned

on the top of the bath cryostat, and through an aspheric lens positioned di-

rectly above the device. The lens has a NA of 0.55 and focal length ∼2.75mm,

and focuses the laser light on the device surface to a spot of diameter ∼ 2µm.

The excitation laser is used to optically excite electron-hole pairs and form

excitons within the WSe2 monolayer. The PL emission from the device as a

result of exciton recombination is directed along a single-mode fibre coupled

to a spectrometer. The single-mode optical fibre also acts as a spatial filter for

the collected light, such that PL from the device is collected from a ∼ 2.5µm

diameter spot. Within the spectrometer, the collected light is dispersed using

a grating with 1800 lines/mm, and is detected using a CCD cooled with

liquid nitrogen. A typical PL spectrum from the WSe2 monolayer is shown in

Figure 7.8; the neutral exciton and trion features, labelled as X0 and X−, are

visible above the background emission at 1.72eV and 1.69eV, respectively[218].

The trion is a three-particle complex consisting of an exciton bound to an

additional charge, and thus can be classified as negative (X−) or positive

(X+). The negative trion consists of two electrons and one hole bound by the

Coulomb potential, while the positive trion consists of two holes bound to a

single electron. The trion peak is observed to be the brightest feature in the

PL spectrum, while the neutral exciton is still visible at higher energy.



7.4. EXPERIMENTAL METHODS AND RESULTS 203

Figure 7.8: Photoluminescence (PL) spectrum of monolayer WSe2, taken at 4.2K
using a 300µW continuous wave laser with emission wavelength equal to 633.1nm.
The trion and neutral exciton are labelled as X− and X0, respectively, while the
P0-3 features are also attributed to excitonic states.

Since since the integrated intensity ratio of the trion and neutral exciton

peaks is a measure of the doping within the device[219], this PL emission

profile indicates a non-zero doping level, i.e. more electrons than holes, in the

monolayer. If the doping level were much higher, the neutral exciton peak

would be completely saturated[220]. The multiple additional peaks observed

between 1.62eV and 1.685eV, labelled as P0-P3, also quite likely come from

excitonic states. The exact origin of these peaks is still debated within the

2D community, but could be attributed to multi-particle complexes, such as:

neutral and charged biexcitons, phonon replicas of main excitons, or dark

spin-triplet states.

The PL bias dependence is measured by collecting the PL emission while

changing the bias across the device. As the magnitude of the bias is increased,

the device band structure is offset, as shown in shown in Figure 7.4, altering

the charge carrier tunnelling rates, and emission properties of the device.

Figure 7.9(a) shows the emission spectrum of the device between 1.60eV and

1.74eV as a function of bias, where the bias is varied between 0 and -2.5V.

The normalised PL intensity is shown by the colour scale to the right of the

figure, and the neutral exciton and trion spectral features are labelled.
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Figure 7.9: (a) WSe2 Photoluminescence (PL) bias dependence, while the bias
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electroluminescence (EL) turn on is observed at ∼-1.9V, where (b) shows A typical
EL spectrum of the device, between 1.60eV and 1.74eV, when at -2.5V is applied
across the heterostructure, with 0W laser excitation.

As the applied voltage is changed from -1.5V to -1.9V, an increase in trion PL

intensity is observed. This response indicates the point where the quasi-Fermi

level of the top graphene contact becomes aligned with the minimum of the

WSe2 conduction band, resulting in resonant tunnelling of electrons from

the top graphene layer to the WSe2 monolayer. As the bias becomes more

negative, from -1.9V to -2.5V, the trion intensity is suppressed, and an increase

in the emission intensity from the whole device is observed, with significant

enhancement below 1.68eV (coincident with the P0-3 states). Here, the device

band structure is offset such that tunnelling of both electrons and holes into

the WSe2 monolayer occurs from the top and bottom graphene contacts,

simultaneously. In this regime, the devices optical response is dominated

by electrical injection of charge carriers resulting in EL. To compare the EL

response of the monolayer to the PL emission, shown in Figure 7.8, a typical

EL emission spectrum is included in Figure 7.9(b). In the EL regime, the

bias across the device is set to -2.5V, and no laser excitation is used. In

Figure 7.9(b), the neutral exciton and trion states are labelled alongside the

lower-energy states, labelled P1 and P2. The intensity ratio of the trion and

exciton in the EL regime is found to be 2.7× larger than that in the PL

regime, indicating a higher doping level within the device, which preferentially

populates the trion state. Additionally, in the EL regime, enhanced emission

of the lower energy P1 state is also observed compared to that in the PL



7.4. EXPERIMENTAL METHODS AND RESULTS 205

regime, consistent with reports from other research groups[220]. This response

suggests that the lower energy states respond more efficiently to electrical

charge carrier injection compared to the neutral exciton and trion states[221].

However, this response is still not fully understood due to the uncertainty in

the origin of the P0-3 states.

7.4.2 Single defect emitter photoluminescence

As introduced in Section 2.3.1, single photon emission originating from traps

which are spatially localised within the WSe2 monolayer band structure, and

are also energetically narrow have recently been observed[117]. These states

are commonly referred to as SDE states. Similar to reports on self-assembled

quantum dots (QDs), recent publications demonstrate SDEs exhibit narrow

emission linewidths, photon anti-bunching, doublet states with orthogonally-

polarised emission, as well as strain tuning[116, 115]. Regarding the device

discussed within this section, SDE states are observed at energies 50-150meV

below the neutral exciton by optically exciting the monolayer WSe2 using a

laser with emission energy 1.94eV. However, here the laser power is reduced

from 300µW to 30µW, since exciting at higher laser power results in broader

excitonic emission features, previously labelled as the P0-3 states in the PL

spectrum shown in Figure 7.8. A typical PL spectrum with a SDE state

isolated using a 2nm bandpass filter is shown in Figure 7.10.

In Figure 7.10 the red trace shows the detected SDE PL signal at ∼1.659eV,

while the blue trace shows a Lorentzian fit function. The SDE has a measured

linewidth of ∼ 100µeV, consistent with all other SDEs measured across the

device. The spatial distribution density of SDEs across the WSe2 monolayer is

relatively low in comparison to typical self-assembled QDs in bulk semiconduc-

tors. Only ∼ 10 SDE states are observed when scanning the excitation laser

across the whole device, corresponding to a distribution density of <107cm-2.

However, the estimation of the distribution density of SDEs in the monolayer

is limited by the 2µm diameter excitation laser spot size.

Some of the SDE states appear to exhibit doublet structure with orthogonally

polarised components, confirmed by measuring the SDE PL intensity as a

function of detection angle, φ.



206 CHAPTER 7. TMD DEFECT EMITTERS AND RESONATORS

Figure 7.10: The red trace shows the measured SDE PL with linewidth ∼100µeV
in monolayer WSe2. The blue trace shows a Lorentzian fit function. The SDE is
optically excited using 30µW of continuous wave laser with emission energy 1.94eV,
and spectrally filtered using a 2nm bandpass filter.

This is achieved by directing the SDE PL signal through a HWP and LP

before it enters the spectrometer, and rotating HWP from 0o to 180o (such

that φ changes by 360o) while measuring the PL intensity as a function of

the HWP’s rotation angle. Figure 7.11(a) compares the measured PL signal

detected in horizontal (φ = 0o) and vertical (φ = 90o) detection angle, shown

by the blue and red traces, respectively. In the horizontal polarisation, three

narrow peaks are observed, with the maximum intensity peak located at

∼1.659eV, labelled as SDE1(a). In the vertical polarisation the intensity

of the SDE1(a) peak is drastically decreased while a new peak labelled as

SDE1(b), blue shifted by 1meV relative to SDE1(a), appears in the spectrum.

These peaks are labelled as SDE1(a) and SDE1(b) to highlight that the origin

of the peaks is thought to be from the same SDE state. The maximum

intensity of SDE1(a) when φ = 0o is an order of magnitude larger than of

SDE1(b) when φ = 90o. The disparity in emission intensity in the horizontal

and vertically polarised states is likely to be a consequence of the preferential

emission from the lower energy state, and carriers relaxing to the lowest

energy state.
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Figure 7.11(b) shows the polar plot of normalised intensity of SDE1(a) and

SDE1(b) as a function of φ, shown by the blue and red measured data

points, respectively. As evidenced from the graph, both states are highly

linearly polarised. SDE1(a) shows a linear polarisation degree of ∼ 90%

defined as P = (Imax − Imin)/(Imax + Imin)× 100%, where Imax and Imin are

the maximum and minimum detected intensities. Regarding SDE1(b), the

accurate identification of the polarisation degree is limited by the intensity

fluctuations in Figure 7.11(b), however it is observed to be comparable to

that of the SDE1(a). The polarisation axes for the two states, defined by the

detection angle, φ, corresponding to intensity maxima, and are observed to be

orthogonally aligned with respect to one another, where SDE1(a) (SDE1(b))

is horizontally (vertically) polarised. This observation is similar to doublet

states commonly observed of self-assembled QDs[222], where these states are

attributed to asymmetries within the defect confinement potential. Therefore,

the origin of the doublet states observed in Figure 7.11(a,b) are most likely

similar in nature.

7.4.3 Electrical tuning of single defect emitter photo-

luminescence

The QCSE describes the perturbation of the semiconductor band structure in

the presence of an external electric field in conventional III-V semiconductor

QDs (see Section 2.2.1). Stark tuning of III-V QDs is a commonly used

method for tuning QD emission properties[89], and is a useful tool for QIP

applications[223]. The physical mechanism which results in the bias tuning for

SDEs is the same as the QCSE, whereby the vertical overlap of the electron

and hole wavefunctions in the defect potential is reduced in response to an

external electric field. This results in a shift of the emission energy of photons

emitted via exciton recombination. Although recent experimental reports

demonstrate strain and magnetic field tuning of SDEs[224, 225], electrical

tuning is still a relative unexplored field. Therefore, the effect of bias on the

SDEs within the WSe2 monolayer is investigated below.

In order to determine the effect of bias on SDE PL emission, the device is

once again optically excited with 30µW of laser power (with emission energy

1.94eV), while the bias across the heterostructure is varied between -2.0V and

+2.0V. The measured PL bias dependence of multiple SDE states is shown in

Figure 7.12. In Figure 7.12, the colour plot to the right of the figure indicates
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the normalised intensity of spectral features, and SDE states are visible as

bright horizontal lines. Increasing or decreasing the bias from 0V results in

the controllable shift of multiple SDE PL emission lines, labelled as SDE1-4.

Figure 7.12: Measured single defect emitter (SDE) photoluminescence (PL) bias
dependence for a bias range of ±2.0V detected between 1.625eV and 1.655eV. The
relative intensities of four SDEs (labelled SDE1-4) are indicated by the scale bar
to the right of the figure.

It is not trivial to predict the bias dependent behaviour of the device as a

whole, for instance, Figure 7.12 shows the emergence and disappearance of

multiple PL features across the bias ranges investigated. These PL features

are attributed to alterations in the local band structure, resulting in the

population of charge states. The voltage dependent intensity, emission energy,

and linewidth of these states are found to be comparable to that of the

SDEs, and are therefore assumed to be similar in origin. Voltage dependent

fluctuations are also observed for the SDE1 states, most clearly identifiable

by plotting the peak emission energy as a function of applied voltage in a

smaller bandwidth, as shown in Figure 7.13.

As shown by the blue measured data points in Figure 7.13, fluctuations in the

peak emission position are observed as the SDE1 emission energy is tuned,

most obviously around ±1.5V, as indicated by the red annotation in Figure

7.13.
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Figure 7.13: Bias tuning of photoluminescence (PL) peak emission energy of a single
defect emitter (SDE1) shown in Figure 7.9. The blue markers are the measured
data points, and peak position fluctuations at ±1.5V are annotated in red. SDE1 is
tuned by ∼ 1.1meV over a 5V span, corresponding to an energy shift rate 0.4meV/V

The origin of these fluctuations is still unclear, but could be attributed to

voltage dependent charging times of the SDE, similar to reports on self-

assembled InAs quantum dots[226]. As shown in Figure 7.13, the emission

energy of SDE1 is tuned by ∼ 1.1meV over a 5V span (±2.5V), corresponding

to an energy shift rate 0.4meV/V. The energy shift rate shown in Figure

7.13 is used to estimate the permanent dipole moment of the electron-hole

pair trapped in the defect state, calculated using the theoretically predicted

change in emission energy given as,

∆E =
−p∆V
d

. (7.1)

Equation.7.1 is derived using standard equations for the potential energy of

a dipole in a uniform electric field, and the relationship between uniform

electric field strength and voltage. ∆E is the change in emission energy

of the SDE, p is the exciton dipole moment, ∆V is the change in applied

voltage across the device, and d is the separation between the top and bottom
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graphene contacts, estimated to be ∼ 3nm. From Equation.7.1 we calculate

p/e = 1.2pm (where e is the electron charge), signifying a reduction in the

vertical separation between the electron and hole wave function in the lateral

plane of the WSe2 monolayer.

7.4.4 Single defect emitter electroluminescence

In the absence of laser excitation, and by applying a voltage ∼ 2V, electrical

injection of carriers can tunnel into the defect state, resulting in EL emission

from the SDE. EL emission from a representative SDE in the device has

been demonstrated experimentally by applying a voltage ranging from -2.15

to -2.5V, and is shown in Figure 7.14(a) to (d). In Figure 7.14(a), -2.15V

is applied to the device, and the SDE EL emission is visible above the EL

background at ∼ 1.607eV. As the bias is increased further to -2.3V and -2.4V,

as shown in Figure 7.14(b) and (c) respectively, an increase in the SDE EL

is observed, while broader emission features begin to appear ±0.02eV above

and below the SDE peak. The exact origin of these broader features is still

unclear, but since it is coincident with the P3 state shown in Figure 7.8, it

is most likely attributed to localised states within the WSe2 band structure,

and hence are referred to as localised emitters (LE) in Figure 7.14(b) and

(c). Additionally, at higher energies relative to the SDE emission (between

1.64 to 1.68eV) broader EL features are observed, coincident with previous

observations of excitonic states, P1 and P2, shown in Figure 7.8. Further-

more, at a bias of -2.4V (Figure 7.14(c)), the X− EL becomes visible above

the EL background at ∼1.69eV, while the SDE EL is still visible at lower

energy. As the bias is increased further to negative bias of -2.5V, as shown

in Figure 7.14(d), an enhancement of the SDE, LE, P1 and P2, and trion

EL is observed, and the P1 intensity becomes comparable to that of the

SDE. This bias dependent enhancement of these states is expected due to

the introduction of more charge carriers into the device.

Other SDE states across the device are observed to show similar bias depen-

dent response to that shown in Figure 7.14. The ability to controllably tune

the SDE emission properties, as shown in Figure 7.14, is of great interest for

QIP and quantum optics applications. However, the purity of these defect

states as single photon emitters, and hence their applicability in QIP, depends

strongly on their visibility above background noise and additional spectral

feature[227]. Ideally, a bright, spectrally isolated SDE state with narrow
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linewidth is required[34]. As shown in Figure 7.14(a) to (d), the competing

spectral features which lower the purity of a SDE state include: LE, and

excitonic states (P1, P2 and X−). In order to determine the bias regimes

where the SDE EL dominates the spectrum, the normalised integrated inten-

sity of a SDE (from a different position on the device), the LE (integrated

up to 1.635eV), and the excitonic states (P1, P2, and X−, integrated above

1.635eV), are plotted as a function of bias, and shown in Figure 7.15(a). Here,

the bias across the heterostructure is changed from -1.9V to -2.42V.

Figure 7.15: Electroluminescence (EL) bias dependence, where the bias is changed
from -1.9V to -2.42V. (a) Integrated intensity of a single defect emitter state (SDE)
shown as red data points, localised emitter states (LE) shown in black, and the
exciton features (P1, P2 and X−) found above 1.635eV shown in blue. The dashed
green line shows the integrated intensity of the EL noise floor. (b) Measured full
width half maximum (FWHM) of the SDE state with respect to bias

In Figure 7.15(a), the red markers show the measured integrated intensity

of the SDE, while the black markers show the integrated intensity of the

LE states contributing the the background EL around the SDE, and the

black markers show the integrated intensity of the excitonic states (P1, P2

and X−). The dashed green line shows the EL noise floor of the spectrum.

Between the bias range -1.9V (the EL turn-on of the device) to -2.15V, the

EL spectrum is dominated by the SDE emission, while the LE and exciton

features remain below the noise floor. This response is consistent with results

presented in Figure 7.14(a), and demonstrates a regime where SDE EL is

isolated from additional EL features. However, as the magnitude of the bias

is reduced further (i.e. beyond -2.2V), the LE and exciton EL grows rapidly.

Eventually the SDE intensity begins to saturate around -2.3V, as indicated
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by the plateau of the red data points in Figure 7.15(a). In this regime, the

competing EL features become comparable to the SDE intensity. As the bias

is reduced further, between the range -2.35V and -2.42V, the SDE intensity

decreases slightly, attributed to charge carriers tunnelling out of the defect

potential[228, 229].

Recall the ideal quantum emitter is not only isolated from competing emission

features in the EL spectrum, but also has a narrow linewidth. Therefore, the

SDE EL emission is analysed further by measuring the emitter full width half

maximum (FWHM) as a function of applied bias, as shown in Figure 7.15(b).

The SDE EL peak is observed to have a minimum FWHM of 0.6meV at the

EL turn on threshold, around -1.9V, and increase to 1.4meV as bias is reduced

to around -2.4V. The observed broadening of the SDE EL is attributed to in-

creased charge carrier and phonon population as the negative bias is increased,

similar to observations of power broadening due to spectral wandering in

III-V semiconductor QDs in the PL and EL regimes[230]. However, in the EL

regime SDE typically exhibit asymmetric peak profiles. A higher resolution

spectrum highlighting the asymmetry in the SDE EL emission at -2.5V is

shown in Figure 7.16.

Figure 7.16: Measured and spectrally filtered single defect emitter (SDE) elec-
troluminescence (EL) spectrum bias dependence when the bias is equal to -2.5V.
Energy shoulders are clearly visible above and below the SDE resonance, possibly
attributed to fine structure splitting. Spectral filtering was achieved using a 2nm
bandpass filter, used to eliminate surrounding EL features within the spectrum.
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As seen in Figure 7.16, the SDE emission has a energy shoulder ∼1meV below

the EL peak, labelled the low energy shoulder. Similarly, a higher energy

shoulder ∼ 2meV above the SDE EL peak, labelled the high energy shoulder.

Although the higher energy shoulder is possibly attributed to unresolved FSS

(demonstrated in Figure 7.11(a,b)). The exact origin of the lower energy

shoulder is still unknown and requires further study, but could be attributed

to phonon assisted recombination of the charge carriers. However, since the

main maximum of the SDE EL is typically narrow (see Figure 7.15(b)), im-

provement of the purity of the SDE state can be achieved by spectral filtering

out all of the surrounding EL emission from undesirable states using a 2nm

bandpass filter centred at the central emission wavelength of the SDE EL

peak. Spectral filtering of the SDE EL emission is demonstrated and shown in

Figure 7.16 using a 2nm bandpass filter, whereby the EL emission surrounding

a SDE with a central emission wavelength of 1.59eV is suppressed.

To demonstrate the single photon emission nature of these defect states,

which has been observed by other research groups[112], a Hanbury Brown-

Twiss measurement would need to be performed. Due to no access to a

time-correlated single photon counting device during the time at which this

work was conducted, this measurement could not be performed with research

presented within this chapter, but provides an interesting avenue for future

study.

The demonstration of filtered EL emission from SDE within WSe2 monolayers

has highly promising for applications in the field of suspended resonator sen-

sors. Monolayer MoSe2 has recently been reported to show narrow emission

features similar to the WSe2 SDE discussed above, even exhibiting polarisa-

tion dependent doublet states as was shown in Figure 7.11(a,b)[231]. This

suggests these states have similar origins to those observed in monolayer

WSe2, however photon anti-bunching has not yet been reported in monolayers

of MoSe2[232]. Similar to devices discussed in Chapter 5, strain tuning of

spectrally isolated and narrow emission features could potentially lead to

realisations of atomically thin force and mass sensors[31]. For these rea-

sons, preliminary mechanical characterisation of suspended MoSe2 flakes is

presented.
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7.4.5 Characterisation of suspended MoSe2 resonators

The suspended MoSe2 flake device shown in Figure 7.7(a) to (c) is mounted

in flow cryostat system, maintained at room temperature, and evacuated

to a pressure of 10−5mbar to minimise air damping. Precautions such as

wearing an anti-static wrist band during the mounting procedure are essential

to minimise the risk of electrical discharge across the suspended flakes, which

could damage, or even destroy the fragile suspended monolayer resonators.

Similarly, the pressure within the cryostat must be reduced slowly to reduce

the risk of the membranes collapsing, or pressurised blisters forming[126].

The risk of damaging the fragile suspended flakes due to pressure related

effects is reduced somewhat through the inclusion of the etched trenches and

venting holes seen in Figure 7.7(a). As previously stated, the trenches and

venting holes allow the air escape the areas covered by the flake, alleviating

the pressure difference formed between the flake and the SiO2/Si substrate as

the pressure of the cryostat is changed.

The cryostat is mounted in one arm of the Michelson interferometer, described

in Section 3.4, which uses a stabilised 633.1nm laser focused to a ∼2µm

diameter spot to detect the monolayer mechanical motion. PL emission from

the monolayer is collected using a single-mode optical fibre, and guided to a

spectrometer where the signal is dispersed onto a grating with 600 lines/mm,

and is detected using a CCD cooled with liquid nitrogen. The PL emission

is used to position the sample accurately relative to the interferometer laser

spot. The measured neutral exciton PL emission at room temperature of a

suspended MoSe2 monolayer is shown in Figure 7.17.

The MoSe2 neutral exciton has a central emission wavelength of ∼790nm,

and a broad FWHM attributed to phonon assisted effects[233]. Note, since

the binding energy of the trion state is significantly lower than that of the

neutral exciton[233], the trion emission is thermally dissociated and thus

suppressed at room temperature. Similarly, SDE states are also suppressed

at room temperature, and are therefore not visible in room temperature PL

spectroscopy.
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Figure 7.17: Measured room temperature photoluminescence (PL) of the neutral
exciton state within a suspended MoSe2 monolayer, excited using 100µW of laser
power with emission wavelength 633.1nm. The central emission wavelength of the
neutral exciton is observed to be ∼790nm.

Using the interferometer, the fundamental resonance frequency of a MoSe2

monolayer (due to thermal vibrations) suspended over a 5µm diameter aper-

ture is found to be at ∼15.4MHz, as shown in Figure 7.18. The fundamental

resonance shown in Figure 7.18 has a Q-factor of ∼290. The low signal

to noise ratio of the measurement is attributed to the small thermal dis-

placement, as well as the low reflectivity of the monolayer, which limits the

magnitude of the interference signal, and therefore the detection sensitivity

of the interferometer. The minimum laser power required to resolve the peak

above the noise floor is found to be ∼ 10µW. Therefore, higher laser powers

are required to increase the signal to noise ratio. However, a laser power

dependence of the fundamental resonance frequency reveals a strong linear

redshift by ∼1MHz as the power is increased from 10µW to 100µW, as shown

in Figure 7.19. This is attributed to increased tension within the flake due

to laser induced heating. Ideally, the detection laser should have no effect

on the dynamics of the suspended flakes, allowing one to probe the intrinsic

dynamics of the resonator. The 633.1nm laser is therefore replaced by an

800nm laser, below the MoSe2 neutral exciton absorption energy (∼ 750nm).
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Figure 7.18: Thermomechanical motion (blue data points) of the fundamental
resonance of a MoSe2 monolayer, suspended over an etched hole in the Si/SiO2

substrate which is 5µm is diameter, and has a depth of 388nm. The fundamental
resonance frequency is measured to be ∼15.4MHz, measured using a Michelson
interferometer, discussed in Section 3.4. The red line shows a Lotentz fit function,
used to calculate the mode Q-factor, found to be ∼290.

Figure 7.19: Measured power dependence of the fundamental flexural mode of
thermal vibrations of a suspended MoSe2 monolayer over a 5µm circular hole,
when optically detected with a 633.1nm laser in a Michelson interferometer setup.
The blue markers show the measured data points, while the red line is a linear fit
function, with an adjusted r2=0.99. The fundamental resonance is observed to
redshift by ∼1MHz for as laser power is changed from 10µW to 100µW.
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In order to increase the displacement of the suspended monolayers, they are

electrostatically driven by applying a voltage between the top gold contacts

connected to the flake, and the and n-doped Si substrate, as shown in

Figure 7.6. A function generator with an upper frequency limit of 120MHz

is used as an external voltage source, supplying a constant voltage, VDC,

superimposed with a sinusoidal voltage, VAC, to the monolayer. The VDC

bias is used to create an initial tension within the membrane inducing a

small static displacement, while the VAC signal results in dynamical motion

of the membrane via modulation of the capacitive force between the flake

and grounded Si substrate. The modulated capacitive force is expressed by

Equation.2.15[65], and discussed in more detail in Section 2.1.3. Figure 7.20(a)

to (c) shows the first three lowest-frequency modes of the 5µm resonator,

measured under electrostatic drive, and detected using 200µW of laser power.

The expected mode shapes are given in each case, as determined using ANSYS.

The measurements are undertaken using VDC=1V, while VAC=0.4V for the

lowest frequency mode, and VAC=2V for the second and third order modes.

In Figure 7.20(a) to (c), the blue markers represent the measured data points,

while the red lines show Lorentzian fit functions. The signal to noise ratio of

the measurement is significantly improved due to increased laser power and

larger mechanical displacement. Larger drive voltages are required to resolve

the higher order modes from the noise floor, since electrical noise is more

substantial at higher frequencies, and the oscillation amplitudes of higher

order modes is expected to be less than that of the fundamental mode. The

fundamental mode (shown in Figure 7.20(a)), has a mechanical Q-factor of

186, the second mode (shown in Figure 7.20(b)) has a Q-factor of 101, and

the third mode (shown in Figure 7.20(c)) has a Q-factor of 165. The modest

Q-factors of all three modes indicate the resonators are heavily damped, but

are consistent with reports for MoS2 resonators[234].

The fundamental mode frequency can be used to estimate the tension, T

within the suspended membrane, using the equation[235],

f0 =
2.405

2πr

√
T

ρt
, (7.2)

where f0 is the fundamental mode frequency, ρ is the mass density, while t and

r are the thickness and radius of the circular resonator, respectively. Using

Equation 7.2, the tension within the membrane (with VDC equal to 1V, and
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Figure 7.20: Electrostatically driven (a) fundamental, (b) second order, and (c)
third order flexural modes of a suspended MoSe2 monolayer. The mode shapes
simulated in ANSYS are shown to the right of each figure, respectively. The
voltages, VAC and VDC, used to drive the monolayer motion are shown in the
top left of each figure. The blue points are measured data, and the red lines are
Lorentzian fit functions. The measured Q-factor for the fundamental mode is 186,
the Q-factor for the second mode is 101, and the Q-factor of the third mode is 165.



7.4. EXPERIMENTAL METHODS AND RESULTS 221

VAC equal to 400mV) is estimated to be ∼0.05Nm-1, which is comparable to

reported values for similar graphene and monolayer MoSe2 resonators[29, 236].

Since VDC is used to control the tension within the monolayer, it can therefore

be used to alter the resonance frequency of the fundamental mode. This

is demonstrated by electrostatically driving the suspended MoSe2 flakes by

sweeping the VDC bias from -10V to +8V, while keeping VAC at a constant

50mV, as shown in Figure 7.21.

F
un

da
m

en
ta

l M
o

de
 F

re
q

ue
nc

y 
(M

H
z)

0-2-4-6-8-10 2 4 6 8

15
.2

0

15
.3

0

15
.4

0

15
.5

0

VDC Bias (V)

- 1 0 - 8 - 6 - 4 - 2 0 2 4 6 8

1 5 . 1 5

1 5 . 2 0

1 5 . 2 5

1 5 . 3 0

1 5 . 3 5

1 5 . 4 0

1 5 . 4 5

1 5 . 5 0

F
u

n
d

a
m

e
n

t
a

l
 

M
o

d
e

 
F

r
e

q
u

e
n

c
y

 
(

M
H

z
)

D C  B i a s  ( V )

Figure 7.21: Tuning of the fundamental mode of a MoSe2 monolayer resonator
using VDC. The MoSe2 resonator has a of diameter 5µm, and is actuated with
VAC=50mV, while varying the VDC from -10V to 8V. The blue and red measured
data points show the frequency of the fundamental mode in the positive and
negative bias regimes, respectively, while the green line is a cubic fit function.

In this regime of motion, tension within the membrane is increased as the

magnitude of the VDC bias is increased, resulting in a change in frequency of

the flexural modes of the suspended membrane. As discussed in Section 4.3.2,

divergence from the linear frequency response of the resonator is commonly

referred to as spring stiffening or spring softening (depending on the direc-

tion of the frequency change), attributed to changes in the effective spring

constant of the resonator. As voltage is increased from 0 to 8V an initial

spring softening is observed for small DC biases, which evolves into cubic

spring stiffening behaviour for bias >3V. A similar response is also observed

in the negative bias regime, whereby an initial spring softening is followed

by spring stiffening at between -6V and -10V. The cubic dependence of the
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monolayer frequency with respect to VDC (as shown by the green fit function

in Figure 7.21) indicates a nonlinear relationship between monolayer tension

and the VDC bias. Similar nonlinear dynamics have not been reported for

MoSe2 resonators to date, and requires further study to be fully explained.

Similarly to GaAs nanowires (NWs) discussed in Chapter 4, nonlinear dy-

namics of the monolayer resonators in the large drive amplitude regime. The

monolayer is electrostatically driven into the large amplitude regime by sweep-

ing the drive voltage through the linear resonance frequency of the resonator

with increasing drive strength. As previously stated, increasing the VAC will

increase the magnitude of the capacitive driving force acting on the monolayer.

Therefore, this is achieved by initially driving the monolayer with VDC=1V

and VAC=0.25V AC, before VAC is steadily increased to 2.75V while the VDC

is kept constant. Figure 7.22 shows the fundamental mode frequency of a

5µm circular MoSe2 monolayer resonator as the capacitive force is increased.
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Figure 7.22: The measured amplitude response for the fundamental mode of a 5µm
circular MoSe2 monolayer shown by the coloured traces. The electrostatic drive
strength increases from the bottom (blue) trace, to the top (red) trace, as indicated
by the legend at the top left of the figure. The VAC bias is shown in the top left of
the figure, while VDC bias is maintained at 1V.
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For small oscillation amplitudes, when VAC is < 1V, the response frequency

of the suspended flake is that of the linear eigenfrequency, found to be

∼ 15.18MHz when detected with a 100µW 800nm laser, as shown in Figure

7.20(a). As VAC is increased between 1.0 and 1.5V, the response frequency

of maximum amplitude increases. This corresponds to a regime of motion

where the resonator stretches significantly upon deflection, resulting in an

alternating restoring force within the resonator, changing it’s oscillation fre-

quency from that of the linear eigenfrequency. For VAC greater than 2.25V,

bistability is observed, characterised by an abrupt change in oscillation ampli-

tude (similar to measurements show in Figure 4.10). The threshold value of

VAC for which bistability occurs is governed by the initial state of the system,

and is therefore difficult to predict as it depends on many parameters: initial

tensile stress (which originates from the flake exfoliation procedure), flake

thickness, gold-contact-induced stress, VDC, temperature etc. Similar effects

have been observed in suspended graphene resonators, and were used to deter-

mine the Young’s modulus, E, motivated by the wide range of reported values

in the literature (from 430 to 1200GPa)[126]. Although similar nonlinear

dynamics to that shown in Figure 7.22 have been reported in MoS2 monolayer

resonators[234], such nonlinear dynamics have not been reported in suspended

MoSe2 resonators to date, and provide an interesting insight into the wealth

of nonlinear dynamics still to be explored. However, as previously stated,

research presented within this section consists of preliminary measurements,

and this work is currently ongoing.

Next, we attempted to measure the effects of mechanical motion on SDE

states within the monolayer, which required cooling the device to cryogenic

temperatures. Unfortunately, low temperature characterisation of the mono-

layers was not successful, as during the cooling procedure the MoSe2 flakes

collapsed, possibly due to temperature-induced changes in the tensile stress

across the flake. Collapse of the MoSe2 monolayers is confirmed through

a lack of PL and mechanical motion observed at low temperature. Upon

warming to room temperature no electrostatically driven mechanical motion

could be detected. The fragility of the monolayer resonators to changes in

temperature and pressure highlight a fundamental limitation of these system,

but could possibly be overcome using a slower rate of cooling.
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7.5 Summary

Using the PMMA-assisted mechanical transfer technique, electrically active

two-dimensional (2D) semiconductor heterostructures and suspended mono-

layer circular resonators were fabricated, and characterised both optically and

electrically.

The heterostructure device structure consists of an electo-optically active

TMD monolayer of WSe2, sandwiched between layers of hexagonal boron

nitride (hBN) and graphene (Gr). The photoluminescence (PL) and electrolu-

minescence (EL) properties of the WSe2 monolayer are characterised, before

the dependence of the monolayer PL is investigated as a function of applied

across the heterostructure. Existing literature from monolayer WSe2, as well

as other TMD materials such as WS2 and MoSe2, report on the existence of

spatially localised defect states, referred to as SDE states[112]. These defect

states exhibit single photon emission, high polarizability, and tuning of the

emission wavelength, similar to quantum dots (QDs) grown in bulk III-V

semiconductor material. The orthogonally polarised nature of the SDE states

within the monolayer were investigated using polarisation-resolved PL mea-

surements. Furthermore, controllable electrical tuning of the SDE PL signal,

similar to the quantum confined Stark effect, was demonstrated, where the

shift of SDE emission was measured to be 0.4meV/V. The electrically tuned

SDE energy energy was used to estimate the dipole moment of the exciton

localised within the defect state, calculated to be p/e = 1.2pm. EL emission

from SDE states was also demonstrated, where the integrated intensities of

the EL spectrum were used to determine EL regimes where the SDE emission

dominates the emission spectrum. Such measurements are crucial for the use

of monolayer TMDs within electrical and optical circuits for QIP applications.

Unfortunately, due to time constraints measurements of the second order

correlation function was not performed.

SDEs embedded within monolayer resonators are also an attractive candi-

date for high resolution sensing applications, similar to cantilever devices

coupled with self-assembled QDs, discussed in Chapter 5. Therefore, sus-

pended MoSe2 monolayers were also investigated. Although no SDE emission

was observed in the monolayer resonators, electrostatic motion of the sus-

pended monolayers was demonstrated by modulating the capacitive force

acting on the monolayer. Motion of the monolayer was detected using laser
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interferometry, using an 800nm diode laser to minimise absorption related

heating effects within the monolayer. Electrostatically driven response of

the MoSe2 flakes for the fundamental, second order and third order modal

frequencies were detected, and the fundamental mode frequency was used

to estimate the tension within the monolayer, estimated to be ∼0.05Nm−1.

Next, the fundamental mode frequency was tuned by altering the tension

within the suspended resonator, demonstrated by maintaining a constant

voltage, VAC while increasing the VDC. Here, an initial spring softening was

observed, before the system begins to demonstrate spring stiffening with a

cubic dependence on VDC. Nonlinear monolayer dynamics were then observed

by electrostatically driving the monolayers into the large amplitude regime of

motion (similar to nanowires discussed in Chapter 4). This was demonstrated

by sweeping the drive excitation though the linear resonance frequency of the

monolayer with increasing drive strength, achieved by maintaining a constant

VDC, while iteratively increasing increasing VAC. In this regime, the frequency

at maximum amplitude of the fundamental mode experiences spring stiffening

before entering a bistable regime of motion.

Characterisation of the mechanical properties of suspended MoSe2 flakes are

still on-going. However, the novel results shown within this chapter contribute

to the field of suspended TMD mechanics, and provide an interesting insight

into the relatively underexplored dynamics of MoSe2 resonators in particular.
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Chapter 8

Summary and Future

Developments

In this thesis, the linear and nonlinear dynamics of semiconductor microme-

chanical resonators were studied theoretically and experientially. Cantilever

and nanowire resonators made from GaAs were the focus of research pre-

sented, due to their potential applications when integrated with quantum dots,

and photonic crystal cavities, allowing for hybrid operations using two-level

systems. Additionally, the mechanics of suspended semiconductor monolayers

were studied experimentally, providing a valuable insight into the relatively

under investigated dynamics of these materials. Furthermore, the optical

and electronic properties of a semiconductor monolayer integrated into a

van der Waals heterostructures were also investigated. Research presented

within this thesis not only contributes to the fundamental understanding

of micromechanical resonator dynamics, but could also lead to new tunable

sensing applications in the future.

Chapter 1 provided a brief introduction to micromechancial resonators used

for sensing applications, before the concept of GaAs resonators and two-

dimensional (2D) materials were introduced. Within Chapter 2, the relevant

background for research presented within this thesis was discussed, including

the theoretical framework used to explain the linear and nonlinear dynamics

of resonators with a beam-like geometry. Next, the fundamental concepts of

reduced dimensionality within semiconductors were discussed, with specific

focus on the optical and electronic properties of self-assembled quantum dots

(QDs). Chapter 2 then described the basic optical and mechanical properties

of 2D materials, alongside the concept of van der Waals heterostructures,

227
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before concluding by describing the underlying principles of photonic crystal

cavities (PhCCs). Within Chapter 3, the experimental and computational

methods used to analyse the optical and mechanical properties of devices

discussed within this thesis was presented.

In Chapter 4, control over the geometric nonlinearity within GaAs nanowires

(NWs) was demonstrated through control of the NW morphology. Specifically,

the linear and nonlinear frequency response of NWs with three different

aspect ratios (ARs), equal to 1.17, 1.72, and 1.98, were detected using laser

interferometry. The experimentally observed single mode nonlinear dynamics

were used to estimate the cubic Duffing nonlinearity, found to be 1021(ms)−2

and 1025(ms)−2 for the fundamental and second order modes, respectively.

Nonlinear coupled mode dynamics of orthogonally polarised fundamental

modes were also investigated experimentally, where a quadratic change in

frequency of the detected mode with respect to the amplitude of the driven

mode was observed. From this observation, the change in frequency of the

detected mode with respect to the squared amplitude of the driven mode

was estimated to be around 10−3(nm)−2 to 10−5Hz(nm)−2. Furthermore a

reversal in the frequency response of the coupled fundamental mode (from

spring stiffening to softening) was observed for NWs with AR equal to 1.98.

The coupled fundamental mode dynamics were explained using equations

derived from Euler-Bernoulli beam theory. Coupled mode dynamics of NWs

were also studied in the very large amplitude regime, where a transition

from quadratic to linear coupling was observed. This result was somewhat

surprising and requires further study. Chapter 4 concludes by demonstrating

fundamental and second order mode coupling. In this regime, a reversal from

spring stiffening to spring softening with a quadratic dependence on drive

strength was observed when the coupled modes were orthogonally polarised,

and no reversal was observed when the modes were co-polarised.

In Chapter 5, strain coupling between an embedded QD and the mechan-

ically induced strain field produced by motion of a GaAs cantilever was

investigated. In this device, the QD emission energy was modulated at the

cantilever oscillation frequency via the deformation potential. Finite element

modelling of a 40µm long cantilever was performed, and used to predict the

strain profile through the cantilever thickness due to thermal motion at 4K.

The strain profile was predicted to vary linearly through the cross-section

of the cantilever for the fundamental flexural mode, with maximum and
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minimum strain on the top and bottom surfaces of the cantilever, respectively.

A zero strain region halfway between the top and bottom surfaces of the

cantilever was also predicted, termed the neutral axis. The modelled strain

fields were used to estimate the change in QD emission energy with respect

to position relative to the neutral axis of the cantilever. From this modelling,

a ∼ 2.8neV change in QD emission energy was predicted for a QD located

10nm from the neutral axis. The strain fields were also used to calculate the

optomechanical coupling rate within the device, found to be 2.6kHz for a

QD located 10nm from the neutral axis. The devices were then charecterised

at cryogenic temperatures, and the average H1 PhCC mode Q-factor was

found to be ∼3000. Evidence of strain coupled QD emission modulated at

the cantilever oscillation frequency was also demonstrated for a 20µm long

cantilever driven into the large amplitude regime of motion. Here, the QDs

were excited nonresonantly using 2.5µW of laser power, and a broadening of

the QD PL signal in a time averaged detection measurement was observed.

The QD PL signal showed a broadening factor of ×2.8, relative to that of

the QD linewidth when the cantilever was not driven, corresponding to a

optomechanical coupling rate of ∼2.1kHz. However, an unexpected change in

average QD wavelength of ∼60pm was also observed, which requires further

study.

In Chapter 6 tunable PhCCs were studied using a one-dimensional (1D) PhCC

waveguide, integrated with an electrostatically tunable GaAs cantilever. A

perturbing PhC waveguide was attached to the free end of the cantilever, with

close (∼80nm) in-plane separation relative to the PhCC waveguide. Thus,

cantilever displacement could be used to change the out-of-plane waveguide

separation, resulting in indirect tuning of the PhCC mode. A simplified ver-

sion of the PhC waveguides was modelled using FDTD software, and used to

predict the change in PhCC mode properties with respect to the out-of-plane

displacement of the perturbing PhC waveguide. Through this modelling, a

change in PhCC mode wavelength of ∼ 0.4%, a change in Q-factor of ∼ 35%,

and a change in transmission of ∼ 20% was predicted for 400nm out-of-plane

displacement of the perturbing PhC waveguide. The devices were charac-

terised at cryogenic temperatures through µ-PL spectroscopy, using 150µW

of laser power with emission wavelength of 810nm. The average Q-factor

of the PhCC modes was found to be ∼1800. Although indirect tuning of

PhCC modes was not realised due to a large in-plane separation of the PhC

waveguides, Purcell enhanced QD emission was demonstrated experimentally.
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Purcell enhanced QD emission is achieved by electrical tuning the QD emis-

sion into resonance with the cavity mode, via the quantum-confined Stark

effect (QCSE). The QD was tuned over a ∼3nm wavelength range as the

voltage was increased by 1.5V, corresponding to a tuning rate of 2.0nm/V.

In Chapter 7 two different 2D semiconductor materials were investigated.

Firstly, the emission properties of monolayer tungsten diselenide (WSe2) inte-

grated into an electrically active heterostructure were probed using optical

and electrical excitation. In the PL regime, narrow linewidth emission from

states attributed to strongly localised potential wells within the WSe2 band

structure were observed. These defect states, referred to as single defect

emitters (SDE), have measured linewidths of ∼ 100µeV, and were observed

with a distribution density estimated to be ∼ 107cm-2. Fine structure splitting

(FSS) of SDE states was also observed experientially, where the polarisation

dependence of fine structure split states of the SDE was found to be 0.89.

Furthermore, similar to the QCSE demonstrated experimentally in Chapter

6, electrical tuning of the SDE emission energy was also demonstrated exper-

imentally by applying a voltage across the heterostructure. Through these

measurements, the SDE emission energy was tuned over a 1.1meV range as

the voltage was varied between ±2.5V, corresponding to a tuning rate of

0.4meV/V. The electrical tuning of the SDE was used to estimate the dipole

moment of the electron and hole pair localised within the SDE potential

well, found to be 1.2pm. Finally, the EL properties of the monolayer and

SDE state were probed, determining voltage ranges where the SDE state was

dominate over emission from other localised excitonic states.

Chapter 7 goes on to discuss the second 2D material based device, which

consists of a molybdenum diselenide (MoSe2) monolayer, suspended over

circular etched holes (5µm in diameter) within a doped Si/SiO2 substrate.

Electrical contacts were added between the substrate and the monolayer to

allow for electromechanical actuation of the monolayer, measured using laser

interferometry at room temperature. Thermal fluctuations of the fundamental

mode of the monolayer were detected using 10µW of laser power with emission

wavelength equal to 633.1nm. However, a power dependence of the measured

mode frequency reveals a linear shift in the measured mode frequency equal

to ∼ 1MHz as laser power was changed from 10 to 100µW. This response

was attributed to laser absorption related effects. to reduce these absorption

related effects, the interferometer detection laser was changed to one with
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emission wavelength 800nm. The linear frequency response of the first three

flexural modes of the suspended monolayer were measured using the 800nm

detection laser, while the monolayers were capacitively driven. The monolay-

ers were capacitively driven using a voltage source with constant and time

varying components: VDC and VAC, respectively. The measured fundamental

mode frequency was used to estimate the tension within the monolayer, found

to be around 0.05Nm−1. Similarly to NWs discussed in Chapter 4, nonlinear

dynamics of the suspended 2D flakes were also demonstrated, where cubic

spring stiffening of the fundamental mode frequency was detected as VDC

was increased from 0 to 8V, while VAC was held at 50mV. Similarly, when

the VDC was varied between 0 and -10V and VAC was equal to 50mV, spring

stiffening of the fundamental mode frequency was also observed. Additionally,

nonlinear spring stiffening was also observed as VDC was held constant at

1V while VAC was increased from 250 to 2500mV, however, the exact origin

of this nonlinearity requires further study. Unfortunately, the suspended

monolayer sample collapsed during the cryogenic cooling process, and thus

no measurements were performed in the low temperature regime. This would

therefore be an obvious direction for future developments of this research.

Other avenues for future studies for devices discussed within this thesis are

presented below.

8.1 Future developments

Further experimental developments are needed to realise the full potential of

the strain coupled cantilever devices presented in Chapter 5. For example,

resonant optical excitation of the embedded QDs which are Purcell enhanced

by the H1 PhCC mode would result in a brighter single photon source, with

the coherence properties of the excitation laser, modulated at the resonator

frequency. This development is particularly important for creating sensitive

transducers which are more robust to dephasing mechanisms[25]. Another

potential experiential avenue to pursue is self-sustained oscillations of the

cantilever motion, otherwise known as self-oscillations[237]. Self-oscillation

of cantilevers results in very large oscillation amplitudes[238], which in turn

produces a larger strain field within the cantilever, and increases the mea-

surable change in QD transition energy. Larger strain fields along the QD

growth axis are also achievable by etching the top surface of the wafer using

dry etching techniques, such that QDs are located further from the neutral
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axis. However, post fabrication processing of wafers typically compromises

the optical efficiency of embedded QDs by creating more charge carrier traps.

Therefore dedicated wafer design, such as the off-axis QD wafer presented in

Figure 5.6, is preferable. A schematic diagram of the newest semiconductor

heterostructure with QDs located 25nm from the neutral axis is presented in

Figure 8.1(a). Preliminary characterisation of the wafer demonstrates elec-

trical tuning of the QD emission wavelength through a ∼ 10nm wavelength

range, as bias is increased from -0.5V to 1.5V. This QD tuning corresponds

to a tuning rate of 5nm/V, and is shown by Figure 8.1(b).

Figure 8.1: (a) Newest semiconductor heterostructure with QDs located 25nm
from the neutral membrane axis, as indicated by the green and red arrows. (b)
Quantum-confined Stark tuned quantum dot (QD) Photoluminesence (PL) on a
newly designed wafer, where the dot emission is tuned ∼ 10nm with 2V bias.

The significant tuning range demonstrated in Figure 8.1(b), accompanied

with that the fact the QDs are located further from the neutral axis, holds

great promise for furture opto/electro-mechanical devices fabricated using this

wafer. This wafer will be used to fabricate the next generation of mechanical

strain coupled devices, which could also incorporate other micromechanical

geometries of interest, for instance doubly clamped beams, as shown in Figure

8.2.
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Figure 8.2: Finite element analysis (FEA) schematic showing the strain field along
the length of a doubly clamped beam, where a H1 photonic crystal (PhC) cavity is
located in the centre of the beam. The magnitude of the strain field along the QD
growth axis is indicated by the colour scale to the right of the figure.

The predicted strain field along the the QD growth axis attributed to fun-

damental flexural vibrations of the doubly clamped beam is simulated using

ANSYS, and shown in Figure 8.2. The magnitude of the strain is indicated

by the colour scale shown to the left of the figure. The inclusion of other

mechanical structures like the doubly clamped beams is of particular interest

for investigating nonlinear dynamics, where the boundary conditions of the

system, and therefore the origin of the nonlinearities, is different compared to

the nanowires discussed in Chapter 4[45].

Developments could also be made to improve the operational efficiency of

the tunable one-dimensional PhCC waveguides discussed in Chapter 6. The

most obvious of which being further optimisation to the fabrication and

lithography methods, to produce PhC waveguides with smaller in-plane sepa-

rations, resulting in larger tuning ranges of the devices. However, as stated

previously, fabrication optimisation is an iterative procedure of trail and error,

and requires time and patience to achieve the best results. Additionally, with

more time, the wafer shown in Figure 6.6 could be electrically contacted in

a more sophisticated the way. Due to time constraints, it was only possi-

ble to contact the top (p-doped GaAs) and bottom (n-doped GaAs) layers

of the heterostructure for research presented in Chapter 6. As a result, a

single electrical field was used to capacitively displace the cantilever, which
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simultaneously tuned the QD emission through the QCSE. Ideally, dedicated

electrical control over the QDs and the cantilever is required, since separate

and simultaneous control over the QD emission and PhCC mode wavelength

will increase the likelihood of achieving Purcell enhanced QD emission. Two

separate electrical fields can be applied to the wafer by electrically contacting

the 30nm n-doped GaAs layer sandwiched in between the top and bottom

layers of the wafer, as shown in Figure 8.3(a). The electrical contacts are

shown in gold in Figure 8.3(a). Preliminary current-voltage characterisation

measurements have been performed on this wafer at room temperature, and

the measured IV-curves are shown in Figure 8.3(b). In Figure 8.3(b), The

black IV-curves correspond to voltage applied between the top and middle

contacts, the blue IV-curve curves correspond to voltage applied between the

bottom and middle contacts, and the red IV curves correspond to voltage

applied between top and bottom contacts, respectively. The arrows represent

the direction in which the voltage applied, i.e. either increasing from 0-10V

or decreasing from 10-0V. The difference in turn on bias between traces is

attributed to increased electrical resistance when the electrical contacts are

separated by more bulk material.

Regarding research presented in the second half of Chapter 7, the dynamical

properties of the suspended TMD flakes are investigated at room temperature,

therefore the obvious progression is to study these samples in the cryogenic

temperature regime. Unfortunately, during the cooling procedure the TMD

flakes were irreparably damaged, possibly due to temperature change in

the tensile stress across the flake. In the cryogenic regime, the mechanical

Q-factors of TMD flakes is expected to improve dramatically[239] (although

the origin for this increase is still debated within the field of 2D mechanics),

and single defect emitter states (SDE), like those shown in the van der Waals

heterostructure presented in Chapter 7, are expected to be stable (typically

below 30K[112, 116]). Coupling the mechanical motion of the suspended flake

to the SDE emission, similar to the strain coupled measurements presented in

Chapter 5, could be used to realise highly sensitive force and mass transducers

from atomic thin materials. Such a device holds significant promise, not only

within the field of high-resolution sensing, but also for QIP applications, since

they can be integrated with PhC waveguides and cavities. Currently, this

is a very young and developing field of research, with few theoretical[240]

and experimental demonstrations[232], with no reports of modulated single

photon emission from localised states within suspended TMDs.
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50nm p-GaAs

21nm i-GaAs
9nm i-AlAs
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Figure 8.3: (a) Three-contact electrical diode wafer structure, used for simultaneous
and separate electrical control over the embedded QDs within the GaAs membrane,
as well as capacitive control over the cantilever displacement. (b) The room
temperature current-voltage (IV) dependence of across the three-contact wafer.
IV-curves corresponding to the upper most contacts are shown in black, the bottom
and middle contacts are shown in blue, and the top and bottom contacts are shown
in red.
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A. Imamoğlu, “Optically active quantum dots in monolayer WeS2,”

Nature Nanotechnology, vol. 10, no. 6, p. 491, 2015.
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