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Abstract 

Heteroacenes form a family of organic conjugated molecules that are well known for their 

extraordinary charge carrier mobility. One of the most prominent examples is 2,7-

dioctylbenzothieno[3,2-b]benzothiophene (C8-BTBT); the reported charge mobility of this 

compound ranges from 0.4-31cm2/Vs. Despite the fact that it has been well studied in transistors, 

the optical properties of this molecule and its derivatives remain largely unexplored. 

Understanding the photophysics of high mobility semiconductors could lead to improvements in 

solar cells, light emitting transistors and organic lasing.  

We studied photophysical properties of benzothieno[3,2-b]benzothiophenes (BTBTs) and 

their nitrogen analogues - indolo[3,2-b]indole (ININ) derivatives in solutions and in thin films. 

We use steady-state and transient absorption and emission spectroscopy at a range of 

temperatures. We find that the photoluminescence quantum yield of BTBT derivatives in solution 

is extremely low (about 2%) as a result of fast (120 ps) intersystem crossing to form triplets. Such 

fast intersystem crossing in planar molecules is unexpected. We show that we can explain our 

results by considering the ensemble of molecular geometries in the excited state, which 

demonstrates the need to take molecular dynamics into account when considering spin-orbit 

coupling and intersystem crossing. 

On the other hand, the ININ derivatives exhibit unity photoluminescence quantum 

efficiency in solution due to much slower intersystem crossing (~ 10 ns). Unexpectedly, the 

singlet state emission of these molecules persists for up to 5 µs. This delayed fluorescence does 

not follow the kinetics of triplet states, instead showing a power-law dependence. We discuss the 

origin of the long-lived emission and the several order of magnitude difference in the intersystem 

crossing rate between nitrogen- and sulphur-containing heteroacenes. Further, we demonstrate 

the change in photophysics of ININ derivatives when transitioning from a solution to solid state. 

We find that due to structural differences within the ININ derivatives, they exhibit very different 

packing and solid-state electronic behaviour.  

Finally, we explore the possibility of achieving thermally activated delayed fluorescence 

in planar nitrogen-containing donor-acceptor heterocycles. We show our work on the attempted 

synthesis of these derivatives  
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1 Introduction  

 

 

 

The efficient use of energy resources is essential to address the biggest challenge that 

humanity currently faces – climate change. It is estimated that 83% of energy used during the life 

cycle of a computer is spent on manufacturing. In comparison, manufacturing takes only 11% of 

the life cycle energy of a refrigerator. [1] The most energy demanding part of electronics 

production is semiconductor manufacture. To produce a commonly used semiconductor – 

crystalline silicon, temperatures as high as 1900oC are required. [2] Alternatively, organic 

molecules can be used as semiconductors, which could allow for a significant reduction in 

production energy intake. A crystalline organic film can usually be made at less than 100oC, thus 

usage of organic materials can improve sustainability of electronics devices. Other advantages of 

organic molecules include the possibility of an easy alteration of properties through chemical 

structure. This allows for absorption and emission colour tuning, tuning of crystal packing and 

electrical properties. 

Organic molecules have already found applications in a wide range of electronic devices, 

such as organic light emitting diodes, thin film transistors, sensors, solar cells and photodiodes. 

Therefore, a large variety of materials have been developed for different applications over the 

years of research in organic electronics. However, the exact structure-property relationship 

remains to be the biggest challenge for the progress of the field. A number of the fundamental 

issues are still unsolved, e.g. controlling the rate of intersystem crossing, luminescence yields, 

charge carrier mobility etc. The development of a meaningful structure property relationship is 

challenging since it requires an interdisciplinary collaboration in order to introduce little changes 

in molecular structure and to study their effect on the certain physical properties of the materials.  
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In this thesis, we were specifically interested in structure-property relationship in planar 

organic molecules that exhibit high charge carrier mobility and their potential for application as 

light emitting materials. A combination of these properties is required for application of organic 

molecules in organic light emitting transistors and electrically pumped organic lasers. We started 

by studying an organic molecule that is reported to have one of the highest charge carrier 

mobilities to date, however, its photophysics has not been yet reported. We synthesised 

derivatives based on these molecules to achieve understanding of the radiative and non-radiative 

photophysical processes in these molecules.  

This thesis is arranged as follows. Chapter 2 gives a background on the relevant 

fundamental theory. It starts with discussion of the basic principles of light absorption and 

emission, followed by the discussion of the spin nature of excited states. Then we focus on the 

rules, mechanisms and factors that have strong influence on the transitions between electronic 

states of the same and different multiplicity. Further we summarise the expected changes in 

molecular photophysics when transitioning from a solution to solid state. Finally, we discuss 

strategies for achieving high charge carrier mobility and application of organic molecules in field 

effect transistors.  

Chapter 3 contains information on synthesis and structural characterization of the organic 

molecules used in this thesis. It also describes general sample preparation methods and outlines 

the techniques that were used for photophysical characterization of the molecules, along with 

their basic operation principles. 

Chapter 4 describes the synthesis and photophysics of planar derivatives of 

benzo[b]thiophene, including a state of art hole transporting material – C8-BTBT. These 

molecules demonstrate a sub-nanosecond intersystem crossing (ISC), which cannot be explained 

by any available theoretical model when the molecule is considered to be in its equilibrium 

excited-state geometry. Our results can only be explained by considering the ensemble of 

molecular geometries in the excited state. These results demonstrate the need to take molecular 

dynamics into account when considering spin-orbit coupling and ISC. We also discuss the issue 

of correct approximation of the Frank-Condon weighted density of states for ISC rate calculation.  

In Chapter 5 we present the synthesis and photophysics of indolo[3,2-b]indole derivatives. 

These molecules are sulfur-free analogues of the molecules discussed in the previous chapter. 

They exhibit high photoluminescence quantum efficiency in solution due to much slower 

intersystem crossing (~ 10 ns). Unexpectedly, the singlet state emission of these molecules 
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persists for up to 5 µs. This delayed fluorescence does not follow the kinetics of triplets, instead 

showing a power-law dependence. We study the origin of the long-lived emission and come to 

the conclusion that delayed emission is a result of electron ejection from the molecules, similar 

to what has been reported for indole derivatives.  

In Chapter 6 we study solid state properties of indolo[3,2-b]indole derivatives, showing 

their solid state molecular arrangement and its influence on the photophysical and electronic 

properties. We find intermolecular interactions in these molecules result in excimer formation, 

which is the main radiative relaxation pathway in these molecules. We also demonstrate the state 

of art charge carrier mobility for one of the synthesised molecules, which is on the level of what 

has been reported for C8-BTBT.  

In Chapter 7 we explore the possibility of achieving thermally activated delayed 

fluorescence in thin films with high charge carrier mobilities (>1cm2/V´s). This approach has a 

potential to drive new applications, such electrical-injection lasing in organic semiconductors. 

Aided by quantum chemical calculations, we have designed a series of planar stiff molecules 

with singlet-triplet gaps on the order of 0.4eV. This value is expected to be significantly reduced 

in the solid-state due to stabilization of the singlet, leading to singlet-triplet gaps suitable for 

thermally activated delayed fluorescence. We present our work on the attempted synthesis of 

these molecules. 

Chapter 8 summarises the key findings of this thesis and suggests possible directions for 

the future work in this field.  

 



 4 

2 Background theory 

 

 

 

This chapter gives a background on the relevant fundamental theory. It starts with discussion of 

the basic principles of light absorption and emission, followed by the discussion of the spin nature 

of excited states. Then we focus on the rules, mechanisms and factors that have strong influence 

on the transitions between electronic states of the same and different multiplicity. Further we 

summarise the expected changes in molecular photophysics when transitioning from a solution 

to solid state. Finally, we discuss strategies for achieving high charge carrier mobility and 

application of organic molecules in field effect transistors.  
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2.1 Light-matter interaction 

Absorption of light (a photon) by a molecule causes transfer of an electron from a higher 

occupied molecular orbital (HOMO) to a lower unoccupied molecular orbital (LUMO) (Figure 

2.1). An electron does not stay in the excited state for a long time and returns to its original energy 

level. This transition is accompanied by photon emission (photoluminescence). The energy of 

this transition is proportional to the energy gap between the HOMO and LUMO levels. [3]  

In aromatic hydrocarbons HOMO and LUMO are often formed by bonding and 

antibonding p-orbitals, which is the reason why organic conjugated molecules can be used as 

semiconductors. The main advantage of p-orbitals is that their overlap electron density is further 

away from internuclear axis, which results in smaller contribution of p-orbitals (compared to s 

orbitals) to attractive force between nuclei. This is reflected in smaller splitting between bonding 

and antibonding p-orbitals compared to s-orbitals.  

The p-p* electronic transition tends to have an energy of 2.5±0.5 eV, that is suitable for 

absorption and emission of visible light (unlike s-s* transition). In addition, it has high 

molecular absorption coefficients and radiative decay rate. The energetic position of the HOMO 

and LUMO p-orbitals is around -5 eV and -2 eV compared to vacuum (respectively) and is 

suitable for electron and hole injection from a readily available electrode materials (e.g. indium-

tin-oxide, calcium, aluminium etc). p-orbitals allow efficient electron delocalization, which can 

result in efficient charge transfer. The combination of these properties is desirable for 

optoelectronic applications. Therefore, organic aromatic compounds with p-electron systems are 

of particular interest for applications in organic electronics. [4] 
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Figure 2.1. Scheme of energy levels of molecular orbitals. Horizontal lines represent 

orbitals; arrows represent electron spin configuration. [3] 

2.1.1 Describing molecular states 

Figure 2.1 is a simplistic representation of molecular orbitals and electronic transitions 

between them. It does not take into account electron-electron interactions, e.g. Coulomb and 

exchange interactions and spin of the electrons. To take these into account requires a different 

representation. The process of light absorption can be discussed in terms of transition between 

ground and excited states. The ground state is the lowest possible state of the molecule. Its energy 

is arbitrarily set to zero. Note that this is unlike the HOMO and LUMO energies, since HOMO 

and LUMO are orbitals and electrons in orbitals are bound to nuclei, thus, their energy has to be 

below vacuum energy (0 eV). [4]  

In quantum mechanics electronic states can be described by total molecular 

wavefunctions (!total), which contain information about electrons’ spatial coordinates and the 

position of the nuclei. Accurate description of molecular states is one of the current challenges 

of quantum mechanics and is beyond the scope of this thesis. Here we use a set of widely accepted 

approximations to describe our experimental observations.  

Electronic excitation happens within 10-15 s, but the characteristic time of molecular 

vibrations is longer than that (10-10 - 10-12 s). On this basis, the Born-Oppenheimer (BO) 
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approximation states that electrons move much faster than nuclei following the interaction with 

the electromagnetic field. This approximation allows us to talk about electronic and vibrational 

processes separately. However, when there is a significant interaction between electrons and 

vibrations (nuclear movement), the BO approximation can break down, which will be discussed 

further in this chapter. 

The accurate description of an excited state of a molecule is impossible without taking 

into account spin of the involved electrons. Spin (S) is a fundamental property of electrons. It 

represents the inherent angular momentum of an electron. The value of the spin of an electron is 

±1/2. The spin of a state is determined by the total spin of all of the electrons on all of the orbitals 

that compose the state. Paired electrons give a zero contribution to the total spin and, thus, ground 

states of the majority of organic molecules have a zero spin. [5] The spin of a system is described 

by the spin wavefunction (spin wavefunction of one-electron states are further labeled (	or	,). 

As a result, the total molecular wavefunction can be described as a product of electron, vibrational 

and spin wavefunctions:  

Ψ./.01 = Ψ31Ψ456Ψ7859	 (2.1) 

where Ψel can be approximated as a sum of one-electron wavefunctions of molecular orbitals, 

each molecular orbital can, in turn, be described as a sum of one-electron atomic electron 

wavefunctions. [4] 

2.1.2 Singlet and triplet states 

In this section, we will further consider the spin of the electrons involved in transitions 

between electronic states. In an electronic excited state, the unpaired electrons of p and p* 

(HOMO and LUMO) orbitals form a two-particle system that has four eigenstates. Only certain 

orientations of spin in a magnetic field are quantum mechanically allowed, these orientations are 

given by the spin multiplicity. Multiplicity equals 2S+1, where S stands for the total spin value. 

Therefore, for S=0, there is only one possible orientation (one eigenstate). S=1 gives three 

possible orientations and, thus, three eigenstates. The vectorial representation of these eigenstates 

is given in Figure 2.2.  
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Figure 2.2. Vectorial representation of spin in two-particle system, showing cones of 

possible orientations of two electrons in singlet and triplet states according to uncertainty 

principle. Reprinted from [6]. Copyright 2009, with permission from Elsevier.  

Spin has a significant influence on the energies of electronic states. The difference in 

energies between the first triplet and the singlet states is determined by twice the value of the 

exchange integral, which depends on the overlap of electrons’ wavefunctions in the HOMO and 

LUMO. Small overlap of electron wavefunctions yields small singlet-triplet splitting, this 

phenomenon is readily demonstrated in materials that possess thermally activated delayed 

fluorescence. [7] 

In the case of light absorption (optical excitation), the spin of the transferred electron 

remains unchanged, therefore only singlet excited states are initially created. Excited states are 

also created during electrical excitation in diode configuration, where a film of semiconducting 

material is sandwiched between two electrodes. In this case, an electron is injected into the 

LUMO and another electron is withdrawn from the HOMO (a hole is created). In the case of 

electrical excitation, the spin of the system is not preserved, so both singlet and triplet excited 

states are generated. The proportion of singlet to triplet states formed during electrical excitation 

is 1:3. Hence triplets are the majority exited state in organic light emitting diodes. [4] 

The spin nature of the excited state is extremely important because the properties of these 

two types of excited states are very different and this has to be considered when using organic 

molecules as semiconductors, light emitters etc.  
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arrangement is therefore called a triplet.!e fourthwavefunctionwith S= 0 has only a single possible
value of the z-component, that isMs = 0 and is therefore referred to as singlet. A vectorial represen-
tation is given in Figure 1.17, along with a representation in terms of molecular orbitals and in a
state picture. Note that for the triplet wavefunctions, the spins are always in phase, while they are
180∘ out of phase for the singlet state. !e energies of the first singlet and triplet state differ by the
exchange energy, which is twice the value of the exchange integral. To a first order approximation,
the exchange interaction scales exponentially with the overlap of the respective electron wavefunc-
tions. If the wavefunctions of the electron in the HOMO and that in the LUMO overlap significantly,
this results in a large exchange energy in the order of 0.7–1.0 eV. Smaller exchange energies, in the
range of 0.2–0.5 eV, occur in molecules where HOMO and LUMO are located on different parts of
the molecule.

Box 1.6 Nomenclatures

In molecular spectroscopy, the excited states are sometimes labeled by a symbol denoting how
the excited state wavefunction transforms with respect to the symmetry group of the molecular
Hamiltonian. The notations are derived from group theory. It turns out that in a system with an
even number of π-electrons the ground state is always totally symmetric (under any symmetry
operation) and is designated as 1Ag. Capital letters like A or B specify the symmetry of the state
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2.2 Transitions between states.  

2.2.1 Fermi’s Golden Rule.  

Absorption and emission cause a change in overall energy of the system. This can be 

represented though a change in the energy operator of the system (Hamiltonian):  

ℋ; = ℋ;< +ℋ;
>	 (2.2) 

ℋ;< is the initial Hamiltonian that corresponds to the energy of the system in its initial state. ℋ; > 

represents a perturbation that produces a small change in overall energy of the system. On the 

basis of above, the rate of the transition (kif) between initial and final states can be expressed by 

Fermi’s Golden Rule: 

?5@ =
2B

ℏ
DEΨ@Dℋ;

>DΨ5FD
G
H	

(2.3) 

r is the density of final states. This is the number of states of Yf that are of a similar energy to Yi 

and those that are capable of being in resonance with Yi through the perturbation (ℋ; >). The 

higher the density of states, the more probable the transition. The density of states is a very 

important parameter, which ensures energy conservation.  

Fermi’s golden rule is applicable to all types of transitions caused by weak perturbations 

(weak in comparison to the energy separation between Yf and Yi) such as electronic, vibrational 

and spin transitions.  

Within the BO approximation, the total molecular wavefunction components (equation 

(2.1)) can also be incorporated into the Fermi’s Golden rule expression:  

?5@ =
2B

ℏ
HDEΨ31,@Ψ456,@Ψ7859,@DK̂DΨ31,5Ψ456,5Ψ7859,5FD

G
=	

(2.4) 
=	
2B

ℏ
HDEΨ31,@DK̂DΨ31,5FD

G
	DEΨ456,@DΨ456,5FD

G
DEΨ7859,@DΨ7859,5FD

G
	

K̂ is dipole operator which represents interaction with the electromagnetic field. The spin and 

vibrational wavefunctions are insensitive to dipole operator. [4][5]  
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2.2.2 Electronic radiative transitions 

2.2.2.1 Selection rules of electronic transitions 

• Momentum conservation. Photons possess one unit of angular momentum. Due to 

momentum conservation requirement, in the event of light absorption or emission, the 

angular momentum of a molecule has to change by exactly one unit. Which in other words 

means that the transition between orbitals must create or destroy a node. [5] 

• Spin. The dipole operator acts only on electronic part of the wavefunction. States of 

different multiplicity are orthogonal, thus, transitions between states of different 

multiplicity are spin forbidden. Singlet-singlet transitions, such as fluorescence are 

allowed and carry significant oscillator strength. Singlet-triplet transitions are spin 

forbidden. However, this rule can be relaxed through multiple mechanisms, which is 

further discussed in section 2.2.5.  

• Symmetry selection rules. Transitions between electronic states result from interaction of 

molecular dipole moment with electromagnetic radiation. The dipole moment operator 

can be split in to three components along the Cartesian axes: 

EΨ31,@DK̂DΨ31,5F = 	 EΨ31,@DKMNDΨ31,5F +	 EΨ31,@DKONDΨ31,5F + EΨ31,@DKPNDΨ31,5F	 (2.5)  

where Yf and Yi are the molecular electronic wavefunctions of the final and initial states 

(respectively).  

The probability of an electronic transition is non-zero when one of the integrals is 

non-zero, which could happen only if the direct product of Ψ31,@K̂Ψ31,5 contains a totally 

symmetrical irreducible representation (the character of all symmetry operations of all 

the relevant point groups is +1). The symmetry properties of the dipole moment along a 

specific Cartesian axis are the same as those of translation vectors along the 

corresponding axis (Tx, Ty, Tz). [8] This rule allows to explain low intensities of 

absorption and emission in a n → π* transition in formaldehyde, which is orbital 

symmetry forbidden. To make any predictions about more complicated molecules one 

would have to carry out calculations to figure out the symmetry of the HOMO and 

LUMO.  

Electronic transitions in molecules that possess a centre of symmetry with their 

wavefunctions being symmetric (gerade - g) or antisymmetric (ungerade - u) must occur 

with a change of symmetry. This is due to the symmetry of dipole moment vector being 
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ungerade. Therefore, transitions between states of u and g symmetry are allowed, whereas 

transitions between u and u or g and g are symmetry forbidden. [9] 

2.2.2.2 Oscillator strength 

Experimentally the selection rules and the probability of electronic transition are reflected 

in oscillator strength. Absorption of light by a molecule causes an oscillation of the electrons 

involved in transition, the size of a created dipole (the strength of the oscillator) is related to the 

strength of light absorption (or emission). Oscillator strength (f) can be calculated using the 

following equation:  

Q =
4.39 ∙ 10YZ

[
\](ν)`ν	 (2.6) 

where ](a)is the molar extinction coefficient at a wavenumber a (cm-1), which can be determined 

experimentally by evaluation of absorption spectra. n is the refractive index of the environment. 

The oscillator strength is a very important value, it is directly related to excited state radiative 

lifetime through the Strickler-Berg equation: 
1

τ
= 2.88 × 10YZnGνG \ ε(ν)dν	 (2.7) 

Oscillator strength is also related to matrix element of dipole transition: 

Q = 4.7 × 10GZ〈a〉DEΨ31,@DK̂DΨ31,5FD
G (2.8) 

〈a〉 is average frequency in cm-1.  

High oscillator strength (approaching unity) is a basic characteristic of strong absorption 

and emission. This value for p-p* transitions is usually in the range of 10-2 to 1. When HOMO 

and LUMO are spatially separated, the oscillator strength tends to decrease which results in a 

weak absorption and fluorescence, e.g. an n-p* transition has an oscillator strength in the range 

of 10-5 to 10-3. [4]  

2.2.3 Taking vibrations into account: Frank-Condon Principle  

The Frank-Condon principle is based on the BO approximation: electronic transitions occur 

without changes in the position of nuclei, resulting in a so-called Frank-Condon state (vertical 

transition). [3] This principle is illustrated in Figure 2.3.  
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Figure 2.3. Illustration of Frank-Condon principle for absorption and emission of organic 

compounds. [4] 

According to Fermi’s golden rule, one of the rate-determining factors for a transition is an 

overlap of vibrational wavefunction. The square of the overlap is called the Frank-Condon factor: 

k = 	 DEl456,@Dl456,5FD
G
		 (2.9)  

where Yvib,i and Yvib,f are the vibrational wavefunctions of the initial and final states. The factor 

itself represents the probability of transition from the 0th vibration level of the initial state to the 

mth vibrational level of the final state. 

The Frank-Condon factor is related to the nuclear displacement (DQ) through a series of 

important equations: 

m<→o = 	 DEl456,oDl456,<FD
G
=
po

q!
sYt	 (2.10) 

where I0®m is the probability of a transition between 0 and m vibrational states, S is Huang-Rhys 

parameter. The Huang-Rhys parameter represents nuclear displacement and is essentially the 

number of quanta involved in vibrational excitation: 

p =
1

2
?
ΔvG

ℏw
	 (2.11) 
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Figure 1.20 Illustration of the Franck–Condon prin-
ciple. The simplified potential energy curves (for
one normal mode) with vibrational wavefunctions
show how the overlap of vibrational wavefunctions

determines the shape of the absorption (dotted
lines, right diagram) and emission spectra (solid
lines, left diagram) according to Eq. (1.14a) and
(1.14b). (After Kearwell and Wilkinson [82].)

S is called the Huang–Rhys-parameter. !ese equations are very useful and shall be discussed in
more detail below. Let us first consider what happens to themolecule immediately after absorption of
a photon. If, for example, absorption takes place into the third vibrational level of the S1 excited state,
the transition is denoted as S1 ← S0 0-3 transition (in spectroscopic notation, the higher energy state
is always on the left and the arrow gives the direction of the transition). !e molecule will loose its
vibrational energy by internal conversion, that is, by emission of phonons with energy ℏ" and return
to the 0 vibrational level of the S1 excited state within roughly a picosecond. In the same way as the
absorption of a photon leads to a transition from the ground state to the excited state potential energy
curve, the converse occurs when a photon is emitted. As illustrated in Figure 1.20, the transition takes
place vertically from the zeroth vibrational level of the S1 state to any of the vibrational levels of the
ground state, with an intensity governed by Eq. (1.12). !is implies that the shape of the absorption
and emission band is governed by Eq. (1.12). For a stiffmoleculewith rigid bonds and correspondingly
small displacement between the excited and ground state potential energy curve, the 0-0 transition
is dominant, while for a flexible molecule, a higher vibrational level such as 0-2 may form the peak of
the distribution of transitions.
In amorphous films or solutions, one does not observe sharp lines for the transitions. Instead, the

transitions are inhomogeneously broadened.!e reasons for this broadening will be discussed in the
next chapter.!e consequence of it is that to model the absorption and emission spectra, the vibra-
tional intensities need to be multiplied with a lineshape function Γ such as a Lorentzian or Gaussian
distribution function in the case of homogeneous or inhomogeneous broadening, respectively. To
model the absorption and emission spectra, one further needs to take into account the influence
of the photon density-of-states in the medium surrounding the emitter on its emission rate [83]. As
detailed in Section 1.4.3 (Eq. (1.43)) this implies inserting a factor [n(ℏ") ⋅ ℏ"]3 for the photolumines-
cence spectra, where n(ℏ") is the refractive index at the transition energy ℏ". If a single vibrational
mode dominates, the normalized spectra for photoluminescence IPL(ℏ") and for absorption IAbs(ℏ")
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where DQ is displacement of the minima of the potential energy surface along the configurational 

coordinate upon excitation and k is the force constant associated with the vibration. Typical 

vibrational quanta have energies in range of 10-300 meV, therefore, only lowest vibrational 

levels are occupied at room temperature.  

The FC factor is small between states with energy separation larger than 2.17 eV (50 

kcal/mol), however, it becomes more significant for radiationless transitions between excited 

states (both internal conversion and intersystem crossing). Here we will consider the Frank-

Condon factor’s role in radiative transitions. In this case, the Frank-Condon factor determines 

the relative intensities of vibrational bands in electronic absorption and emission spectra, and it 

is directly related to resonance Raman cross-sections of an electronic transition. [10] 

The Huang-Rhys parameter can be determined as a relation of the intensity of 0-0 and 0-1 

vibronic peaks in absorption or emission spectra:  

p = 	
m<Yx

m<Y<
	 (2.12) 

Normalized intensities of absorption and emission spectra can be modelled using the 

following equations:  

myz(ℏw) = [[(ℏw) ∙ ℏw]} ∙~
po

q!
sYt

o

∙ Γ Äℏw − Åℏw< − qÇ
456ÉÑ	 (2.13) 

mÖ67(ℏw) = [[(ℏw) ∙ ℏw] ∙~
po

q!
sYt

o

∙ Γ Äℏw − Åℏw< + qÇ
456ÉÑ	 (2.14) 

Ç456 is the vibrational quanta energy, [(ℏw) is the refractive index at transition energy 

ℏw, ℏw< is the 0-0 transition energy. The width of a band in the absorption spectra is affected by 

the existence of many vibrational sublevels – homogeneous broadening. However, broadening 

of the spectra can also result from chromophore – solvent interaction (or fluctuation in solvation 

shell) – inhomogeneous broadening. For the case of inhomogeneous line broadening, a lineshape 

function G should be Gaussian function: 

where s is width of Gaussian. [4] 

This model allows accurate determination of Huang-Rhys parameter from experimental 

data. Equations (2.13) and (2.14) use a single dominating (effective) vibrational mode, which is 

Γ = sÜá à−
(ℏw)G

2âG
ä	 (2.15) 
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correct for spectra collected at room temperature since low frequency vibrations cannot be 

resolved due to inhomogeneous broadening. When several vibrational modes (or several effective 

vibrational modes, due to limits of experimental resolution) couple to an electronic transition, 

and they can be visibly distinguished, a more complex equation must be used for modelling: 

In the first sum, the value of m corresponds to the number of vibrations that are involved, 

e.g. for four vibrations there would need to be four sums. The intensities of the peaks are given 

by the product in brackets, which is essentially the product of single mode FC factors. The sum 

inside the lineshape function relates to a shift of the vibrational peak from 0-0 peak, for 

multimode function, this shift would correspond to each combination of a number of vibrational 

excitation and corresponding vibrations.  

The Huang-Rhys parameter is very valuable because it allows to calculate the 

reorganization energy of a transition on the basis of experimental data. The geometric 

reorganization energy (ãåçéåè) is related to Huang-Rhys parameter [4]: 

êë3/ëí = p ∙ Ç456	–	for	single	vibrational	mode		 (2.17) 

êë3/ëí = ∑ p5 ∙ Ç5
456

5 	–	for	multiple	vibrational	modes		 (2.18) 

In the case of light absorption or emission, this energy is released as a result nuclei 

relaxation into an equilibrium geometry of an electronic state. The reorganization energy is an 

important parameter for radiative and non-radiative optical transitions, as well as being crucial 

for charge transport in organic semiconductors or charge transfer in charge transfer complexes 

and solar cells. [11][12] 

 

 

 

myz(ℏw) = [[(ℏw) ∙ ℏw]} ∙~¢à£
p5
o§ exp(−p5)

q5!5
ä Γ ¶ℏw − ßℏw< −~ q5Ç5

vib

5
®©™

o§

	 (2.16) 
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2.2.4 Non-radiative transitions: Internal conversion and Intersystem crossing 

2.2.4.1 Energy Gap Law 

The energy gap law considers nonradiative transitions between two electronic states. This 

generally occurs from the 0th vibrational level of the initial into nth vibrational level of the final 

electronic state. The rate of the nonradiative transitions depends on the Frank-Condon factor. The 

value of FC factor changes with the energy gap (the energy difference between an initial and 

final states) value. Two cases need to be considered: weak and strong electron-vibrational 

coupling limits (Figure 2.4).  

 

Figure 2.4. The potential energy curves (a) for the case of weak coupling and (b) for 

strong coupling between two states. Adopted from ref. [13]. Copyright 1970 Taylor&Francis. 

The weak coupling limit is used for potential energy surfaces that are displaced only 

slightly and intersect far away from the minimum of the upper energy surface (Figure 2.4a). In 

this limit, only one, the highest frequency (wm), vibrational mode of the final state is considered. 

The nonradiative transition rate has an exponential dependence on the energy gap:  

?5@ ∝ sÜá ß−
ΔΕ

ℏwo
®	 (2.19) 

where DE is the energy gap between the equilibrium geometries of states. Most of the organic 

aromatic molecules will exhibit nonradiative relaxation that follows the exponential decay and, 

hence, weak coupling limit.  
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The weak coupling limit explains the isotope effect on nonradiative decay rate in aromatic 

compounds. The vibrational frequency wm depends on mass of the atoms involved: 

wo = ≠
?

q3@@

	 (2.20) q3@@ =
qxqG

qx +qG

	 (2.21) 

k is the force constant and q3@@ is the effective mass.  

Therefore, introduction of the heavier atom into the molecule can potentially change the 

highest vibrational mode. This is true for substituting C-H (3000 cm-1) to C-D (2200 cm-1), that 

results in reduction of the nonradiative decay rate.  

The strong coupling limit (Figure 2.4b) applies when the potential surface minimum of the 

initial state and final states are strongly displaced, and the potential energy surfaces intersect near 

the potential energy minimum of the excited state. This case can be considered for compounds 

where the bond length can change significantly during a nonradiative transition from one state to 

the other. For the “low” temperature case, when ℏw ≫ ?Ø, the nonradiative rate constant has a 

Gaussian dependence on the energy gap:  

?5@ ∝
1

∞êë3/ëí
sÜá ß−

2Ç0

ℏw
®	 (2.22) 

where: 

Ç0 =
Å∆Ç − êë3/ëíÉ

G

4êë3/ëí
	 (2.23) 

In this equation lreorg is reorganization energy. As a rule of thumb: ∑ p± ≫ 2±  corresponds 

to strong coupling regime and ∑ p± ≤ 1±  corresponds to weak coupling. [4], [13] In the strong 

coupling limit the rate is controlled not by the highest energy vibration but by an effective mode 

of mean energy and it can be any (or all) of the vibrations. This is why nonradiative transitions 

governed by the strong coupling limit do not exhibit an isotope effect.  

For ISC, the reorganization energy is the energy variation in the initial singlet excited state 

when switching from singlet equilibrium geometry to triplet equilibrium geometry. [14]  
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2.2.5 Transitions between states of different multiplicity  

2.2.5.1 Spin-orbit coupling  

Spin-orbit coupling (SOC) plays a crucial role in the transitions between states of 

different multiplicities and allows spin-forbidden processes (such as phosphorescence and ISC) 

to happen. SOC is a relativistic effect that can be described by the interaction of two magnetic 

fields: the one due to relative nuclear motion and the other due to electron spin motion. If SOC 

between states is large they no longer can be classified as states of “pure” multiplicity. [15] 

SOC was introduced in fully relativistic one-particle theory for spin – 1/2 systems. In this 

theory, spin and angular momentum are not separately conserved, instead only the resulting total 

electronic angular momentum is meaningful. Of course, this theory is not very useful for many 

electrons complex chemical systems and requires a lot of approximations. For the case of multi-

particle systems, the Breit-Pauli SOC operator is commonly used, and it can be written for one 

or two electrons [16]: 

≥;t¥
µy =

1

2q3
G∂G

~~
∑∏

π5∏
}
(π∫∏N × á∫ª) ∙ º∫ª −

5∏

1

2q3
G∂G

~~
1

π5∏
} Åπ∫Ωª × á∫ªÉ ∙ Åº∫ª + 2ºΩªÉ

±æ55

	 (2.24) 

              one-electron term           two-electron term 

π∫∏N × á∫ª  is the angular momentum of electron i with respect to nuclei I, π∫ΩN × á∫ª  is the angular momentum 

of electron i with respect to electron j and º5 – spin-operator of electron i. 

The first (one-electron term) describes interaction between the magnetic spin moment of 

an electron with the magnetic moment induced by it orbiting in the nuclei electrostatic field. The 

second term takes into account the presence of a second electron that orbits a different nucleus; 

thus, the electrostatic field is generated by another electron rather than the nucleus (as in the one-

electron term). This term is important for molecules composed only of “light” elements. [16] 

 

2.2.5.2 Heavy atom effect  

If the two-electron term of Breit-Pauli operator is ignored, SOC can be expressed in a 

simplistic way as: 

≥t¥~	¿t¥KtKz (2.25) 
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where Kt is the magnetic moment due to the electron’s spin angular momentum, Kz is the 

magnetic moment due to the electron’s orbital angular momentum and ¿t¥ is the spin-orbit 

coupling constant which is representative of the nuclear charge that the electron “sees”. [5] 

The spin-orbit coupling constant is the key element to a ‘heavy atom effect’ (Table 2.1). 

 

Table 2.1. Values of spin-orbit constant for selected elements. [5] 

Atom Atomic 

number 

	¡#¬(kcal×mol-1) 	¡#¬ (cm-1) 

C 6 0.1 35 

N 7 0.2 70 

O 8 0.4 140 

S 16 1 350 

Cl 17 1.7 595 

Br 35 7.0 2400 

I 53 14.0 4900 

For atoms, a spin-orbit coupling constant is due to the Coulomb nature of the field and is 

proportional to Z4 (Z-atomic number). The larger the nucleus charge, the larger the magnetic 

field that it produces, and thus the larger the spin-orbit coupling. However, for more complex 

potentials (many-electron systems), the atomic number dependence will not necessarily be 

Z4. [15] This also means that for the “heavy atom effect” to happen the electron that is involved 

in the nonradiative transition must be in the proximity of a heavy atom to allow close approach 

to the nucleus (i.e. orbital with some s character). The spin-orbit coupling constant for organic 

molecules that have only atoms from first two rows of the periodic table (“light” atoms, e.g. H, 

N, O, F) is usually smaller (3.5 – 35 cm-1) than vibrational energies (175 – 1700 cm-1). However, 

for “heavy” atoms the value of the constant can exceed the vibrational energy. [5]  

The spin-orbit coupling has an effect on the rate of spin-forbidden transitions, such as ISC. 

Table 2.2 features the influence of the heavy atoms on the ISC rate in naphthalene derivatives.  
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Table 2.2. Heavy atom effect on ISC rate in naphthalene derivatives. [14] 

 

 

 

 

 

This effect is also observed in heteroacene compounds with no heavy atoms. Figure 2.5 

shows the effect of heavier atom compared to carbon on the ratio of the quantum yield of 

phosphorescence and fluorescence and it is clear that even small increase in SOC has a 

pronounced effect on ISC and phosphorescence rates. [15] However, the “heavy atom effect” 

cannot by itself explain the trend.  

 

Figure 2.5. Heavy atom effect in heteroarenes. Reprinted from ref. [15]. 

The heavy atom effect has a different influence on the scaling of transition rate constants 

and SOC constant itself. This follows from Fermi’s golden rule (equation (2.3)) expression of 

the ISC rate constant on the integral value between the two states involved:  
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(47), and Dijkgraaf eta!. (48); these views will be discussed in some detail 

in Chapter 8. 

4. INTRA-ANNULAR INTERNAL HEAVY-ATOM EFFECTS 

These effects are exemplified in Fig. 7.6, wherein data are presented on the 

series of molecules: fluorene, carbazole, dibenzofuran, and dibenzothio-

<f>p/ cf>F 
(rei.) 

0.6 

r 
(sec) 

5.6 
3.9° 
4.9b 

Er, -so Es, • So 
(I0-3 cm-1) 

24.2 . 31.9 
24.49° 33.15° 
23.75b 33.2b 

s,-r, split 
(cm-1) 

7 700 
8 660° 
9 450b 

6.3c I o=o.lo75 £'=0.0033 J c 

0.2 6.0 24.6 30.3 5 700 

4.9° 24.55° 29.2° 4 650° 
24.5c 29./c 4 600c 

7.7c [0=0.1022 £'=0.0066 lc 

1 4.5 25.3 34.1 8 800 

3.5° 24.5° 33.12° 8 620° 

5.9c I 0=0.10(1 t =0.0092 ( 

10 1.0 24.6 31.3 

s 
6 700 

1.0° 24.33° 30.35° 6 020° 

1.3c I 0=0.1130 E =0.0021 ( 

m,u. 

fig. 7.6 Spectroscopic data on fluorene, carbazole, dibenzofuran, and 

dibenzothiophene. Superscripts denote literature references as follows: 

(a) Ory (48a); (b) McClure (4); (c) Siegel and Judeikis (51, 52). The 

unsuperscripted data are from Azumi and McGlynn (48b). Further 

data are given by Terenin and Ermolaev (49) and by Nurmukhametov 

and Gobov (50). The zero-field splitting parameters D and E are defined 

in the usual manner. 

• 

• 

Molecule kISC (sec-1) 

Naphthalene ~ 105 

1-Chloronaphtalene ~ 1.5 ´ 107 

1-Bromonaphtalene ~ 5 ´ 108 

1-Iodonaphtalene >3 ´ 109 
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?∏t√ =
2B

ℏ
EΨƒ≈Dℋt¥√

∆D	Ψt«FH	
(2.26) 

Ψƒ≈	– wavefunction of the triplet state,	Ψt«-	wavefunction of the singlet state. This integral is 

usually referred to as the spin-orbit coupling matrix element (SOCME). Thus, the rate of a 

transition depends on the nature of involved electronic states. This is fundamental basis of the 

El-Sayed’s rule. [5][14]  

 

2.2.5.3 El-Sayed’s rule  

The rule is based on publication by El-Sayed [17] in which he concluded that the size of 

SOCME is determined by symmetry and the electronic configuration of the interacting molecular 

orbitals. The general concept of this rule is based on the requirement of momentum conservation 

during intersystem crossing. To conserve the total angular momentum of a system, the change in 

spin angular momentum must be compensated by a change in orbital angular momentum.  

The main conclusion is that the transition will be fast if the states that are involved have a 

different symmetry with respect to molecular plane reflection and the transition involves a 

different orbital type. The rule explains why transitions between (n, p*)1 and (p, p*)3 are faster 

than transitions between (p, p*)1 and (p, p*)3. [18] Therefore, it basically can be applied to 

explain the rate of ISC and phosphorescence in a huge number of organic molecules. The rule is 

based on the one-electron term of the SOC operator and, of course, the rotation symmetry of the 

orbital angular momentum. It only takes into account electronic states of pure multiplicity with 

a fixed nuclear geometry (so-called “direct mechanism”).  

 

2.2.5.4 Vibronic (nonadiabatic) coupling and Spin-Vibronic Coupling 

The Born-Oppenheimer approximation allows to treat the electronic wavefunction 

separately from the vibrational wavefunction based on assumption that electrons move much 

faster than nuclei. However, it is often the case that vibrations play significant role in transitions 

between excited states. The nuclear geometry changes upon excitation and, in some cases, its 

evolution leads to breaking of BO approximation. [14] As a rule of thumb, vibronic interactions 

do not significantly affect states with energy separation greater than 2.17 eV. [5] Therefore, 

vibronic coupling needs to be taken into account when considering ISC and IC in organic 

molecules. [5] 
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Spin-vibronic coupling can be described using the second order perturbation theory and 

theoretical modelling of this process is very complicated. In basic terms, spin-vibronic coupling 

makes spin-forbidden transitions partially allowed via coupling to specific vibrations that are 

responsible for spin-allowed transitions. A classic example of the consequence of spin-vibronic 

coupling is phosphorescence of benzene. In benzene, the transition between the first triplet state 

(3B1u) and the ground state (1A1g) is orbital and spin-forbidden. Nonetheless, phosphorescence is 

still observed because of intensity borrowing (or mixing) from the 1B2u «1A1g transition (the 

transition that results in fluorescence of benzene). The latter transition is also orbital forbidden, 

but this condition is relaxed via vibronic coupling to 1E1u «1A1g and 1A2u «1A1g allowed 

transitions. [15] 

2.3 Properties of organic semiconductors in solid state 

2.3.1 Basic molecular packing motifs of organic molecules 

Molecular packing is a crucial property that determines photophysical and charge 

transport behaviour of organic solids. There are four packing motifs in organic crystals (Figure 

2.6): 

• herringbone packing without π-π overlap between adjacent molecules and face to 

edge interaction between aromatic moieties (A); 

• herringbone packing with π-π overlap between adjacent molecules and face to 

face interaction (B); 

• lamellar packing (slipped stacking) with one-dimensional π-π overlap 

(stacking) (C); 

• lamellar packing with two-dimensional π-stacking (D). [19] 
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Figure 2.6. Molecular packing motifs in crystals. Reprinted with permission from [19]. 

Copyright 2012, American Chemical Society. 

Packing type B and D usually allow two-dimensional charge transport, where charge 

carrier mobility is significantly lower between layers than within the layer. This effect is called 

mobility anisotropy and was reported for rubrene single crystal transistor (Figure 2.7). Mobilities 

measured along the ‘a’ and ‘b’ axes are 4.4 cm2V-1s-1 and 15.4 cm2V-1s-1 respectively. [20] 

A lot of organic molecules adopt herringbone molecular packing which allows to avoid 

energetically unfavourable repulsive electronic interactions and to increase the packing 

efficiency. This type of packing could produce a significant π-π overlap. Generally, packing that 

allows for a significant π-π overlap results in organic solids with high charge carrier mobility but 

the emission from such solids is often quenched completely. A lot of research has been done on 

the strategies of crystal engineering to promote the desirable optical or 

transporting. [19][21][22][23] The approaches to enhance one or the other are quite different and, 

thus, creating a material that is both emissive and shows efficient charge transport remains 

challenging. 

 

Figure 2.7. A – rubrene structure, B – orthorhombic, crystallographic structure of a 

single crystal of rubrene shows the enhanced π-π overlap along the ‘b’ direction and 

reduced overlap along the ‘a’ direction (herringbone structure). From [20]. Reprinted with 

permission from AAAS. 
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in some literature reports;36 (3) lamellar packing, one-dimension
(1-D) π!stacking, and (4) lamellar packing, two-dimension (2-
D) π!stacking. Of the four kinds of packing motifs, that of
lamellar packing (2-D π!stacking) is believed to the most
efficient for charge transport34 because it can increase the transfer
integrals to the maximum and transport the charge carriers
through an almost straight line (namely, the shortest route).
Much research has focused on molecular design and crystal
engineering in order to obtain 2-D lamellar packing. Some
examples are substitution at the peri-positions of acenes
(sections 3.1.1.3 and 3.1.2.1), introducing polarity (section
3.1.1.1), increasing the C/H ratio (section 3.1.1.1) or adding
heteroatoms to generate hydrogen bonds, halogen!halogen
interactions or chalcogen-chalcogen interactions (sections 3.1.2
and 3.1.3). The intrinsic properties of organic semiconductors
can be tracked by using their single crystals because organic
crystals provide highly ordered structures, minimized traps and
are free from grain boundaries. Certainly, one challenge needing
to be recognized is how to fabricate devices based on their
crystals because organic crystals are not only usually very fragile
but also very small.37,38

2.2. Factors Influencing by Device Physics
Both the morphology and molecular arrangement in organic

semiconducting layers play significant roles in the performance of

OFETs. In order to achieve a more efficient charge transport,
ideally the organic molecules should pack along the current
direction in the conducting channel. This in fact is the reason why
high performance organic field-effect transistors usually adopt an
edge-on orientation. A possible mechanism scenario using a
polymer as the example is shown in Figure 4. There is no doubt
that, due to their perfect molecular arrangements, free of grain
boundaries, and minimized charge traps, single crystal transistors
should display higher performances than those of thin films.
Hence, well-ordered, continuous films, especially crystalline
films, are being seriously investigated for high performance
OFET applications.

The dielectric constant of the gate insulator and the interface
effect between the gate insulator and the organic semiconductor
also take on important roles in the performance of OFETs. Gate
insulators with high dielectric constants (high k)43 are preferable
for use in organic devices because using a high k insulator makes
it possible to scale down the device dimensions, lower the driving
voltage, and increase the integrated degree of the organic circuit.
The interface between the gate insulator and the organic
semiconductor will affect not only the morphology and molec-
ular arrangement of the semiconducting layer but also the
adhesion of the organic semiconductor on the gate insulator,
that is, to create an intimate interface contact. Among the
possible candidates for gate insulators, polymer insulators are
highly promising because they exhibit not only ideal flexibility for
flexible electronics but also promote intimate contact with the
organic semiconductors.42

Without doubt the materials used for the electrodes are critical
for the fabrication of high performance devices. Ideally the
materials should have high conductivity, high stability, good
adhesion ability with the organic semiconductors, and finally an
optimized energy alignment with the organic semiconductors.
The importance of the latter for charge injection and transport
will be discussed in section 3.2. Electrode materials can be
manufactured from a variety of materials including metals
(e.g., Au, Ag), heavily doped silicon, metallic conductive oxides
(e.g., indium tin oxide), and conductive organic molecules such
as poly(3,4-ethylenedioxythiophene):poly(styrenesulfonate),
tetrathiafulvalene-tetracyanoquinodimethane complex and gra-
phene, etc. Conductive organic molecules are especially intriguing
for the fabrication of high performance devices due to their unique
ability to form intimate contacts with organic semiconductors to
produce high quality interfaces.44

It is generally accepted that the purity of organic semiconduc-
tors, the thickness of the dielectric and semiconducting layers,
the channel length,45 and the testing environment (the tempera-
ture, vacuum conditions etc.) all influence the device properties.

Figure 4. (A) Possible charge transport mechanisms in crystalline polymer films (using P3HT for illustration): Intrachain transport, along the
π!conjugation direction (example: TA-PPE (152b)40) and interchain transport, along the π!stacking direction (example: P3HT (144a)41) or alkyl
stacking direction. (B) Face-on and (C) edge-on orientation of the polymer molecules on the substrates. Reprinted with permission from ref 42.
Copyright 2007 Elsevier B.V.

Figure 3. Molecular packing motifs in crystals. (A) Herringbone
packing (face-to-edge) without π!π overlap (face-to-face) between
adjacent molecules (example: pentacene); (B) herringbone packing
with π!π overlap between adjacent molecules (example: rubrene);
(C) lamellar motif, 1-D π!stacking (example: hexyl substituted naphtha-
lene diimide); (D) lamellar motif, 2-D π!stacking (example:TIPS-PEN).
Adapted with permission from refs 39 and 35. Copyright 2008 Wiley-
VCH Verlag GmbH & Co. KGaA and Copyright 2010 Royal Society
Chemistry.

through a high-resolution optical microscope)
suggests an atomic-scale, intimate contact of the
semiconductor with the electrodes (17, 18) and
the elastomeric gate dielectric (19), consistent
with the electrical measurements described below.

The ease of this assembly process and its
inherently noninvasive nature enable systematic
analysis of the semiconducting properties of
pristine organic crystals. The present work fo-
cuses on high-purity crystals of rubrene (Fig.
2A), synthesized with a physical vapor transport
technique (6, 20). This material forms an orthor-
hombic crystal with herringbone molecular
packing. Figure 2B shows the relative orienta-
tion of rubrene molecules in the basal (a-b) plane
of the crystal; the lattice constants along a and b
axes are 14.4 and 7.2 Å, respectively. Slower
crystal growth along the c axis results in the
formation of thin platelets, 0.2 to 1.0 mm thick
and 2 to 3 mm wide, with the natural large-area
flat facet being the (001) a-b plane. The FETs
are built by lamination on these surfaces. Images

collected through crossed polarizers indicate that
the crystals grown in this fashion are single
crystalline (Fig. 2C) (21). The natural facets of
the crystals match the crystallographic directions
obtained from Laue diffraction profiles (Fig. 2D).

Figure 3A shows current-voltage character-
istics of a representative device (13). Strong
field-effect modulation of the channel conduc-
tance is observed, with on/off current ratios as
high as 106 (measured between gate voltage
VG ! –100 V and 20 V). By fitting the data to
linear and saturation regime standard FET equa-
tions (22), two-probe mobilities " ! 3 to 15
cm2/V!s were obtained for different rubrene
crystals. The highly ohmic current-voltage char-
acteristics at low source-drain bias (Fig. 3A,
inset), together with nearly equal values of the
mobility extracted from the linear and saturation
regimes, are consistent with a relatively low
Schottky barrier to hole injection and thus low
contact resistance. Transfer characteristics of
such devices (fig. S1) yield subthreshold slopes
#3 to 5 V/decade [corresponding to intrinsic
subthreshold slopes 2 to 4 nF!V/decade!cm2 (7,
13)] and show nearly thresholdless operation and
weak gate voltage dependence of the channel
mobility. Minor hystereses observed in forward
and reverse scans suggest a low density of deep
traps at the interface. These excellent transistor
characteristics result from the high quality of the
laminated rubrene-PDMS interface and the high-
purity rubrene crystals.

Because the adhesion of the PDMS elas-
tomer to the organic is driven primarily by
van der Waals forces and not by irreversible
bond formation, separation of the elastomeric
stamp from the organic crystal does not de-
grade the crystal surface provided that these
forces are weaker than the intermolecular

bonding. This is the case for rubrene: There
are no substantial changes in channel conduc-
tance even upon multiple relamination of the
stamp. This reversibility is important be-
cause, unlike previous efforts (6–10), it en-
ables different high-performance transistor
structures, each with different electrode con-
figurations, to be assembled sequentially on
the same region of the crystal surface. Figure
3B shows, as an example, data collected from
a set of devices with different channel lengths
assembled one after another on a single small
region of the crystal surface. Variations of the
device characteristics (mobility, e.g.) were
within 15%. As a result, the saturation current
observed in Fig. 3B (inset) shows the expect-
ed width/length (W/L) scaling.
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Fig. 3. (A) Current-voltage characteristics of
laminated rubrene-transistor stamp assemblies
(L ! 75 "m, W ! 980 "m, Ci ! 0.67 nF/cm

2).
Typical FET behavior, with well-resolved linear
and saturation current regimes (13), is ob-
served. The channel is normally “off” and turns
on at successively more negative gate voltage
(from $20 to –100 V ). The graph in the inset
shows the behavior at low VSD. Highly ohmic
behavior is evident at all gate voltages. (B)
Transfer characteristics measured at VSD !
–100 V in the same region of one single
crystal by forming, one after another, con-
tacts with transistor stamp structures that
define different channel lengths (L ! 220,
170, 120, 100, and 75 "m; W ! 980 "m).
Similar mobilities and subthreshold slopes
are seen for all devices (3.4 % 0.3 cm2/V!s
and 2.5 % 0.3 nF!V/decade!cm2, respectively).
As a result, the inset shows linear scaling of
saturation currents with W/L.

Fig. 1. (A) Schematic view of a transistor stamp
with gate, dielectric, and source-drain elec-
trodes sequentially deposited onto a PDMS
substrate. The right inset shows a top view. (B)
Transistor fabrication by lamination of an or-
ganic crystal against the transistor stamp. Ini-
tiating contact (first frame) between these two
surfaces results in a “wetting” front that
progresses across the semiconductor-stamp in-
terface (second frame) until the entire crystal is
in intimate contact with the stamp (final
frame). The right insets show optical micro-
graphs of three stages of this process. The
arrow in the middle inset marks the progression
of the wetting front.

b

a

A B

b

a
C D

Fig. 2. (A) Molecular structure of rubrene. (B)
Orthorhombic, crystallographic structure of a
single crystal of rubrene shows the enhanced
&-& overlap along the b direction and reduced
overlap along the a direction. (C) Optical mi-
crograph of a sample viewed through crossed
polarizers. (D) Natural facets on the crystal
surface correspond well to the crystallographic
data and enable easy identification of the a and
b axes confirmed by Laue diffraction.
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2.3.2 Optical properties of π-conjugated molecules in solid state 

Van-der-Waals interactions of a chromophore with the environment such as solvent or 

other chromophore molecule results in lowering of the electronic states energies. This is observed 

in absorption and emission spectra of the chromophore as a redshift. The phenomenon is called 

polarization effect (Figure 2.8) and it occurs because the chromophore induces electric dipoles 

in adjacent molecules. The electrostatic interaction between these new dipoles and the 

chromophore’s dipole results in a reduction of the potential energy of the chromophore, in both 

the ground and excited state. For non-polar molecules this reduction is larger when the excited 

state is involved (D’) compared to the interaction of the two molecules in ground state (D). This 

is because excited states generally possess higher dipole moments.  

 

Figure 2.8. Schematic illustration of stabilizing effect of intermolecular interactions on 

ground state and exited states energies. GS is ground state, ES is excited state, M1 and M2 

stand for two interacting molecules of the same kind. D and D’ is polarization energy in 

ground and exited state, respectively. , is resonance interaction energy. [4] 

The scale of the polarization effect depends on the mutual orientation and distance 

between molecules. In solution, solvent molecules will reorient to optimize the interaction and 

achieve the largest stabilization energy. This effect contributes to a shift between 0-0 peaks of 

absorption and emission (Stokes shift). In general, this interaction increases with polarizability of 

the adjacent molecule and the dipole moment of the chromophore. 

Figure 2.8 illustrates another important outcome of the interaction between two 

molecules. The excited state energy level of the two interacting molecules of the same kind splits 

into two levels. The magnitude of splitting depends on resonance interaction energy (b) which is 
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determined by the distance and orientation between the molecules. The resonance interaction can 

be described as an energy transfer between molecules M1 and M2. 

2.3.3 Energy transfer process 

Energy transfer between molecules can be split into three cases: 

• “Strong”: the reorganization energy of the molecules is much smaller than the 

resonance interaction energy (b >> Ereorg).  

• “Intermediate”: the reorganization energy of the molecules is in range of the 

resonance interaction energy (b ~ Ereorg). 

• “Weak”: the reorganization energy of the molecules is much bigger than the 

resonance interaction energy (b << Ereorg). 

When the reorganization energy of the molecules is much smaller than the resonance 

interaction energy (b >> Ereorg), the energy can be transferred from one molecule to the other in 

a coherent (wave-like energy propagation) manner. In this case, the relaxation of the excited 

molecule from the Frank-Condon state does not have time to occur and, thus, energy transfer 

occurs from the vibronically unrelaxed electronic state. This can occur in a well-ordered array of 

the molecules (e.g. as organic crystals) and results in excited state delocalization over multiple 

molecules. This collective excited state is called Frenkel exciton. The characteristic property of 

a Frenkel exciton is a coherent energy transfer. However, the term exciton is now also used for 

non-crystalline systems where the energy transfer occurs in an incoherent manner due to high 

energy variations between different molecules.  

The reorganization energy of the molecules is much bigger than the resonance interaction 

energy (b << Ereorg), this results in localized states and the excitation can only hop from one 

molecular site to another (an incoherent energy transfer). The “intermediate” resonance 

interaction is considered when b is on the order of the reorganization energy, in this case electron-

vibronic coupling need to be taken into account when accessing the energy transfer process.  

Energy transfer between the molecules could occur through Dexter or Förster energy 

transfer mechanisms (Figure 2.9).  
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Figure 2.9. Illustration of Förster and Dexter resonance energy transfer. [4] 

Förster resonance energy transfer occurs via through space Coulomb interaction. In the 

point-dipole approximation, which is valid when intermolecular distances are larger than the size 

of the chromophore, the coupling energy can be approximated by:  

…√ ∝
|KÀ||KÖ|

Ã}
Õ	 (2.27)  

where …√  is Coulomb electronic interaction energy, R is intermolecular distance, k is an 

orientation factor, which can be calculated from the mutual orientation of the molecules. If … ≪

Çë3/ëí, we can use Fermi’s Golden rule to describe the rate constant of this process, thus, the rate 

constant is proportional to square of the electronic coupling energy: 

?œƒ ∝
|KÀ|

G|KÖ|
G

Ã–
ÕG—(]0)	

(2.28) 

k2 is 0 for perpendicular, 2/3 for random, 1 for parallel and 4 for collinear molecular 

arrangements. —(]0) is the spectral density integral which is essentially the overlap between the 

donor emission and acceptor absorption spectra. The value of extinction coefficient of the 

acceptor is particularly important since it implies large oscillator strength of the acceptor which 

means that it can easily be set into resonance to form an excited state. [5] 
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The rate constant can be related to the lifetime of donor emission: 

?œƒ =
1

“À
< ß
Ã<

Ã
®
–

	 (2.29)  

In this expression “À< 	is the lifetime of the donor in the absence of an acceptor, R0 is the 

Förster radius, which includes the spectral density integral value. The Förster radius is usually 1-

4 nm. It represents the distance at which both an energy transfer and simple decay of an excited 

state through donor emission are equally possible.  

The exchange-based energy transfer (Dexter energy transfer) is more sensitive to a 

distance between molecules, because it requires an overlap between the molecular orbitals of 

donor and acceptor. The molecular overlap can be substantial in π-stacks due to close contacts 

between the neighbouring molecules, which could result in dissociation of a localized exciton 

into charge transfer state with hole and electron being on two different molecules. [24] The 

interaction energy value in the case of Dexter energy transfer can be evaluated as: 

…œ ∝ sY
”
z 	 (2.30)  

where R is distance between the molecules, L is a constant that takes into account effective 

average orbital radius of the participating molecules. 

The rate constant of the transfer in this case could be expressed as: 

?œƒ ∝ —s
Y
G”
z 	 (2.31)  

J is the normalized spectral overlap which means that the magnitude of overlap does not actually 

depend on the value of extinction coefficient of energy acceptor (unlike in the Förster case).  

Both Förster and Dexter transfer can potentially occur in the same film of organic 

molecules (b = bC + bE), however, due to a stronger distance dependence and orbital overlap 

requirement of Dexter energy transfer, Forster energy transfer is observed more frequently. 

Dexter energy transfer is observed for intermolecular distances that are smaller than 1 nm. Förster 

energy transfer can occur only between states of the same multiplicity (since it depends directly 

on the value of the extinction coefficient of the acceptor), whereas Dexter allows for the transfer 

between states of different multiplicity (e.g. singlet-triplet transfer).  
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2.3.4 Influence of molecular packing on optical properties of conjugated 

molecules 

As discussed in section 2.2.2.2, the strength of the electronic transition between the 

ground and excited singlet states of a molecule depends on the transition dipole moment. For two 

interacting (coupled) molecules, the strength of the transition depends on the combined transition 

dipole moment. However, the mutual alignment of dipoles also needs to be taken into account. 

Figure 2.10 shows two limiting cases of molecular arrangements that lead to two different dipole 

moment alignments.  

 

Figure 2.10. Schematic illustration of ground and excited state energies of two interacting 

molecules and their dipole arrangement, which leads to formation of J-aggregate (head-

to-tail molecular orientation) and H-aggregate (side-by-side molecular orientation). [4] 

 A side-by-side molecular orientation (Figure 2.10, right) leads to H-aggregate formation 

(k2 = 1). Dipoles arrangement in a perfect H-aggregate leads to a complete cancelation of 

transition dipole moment at the lowest excited state (E–) of an aggregate, whereas the transition 

dipole moment of the E+ state is 2µ (µ is transition dipole moment of a single molecule). This 

has significant consequences for absorption and emission, as the lowest excited state of the 

aggregate has no oscillator strength. This means that absorption of H-aggregate is blue-shifted 

compared to monomer absorption and the radiative rate is zero due to Kasha’s rule, which states 

that emission in a majority of organic molecules occurs from the lowest lying electronic excited 

state, due to internal conversion from higher lying excited states to the lowest excited state being 

much faster than radiative decay from those states to the ground state.  
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 In real systems the emission from H-aggregates is, nonetheless, observed. This occurs 

due to vibronic coupling and (or) slight misalignment between the molecules (disorder). As a 

result, the transition has a weak oscillator strength which results in a long-lived emission.  

 A head-to-tail arrangement (k2 = 4) leads to cancelation of the transition dipole moment 

of the higher excited state of an aggregate (E+) and the lowest lying excited state carries all the 

oscillator strength (2µ). Therefore, J-aggregates have a redshifted absorption and higher radiative 

decay rate compared to monomer. 

 H- and J-aggregates are two limiting cases of the dipole moment alignment. However, 

molecules in films are often not arranged in these two ways. In this case the absorption of the 

monomer still splits into two, but the dipole moment of the aggregate transitions will correspond 

to the vectorial sum of the monomer dipole moments. Therefore, all of the transitions will gain 

certain oscillator strength. The lifetime of emission is often reported to be longer than that of the 

monomer. [4] 

The mechanism for the interaction can be either Coulombic or exchange and, depending 

on molecular orientation can be either negative (i.e. J-like) or positive (i.e. H-like). The situation 

when both of the described interactions are present can lead to a formation of a so-called ‘null’ 

or HJ-aggregate in which the spectral signatures of electronic interaction between the 

chromophores is essentially diminished. [24] In terms of interaction energy this can be 

represented as:  

…√ = −…œ	 (2.32)  

where …√  is Förster (Coulomb) resonance interaction energy and …œ is exchange interaction 

energy.  

Taking both of the factors above into an account, the electronic transition energy of two 

interacting molecules could be determined using the following equation:  

∆Ç./.01 = ∆Çx + ∆‘ ± …		 (2.33)  

where ∆Çx is an energy difference between excited and ground state, ∆‘ is the difference in 

stabilization of the excited and ground states. The magnitude of the resonance interaction (b) is 

a very important parameter that has a strong influence on the molecular photophysics. 

In amorphous films and dilute solutions intramolecular distances are large which makes 

b ~ 0. Thus, in amorphous films chromophores often exhibit monomer-like absorption and 
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emission. When the resonance interaction b is about 100 meV, which is on the order of the 

reorganization energy but smaller than excited states energies, such interaction leads to physical 

dimer (or larger aggregates) formation. Dimer or aggregate formation is often observed when 

molecules adopt sandwich or herringbone arrangements in solid state. Dimer formation does not 

lead to a significant displacement between ground and excited state potential energy surfaces, 

which is illustrated on Figure 2.11. [4] 

 

Figure 2.11. Schematic illustration of dimer and excimer potential energy surfaces: 

potential energy of ground and excited states of interacting molecules as a function of the 

intermolecular distance. Adopted from ref. [4] 

In some cases, resonance energy interaction can force the molecules to reorient to 

optimize their interaction and cause an even larger energy stabilization. This situation could result 

in the formation of an excimer and is often observed for disk-shaped or planar elongated 

conjugated molecules. The excited state potential energy surface of an excimer is significantly 

shifted compared to ground state surface. Thus, absorption and emission occur at different 

intermolecular distances, as shown in Figure 2.11. Schematic illustration of dimer and excimer 

potential energy surfaces: potential energy of ground and excited states of interacting molecules 

as a function of the intermolecular distance. The emission occurs to a ground state with the 

significant repulsion energy (v<œt) which forces the molecules to move apart and dissociate. This 

process occurs both in solution and in solid state. [4] 

2.3.5 High mobility in organic solids 

The energy difference between the HOMO and LUMO in organic crystals is comparable 

to that of silicon, therefore it is possible to apply organic molecules in transistors, solar cell and 

light emitting diodes. However, inorganic semiconductors possess a high charge carriers’ 
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mobility, which is in the range of 103-104 cm2V-1s-1. Whilst in organic semiconductors, mobilities 

range from only 10-5 to 10-2 cm2V-1s-1 for amorphous materials, and up to 10 cm2V-1s-1 or higher 

for crystalline materials. [4] 

Inorganic and organic semiconductors have significantly different structures. This is due 

to different types of bonds involved. Organic molecules are weakly bound together by van der 

Waals forces, whilst inorganic semiconductors structures are formed by strong covalent bonds. 

For this reason, mobility mechanisms are different for these two types of materials. Most of 

organic solids are referred to as hole or electron transport materials, however, this classification 

is based on the ease of charge injection rather than actual ability of charge transport. [25] 

The mobility arises when an external potential is applied to the material sandwiched 

between two electrodes and charge carriers (holes and electrons) begin to drift across the sample. 

The velocity of this movement can be described by the following equation: 

÷ = K ∙ k		 (2.34)  

where ÷ is the velocity of the charge carriers, F is electric field strength, K is drift mobility 

constant i.e. the distance over which charge carriers are transported per second under the unit 

electric field (hence expressed in cm2V-1s-1). 

The exact nature of charge transport in organic solids is still heavily debated. However, 

it is clear that charge transport mechanism in disordered semiconductors (such as amorphous 

polymers) and in highly ordered crystalline semiconductors is different. [26] 

Charge mobility in disordered materials is usually described by thermally activated 

hopping mechanism. This model suggests that the charges are strongly localized in potential 

wells. The transfer occurs due to hopping from one molecule to the neighbouring molecule. 

Transport can be enhanced by the increase of the temperature since it helps to overcome energy 

barriers created by energetic disorder. Therefore, the mobility dependence on the temperature 

can be expressed as: 

K ∝ ex p ß−
◊Ç0

?µØ
®	 (2.35)  

where ΔÇ0	is the activation energy. [25] 

For highly organized thin films and organic crystals, mobility usually increases with 

decrease of temperature. Thus, it was assumed that charge carriers’ mobility can be described in 

terms of band theory as for inorganic semiconductors. As a result of molecules interaction, the 
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HOMO and LUMO form valence and conduction bands (respectively) which allow hole and 

electron mobility. Consequently, the efficiency of charge mobility is dependent on the widths 

and shape of the bands. [27] 

 

Figure 2.12. The bonding–antibonding interactions between the HOMO/LUMO levels of 

two ethylene molecules in a cofacial configuration and the valence and conduction bands 

formed as a result of interaction of many molecules. Reprinted from [27]. Copyright 2002, 

National Academy of Sciences. 

This theory explains the decrease of charge mobility with increase of the temperature in 

crystals and ordered thin films. The decrease of mobility is due to a reduction of effective 

bandwidth by a phonon-scattering process. 

However, facts which contradict this theory were also found. Namely, the free path of 

charge carriers at high temperatures (above 150 K) was found to be comparable with the size of 

crystal unit cell lattice parameters. [28]  

Considering that it is very hard to obtain organic solids without defects and impurities 

and operation temperatures of electronic devices is usually reasonably high, the charge hopping 

model probably describes more adequately charge transport in organic solids.  

There are two key parameters that determine charge transport: the interchain transfer 

integral and the reorganization energy. Interchain transfer integral (t) describes the ease of charge 

transfer between two interacting chains and refers to energy splitting between HOMO and 

LUMO, which is strongly influenced by p-overlap between neighbouring molecules. For 

efficient mobility the interchain transfer integral has to be maximized. According to theoretical 

calculations, transfer integral is significantly reduced when the p-p stacking distance and tilt 

angle between the molecules is increased (Figure 2.13).  

where T is the temperature, ! is the reorganization energy, t is
the transfer integral, and h and kB are the Planck and Boltzmann
constants. The transfer integrals reflect the strength of the
interaction between the two oligomers; the reorganization en-
ergy term describes the strength of the electron-phonon (vibra-
tion) and can be reliably estimated as twice the relaxation energy
of a polaron localized over a single unit. Eq. 1 shows that fast
charge transfer processes within a hopping regime require large
transfer integrals and a weak coupling of the charges to the
(vibrations of the) conjugated backbones. We also note that the
presence of t in Eq. 1 applies to situations where the charge
transfer between the initial and final states involved in the
hopping process can be described from the simple consideration
of molecular orbital levels, i.e., within a one-electron picture.

Recent ab initio calculations describing hole transfer be-
tween two benzene molecules have shown that, when the
intermolecular distance is reduced, the electronic couplings
calculated at the one-electron level progressively deviate from
those obtained by considering the full electronic wave func-
tions of the initial and final states (39). However, the electronic
couplings are underestimated only by a factor of 2–3 at the
one-electron level in a cofacial dimer made of two benzene
molecules separated by 3.5 Å, where the interactions are
maximized because of the very small size of the interacting
units. The discrepancies between the two theoretical ap-
proaches will be significantly smaller for the much bigger
molecules involved in our study, thus making the one-electron
approach a very efficient and simple way to estimate interchain
transfer integrals.

Also, it is useful to recall that the carrier residency time, ", on
a given unit goes as

" !
!
W !

2
3 !

10 # 15

W!eV"
s,

where W is the full effective bandwidth. This means, as a general
rule of thumb, that an effective bandwidth on the order of about
0.1–0.2 eV or more is needed to ensure that the carrier residency
time is smaller than the typical phonon"vibration times (then,
the molecules do not have the time to geometrically relax and
trap the charge). These vibrations introduce a loss of coherence
among the interacting units, leading to effective bandwidths
(transfer integrals) smaller than the total values provided by our
calculations; our results have thus to be considered as upper
limits.

Thus, the transfer integrals are seen to play a central role in
the understanding of transport properties in both the band and
hopping regimes. In this contribution, we seek to establish

structure-transport properties relationships by analyzing how
these integrals are affected at the molecular level by the nature,
size, and relative positions of the interacting units. This analysis
is done by carrying out semiempirical intermediate neglect of
differential overlap (INDO) calculations on model systems. We
first focus on oligothiophenes as prototypical compounds for
organic semiconductors; the reason is that these oligomers as
well as the parent polymer have well characterized transport
properties and are considered as excellent candidates for the
fabrication of high performance FETs (3, 5, 40, 41). The
following sections are devoted to hexabenzocoronene, oli-
goacenes (from naphthalene to pentacene), and to perylene.

Theoretical Methodology. As detailed in previous works, the first
step in our approach consists of optimizing the geometry of an
isolated oligomer molecule with the semiempirical Hartree-Fock
Austin Model 1 (AM1) Hamiltonian, which has been parame-
terized to reproduce the ground-state geometry of organic
molecules (42). Then, we use the semiempirical Hartree-Fock
INDO method (as developed by Zerner and coworkers for
spectroscopic purposes, refs. 43 and 44) to compute the elec-
tronic structure of isolated molecules and of supermolecular
systems made of dimers or larger molecular clusters; the latter
are built in various ways that will be described as we proceed
(note that the intramolecular geometries are not reoptimized
when performing the supermolecular dimer or cluster calcula-
tions). The choice of the INDO"S Hamiltonian is driven by the
fact that INDO calculations have been shown to provide de-
scriptions of the one-electron structure of isolated and interact-
ing conjugated molecules in excellent agreement with corre-
sponding experimental data (31, 32) and theoretical data
obtained at the ab initio level (45).

The amplitudes of the calculated transfer integrals are ratio-
nalized by an analysis of (i) the shape of the frontier orbitals of
the isolated units (visualized here by means of a home-made
program (ZOA v.2.0, available at http:""zoa.freeservers.com"
download.htm) and (ii) the bonding–antibonding overlap pat-
tern of the HOMO and LUMO wave functions in the clusters,
which is determined by the relative positions of the interacting
units.

We apply this methodology to various model systems to assess
the influence on the transfer integral values of the following
aspects: (i) we investigate the influence of intermolecular sepa-
ration by considering a perfectly cofacial dimer of sexithienyl
(6T) molecules and varying the distance between the molecular
planes in the range 3.2–5.0 Å; (ii) setting the intermolecular
distance in the sexithienyl dimer at 4.0 Å, we examine the impact
of lateral displacements of one of the oligomers, along both the
long and short molecular axes; (iii) the role of chain length is
addressed by looking at dimers of oligothiophenes ranging in size
from thiophene to octathiophene; (iv) finally, we evaluate the
evolution of the transfer integral values as a function of the
number of oligomers constituting a one-dimensional cofacial
$-stack, i.e., as a function of cluster size. In the following sections,
we apply our approach to clusters of hexabenzocoronene, oli-
goacene, and perylene molecules, either in the form of a cofacial
$-stack or in the configuration found in the crystalline structure.

Results and Discussion
As an introduction to the issues discussed below, it is useful to
consider the simple example of a dimer made of two perfectly
superimposed ethylene molecules. In the isolated ethylene mol-
ecule, the HOMO level corresponds to the bonding situation
where the lobes of the same sign of the two $-atomic orbitals
interact (thus leading to the absence of node in the electronic
wave function), whereas the LUMO level corresponds to the
antibonding situation where lobes of opposite sign interact (thus
introducing a node in the electronic wave function; see Fig. 1).

Fig. 1. Illustration of the bonding–antibonding interactions between the
HOMO"LUMO levels of two ethylene molecules in a cofacial configuration; we
also illustrate the formation of the valence and conduction bands when a
large number of stacked molecules interact.

Brédas et al. PNAS # April 30, 2002 # vol. 99 # no. 9 # 5805
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Figure 2.13. a) Dependence of transfer integral on the intramolecular distance between a 

tetracene cofacial dimer; b) Dependence of transfer integral for pentacene dimer on the 

tilt angle. Reprinted from [29]. Copyright 2013 WILEY‐VCH Verlag GmbH & Co. KGaA, 

Weinheim. 

In crystal cofacial displacement is often observed. This displacement also has great 

influence on the transfer integral. Figure 2.14 indicates the effect of cofacial displacement on 

charge transfer integral. The decrease in transfer integral has an oscillating character and its 

periodicity is different for holes and electrons transport. Consequently, holes and electrons 

mobility is different for different degree of translation of one molecule along the other.[27][29]  

 

Figure 2.14. Effect of cofacial displacement on tetracene dimer. Reprinted from [29]. 

Copyright 2013 WILEY‐VCH Verlag GmbH & Co. KGaA, Weinheim. 

The reorganization energy (λreorg) represents the energy loss when a charge carrier passes 

through a molecule. It corresponds to the sum of relaxation energies for transformation of one 

molecule from the neutral state to the +1 charged state and, consequently, for a neighbouring 

molecule for transformation from the charged state back to the neutral state. (Possible 

contributions to reorganization energy from the molecular vibrations and medium polarization 

are neglected). To enable efficient charge carrier transport the reorganization energy must be low. 

Table 2.3 represents reorganization energies for high mobility compounds: pentacene and 

dithiophene-tetrathiafulvalene (DT-TTF).  6161wileyonlinelibrary.com© 2013 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
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  2.2   .  Molecular Design: Towards Condensed 
Molecular Packing with Effi cient  π -orbital 
Overlap and Optimal Electronic Structure 

 Theoretical calculation shows that both the 
transfer integral and reorganization energy 
are strongly dependent on the molecular 
structures and their corresponding molecular 
packing (arrangement). [  28,41  ]  Increase of  π – π  
stacking distance and tilt angle can both lead 
to signifi cantly reduced transfer integrals due 
to the decay of intermolecular interactions 
and electronic coupling ( Figure   2 a and  2 b). 
Additionally, the displacement of molecules 
along both long and short axis can also result 
in the decrease of wavefunction overlap and 
electronic coupling. However, the decay of of 
transfer integral exhibits an oscillations in the 
values of electronic couplings for translations 
along the long/short molecular axis ( Figure  
 2 a and  2 b). Take hole transport as in tetracene 
an example, it is noted that the transfer inte-
gral is increased when both are bonding 
or antibonding interactions between the 
 π -atomic orbitals (with a displacement of one, 
two or three benzene rings) and decreased 
when there occurs a cancellation between 
them (with a displacement of about three-
quarter benzene ring, or its integral multiple), 
as shown in inset of Figure  2 c and  2 d, indi-
cating the concept of optimal  π -atomic orbital 
overlap is more important than purely maxi-
mizing cofacial overlap to achieve effi cient 
charge transport. [  20   ,   42   –   45  ]  The intrinsic molec-
ular packing modes of organic molecules 
are signifi cantly determined by molecular 
structures, such as the molecular conjugated 
backbones (1D, 2D or more complex shapes) 
and side chains (types and positions) etc., [  11  ]  
which can be further adjusted by the subse-
quent processing conditions in some cases. [  15  ]  
Moreover, electronic property of organic mol-
ecules is another important factor affecting 
not only the charge transport property but 
also the environmental stability of materials. 
Therefore, densed molecular packing with 
maximized  π -atomic orbital overlap and 
appropriate electronic structures including 
energy gap and energy alignment are the fun-
damental requirements for achieving high 
performance organic semiconductors from 
the aspect of molecular design.  

  2.2.1   .  Common Molecular Packing Modes of Organic Molecules 
and Their Charge Transport Ways 

 Firstly, it is necessary to give an overall understanding of the 
organic molecular packing in solid state. Currently, there are 
four basic packing motifs adopted by organic molecules: (i) 

ket (4 2/h)t2 (4 RT)–0.5 exp(- /4RT)=    (1)    
 where  k et   is the charge transfer rate, h is Planck constant, 
 t  is the transfer integral,   λ   is the internal reorganization 
energy, R is the distance between molecular centers, T is 
temperature.  

      Figure 2.  a) Evolution of the INDO-calculated transfer integrals for electron and hole transfer 
in a tetracene cofacial dimer, as a function of intermolecular distance ;  b) Evolution of the hole 
transfer integral for pentacene dimer as a function of the tilt angle y. The distance between the 
two molecules is R = (3.5 + 1.5 sin y) Å, the results here are obtained from two methods,  i. e ., 
SEC (site-energy correction) and DE (direct evaluation) ;  c) and d) Evolution of the INDO-
calculated transfer integrals for electron and hole transfer in a tetracene cofacial dimer, as a 
function of the degree of translation of one molecule along its long axis (c) and short axis (d). 
The HOMO and LUMO levels of tetracene are shown in (c). For clarity, representative inter-
molecular displacements taken from crystal packing along the long and short axis of tetracene 
for dominant hole pathway are also shown in (c) and (d). a), c) and d) Reproduced with per-
mission [  28  ]  Copyright 2007, the Academic Chemical Society, b) Reproduced with permission [  40  ]  
Copyright 2010, AIP Publishing LLC. 

Adv. Mater. 2013, 25, 6158–6183

6161wileyonlinelibrary.com© 2013 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim

R
E
V
IE

W

www.advmat.de

  2.2   .  Molecular Design: Towards Condensed 
Molecular Packing with Effi cient  π -orbital 
Overlap and Optimal Electronic Structure 

 Theoretical calculation shows that both the 
transfer integral and reorganization energy 
are strongly dependent on the molecular 
structures and their corresponding molecular 
packing (arrangement). [  28,41  ]  Increase of  π – π  
stacking distance and tilt angle can both lead 
to signifi cantly reduced transfer integrals due 
to the decay of intermolecular interactions 
and electronic coupling ( Figure   2 a and  2 b). 
Additionally, the displacement of molecules 
along both long and short axis can also result 
in the decrease of wavefunction overlap and 
electronic coupling. However, the decay of of 
transfer integral exhibits an oscillations in the 
values of electronic couplings for translations 
along the long/short molecular axis ( Figure  
 2 a and  2 b). Take hole transport as in tetracene 
an example, it is noted that the transfer inte-
gral is increased when both are bonding 
or antibonding interactions between the 
 π -atomic orbitals (with a displacement of one, 
two or three benzene rings) and decreased 
when there occurs a cancellation between 
them (with a displacement of about three-
quarter benzene ring, or its integral multiple), 
as shown in inset of Figure  2 c and  2 d, indi-
cating the concept of optimal  π -atomic orbital 
overlap is more important than purely maxi-
mizing cofacial overlap to achieve effi cient 
charge transport. [  20   ,   42   –   45  ]  The intrinsic molec-
ular packing modes of organic molecules 
are signifi cantly determined by molecular 
structures, such as the molecular conjugated 
backbones (1D, 2D or more complex shapes) 
and side chains (types and positions) etc., [  11  ]  
which can be further adjusted by the subse-
quent processing conditions in some cases. [  15  ]  
Moreover, electronic property of organic mol-
ecules is another important factor affecting 
not only the charge transport property but 
also the environmental stability of materials. 
Therefore, densed molecular packing with 
maximized  π -atomic orbital overlap and 
appropriate electronic structures including 
energy gap and energy alignment are the fun-
damental requirements for achieving high 
performance organic semiconductors from 
the aspect of molecular design.  

  2.2.1   .  Common Molecular Packing Modes of Organic Molecules 
and Their Charge Transport Ways 

 Firstly, it is necessary to give an overall understanding of the 
organic molecular packing in solid state. Currently, there are 
four basic packing motifs adopted by organic molecules: (i) 

ket (4 2/h)t2 (4 RT)–0.5 exp(- /4RT)=    (1)    
 where  k et   is the charge transfer rate, h is Planck constant, 
 t  is the transfer integral,   λ   is the internal reorganization 
energy, R is the distance between molecular centers, T is 
temperature.  

      Figure 2.  a) Evolution of the INDO-calculated transfer integrals for electron and hole transfer 
in a tetracene cofacial dimer, as a function of intermolecular distance ;  b) Evolution of the hole 
transfer integral for pentacene dimer as a function of the tilt angle y. The distance between the 
two molecules is R = (3.5 + 1.5 sin y) Å, the results here are obtained from two methods,  i. e ., 
SEC (site-energy correction) and DE (direct evaluation) ;  c) and d) Evolution of the INDO-
calculated transfer integrals for electron and hole transfer in a tetracene cofacial dimer, as a 
function of the degree of translation of one molecule along its long axis (c) and short axis (d). 
The HOMO and LUMO levels of tetracene are shown in (c). For clarity, representative inter-
molecular displacements taken from crystal packing along the long and short axis of tetracene 
for dominant hole pathway are also shown in (c) and (d). a), c) and d) Reproduced with per-
mission [  28  ]  Copyright 2007, the Academic Chemical Society, b) Reproduced with permission [  40  ]  
Copyright 2010, AIP Publishing LLC. 
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Table 2.3. λreorg values (eV) for Pentacene and DT-TTF (from [30]). 

 Pentacene DT-TTF 

 
  

Isolated (boat geom.)  0.574 

Isolated (planar geom.) 0.098 0.238 

Embedded molecule 0.080 (0.32|e|)a 0.042 (0.28|e|)a 

Mobility (cm2V-1s-1) 1.5 (ref. [31]) 1.4 (ref. [32]) 

a Total charge on the charged embedded molecule. 

 

An isolated DT-TTF molecule adopts a boat conformation. This conformation of DT-

TTF has higher reorganization energy, because the molecule has planar conformation in a 

charged state and thus the transition energy from the boat conformation to planar conformation 

is high. Whilst the reorganization energy for planar geometry of DT-TTF (which is actually 

observed in DT-TTF crystals) is significantly lower. [30] 

Therefore, the geometry and its intrinsic molecular packing mode has a large influence 

on the reorganization energy as well as on the transfer integral. Dense molecular packing with 

maximized p-orbital overlap is a basic requirement for achieving high mobility in organic solids.  

2.3.6 Organic field effect transistors 

Transistors are the main building blocks in modern electronic devices. Basically, 

transistors act as amplifiers and switchers in any electronic circuit. They are used in a number of 

applications, e.g. for operating individual pixels in an active matrix displays.  

A transistor is constructed with three electrodes. The third electrode is used to control 

(switch or amplify) the current between two other electrodes (in the channel). A basic scheme of 

a field effect transistor (FET) is shown on Figure 2.15. In FETs the control electrode (gate) is 

separated from the channel by a layer of insulator. The gate electrode, insulating layer and the 

channel form a capacitor. The semiconducting layer in the channel acts as the second electrode 

in the capacitor. Therefore, a negative voltage Vg is applied to the gate electrode then the 

S
S
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associated electric field withdraws positive charges from the source electrode into a narrow 

(≤5nm) semiconductor region which borders the insulator layer (Figure 2.15). When negative 

voltage Vd is applied to the drain electrode, the current flow is enabled.  

 

Figure 2.15. Basic scheme of field effect transistor. [4] 

The interest in organic FETs is due to the possibility of processing them from solution, 

rather than using high temperature crystallization techniques as is required for silicon-based 

semiconductors. The main requirements for the organic molecules to enable their usage in FETs 

are: high charge carriers mobility, stability under ambient conditions and bias stress and 

processing from solution. [28] 

In order to achieve a high mobility in OFETs, semiconducting molecules need to pack 

along the current direction in the conducting channel, because then, the dominant charge 

transport direction is parallel to the substrate (Figure 2.16).  

 

Figure 2.16. A - Intrachain transport, along the π-conjugation direction and interchain 

transport, along the π-stacking direction or alkyl stacking direction. B - edge-on 

orientation of the polymer molecules on the substrates. (A) - Reprinted with permission from 

[19]. Copyright 2012, American Chemical Society, (B) - reprinted with permission from [33]. 

Copyright 2015, American Chemical Society. 

Single crystal transistors usually show better performance in OFETs due to their better 

molecular arrangement with no grain boundaries and minimized charge traps. However, well-
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ordered thin films, especially in the crystalline state are of great interest due to the ease of 

processing. A lot of organic molecules have been investigated for application in OFETs. Among 

them fused acene systems (e.g. anthracene, tetracene, pentacene etc.) have attracted a lot of 

attention due to the efficient p-conjugation and good crystal packing. The mobility increases 

drastically with an increase of the conjugation length of the molecule. However, the oxidation 

stability and good solubility are equally important. Both of these factors cause problems in the 

application of large fused acenes in OFETs. The oxidation problem occurs due to high HOMO 

energy level of the organic material. Insertion of suitable substituents often helps to improve the 

stability as well as increase the solubility of the compounds. This approach was used for 

pentacene (Figure 2.17a), the triisopropylsilylethynyl solubilizing groups were introduced into 

6 and 13 position (Figure 2.17b). The resulting hole mobility was reported to be up to 

4.6 cm2V- 1s-1 in a strained film. [29] 

The stabilizing effect also can be reached by introducing heteroatoms into fused rings 

systems. This is due to lower degree of aromaticity in heteroacene compounds. The DNTT 

molecule (Figure 2.17c), for example, is rather stable and exhibits reasonably high mobility up 

to 3.1 cm2V-1s-1. Insertion of alkyl chains improves solubility and it can also alter the packing 

motifs of organic molecules. It has been recently reported that alkyl chains introduced into the 

long axis of the molecule could reduce its dynamic disorder in the solid state which improves the 

charge mobility. C8-BTBT molecule (Figure 2.17d) is one of the good examples of the influence 

of the alkyl chains on the mobility. [34] This molecule is suitable for inkjet printing and exhibits 

excellent stability and hole mobility up to 31.3 cm2V-1s-1.  

 

Figure 2.17. Structures and mobility values (cm2V-1s-1)in of the organic molecules used in 

OFETs: a) pentacene [35]; b) TIPS- pentacene (strained film) [36]; c) DNTT (thin 

film)[37]; d) C8-BTBT (single crystal films produced by inkjet printing) [38]. 
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3 Materials and Methods  

 

 

 

This chapter contains information on synthesis and structural characterization of the organic 

molecules used in this thesis. It also describes general sample preparation methods and 

overviews the techniques that were used for photophysical characterization of the molecules, 

along with their basic operation principles. 
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3.1 Materials 

All chemicals were obtained from commercial sources (Sigma Aldrich, Alfa Aesar, Fluorochem, 

Fisher Scientific, etc.) and used without further purification. Solvents were either used as 

received from commercial sources (HPLC grade) or obtained from the Grubbs solvent system 

located in the Department of Chemistry. Solvents for spectroscopy studies (such as THF, ethyl 

acetate, chloroform) were purchased in spectroscopic grade purity.  

3.2 Characterization of organic compounds 

3.2.1 Thin Layer Chromatography (TLC)  

TLCs were performed on aluminium TLC plates purchased from Merck, silica gel 60 coated with 

fluorescent indicator F254. Visualisation was performed using UV light. 

3.2.2 Melting points (Mp) 

Melting points were obtained using Gallenkamp Melting Point Apparatus. The obtained melting 

points were compared to the values reported in literature if this information was available.  

3.2.3 Mass Spectrometry (MS)  

GC-MS spectra were recorded on Perkin Elmer Turbomass mass or Agilent 7200 GC-MS QToF 

spectrometers equipped with Perkin Elmer PE-5MS Capillary column, using electron impact 

(EI+) or chemical ionisation (CI+) methods; the column was ramped from 60 °C to 360 °C at 20 

°C min-1 and then held at 300 °C for 20 mins. For some cases Bruker Reflex III MALDI-TOF 

and Waters LCT Premier Solids Probe Analysis mass spectrometers were used.  

3.2.4 Fourier Transform Infrared spectroscopy (FT-IR)  

FT-IR absorption spectra were recorded on Nicolet Model 205 FT-IR Spectrometer. All the 

samples were analysed using the ATR technique. 
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3.2.5 Nuclear magnetic resonance (NMR)  

NMR spectra were recorded on Bruker AVII-250, Bruker AVII-400, Bruker AVIIIHD 500MHz 

or Bruker AV 400MHz spectrometers at 22°C. Samples were recorded in solutions of CDCl3 or 

d6-DMSO purchased from VMR Chemicals. Proton chemical shifts (d) are reported in ppm 

downfield from tetramethylsilane (TMS).  

3.2.6 Elemental analysis 

Elemental analysis was performed using Vario MICRO cube CHN/S analyser. Precise quantity 

of the sample was catalytically combusted and reduced, producing N2, CO2, H2O and SO2. The 

proportion of these gasses is then detected and the % of each element can be calculated. Halogens 

content is determined using the Schoninger flask combustion method. In this case, the material 

is combusted in oxygen rich atmosphere, the resulting gasses. The detection limit of the analyser 

is 0.3%. 

3.3 Materials characterization  

3.3.1 Cyclic voltammetry (CV) 

In the CV experiment forward and reverse linear potential scans are applied to materials 

in a concentrated electrolyte solution. The oxidation (or reduction) of a molecule in a solution 

can occur due to a heterogeneous electron transfer from the molecule to the electrode (or vice 

versa). Oxidation of a material is indicated by an anodic wave on the positive forward scan, 

whereas a cathodic wave (on the reverse scan) is a sign of reduction. [39][4] 

CV experiments were conducted using a Princeton Applied Research Model 263A 

Potentiostat/Galvanostat at room temperature in degassed dichloromethane solutions of the 

investigated molecules (concentration: 1mM) using 0.1M n-Bu4NClO4 as a supporting 

electrolyte. The cell was equipped with a Pt working electrode, Pt rode as the counter electrode 

and an Ag/Ag+ reference electrode. The solutions of investigated materials were scanned at 

50mV/s rate. The HOMO energy levels were calculated using the onset potentials corrected 

against the Ferrocene(Fc)/Ferrocene+ couple: EHOMO = – (4.8+Eox+Fc correction) [eV]; LUMO 
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energy was calculated using the value of optical band gap (determined as an onset of absorption): 

ELUMO = EHOMO + Eg.[40] 

3.3.2 Thermogravimetric analysis (TGA) 

TGA was used to establish the stability of the samples and the data presented in this thesis 

features the 5% decomposition temperature of the molecules.  

The thermal stability of the molecules was tested by TGA using Pyris 1 Perkin Elmer 

TGA thermobalance. The experiments were carried out in nitrogen atmosphere (25 mL/min). 

Samples were subjected to thermal degradation between 25 and 800oC at heating rate 10oC/min.  

3.3.3 Differential Scanning Calorimetry (DSC) 

Our DSC is a heat flux-based device, which means the sample and the reference are 

directly connected through a low-resistance heat-flow path (metal disc). The temperature of the 

sample cell corresponds to the temperature of both the sample and the reference material. The 

temperature of the cell is varied (in our case from -30 to 250oC) and the temperature difference 

between the sample and the reference is recorded as a function of temperature. The data is 

presented as heat flow vs temperature. Heat flow represents ratio between unit of heat per unit 

time and is given in W/g. The measurement allows to establish thermal transitions (such as 

melting, crystallization and glass transitions) in materials of interest. 

Calorimetric analysis was carried out on Pyris 1 Perkin Elmer thermal analyser. Samples 

(5-10 mg) were heated in nitrogen atmosphere (20 mL/min) with heating rate of 10 oC/min. 

Calorimeter was calibrated using indium standard (heat flow calibration) and indium-lead-zinc 

standard (temperature calibration).  

3.3.4 X-Ray crystallography and diffraction 

Single crystals for X-Ray diffraction were obtained by careful crystallization from 

THF : hexane solvent system. The molecules were placed in a small tube and dissolved in small 

amount of THF (~0.5 mL), the tube with this solution (not sealed) was then placed in a bigger 

tube filled with a couple of millilitres (~2-3 mL) of hexane. The larger tube was carefully sealed 

to prevent solvents evaporation. This system was left in a dark place at ambient temperature for 

2 weeks. This approach allows for a slow solvent mixing and results in very slow crystallization. 

The polymorph 2 of C8-C-inin was crystallized from 30mM toluene solution, which has been 
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kept in the freezer for 6 months. The thin films XRD was obtained from polycrystalline 

evaporated films (80 nm) on Si/SiO2 (300nm) substrate.  

X-Ray crystallography and diffraction was performed by Dr. Craig Robertson, X-ray 

Crystallography Service Manager at Department of Chemistry, University of Sheffield.  

Single Crystal XRD 

Intensity data was collected at 100 K on either a Bruker SMART APEX-II CCD 

diffractometer operating with a MoKα sealed-tube X-ray source or a Bruker D8 Venture 

diffractometer equipped with a Photon 100 CMOS detector using a CuKα microfocus X-ray 

source. Crystals were mounted in fomblin oil on a MiTiGen microloop and cooled in a stream of 

cold N2. Data were corrected for absorption using empirical methods (SADABS) based upon 

symmetry equivalent reflections combined with measurements at different azimuthal angles. The 

crystal structures were solved and refined against F2 values using ShelXT for solution and 

ShelXL for refinement accessed via the Olex2 program. Non-hydrogen atoms were refined 

anisotropically. Hydrogen atoms were placed in calculated positions with idealized geometries 

and then refined by employing a riding model and isotropic displacement parameters. 

Powder XRD 

Samples were placed onto a zero-background silicon wafer in a sample holder. X-ray 

diffraction data were collected using Cu-Kα (λ = 1.541 Å) radiation on a Bruker D8 ADVANCE 

X-ray powder diffractometer in Bragg-Brentano Geometry equipped with a high-resolution 

energy dispersive Lynxeye XE detector. 

 Interplanar distances were calculated were possible using Bragg’s law:  

[ê = 2`ÿŸ1º⁄[€ÿŸ1	 (3.1) 

where € – is Bragg angle, `ÿŸ1 – interplanar distance, ê – radiation wavelength, n –order of 

reflection.  

3.3.5 Grazing incidence X-ray scattering (GIWAXS) 

GIWAXS was performed and analysed by Dr. Daniel Toolan at the Department of 

Chemistry, University of Sheffield. GIWAXS measurements were carried out on a Xeuss 2.0 

instrument equipped with an Excillium MetalJet liquid gallium X-ray source. Films prepared on 

glass where collected for 900 s using collimating slits of 0.5 × 0.6 mm (“high flux” mode). 

Alignment was performed via three iterative height (z) and rocking curve (Ω) scans, with the 
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final grazing incidence angle set to Ω = 0.3º. Scattering patterns were recorded on a vertically-

offset Pilatus 1M detector with a sample to detector distance of 385 mm, calibrated using a silver 

behenate standard to achieve a q-range of 0.035 – 2.0 Å-1. Data reduction was performed using 

the instrument-specific Foxtrot software. 

3.3.6 Atomic force microscopy (AFM) 

Atomic force microscopy (AFM) was performed by Guy E Mayneord in the group of 

Dr Matthew Johnson, Department of Molecular Biology and Biotechnology. Peak Force – 

Quantitative Nanomechanical Mapping (PF-QNM) in air was used for imaging, maintaining a 

modulation frequency of 2kHz, and a peak force value no greater than 500pN and image size of 

1024 pixels. Bruker ™ SNL AFM probes were used for imaging. Imaging was performed in 

Nanoscope 9.2, and data analysis was performed in Nanoscope Analysis 1.8 and MATLAB 

2017a. 

3.4 Photophysics 

3.4.1 Sample preparation for photophysics measurements 

Solutions 

Materials were dissolved in appropriate solvents. Materials that could not be dissolved in 

ambient conditions were sonicated with heating (20 mins, the temperature depended on the 

solvent boiling point). Polymer solutions were prepared in two stages, first a small amount of 

solvent was added to the solid polymer and the suspension was left soaking for 24 hours, then 

the concentrated polymer solution was diluted to a necessary concentration. Concentration of 

polymer solutions was 25 mg/mL, concentrations of materials varied from 10-4 to 10-6 M.  

All the measurements were performed in quartz spectroscopic cuvettes or quartz NMR 

tubes. If necessary, solutions were degassed using a standard freeze-pump-thaw degassing 

technique. Some of the solutions were prepared in nitrogen atmosphere of glovebox.  
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Films 

Films were either spin-coated or vacuum deposited on quartz substrates. Substrates were 

thoroughly cleaned before use. First of all, they were soaked in acid mixture (HCl3:HNO3) for 24 

hours, then washed with water until neutral pH and then sonicated in isopropanol, followed by 

ozone cleaning for 20 mins.  

Spin-coating 

Spin-coating was conducted on a commercial apparatus. A 1´2 cm substrate was placed 

on spin-coater and fixed according to spin-coater manufacturer requirement, 50 µL of solution 

of suitable concentration was pipetted onto a substrate. Then, the substrate was spun at high speed 

(2000 rpm) for 60 seconds. The concentration of solution, solvent, speed and duration of spinning 

affect the thickness of the resulting film. These parameters will be given where relevant for each 

sample individually. The thickness of the films was determined using Bruker DekTak XT surface 

profiler.  

Vacuum deposition 

Evaporated films were made using Angstrom Evaporator commercial thermal evaporator. 

The thickness of the sample is controlled in the software of the device and was calibrated by 

DekTak XT measurements for the materials used in this thesis. The thickness of the films for 

optical measurements was 80nm, for thin film transistors 10-20nm.  

3.4.2 UV-Visible absorption 

Absorption spectra were measured using Agilent Technologies Cary 60 Spectrometer. 

The spectra were recorded at room temperature (25oC) and corrected against pure solvent or 

blank substrate. The efficiency of light absorption is characterized by absorption (A) or 

transmission (T): 

‹(ê) = log
m›
<

m›
= −Ø(ê)	 (3.2) 

These values are related to molar absorption (extinction) coefficient. We used the Beer-

Lambert law to determine extinction coefficients in solution: 

‹(ê) = log
m›
<

m›
= ](ê)fifl	 (3.3) 
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where A stands for absorbance, m›< and m› is the light intensities of the beam entering and leaving 

the absorbing medium,	](ê) is the molar absorption (extinction) coefficient (L mol-1cm-1), C is 

the molar concentration (mol L-1), fi is the absorption path length (cm). [3]  

The absorption coefficient ‡(ê) is absorbance divided by the optical pathlength: 

‡(ê) =
‹(ê)

fi
=
1

fi
log

m›
<

m›
	 (3.4) 

m› = m<10
Y0(›)1	 (3.5) 

Another way to describe the same process is through Napierian absorption coefficient: 

·(ê) =
‹(ê)

fi
= ‡(ê)	ln 10 = ‡(ê)×2.3	 (3.6) 

Napierian absorption coefficient is directly related to absorption cross-section which can 

be calculated as follows: 

â =
·(ê)

‚
= 3.82 × 10YGx](ê)	 (3.7) 

where â stands for absorption cross section, N is a number of absorbing chromophores. Equation 

(3.7) also shows that the absorption cross section also relates to absorption (extinction) 

coefficient.  

3.4.3 Steady state photoluminescence 

 Steady state fluorescence spectra were measured using Jobin Yvon Horiba Fluoromax4 

(equipped with xenon arc lamp) or Agilent Technologies Cary Eclipse Fluorescence (equipped 

with xenon flash lamp) spectrofluorometers.  

Phosphorescence spectra were measured on the Eclipse Cary spectrometer because it 

allows to have a time delay. Phosphorescence spectra were recorded at 77K using liquid nitrogen 

as a cooling media. Samples were placed in quartz NMR tubes and cooled down in a custom-

made transparent quartz Dewar, thus allowing to maintain the sample temperature at 77K. 

Samples with low phosphorescence quantum yield could not be measured using Cary Eclipse, 

due to lack of sensitivity. In those cases, measurements were performed using laser excitation 

with ICCD detection. The excitation wavelengths were determined from UV-vis spectra and were 

specific to every sample.  



Chapter 3: Materials and Methods 

 44 

3.4.4 Photoluminescence quantum yield (PLQY) 

PLQY is a number of photons emitted relative to the number of photons absorbed.  

Solutions 

 In solutions the quantum yields of fluorescence were determined by comparison of the 

emission spectra of material with emission from an optically matched solution of the reference.  

This is standard procedure and was extensively described in literature. [41][42] 

 Quinine sulfate (0.1M in sulfuric acid) and 9,10-diphenylantracene (in cyclohexane) were 

used as references. The optical density of the solutions was kept below 0.05 (which is 

approximately 1µM for studied materials and 10µM for quinine sulfate). To determine 

fluorescence quantum yield steady state absorption and emission of the reference and materials 

solutions were measured on the same day in the same cuvette. Absorption background was 

corrected using corresponding pure solvent. The data for PLQY for each compound was taken 

from 5 different solutions.  

From the obtained data the PLQY was determined using the equation:  

„‰vÂ = „‰vÂë3@ ∙
m

më3@
∙
‹ë3@

‹
∙
[G

[ë3@
G 	 (3.8) 

where m – integrated intensity of emission from the sample, më3@	– integrated intensity of emission 

from the reference, ‹ is the value of absorbance of the material at the excitation wavelength, ‹ë3@ 

– is the value of absorbance of the reference at the excitation wavelength, n – refractive index of 

the solvent of the material solution, nref – refractive index of the solvent of the reference solution, 

„‰vÂë3@ – photoluminescence quantum yield of the reference, taken from literature. [41] 

Table 3.1. Photoluminescence quantum yields of the reference materials. [41] 

Reference Solvent Excitation wavelength 
(nm) 

PLQY 

Quinine sulfate 0.1M H2SO4 350 
366 

0.577 
0.53 

9,10-Diphenylantracene cyclohexane any 1.0 

 

Films 

PLQY of films were measured in an integrating sphere, which is a sphere that is coated 

with diffuse, uniformly reflective paint. To determine PLQY two spectra were collected: first 
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measurement - the blank substrate, and second measurement - the substrate with the sample. Each 

sample was measured 5 times. To calculate PLQY the following equation was used: 

„‰vÂ = 	
„Ê

‰0 − ‰Ê
	 (3.9) 

‰0 - is the integrated intensity of the excitation beam (number of photons in the excitation 

wavelength region) determined in the first measurement, ‰Ê - is the integrated intensity of 

attenuated excitation beam (number of photons in the excitation wavelength region after the 

illumination of the sample) determined in the second measurement. „Ê –  integrated intensity of 

the sample emission (the number of photons emitted by the sample) determined in the second 

measurement. [43] 

3.4.5 Triplet yields 

Triplet states can interact with oxygen in ground state to produce singlet oxygen. It is a 

common practice to employ singlet oxygen emission to quantify the triplet yields in solution. 

However, due to technical limitation in our lab the UV excitation and precise detection of singlet 

emission (1275nm) wasn’t possible. For this reason, we employ an indirect method of singlet 

oxygen detection. We use a solution of singlet oxygen sensor - 9,10-dimethylanthracene (DMA) 

to determine the quantity of the formed singlet oxygen. We monitor the change in absorbance of 

DMA as it reacts with the singlet oxygen over 1.5 hour.  

Examined material was dissolved in toluene, concentration was adjusted to have optical 

density of material at excitation wavelength less than 0.1. To this solution a concentrated DMA 

solution (~1.6mM, 10-20µL) was added, the optical density of DMA was kept less than 0.6. The 

resulting solution was exposed to UV light (with stirring) for a fixed time period and then the 

absorption spectrum of the solution was measured. Exposure times were 0-90 minutes, with 

5 mins time intervals. Pulsed laser was used as a UV-light source: 320 nm (1 kHz, 0.5 mW) – for 

C8-BTBT and n-BTBT, 355 nm (1 kHz, 0.4 mW) for diBT. Each compound was measured 5 

times using 5 different solutions and these measurements were accompanied by the measurement 

of the refence solution in the same conditions. We used optically matched phenalenone solution 

as a reference (FT = 100%). [44]  

Therefore, in this experiment we excite the chromophore and generate singlet oxygen. 

Then singlet oxygen reacts with DMA which results in lowering of its absorbance. To quantify 

this process reliably, we measure decrease in absorbance as a function of time and hence we 
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obtain the rate of singlet oxygen reaction with DMA. We compare this effect caused by triplets 

of the compounds of interest with that using a well characterized standard molecule 

(phenalenone). We estimate the triplet yield using the following equation: 

Φƒ = 	
Ä

?
1 − 10Ö

Ñ

ß
?ë3@

1 − 10ÖËÈÍ
®

∙ 100%	 (3.10) 

where A is absorbance of the reference and a compound of interest at the excitation wavelength, 

k – is the slope on the graph of ADMA vs exposure time. ADMA was taken at 380 nm.  

The obtained results were averaged, and the standard deviation was determined. The 

results should be treated with caution, because the singlet oxygen formation can be affected by 

the structural differences of the compounds, e.g. presence of the alkyl chains and their 

arrangement in solution.  

3.4.6 Rate constants calculation 

The rate constants were determined from the following equations [4]:  

“ë0Ï =
1

?ë0Ï + ?9ë
	 (3.11) ?ë0Ï =

„‰vÂ

“ë0Ï
	 (3.12) 

    

?∏t√ =
Øπ⁄áfisÌ	Ó⁄sfi`

“ë0Ï
	 (3.13) ?9ë = ?∏t√ + ?∏√	 (3.14) 

“ë0Ï – time-constant of singlet radiative decay 

?ë0Ï – radiative decay rate constant 

?∏t√  – intersystem crossing rate constant  

?9ë – non-radiative decay rate constant  

?∏√  – internal convertion rate constant  

3.4.7 Laser setup 

The laser experiments were performed in the Lord Porter Laser Laboratory at the 

University of Sheffield, except where otherwise is stated.  
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Solstice 

Solstice is an enclosed Titanium : Sapphire laser system with 800 nm fundamental 

wavelength, 120 fs pulse duration and 1 kHz frequency.  

Nd:YAG laser 

This is abbreviation for Neodymium-doped Yttrium–Aluminum garnet matrix laser with 

fundamental wavelength of 1064 nm and 500 ps pulse duration. We generate 355 nm pulses 

through frequency tripling using removable modules. The frequency of the pulses is 5 kHz when 

used with ICCD.  

UV-light generation 

We used the output of Solstice to obtain 320 nm excitation for spectroscopic study of 

BTBT derivatives. To obtain the UV excitation, the 800 nm beam was sent through a traveling-

wave optical parametric amplifier of white light continuum (TOPAS). TOPAS output is a 

tuneable IR frequency beam. For our purposes, we chose 1280nm beam.  

To generate 320 nm pulse, we used two sequential second harmonic generations (SHG). 

SHG is a nonlinear optical process that occurs when two photons of the same energy interact in 

nonlinear medium resulting in generation of a new photon with doubled energy. Thus, 1280 nm 

was sent through a β-barium borate (BBO, θ = 21.2o) giving 640nm beam. This output was then 

focused onto the BBO, θ = 42.3o to give 320 nm light which was then collimated and used for all 

of the time-resolved experiments on BTBT derivatives.  

3.4.8 Time resolved photoluminescence spectroscopy using Time Gated 

Intensified Charge-Couples Device (ICCD) 

CCD is a type of very sensitive imaging detector that contain large number of small light-

sensitive areas (pixels). When a pixel is exposed to light, it accumulates charge in proportion to 

total light exposure. Intensified CCDs uses gain to overcome the read noise limit. Besides a better 

signal to noise ratio, ICCD can have a fast gating time, which allows time-resolved 

measurements. Simple scheme of ICCD is presented on Figure 3.1. The amplification and gating 

occur in the image intensifier tube. The tube contains photocathode, microchannel plate (MCP) 

and a phosphor screen in vacuum. The interaction of photon with photocathode results in 

photoelectron emission. A high potential that is applied to MCP forces the photoelectron to travel 

towards MCP. As a result, it is forced to pass though one of the channels of MCP, where 
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secondary electrons are generated and accelerated. This amplified signal is then turned back to 

photons though the interaction with phosphor. This output is directed to CCD camera. The time 

resolution (gating) is achieved by reversing the voltage between photocathode and MCP. In our 

setup time-resolution is around 2ns. The output that we get from our ICCD is a whole emission 

spectrum. To obtain the kinetic profile of emission we take intensity of emission at selected 

spectral range (usually 10 nm or less) at different gating time. [45][46] 

All of the experiments were performed on ICCD spectrometer (Andor Oxford 

Instruments) with instrument response of 2 ns. In all of the experiment, optical filters were used 

to protect ICCD camera and eliminate excitation peak. For all the experiments with 355nm 

excitation, the filter was GG395. Therefore, the PL spectral shape was affected in all of the 

experiments. The spectral shape was corrected where necessary using filter transmittance 

spectrum.  

A background (electronic and room light) was subtracted from all of the obtained spectra. 

The background was recorded at the time-delay before the laser pulse. We also accomplished the 

control experiments where only solvent without the chromophore was measured.  

Spectra were corrected for ICCD sensitivity using a correction spectrum, which was 

obtained by comparing the white light spectrum of a standard white light source with a well-

characterized spectrum obtained using our experimental setup and the spectrum provided by the 

white light source manufacturer. Due to a small intensity of the white light of the source and poor 

quantum efficiency of our ICCD in the UV (below 400 nm) region, the resulting correction file 

was not able to fully correct the obtained intensities. Therefore, there would be some difference 

in the intensity between the spectra obtained using fluorimeters and the ICCD.  
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Figure 3.1. Basic working principle of a time-gated ICCD and the resulting data output. 

3.4.9 Streak camera 

Streak camera data was obtained by Dr. Sai Rajendran in the group of Prof. Ifor Samuel, 

School of Physics and Astronomy, University of St Andrews. The experiments were performed 

using Hamamatsu C10910 streak camera with temporal resolution of ~ 2 ps coupled to a Pharos 

femtosecond laser system (Light Conversion). Excitation pulses at 320 nm (180 fs) were 

generated using an Orpheus OPA. 

3.4.10 Transient absorption (TA) 

TA is a technique which allows to monitor excited states relaxation dynamics via 

measuring absorption of those states. This experiment requires two laser pulses: monochromatic 

high energy pulse (pump) which creates excited states and a weak broad pulse (probe - white 

light) which allows to monitor the dynamics. A simplified TA principle is shown in Figure 3.2. 

In order to generate excited states, the energy of pump pulse must be on resonance with 

electronic transitions of the studied molecule. The probe pulse is passed through the same sample 

volume within certain time delay with respect to pump pulse (e.g. Dt1, Dt2, Dt3). For each time 

delay, two signals need to be recorded: probe spectrum after interaction with the excited sample 
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(pump on) and probe spectrum after interaction with not excited sample (pump off). Then the 

difference between these two signals is analysed. [47] 

 

Figure 3.2. Basic principle of transient absorption. 

 

In this thesis the data are presented in normalized difference transmission (DT/T):  

∆Ø

Ø
= 	
Ø8Ôo8	/9 − Ø8Ôo8	/@@

Ø8Ôo8	/@@
	 (3.15) 

where T is transmission with pump on (signal) or off (the background). Division of the 

transmission difference by the transmission at pump off normalizes the spectral shape by the 

spectral shape of the probe pulse.  

Normalized difference transmission (DT/T) can be converted into difference of 

absorbance using the following equation:  

∆Ø

Ø
÷ 2.3 = 	−Δ‹	 (3.16) 

There are three types of signals generated in transient absorption spectra (Figure 3.3): 

• Ground state bleach (positive on DT/T scale). Occurs due to depopulation of the ground 

state as a result of pump pulse absorption. Consequently, less of the probe beam is 

absorbed compared to pump off spectrum.  
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• Stimulated emission (positive on DT/T scale). Occurs due to interaction of the singlet 

excited state with the specific energy range of probe beam resulting in relaxation of the 

singlet excited state through light emission. It has the roughly the same position as 

fluorescence spectra.  

• Photoinduced absorption (negative on DT/T scale). Absorption of excited states. [47] 

 

Figure 3.3. Schematic illustration of signals types in transient absorption. 

 All of the transient absorption data in this thesis were taken on Helios Transient 

Absorption spectrometer made by Ultrafast Systems aligned by Alexander J Auty (Prof. Julia 

Weinstein research group). Spectra Physics ~40 fs 10 KHz amplifier laser was used as a light 

source. The wavelengths required for the experiments were generated using TOPAS and will be 

stated individually next to the corresponding figures.  

3.4.11 Resonance Raman spectroscopy 

IR and Raman spectroscopy are types of vibrational spectroscopy, and thus, the energies 

that are detected are those required to cause nuclear motion. However, Raman greatly differs 

from IR spectroscopy. In IR, the sample is exposed to a range of frequencies. The sample absorbs 

the frequencies that match its intrinsic vibrational frequencies which results in promotion of the 

molecule into an excited state. The loss of frequency in initial radiation is then detected.  

The process is very different in Raman spectroscopy. It is a technique based on light 

scattering rather than light absorption. In Raman scattering a single frequency radiation is used, 

this radiation is scattered from the sample. In this case, the light interacts with the molecule and 

polarizes the electron cloud around the nuclei to form a ‘virtual’ state. If no change in position 
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of nuclei occurs, then only elastic (Rayleigh) scattering will be observed (Figure 3.4). This means 

that the molecule is excited in ‘virtual’ state and then relaxes into original vibrational state.  

However, if the nuclear motion occurred, the energy could be transferred from the 

incident photon to the molecule or vice versa (Raman scattering) and thus the molecule relaxes 

to a different vibrational state. Thus, the energy of the scattered photon will differ from the initial 

photon’s energy by one vibrational unit and this change will be detected.  

For this thesis we used resonance Raman technique. In this technique, the excitation energy 

is chosen to be close to that of electronic transition. In our case it was 282 nm, which is a bit 

higher than S0-S2 electronic transition of BTBT derivatives. The lower energies were also tested; 

however, a significant fluorescence background was observed which resulted in poor quality of 

data.  

The basic principle of resonance Raman is shown on Figure 3.4. The electron is first 

absorbed into the molecule and nuclei relax to the excited state equilibrium geometry. The 

scattering occurs not from a ‘virtual’ state but from the actual electronic excited state. A 

significant enhancement of the Raman signal occurs for the vibrations that are involved in the 

electronic transition resonant with excitation energy. [48] 

 

Figure 3.4. Resonance Raman theoretical principle [48]. 

The Raman cross sections were calculated from the following equation:  

â7

âÊM9
=

m7 ∙ ∂ÊM9 ∙ [(1 + 2H)/(1 + H)]7

mÊM9 ∙ ∂7 ∙ [(1 + 2H)/(1 + H)]ÊM9
	 (3.17) 
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where â7 and âÊM9 are Raman cross sections of the sample and cyclohexane, respectively; ∂ is 

concentration in mol/L; m is the scattered intensity determined by integration of peak areas; H is 

depolarization ration, which for all of the studied samples was assumed to be 0.33.  

All of the obtained Raman cross sections were corrected for self-absorption using the 

following equation: 

â7
Ê/ë = 	â7 ∙

]7 + ]<

]ë + ]<
	 (3.18) 

where â7Ê/ë- corrected Raman cross section; ]7	– extinction coefficient at scattered frequency; ]< 

– extinction coefficient at laser frequency; ]ë – extinction coefficient at the reference frequency 

(801 cm-1).  

Resonance Raman was performed in collaboration with Prof Sophia Hayes at the 

University of Cyprus.  

3.5 Computational Methods 

3.5.1 Molecular dynamics (MD) and spin-orbit coupling matrix element 

(SOCME) 

Computations in Chapter 4 and Chapter 5 were performed by Dr. Theo Keane in the group 

of Prof Anthony Meijer at Department of Chemistry, University of Sheffield. The following 

methods were used: calculations were carried out using ORCA 4.1.0. Density functional theory 

(DFT) and linear-response Tamm-Dancoff approximated time-dependent DFT calculations were 

performed using the CAM-B3LYP exchange-correlation functional and the def2-TZVP basis set. 

Resolution-of-the-identity and the chain-of-spheres approximation was used in order to simplify 

the computation of some of the integrals, with the appropriate auxiliary basis sets. The solvent 

environment (toluene) was included implicitly in the calculations using the conductor-like 

polarizable continuum model (CPCM). The lowest 20 singlet and triplet excited states were 

sought, and the spin-orbit coupling matrix-elements between them evaluated using the 

seminumerical, mean-field approach, RI-SOMF(1X), of Neese. Numerical analysis was 

performed using Python 3, NumPy and SciPy. 
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Molecular dynamics calculations were performed by Dr. Daniel Cole (School of School 

of Natural and Environmental Sciences, University of Newcastle) and Lupeng Yang (University 

of Cambridge).  

Computations in Chapter 7 were performed by Dr. Anna Stradomska at School of 

Chemistry, University of Glasgow. The following methods were used: all calculations performed 

with Gaussian09 rev. D01, using density functional theory with CAM-B3LYP functional and 

def2-TZVP basis set, in vacuum. Vertical excitation energies and oscillator strengths for singlets 

calculated with TDDFT, vertical triplet excitation energies with DSCF. Excited state geometry 

optimizations for S1 performed with TDDFT, for T1 with DFT. 

3.5.2 Frank-Condon analysis 

For Frank-Condon analysis a self-written Python script was used to simulate the measured 

spectra on the basis of the equation (2.13) using a mean vibrational energy. Details of equation 

are explained in section 2.2.3. 

The fitting of the simulated function to the experimental data was accomplished using an 

open source package SciPy (Jones E, Oliphant E, Peterson P, et al. SciPy: Open Source Scientific 

Tools for Python, 2001, http://www.scipy.org/). 

import numpy as np 
import math 
import matplotlib.pyplot as plt 
from lmfit import Model 
file = np.loadtxt("data.txt") 
x=np.array(file[:,0]) 
y=np.array(file[:,1]) 
#Function: 
def FCprogressionPL(x, huangrhys_parameter, energy_00, vibration_energy, broadening, scaling_factor): 
  y1=0 
  for i in range (10): 
    franck_condon_factor = np.exp((1)*huangrhys_parameter)*(huangrhys_parameter**i)/math.factorial(i) 
    gaussian = np.exp(-((x - energy_00 + i*vibration_energy)**2)/(2*broadening**2)) 
    y1+=franck_condon_factor*gaussian 
  return scaling_factor*y1*(x**3) 
#Fitting using specified function: 
FC_model = Model(FCprogressionPL) 
params = FC_model.make_params(huangrhys_parameter=1.24, energy_00=3.21, vibration_energy=0.19, 

broadening=0.038, scaling_factor=0.065) 
result = FC_model.fit(y, params, x=x) 
#Plotting the result: 
plt.plot(x, y, 'k-') 
#plt.plot(x, result.init_fit, 'b--') 
plt.plot(x, result.best_fit, 'r-') 
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plt.show() 
overall_fit=np.array([x,y,result.best_fit]) 
print(result.fit_report()) 
#Saving result: 
with open('fit_result.txt', 'w') as fh: 
  fh.write(result.fit_report()) 
np.savetxt("data.csv", np.transpose(overall_fit), delimiter=",") 

 

 A multimode Frank-Condon analysis was preformed using a Python script that was 

written together with David Bossanyi, a PhD student at Dr. Jenny Clark’s group. The script is 

now available online. [49] 

3.6 Devices preparation and performance evaluation 

3.6.1 OLEDs 

We used patterned ITO glass OLED substrates with 3 mm x 1.5 mm (4.5 mm2) pixel size 

as a transparent anode purchased from Ossila Ltd. The substrates were cleaned according to 

recommendations from manufacturer. PEDOT:PSS (Ossilla Ltd) was used as a hole-transporting 

layer. It was filtered (0.45µm PVDF filter) and spinned onto a clean substrate (5000 rpm, 30 sec, 

50 µL). Then the layer was dried at 120oC for 15 mins. C8-C-inin film was spinned on top of dry 

PEDOT:PSS layer (12 mg/mL, 2000 rpm, 60 sec, 50 µL). This was followed by sequential 

vacuum thermal evaporation of TPBi (400 nm) which was used as electron transporting and hole 

blocking layer and LiF (3 nm)/Al (100 nm) as a bilayer cathode. The obtained devices were 

encapsulated with UV curable Encapsulation Epoxy E131 (Ossila) and a glass slide in an inert 

atmosphere. The active area of device was 4 mm2. Current-voltage sweeps were performed using 

a Keithley 2602 source measure unit. The electroluminescence spectra were recorded using 

Andor Shamrock SR193i spectrograph.  
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Figure 3.5. Schematic representation of the OLED architecture (left) and picture of 

fabricated device and pixel emission (right). 

3.6.2 Organic Thin Film Transistors (OFETs) 

The devices were fabricated (apart from organic semiconductor vacuum thermal 

evaporation) and evaluated by Zahrah Alqahtani, PhD student in Martin Grell’s group at the 

Department of Physics and Astronomy, University of Sheffield.  

Silicon substrates consisting of a heavily p-doped silicon gate electrode covered with a 

300-nm thick thermally grown SiO2 insulating layer (capacitance = 11nFcm-2) were purchased 

from Ossila Ltd. The substrates were treated with a monolayer-forming substance: 

hexamethyldisilazane (HDMS) or CYTOP®, structures are shown on Figure 3.6. HMDS 

treatment was carried out by spraying 1 mL of HMDS into the air inlet of vacuum oven with a 

clean substrate inside at 80oC, the film was kept in this atmosphere for 2 h. CYTOP (35 µL) was 

spinned on a substrate at 1000 rpm for 40 s.  

On the treated (or untreated) substrates homogeneous thin films of organic 

semiconductors (20 nm) were thermally evaporated in vacuum with the rate of 0.2 Å/s. This was 

followed by vacuum thermal evaporation of gold source and drain electrodes (100 nm) through 

a shadow mask to create electrodes pattern. The dimensions of transistor channel were: width 

(W) = 1000 µm, length (L) = 30µm; W/L = 33. General device structure of the obtained OFETs 

is shown on Figure 3.7.  
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Figure 3.6. Chemical structure of substances used for monolayers. 

 

Figure 3.7. Schematic layout of thin film transistor (left) and a photo of fabricated device 

(5 transistors per substrate) (right).  

The electrical measurements were performed using Keithley 2400 Source Meter. The 

output characteristics were evaluated by measuring a drain current (ID) at gate voltages (VG) of 

0, -10, -20, -30, -40, -50, and -60 V while sweeping drain voltage VD from 0 to -60 V. Transfer 

curves (ID vs. VG) were recorded by sweeping VG from 0 to -60 V in step of 5 V at linear (VD= - 

10 V) and saturation (VD= - 60 V) regimes.  

 Based on the obtained data, we evaluated the following parameters: 

• The mobility (μ) in linear regime (VD<<VG - VTh) can be expressed as: 

K159 =
‰

Ûfl5ÙÀ
ß
ımÀ

ıÙ̂
®	 (3.19) 

where fl⁄ - insulator capacitance, W - channel width and L refers to the channel length (in our 

devices W/L= 33), m‘ - drain current and Ù˜ - gate voltage. 

• In saturation regime (VD > VG - VTh), the mobility is given by: 

K70. =
2‰

Ûfl5
à
ı∞mÀ,t0.

ıÙ̂
ä

G

	 (3.20) 

• Threshold voltage (Vth): fit a straight line to the characteristics at high VD and read 

the threshold as the intercept of that line with the VG axis. 

• On/Off Current ratio: ratio between ID (VG=VD=V) and ID (VD=0, VD=V). It is important 

to have high ratio for low driving voltage and good signal to noise.   
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3.7 Synthetic procedures 

3.7.1 Benzothieno[3,2-b]benzothiophene (BTBT) derivatives 

2-[2-(Trimethylsilyl)ethynyl]thioanisole (1) [50] 

 

To a solution of 2-iodothioanisole (1.44 mL, 10.3 mmol), PdCl2(PPh3)2 (0.1446 g, 2 mol %), and 

CuI (0.038 g, 2 mol %) in thriethylamine (40 mL), 12.36 mmol of trimethylsilyl acetylene (1.2 eq, 

1.75 mL, 12.36 mmol) in 10 mL of triethylamine was added dropwise. The reaction flask was 

evacuated and refilled with argon several times, and the mixture was stirred at room temperature 

for 2 hours. After completion of the reaction (TLC, eluent: petroleum ether), the reaction mixture 

was washed with 2M aq HCl solution and extracted with ethyl acetate. The combined organic 

layers were dried over MgSO4 and concentrated under vacuum to yield the crude product. The 

product was purified by column chromatography on silica gel using petroleum ether as an eluent. 

2-[2-(Trimethylsilyl)ethynyl]thioanisole was obtained as a yellow liquid, the yield was 2.2g 

(98%). 1H and 13C NMR match the reported spectra. [50] 

1H NMR (CDCl3) d (ppm): 7.44 (1H, d, J=7.6 Hz), 7.31 (1H, m), 7.15 (1H, d, J=7.8 Hz), 7.08 

(1H, td, J=7.5 Hz), 2.5 (3H, s), 0.31 (9H, s).  

13C NMR (CDCl3) d (ppm): 142.0, 132.7, 129.0, 124.1, 123.9, 121.1, 102.1, 101.4, 15.0, 0.0.  

MS (EI+): (m/z) 220.1 (calculated for C12H16SSi: 220.07).  

Phenylsulfenyl chloride (2) [51] 

 

Under argon atmosphere, N-chlorosuccinimide (1.2 eq, 1.34g, 10 mmol) was dissolved in 40 mL 

of DCM. Thiophenol (0.828 mL, 8.1 mmol) was added dropwise at 0oC and the reaction mixture 

was stirred at the same temperature for 1 hour. Afterwards, the solvent was evaporated, and 

hexane was added to the residue. The solid phase was filtered off. The filtrate was evaporated, 

TMS

S

S
Cl
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and the crude product was used for the next step straight away without any purification and 

analysis.  

3-Phenylthio-2-(trimethylsilyl)benzo[b]thiophene (3) [52] 

 

Under argon atmosphere, a solution of phenylsulfenyl chloride (2) (1.5 eq, 1.1g, 7.3 mmol) in 

dichloromethane (30 mL) was added dropwise to a solution of 2-[2-(trimethylsilyl) 

ethynyl]thioanisole (1) (1.1 g, 4.9 mmol) in DCM (65 mL) at 0 °C. The reaction mixture was 

stirred at room temperature for 5 hours. After completion of reaction (TLC, eluent: hexane), the 

reaction mixture was washed with water. The organic layer was dried with MgSO4 and 

concentrated in vacuum. The residue was purified by column chromatography on silica gel using 

petroleum ether as an eluent. The product was obtained as white crystals with the yield of 0.96g 

(62.4%). Mp = 78-80oC (lit. Mp = 82-84oC). 1H and 13C NMR match the reported spectra. [52]  

1H NMR (CDCl3) d (ppm): 7.92 (1H, d, J=7.9 Hz), 7.77 (1H, d, J=7.4 Hz), 7.36 (2H, dt, J=15.1, 

6.5 Hz), 7.18 (2H, t, J=7.5 Hz), 7.08 (1H, t, 7.3 Hz), 7.00 (2H, d, J=7.3 Hz), 0.45 (9H, s).  

13C NMR (CDCl3) d (ppm): 149.4, 142.7, 141.7, 138.1, 129.2, 129.1, 128.8, 127.53, 126.0, 125.0, 

124.8, 124.7, 123.1, 122.4, 0.2.  

FT-IR (ATR): 3057.8 (w), 2960 (w), 1579.4 (m), 1475.8 (m), 1439 (m), 1438.4 (m), 1418.3 (w), 

1320.5 (w), 1286 (w), 1248.6 (m), 1073.2 (m), 1009.9 (m), 900.58 (m), 834.42 (s), 756.8 (m), 

733.8 (s), 690.6 (m), 638.8 (m).  

MS (EI+): (m/z) 314.1 (calculated for C17H18S2Si: 314.06).  

Elemental Analysis (%): Calculated for C17H18S2Si: C, 64.92; H, 5.77; S, 20.39. Found: C, 64.98; 

H, 5.82; S, 20.45. 

2-Iodo-3-phenylthiobenzo[b]thiophene (4) [52] 
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A solution of ICl in dichloromethane (1.2 eq, 1 M, 0.76 mL, 0.762 mmol) was added to a solution 

of 3-phenylthio-2-(trimethylsilyl)benzo[b]thiophene (3) (0.2 g, 0.63 mmol) in 6 mL of DCM at 

−40°C. The mixture was stirred for 3 h at the same temperature. After completion of the reaction 

(TLC, eluent: petroleum ether), 3 mL of saturated aqueous solution of Na2S2O3 was poured into 

the reaction mixture. The resulting mixture was extracted with DCM, and the combined organic 

layers were washed with water, dried with MgSO4, and concentrated in vacuum. The product 

was recrystallized from ethanol giving white crystals. The yield was 0.15g (65%). Mp = 84-86oC 

(lit. Mp = 97-98oC). 1H and 13C NMR match the reported spectra. [52] 

1H NMR (CDCl3) d (ppm): 7.81 (2H, d, J=8.0 Hz), 7.34 (2H, m), 7.22 (2H, t, J=7.4 Hz), 7.14 

(3H, m).  

13C NMR (CDCl3) d (ppm): 143.7, 138.8, 135.8, 131.3, 129.1, 127.1, 125.9, 125.3, 125.1, 123.8, 

121.8, 95.3.  

FT-IR (ATR): 3046.3 (w), 2931.3 (w), 1576.5 (m), 1478.7 (m), 1450 (m), 1435.6 (m), 1412.6 

(m), 1329.2 (w), 1245.7 (m), 1150.8 (w), 1125 (w), 1081.8 (w), 1021.4 (m), 989.7 (m), 940 (w), 

891.9 (m), 841 (w), 742.4 (s), 735 (s), 687.7 (s), 615.8 (w).  

MS (EI+): (m/z) 367.9 (calculated for C14H9IS2: 367.92).  

Elemental Analysis (%): Calculated for C14H9IS2: C, 45.66; H, 2.46; I, 34.46; S, 17.41. Found: 

C, 45.76; H, 2.67; I, 34.34; S, 17.47. 

[1]Benzothieno[3,2-b][1]benzothiophene (5) [52] 

 

2-iodo-3-phenylthiobenzo[b]thiophene (4) (0.69 g, 1.88 mmol), sodium acetate (2 eq, 0.31 g, 

3.8 mmol) and PdCl2(PPh3)2 (0.05 eq, 0.066g, 0.094mmol) were placed in a two-necked round-

bottom flask. The flask was evacuated and refilled with argon several times. Afterwards, 25 mL 

of degassed N,N-dimthylacetamide were added. The mixture was heated at 140oC for 48 hours. 

After competition of the reaction (TLC: eluent hexane), HCl (aq) (1 M, 100 mL) was added to 

quench the reaction. The mixture was extracted with ethyl acetate, the organic layer was dried 

with MgSO4 and the solvent was evaporated in vacuum. The residue was purified by column 

chromatography (eluent: hexane) and recrystallized from ethanol. The yield was 0.196 g (44%). 
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Mp could not be determined because the compound decomposes before melting. 1H and 13C 

NMR match the reported spectra. [52] 

1H NMR (CDCl3) d (ppm): 7.94 (4H, dd, J=13.6, 7.9 Hz), 7.46 (4H, dt, J=13.8, 7.7 Hz).  

13C NMR (CDCl3) d (ppm): 142.3, 133.5, 133.1, 125.0, 124.9, 124.1, 121.6.  

FT-IR (ATR): 3053.5 (w), 1892.5 (w), 1865.9 (w), 1819.3 (w), 1782.7 (w), 1689.5 (w), 1553.1 

(w), 1456.7 (w), 1433.4 (m), 1333.6 (m), 1297 (w), 1253.7 (m), 1150.5 (w), 1127.3 (w), 1057.4 

(w), 1014.2 (w), 954.3 (w), 931 (w), 738.1 (s), 721.4 (s), 698.1 (s).  

MS (EI+): (m/z) 240.0 (calculated for C14H8S2: 240.34).  

Elemental Analysis (%): Calculated for C17H8S2: C, 69.96; H, 3.36; S, 26.68. Found: C, 69.64; 

H, 3.51; S, 26.59. 

1,1’-[1]Benzothieno[3,2-b][1]benzothiophene-2,7-diyldioctan-1-one (6) [53] 

 

 [1]Benzothieno[3,2-b][1]benzothiophene (0.26g, 1 mmol) was dissolved in dichloromethane (20 

mL) and cooled down to –10 °C. At this temperature aluminium chloride (5.5 eq, 0.73 g, 

5.5 mmol) was added. The solution was cooled to –78 °C. Then, octanoyl chloride (5 eq, 

0.85 mL, 5 mmol) was added dropwise, and the mixture was stirred for 1h at the same 

temperature. The reaction mixture left stirring without cooling for 48 h at rt. The reaction was 

quenched with iced water and then it was diluted with methanol to give a precipitate. The 

precipitate was collected by filtration and washed consecutively with water and methanol. The 

crude solid was purified by recrystallization from toluene to give 1,1’-

[1]benzothieno[3,2-b][1]benzothiophene-2,7-diyldioctan-1-one as yellow crystals. The yield was 

0.36 g (74%). Mp = 210-213 oC (lit. Mp = 250-251oC).  

FT-IR (ATR): 2952.6 (m), 2916.8 (m), 2848 (m), 1905 (w), 1800.7 (w), 1766 (w), 1678.4 (s), 

1583.4 (m), 1464.9 (m), 1455.5 (m), 1398.9 (m), 1372.3 (m), 1358.7 (m), 1343.5 (m), 1323 (m), 

1296 (m), 1273.4 (m), 1248 (m), 1225.6 (m), 1191.6 (m), 1142.3 (w), 1075.9 (w), 1055.4 (w), 

1013.8 (m), 984.8 (m), 954.9 (m), 901.9 (m), 840 (w), 812.4 (s), 789.4 (w), 770.7 (m).  

MS (APCI+): (m/z) 492 (calculated for C30H36O2S2: 492.22).  
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Elemental Analysis (%): Calculated for C30H36O2S2: C, 73.13; H, 7.36; S, 13.01. Found: C, 72.98; 

H, 7.14; S, 12.87. 

2,7-Dioctyl[1]benzothieno[3,2-b][1]benzothiophene (7) [53] 

 

A mixture of 1,1’-[1]benzothieno[3,2-b][1]benzothiophene-2,7-diyldioctan-1-one (0.37g, 0.75 

mmol), potassium hydroxide (5.5 eq, 0.23g, 4.1 mmol), hydrazine hydrate (25.5eq, 0.59 mL, 19 

mmol) in diethylene glycol (35 mL) was heated to 100 °C for 1 h and then further heated at 210 

°C for 5 h. The reaction mixture was cooled, and the resulting precipitate was collected by 

filtration, washed with water and methanol. The crude product was purified by column 

chromatography on silica gel eluted with petroleum ether. The obtained 

2,7-dioctyl[1]benzothieno[3,2-b][1]benzothiophene was recrystallized from hexane to give white 

crystals. The yield was 0.12 g (34%). Mp = 113oC by DSC, which corresponds to the value 

reported in literature (111oC). 1H and 13C NMR match the reported spectra. [53] 

1H NMR (CDCl3) d (ppm): 7.79 (2H, d, J=8.1 Hz), 7.73 (2H, s), 7.29 (2H, d, J=6.9 Hz), 7.78 

(4H, m), 1.72 (4H, m), 1.33 (20H, m), 0.9 (6H, t, J=6.8 Hz).  

13C NMR (CDCl3) d (ppm): 142.4, 140.1, 132.5, 131.2, 125.8, 123.3, 121.1, 36.2, 31.9, 31.8, 

29.5, 29.4, 29.2, 22.7, 14.2.   

FT-IR (ATR): 3036.7 (w), 3018.5 (w), 2953.8 (m), 2917.7 (m), 2848.7 (m), 1884.1 (w), 1753.6 

(w), 1733.8 (w), 1630 (w), 1598 (w), 1550.9 (w), 1458.7 (m), 1406. 9 (w), 1371.1 (w), 1336.6 

(w), 1305.9 (w), 1283 (w), 1255.9 (w), 1135.4 (w), 1121.5 (w), 1053.6 (w), 1004.8 (w), 951 (w), 

879.2 (w), 870.9 (w), 813.8 (s), 791.6 (m).  

MS (APCI+): (m/z) 464 (calculated for C30H40S2: 464.26).  

Elemental Analysis (%): Calculated for C30H40S2: C, 77.52; H, 8.68; S, 13.8. Found: C, 77.55; 

H, 8.57; S, 13.69.     

1,1’-[1]Benzothieno[3,2-b][1]benzothiophene-2-diyldioctan-1-one (8) 
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[1]Benzothieno[3,2-b][1]benzothiophene (0.48g, 2.0 mmol) was dissolved in dichloromethane 

(38 mL) and cooled down to –10 °C. At this temperature aluminium chloride (2.5 eq, 0.66 g, 

4.9 mmol) was added. The solution was cooled to –78 °C. Then octanoyl chloride (1.1 eq, 

0.36 mL, 2.2 mmol) was added dropwise, and the mixture was stirred for 1h at the same 

temperature. The reaction mixture left stirring without cooling for 48h at rt. The reaction was 

quenched with 10mL of iced water and then it was diluted with 20mL of methanol to give a 

precipitate. The precipitate was collected by filtration and washed thoroughly with water and 

methanol to give 1,1’-[1]benzothieno[3,2-b][1]benzothiophene-2,7-diyldioctan-1-one as yellow 

solid. The crude solid was used in further reaction without purification. The yield was 0.46 g 

(66%). Mp= 159-163oC (lit. Mp = 163oC). [54] 

1H NMR (CDCl3) d (ppm): 8.56 (1H, d, J=1.1Hz), 8.07 (1H, dd, J=8.3, 1.3 Hz), 7.95 (3H, m), 

7.49 (2H, pd, J=7.2, 1.3Hz), 3.08 (2H, t, 7.4 Hz), 1.81 (2H, m), 1.39 (8H, m), 0.92(3H, t, 

J=6.8Hz). 

13C NMR (CDCl3) d (ppm): 199.6, 142.8, 142.2, 136.9, 136.2, 133.6, 133.0, 132.75, 125.9, 125.1, 

124.7, 124.6, 124.2, 122.1, 121.4, 38.8, 31.8, 29.4, 29.2, 24.5, 22.7, 14.1.  

FT-IR (ATR): 3050.8 (w), 2915.0 (m), 2847.9 (m), 1676.8 (s), 1585.0 (m), 1553.9 (w), 1462.8 

(m), 1425.5 (m), 13.84.7 (s), 1340.8 (s), 1295.2 (m), 1273.1 (m), 1250.2 (m), 1225.7 (s), 1192.2 

(s), 1130.6 (w), 1076.4 (w), 1056.0 (w), 1013.4 (m), 984.8 (w), 952.9 (m), 935.1 (w), 901.5 (m), 

841.1 (w), 812.1 (s), 770.8 (s).  

MS (+EI): (m/z) 366.1 (calculated for C22H22OS2: 366.54).  

Elemental Analysis (%): Calculated for C22H22OS2: C,72.09; H, 6.05; S, 17.49. Found: C,72.1; 

H, 6.22; S, 17.09.    

2-Octyl[1]benzothieno[3,2-b][1]benzothiophene (9) 

 

A mixture of 1,1’-[1]benzothieno[3,2-b][1]benzothiophene-2,7-diyldioctan-1-one (0.46 g, 

1.3 mmol), potassium hydroxide (2.8 eq, 0.2 g, 3.5 mmol), hydrazine hydrate (13eq, 0.51 mL, 

16 mmol) in diethylene glycol (35 mL) was heated to 100 °C for 1 h and then further heated at 

210 °C for 5 h. The reaction mixture was cooled and extracted with ethyl acetate. The organic 

layer was dried over MgSO4 and the solvent was evaporated. The crude product was purified by 
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column chromatography on silica gel eluted with petroleum ether. The obtained 2-

dioctyl[1]benzothieno[3,2-b][1]benzothiophene was recrystallized from hexane to give white 

crystals. The yield was 0.2 g (45%). Mp = 117oC by DSC (lit. Mp = 112 oC). 1H and 13C NMR 

match the reported spectra. [54] 

1H NMR (CDCl3) d (ppm): 7.93 (1H, d, J=7.9 Hz), 7.89 (1H, d, J=8.3 Hz), 7.81 (1H, d, J=8.1 

Hz), 7.75 (1H, s), 7.48 (1H, t, J=7.5 Hz), 7.41 (1H, t, J=7.6 Hz), 7.31 (1H, d, J=8.1 Hz), 2.78 

(2H, t, J=7.5 Hz), 1.72 (2H, m), 1.33 (10H, m), 0.9 (3H, t, J=6.8 Hz).  

13C NMR (CDCl3) d (ppm): 142.6, 142.1, 140.4, 133.4, 133.3, 132.6, 131.0, 125.9, 124.8, 124.7, 

124.0, 123.4, 121.4, 121.3, 32.6, 31.9, 31.7, 29.5, 29.4, 29.3, 22.7, 14.2.  

FT-IR (ATR): 3047.2 (w), 2955.1 (w), 2917.2 (s), 2848.5 (s), 1934.7 (w), 1881.8 (w), 1865.3 

(w), 1814.4 (w), 1778.2 (w), 1752.3 (w), 1683.2 (w), 1598.4 (w), 1552.5 (w), 1467.0 (s), 1450.3 

(s), 1429.2 (s), 1336.2 (s), 1299.6 (m), 1255.1 (s), 1208.9 (w), 1164.4 (w), 1126.6 (m), 1094.3 

(w), 1057.5 (m), 1015.7 (m), 952.2 (m), 929.2 (w), 889.8 (w), 877.0 (m), 866.5 (m), 854.1 (w), 

812.0 (s), 799.1 (m).  

MS (+EI): (m/z) 352.1 (calculated for C22H24S2: 352.55).  

Elemental Analysis (%): Calculated for C22H24S2: C, 74.95; H, 6.86; S, 18.19. Found: C, 74.88; 

H, 6.85; S, 18.18.    

2,2’-Bi(benzo[b]thiophene) (10) [55] 

 

Benzo[b]thiophene (1 g, 7.5 mmol) was dissolved in 170mL of anhydrous diethyl ether in argon 

atmosphere. To this solution n-BuLi (1.2 eq, 9.2 mmol, 2.5 M, 4 mL) was added slowly dropwise 

at the room temperature. The reaction mixture was heated at reflux with stirring under argon for 

6 hours. Afterwards the reaction mixture cooled to the room temperature and anhydrous CuCl2 

(1 eq, 7.5 mmol, 1 g) was added. This mixture was refluxed again for 4 h. The completion of 

reaction was checked by TLC (eluent: petroleum ether). The resulting reaction mixture was 

cooled to the room temperature and filtered through Celite® Hyflo Supercel plug. The precipitate 

was washed with diethyl ether. The filtrate was washed with 100mL 5% aq HCl solution. The 

combined organic layers were dried over MgSO4 and then solvent was evaporated. The crude 

product was purified by silica gel column using gradient of the eluent polarity starting from 

petroleum ether and moving onto petroleum ether: ethyl acetate (10:1). The resulting product was 
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recrystallized from toluene giving white crystals. The yield was 40 mg (4%). Mp = 260 – 262  oC. 
1H and 13C NMR match the reported spectra. [56] 

1H NMR (CDCl3) d (ppm): 7.81 (4H, m), 7.54 (2H, s), 7.38 (4H, m).  

13C NMR (CDCl3) d (ppm): 140.2, 139.5, 137.2, 125.0, 124.8, 123.7, 122.2, 121.4.  

FT-IR (ATR): 3052 (w),3027 (w), 1948 (w), 1907 (w), 1879 (w), 1834 (w), 1800 (w), 1692 (w), 

1645 (w), 1588 (w), 1556 (w), 1496 (w), 1452 (w), 1423 (m), 1322 (w), 1284 (w), 1246 (w), 

1177 (w), 1151 (w), 1123 (w), 1072 (w), 1006 (w), 968 (w), 940 (m), 886 (m), 854 (w), 816 (s), 

738 (s), 721 (s), 658 (w).  

MS (EI+): (m/z) 266.0 (calculated for: 266.38).  

3.7.2 Indolo[3,2-b]indole (ININ) derivatives 

2,8-Dibromo-dibenzo[b,f][1,5]diazocine-6,12(5H,11H)-dione (11) [57] 

 

250 mL three-necked round-bottom flask equipped with a condenser, stirring bar and 50 mL 

dropping funnel was charged with 0.57g (23.8 mmol) of sodium hydride. The system was 

degassed and refilled with argon. Dry THF (50mL) was transferred into the flask through the 

metal cannula. Methyl 2-amino-5-bromobenzoate (2.74g, 11.9 mmol) was dissolved in 10 mL of 

dry THF in a separate flask under argon. The obtained solution was transferred into the dropping 

funnel. Methyl 2-amino-5-bromobenzoate solution was added dropwise into the flask. The 

mixture was refluxed for 3 days. After completion of the reaction (TLC: ethyl acetate: 40-60 

petroleum ether, 1:2), the mixture was cooled down to the room temperature and poured into 

200mL of cold aqueous 0.1 M HCl solution. The precipitate was filtered off, thoroughly washed 

with water and dried in vacuum. The product was obtained as fine beige powder with a yield of 

86% (4.05 g). Mp = 298oC.  

1H NMR (DMSO-d6) d (ppm): 10.4 (2H, s), 7.58 (2H, dd, J = 8.5, 2.4 Hz), 7.51 (2H, d, J = 2.3 

Hz), 7.06 (2H, d, J = 8.5 Hz). 

13C NMR (DMSO-d6) d (ppm): 172.6, 140.35, 139.1, 138.8, 135.9, 133.2, 125.1.  
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FT-IR (ATR): 3161 (w), 3046 (w), 2921 (w), 2853 (w), 1647 (s), 1595 (m), 1570 (m), 1507 (m), 

1484 (m), 1416 (s), 1351 (s), 1293 (m), 1258 (m), 1229 (m), 1160 (w), 1104 (m), 1081 (m), 1066 

(m), 960 (w), 923 (m), 887 (m), 826 (s).  

MS (EI+): (m/z) 395.9 (calculated for C14H8Br2N2O2: 396.04). 

2,8-Dibromo-6,12-dichloro-dibenzo[b,f][1,5]diazocine (12) [57] 

 

4.2g (10mmol) of the product 11 and 6.63g (31.8 mmol) of phosphorus pentachloride were mixed 

together in 500mL two-necked round-bottom flask equipped with a condenser and a stirring bar. 

The flask was degassed and refilled with argon. Then 200mL of dry chloroform were added using 

a metal cannula. The mixture was refluxed for 4 hours. The reaction was monitored by TLC using 

ethyl acetate: 40-60 petroleum ether (1:2) as an eluent. After the completion of reaction, the 

solvent was evaporated, and the product was used in the next step without further purification.  

1H NMR (CDCl3) d (ppm): 7.52 (2H, dd, J = 8.6, 2.2 Hz), 7.47 (2H, d, J = 2.1 Hz 6.88 (2H, d, J 

= 8.6 Hz). 

13C NMR (CDCl3) d (ppm): 155.2, 144.0, 135.0, 129.7, 127.3, 123.8, 118.8.  

MS (EI+): (m/z) 431.8 (calculated for C14H6Br2Cl2N2: 432.92). 

3,8-Dibromo-5,10-dihydroindolo[3,2-b]indole (13) [57] 

 

Product 12 in the 500mL round-bottom flask was sealed with a suba seal and dissolved in 250mL 

of dry THF under argon. 500mL three-necked round bottom flask equipped with a condenser, 

stirring bar and 50mL dropping funnel was charged with 7.9g (120mmol) of activated zinc 

powder. The solution of the product 12 was transferred into the reaction flask using a metal 

cannula. Trifluoroacetic acid (19mL, 240mmol) was added dropwise into the reaction mixture 

using a dropping funnel. The reaction was left stirring overnight. The completion of reaction was 

confirmed by TLC (ethyl acetate: 40-60 petroleum ether, 1:5). To stop the reaction zinc was 
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filtered off and the solvent was evaporated. The obtained liquid was transferred into a separation 

funnel, diluted with ethyl acetated and washed with 200mL of saturated ammonium chloride 

solution, followed by washing with 200mL saturated sodium carbonate solution. The collected 

organic layer was dried over MgSO4. Solvent was then evaporated. The obtained solid was 

dissolved in 10 mL of THF and precipitated into 200 mL of cold hexane. The precipitate was 

collected by filtration. The product was a yellow powder. Overall yield of two reactions was 69% 

(2.5 g). Mp > 300oC, might be decomposing before melting.  

1H NMR (DMSO-d6) d (ppm): 11.3 (2H, s), 7.90 (2H, d, J = 1.9 Hz), 7.50 (2H, d, J = 8.7 Hz), 

7.31 (2H, dd, J = 8.7, 2.0 Hz).  

13C NMR (DMSO-d6) d (ppm): 139.5, 125.9, 124.8, 120.4, 116.1, 114.7, 110.6.  

FT-IR (ATR): 3397 (m), 2959 (w), 2917 (w), 2855 (w), 1866 (w), 1718 (w), 1595 (w), 1560 (w), 

1487 (w), 1452 (m), 1355 (m), 1306 (m), 1259 (w), 1247 (w), 1220 (w), 1158 (w), 1124 (w), 

1092 (w), 1045 (m), 948 (m), 862 (m), 796 (s).  

MS (EI+): (m/z) 363.9 (calculated for C14H8Br2N2: 364.04). 

Activated zinc 

20g of zinc fine powder was placed in the round bottom flask and mixed with 150mL of 1M HCl 

aqueous solution. The mixture was stirred for 30 minutes. The liquid was then decanted, and zinc 

powder was washed with ethanol, followed by diethyl ether. Then the obtained powder was dried 

in high vacuum at 120oC for an hour.  

3,8-Dibromo-5,10-dimethylindolo[3,2-b]indole (14) 

 

Product 13 (3.3g, 9.1 mmol), sodium hydride (1.1 g, 46 mmol) were placed in 100 mL two-

necked flask equipped with condenser and a stirring bar. The mixture was degassed, filled with 

argon and then 30 mL of dry DMF were added. The mixture was stirred for 10 minutes. 

Afterwards 2.8 mL (45 mmol) of methyl iodide were added. The reaction was heated to 50oC 

overnight. The completion of reaction was confirmed by TLC (ethyl acetate: 40-60 petroleum 

ether, 1:5). The reaction mixture was cooled down to a room temperature and poured into 300mL 

of cold water. The precipitate was collected by filtration, washed with water and dried in a 
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vacuum oven. The product was obtained as a beige powder with a yield of 79% (2.8 g). 

Mp = 190-195oC.  

1H NMR (DMSO-d6) d (ppm): 8.22 (2H, d, J = 1.9 Hz), 7.60 (2H, d, J = 8.9 Hz), 7.41 (2H, dd, 

J = 8.8, 2.0 Hz), 4.10 (6H, s).  

13C NMR (DMSO-d6) d (ppm): 126.2, 125.0, 121.9, 120.5, 115.5, 112.7, 110.9, 32.00.  

FT-IR (ATR): 2954 (w), 2923 (w), 2853 (w), 1656 (w), 1588 (w), 1560 (w), 1461 (m), 1420 (w), 

1382 (m), 1329 (m), 1228 (m), 1146 (m), 1091 (m), 10521 (m), 969 (m), 928 (w), 880 (m), 862 

(m), 794 (s).  

MS (EI+): (m/z) 391.9 (calculated for C16H12Br2N2: 392.09). 

Elemental analysis (%): Calculated for C16H12 Br2N2: C, 49.01; H, 3.08; N, 7.14; Br, 40.76. 

Found: C, 49.07; H, 3.32; N, 6.95; Br, 40.96.  

3,8-Dioctyl-5,10-dimethylindolo[3,2-b]indole (15)  

 

1.5 g (3.8 mmol) of product 14 and 0.1 g (5%, 0.19 mmol) of Ni(dppp)Cl2 were placed in two-

necked 50 mL round-bottom flask equipped with condenser and a stirring bar. The flask was 

thoroughly degassed and refilled with argon. Dry THF (18 mL) was added using a syringe. The 

mixture was cooled to 0oC and 5.7 mL of octylmagnesium bromide (2 M in Et2O) were added 

dropwise. The mixture was allowed to warm up to the room temperature and then heated to 

reflux. The mixture was refluxed for 3 days. The progress of reaction was monitored by TLC 

(40-60 petroleum ether). When the reaction was completed, the mixture was cooled down to a 

room temperature, transferred into a separating funnel, diluted with ethyl acetate and washed 

with 100 mL of 1 M aqueous HCl solution. The collected organic layer was dried over MgSO4 

and the solvent was evaporated. The obtained product was purified by silica gel column 

chromatography, using ethyl acetate: 40-60 petroleum ether (1:10) as an eluent. Then the product 

was recrystallized from hexane, giving white crystals with 12% (68 mg) yield. Mp = 153oC 

(DSC). 
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1H NMR (CDCl3) d (ppm): 7.68 (2H, broad singlet), 7.35 (2H, d, J = 7.8 Hz), 7.14 (2H, broad 

singlet), 4.11 (6H, broad singlet), 2.89 – 2.67 (2H, m), 1.74 (4H, dt, J = 15.4, 7.7 Hz), 1.50 – 1.22 

(20H, m), 0.91 (6H, t, J = 6.8 Hz).  

13C NMR (CDCl3) d (ppm): 140.0, 132.6, 126.5, 122.4, 116.6, 115.1, 36.2, 32.5, 31.9, 31.7, 29.6, 

29.5, 29.3, 22.7, 14.1. 

FT-IR (ATR): 2954 (w), 2917 (m), 2868 (m), 2848 (m), 1843 (w), 1713 (w), 1615 (w), 1568 (w), 

1489 (m), 1466 (m), 1423 (w), 1386 (m), 13489 (m), 1336 (w), 1294 (w),1269 (w), 1258 (w), 

1244 (m), 1171 (m), 1143 (w), 1117 (w), 1088 (w), 1004 (w), 986 (w), 937 (w), 917 (w), 890 

(w), 864 (w), 805 (m), 788 (s), 755 (m).  

MS (EI+): (m/z) 458 (calculated for C32H46N2: 458.73). 

Elemental analysis (%): Calculated for C32H46N2: C, 83.79; H, 10.10; N, 6.11. Found: C, 83.14; 

H, 9.69; N, 5.91. 

Dibenzo[b,f][1,5]diazocine-6,12(5H,11H)-dione (16) [57] 

 

100mL three-necked round-bottom flask equipped with a condenser and stirring bar was charged 

with 0.79 g (33 mmol) of sodium hydride. The system was degassed and refilled with argon. Dry 

THF (40 mL) was transferred into the flask through the metal cannula. Methyl 2-aminobenzoate 

(2.5 g, 17 mmol) was added dropwise using a syringe. The mixture was refluxed for 3 days. After 

completion of the reaction (TLC: ethyl acetate: 40-60 petroleum ether, 1:2), the mixture was 

cooled down to the room temperature and poured into 200mL of cold aqueous 0.1M HCl solution. 

The precipitate was filtered off, thoroughly washed with water and dried in vacuum. The product 

was obtained as fine beige powder with a yield of 46% (1.81 g). Mp=324oC.  

1H NMR (DMSO-d6) d (ppm): 10.2 (2H, s), 7.38 – 7.28 (4H, m), 7.26 – 7.21 (2H, m), 7.07 (2H, 

d, J = 7.9 Hz). 

13C NMR (DMSO-d6) d (ppm): 170.0, 135.2, 134.0, 131.0, 128.6, 127.7, 126.1.  
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FT-IR (ATR): 3161 (w), 3029 (w), 2899 (w), 2854 (w), 1654 (s), 1638 (s), 1603 (m), 1577 (m), 

1488 (m), 1439 (m), 1379 (s), 1296 (m), 1261 (m), 1236 (m), 1161 (w), 1139 (m), 1096 (w), 

1041 (w), 989 (w), 954 (w), 928 (w), 900 (w), 837 (m), 794 (m).  

MS (EI+): (m/z) 238.1 (calculated for C14H10N2O2: 238.25). 

6,12-dichlorodibenzo[b,f][1,5]diazocine (17) [57] 

 

2 g (8.4 mmol) of the product 16 and 5.24 g (25 mmol) of phosphorus pentachloride were mixed 

together in 250 mL two-necked round-bottom flask equipped with a condenser and stirring bar. 

The flask was degassed and refilled with argon. Then 100 mL of dry chloroform were added 

using a metal cannula. The mixture was refluxed for 4 hours. The reaction was monitored by 

TLC using ethyl acetate: 40-60 petroleum ether (1:5) as an eluent. After the completion of 

reaction, the solvent was evaporated, and the product was used in the next step without further 

purification.  

1H NMR (CDCl3) d (ppm): 7.41 – 7.32 (4H, m), 7.19 – 7.13 (2H, m), 6.99 (2H, d, J = 8.6 Hz). 

13C NMR (CDCl3) d (ppm): 156.3, 145.3, 131.6, 127.1, 126.1, 125.4, 122.0.  

MS (EI+): (m/z) 274.0 (calculated for C14H8Cl2N2: 275.13). 

5,10-dihydroindolo[3,2-b]indole (18) [57] 

 

Product 17 in the 250 mL round-bottom flask was sealed with a suba seal and dissolved in 125 

mL of dry THF under argon. 250 mL three-necked round bottom flask equipped with a condenser, 

stirring bar and 50 mL dropping funnel was charged with 6.5 g (101 mmol) of activated zinc 

powder. The solution of the product 17 was transferred into the reaction flask using a metal 

cannula. Trifluoroacetic acid (16 mL, 202 mmol) was added dropwise into the reaction mixture 

using a dropping funnel. The reaction was left stirring overnight. The completion of reaction was 

confirmed by TLC (ethyl acetate: 40-60 petroleum ether, 1:5). To stop the reaction zinc was 
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filtered off and the solvent was evaporated. The obtained liquid was transferred into a separation 

funnel, diluted with ethyl acetated and washed with 300 mL of saturated ammonium chloride 

solution, followed by washing with 200 mL saturated sodium carbonate solution. The collected 

organic layer was dried over MgSO4. Solvent was then evaporated. The obtained solid was 

dissolved in 15 mL of THF and precipitated into 250 mL of cold hexane. The precipitate was 

collected by filtration. The product was a yellow powder. Overall yield of two reactions was 

88.5% (1.85 g). The material does not melt before decomposition.  

1H NMR (DMSO-d6) d (ppm): 11.1 (2H, s), 7.72 (2H, d, J = 7.8 Hz), 7.47 (2H, d, J = 8.1 Hz), 

7.19 – 7.13 (2H, m), 7.10 – 7.03 (2H, m).  

13C NMR (DMSO-d6) d (ppm): 140.8, 125.7, 121.8, 118.4, 117.9, 115.1, 112.6.  

FT-IR (ATR): 3398 (m), 3050 (w), 2942 (w), 2866 (w), 1678 (m), 1501 (w), 1459 (m), 1404 (m), 

1365 (w), 1322 (w), 1261 (m), 1192 (m), 1165 (m), 1136 (s), 1106 (m), 1009 (m), 925 (m), 846 

(m), 800 (m).  

MS (EI+): (m/z) 206.1 (calculated for C14H10N2: 206.25). 

5,10-dimethylindolo[3,2-b]indole (19) 

 

Product 18 (1 g, 4.9 mmol) and sodium hydride (0.58 g, 24 mmol) were placed in 50 mL two-

necked flask equipped with condenser and a stirring bar. The mixture was degassed, filled with 

argon and then 10 mL of dry DMF were added. The mixture was stirred for 10 minutes. 

Afterwards 1.51 mL (24 mmol) of methyl iodide were added. The reaction was heated to 50oC 

overnight. The completion of reaction was confirmed by TLC (ethyl acetate: 40-60 petroleum 

ether, 1:10). The reaction mixture was cooled down to a room temperature and poured into 

100mL of cold water. The precipitate was collected by filtration, washed with water and dried in 

a vacuum oven. The product was purified by silica gel column chromatography using ethyl 

acetate: 40-60 petroleum ether (1:10) as an eluent. The purified product was recrystallized from 

methanol: THF mixture giving yellow crystals with a yield of 12% (137 mg). Mp could not be 

determined since compound decomposed before melting.  
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1H NMR (CHCl3) d (ppm): 7.94 (2H, broad singlet), 7.47 (2H, d, J = 8.4 Hz), 7.34 (2H, broad 

singlet), 7.24 – 7.16 (2H, m), 4.16 (6H, broad singlet).  

1H NMR (DMSO-d6) d (ppm): 8.00 (2H, d, J = 7.9 Hz), 7.59 (2H, d, J = 8.3 Hz), 7.34 – 7.20 

(2H, m), 7.13 (2H, t, J = 7.9 Hz), 4.11 (6H, s).  

13C NMR (DMSO-d6) d (ppm): 141.2, 126.1, 122.1, 118.5, 118.0, 114.6, 110.5, 31.9.  

FT-IR (ATR): 3055 (w), 2914 (w), 2870 (w), 2836 (w), 2803 (w), 1905 (w), 1866 (w), 1831 (w), 

1785 (w), 1748 (w), 1663 (w0, 1603 (w), 1568 (w), 1500 (m), 1477 (m), 1429 (m), 1400 (m), 

1366 (m), 1338 (m), 1269 (m), 1232 (m), 1151 (m), 1135 (m), 1113 (m), 1017 (m), 1006 (m), 

918 (m), 843 (m), 769 (m).  

MS (EI+): (m/z) 234.1 (calculated for C16H14N2: 234.3). 

Elemental analysis (%): Calculated for C16H14N2: C, 82.02; H, 6.02; N, 11.96. Found: C, 80.92; 

H, 6.00; N, 11.70. 

5,10-dioctylindolo[3,2-b]indole (20) [57] 

 

100mL round bottom flask equipped with a stirring bar was charged with 2 g (9.7 mmol) of 

5,10-dihydroindolo[3,2-b]indole and 0.62 g (1.9 mmol) of tetrabutylammonium bromide. The 

mixture was dissolved in 40mL of DMSO. Then 50% NaOH aqueous solution was added and 

the mixture was stirred for 10 minutes. Afterwards, 7.4 mL (49 mmol) of 1-octylbromide. The 

reaction mixture was left stirring at the room temperature for 2 hours. After completion of 

reaction, the reaction mixture was diluted with ethyl acetate and washed with 1L of distilled 

water. The organic layer was then collected and dried over MgSO4. The solvent was evaporated, 

and the product was purified by silica gel flash column using first 40-60 petroleum ether and then 

ethyl acetate: 40-60 petroleum ether (1:10) as eluent. The obtained product was then 

recrystallized from methanol, giving white crystals with a yield of 12% (0.5 g). Mp = 75oC 

(DSC).  

1H NMR (CDCl3) d (ppm): 7.86 (2H, d, J = 7.8 Hz), 7.49 (2H, d, J = 8.3 Hz), 7.32 (2H, t, J = 7.5 

Hz), 7.20 (2H, t, J = 7.5 Hz), 4.51 (4H, t, J = 6.9 Hz), 2.05 – 1.90 (4H, m), 1.46 (4H, m), 1.3 

(18H, m), 0.87 (6H, t, J = 6.7 Hz).  
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13C NMR (CDCl3) d (ppm): 140.5, 125.8, 121.5, 117.9, 117.7, 114.5, 45.3, 31.8, 30.3, 29.4, 29.2, 

27.2, 22.6, 14.1.  

FT-IR (ATR): 2958 (w), 2921 (m), 2868 (w), 2847 (m), 1910 (w), 1875 (w), 1838 (w), 1788 (w), 

1753 (w), 1658 (w), 1598 (w), 1575 (w), 1494 (m), 1474 (s), 1450 (m), 1344 (m), 1414 (m), 1344 

(m), 1289 (w), 1268 (w), 1241 (w), 1222 (w), 1197 (m), 1184 (m), 1126 (m), 1072 (w), 1018 

(m), 917 (w), 894 (w), 837 (w), 816 (w), 771 (w).  

MS (EI+): (m/z) 430 (calculated for C30H42N2: 430.68). 

Elemental analysis (%): Calculated for C30H42N2: C, 83.67; H, 9.83; N, 6.5. Found: C, 83.77; H, 

9.88; N, 6.36. 

5,10-dibenzodolo[3,2-b]indole (21) [58] 

 

A mixture of 5,10-dihydroindolo[3,2-b]indole (0.8 g, 4 mmol), Cs2CO3 (3.11 g, 8 mmol), 

iodobenzene (3.6 mL, 10 mmol), and CuI (0.16 g, 20% mol) in DMF (20 mL) was heated in 

argon atmosphere to 150 °C for 48 hours. The termination of reaction was determined by TLC 

using 40-60 petroleum ether: ethyl acetate (5:1) as an eluent. The resulting mixture was cooled 

down to a room temperature. The mixture then was diluted with a saturated ammonium chloride 

solution (75 mL) and extracted into ethyl acetate. The organic layer was dried over MgSO4 and 

then solvent was evaporated. The resulting oil was purified using a silica gel column using 40-

60 petroleum ether: ethyl acetate (5:1) as an eluent. The product was recrystallized from toluene 

giving yellow crystals with a 17% (0.24 g). Mp could not be determined since compound 

decomposed before melting.  

1H NMR (CDCl3) d (ppm): 7.78 (4H, d, J=8.4 Hz), 7.67 (6H, t, J=7.7 Hz), 7.6 (2H, d, J=7.8 Hz), 

7.49 (2H, t, 7.4 Hz), 7.28 (2H, m), 7.15 (2H, m).  

13C NMR (CDCl3) d (ppm): 140.8, 138.8, 129.7, 126.73, 126.68, 125.8, 122.7, 119.5, 118.5, 

115.6, 110.9.  
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FT-IR (ATR): 3053 (w), 1594 (m), 1503 (m), 1487 (m), 1458 (s), 1399 (m), 1372 (w), 1326 (w), 

1307 (w), 1286 (w), 1275 (w), 1226 (m), 1174 (w), 1160 (w), 1139 (m), 1097 (w), 1075 (w), 

1064 (w), 1027 (w), 986 (w), 960 (w), 912 (w), 855 (w), 842 (w), 831 (w), 780 (w),763 (w), 745 

(w), 731 (s), 708 (s), 705 (s).  

MS (AP+): (m/z) 359.4 (calculated for C26H18N2: 358.4).  

Elemental analysis (%): Calculated for C26H18N2: C, 87.12; H, 5.06; N, 7.82. Found: C, 86.52; 

H, 5.18; N, 7.63.  

 

3.7.3 Dicarbazolophenantrene (DCP) derivatives 

2,7-Dibromophenanthren-9,10-dione (22) [59]  

 

5 g (24 mmol) of phenanthrene-9,10-dione were dissolved in 90 mL of 98% sulfuric acid. 9 g 

(50.6 mmol) of N-bromosuccinimide was added to this solution by small portions. The mixture 

was stirred at room temperature for 6 hours. Afterwards, the mixture was poured onto ice and 

filtered off. The crude product was recrystallized from DMSO. 2,7-Dibromophenanthren-9,10-

dione was obtained as a deep orange solid with a quantitative yield of 8.3g (95%). Mp = 325-

330oC, (lit. Mp = 331oC). [57]  

1H NMR (CDCl3) d (ppm): 8.34 (2H, s), 7.87 (4H, s). 

FT-IR (ATR): 3100 (w), 1673 (s), 1582 (s), 1458 (m), 1397 (m), 1287 (m), 1261 (m), 1200 (m), 

1140 (m), 1077 (m), 996 (w), 905 (m), 828 (s), 774 (w), 701 (s).  

MS (EI+): (m/z) 365.9 (calculated for C14H6Br2O2: 366.0). 

Elemental analysis (%): Calculated for C14H6Br2O2: C, 45.94; H, 1.65; Br, 43.66. Found: C, 

46.63; H, 2.19; Br, 43.06.  
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2,7-Dibromophenanthren-9,10-di(ethyleneglycol)ketal (23) [60] 

 

In a round-bottom flask equipped with Dean-Stark apparatus, 0.5 g (1.4 mmol) of 2,7-

dibromophenanthren-9,10-dione and 0.27 g (1.4 mmol) of p-toluenesulfonic acid monohydrate 

was dissolved in 60 mL of toluene. 3.5 mL (62.7 mmol) of ethylene glycol was added to the 

solution. The system was evacuated and refilled with argon. The solution was refluxed for 14 

hours. The completion of the reaction was indicated by TLC (eluent: ethyl acetate: petroleum 

ether, 1:2). The resulting solution was cooled to room temperature, diluted with toluene and 

washed with water in an extraction funnel. The organic layer was dried with MgSO4. The solvent 

was evaporated and the obtained solid was recrystallized from ethanol giving white crystals with 

a yield of 0.38 g (60%). Mp = 251-254oC, (lit. Mp = 263oC). [61] 

1H NMR (CDCl3) d (ppm): 7.91 (2H, s), 7.74 (2H, d, J = 8.5 Hz), 7.62 (2H, d, J = 8.4 Hz), 4.24 

(4H, br s), 3.70 (4H, br s). 

13C NMR (CDCl3) d (ppm): 134.8, 133.1, 131.2, 129.5, 125.5, 123.2, 92.1, 61.5. 

FT-IR (ATR): 2861 (w), 1582 (w), 1456 (m), 1404 (w), 1266 (m), 1220 (m), 1188 (m) 1090 (s), 

1039 (m), 981 (s), 964 (m), 901 (s), 817 (s), 705 (m), 613 (w).  

MS (ESI+): (m/z) 454.9 (calculated for C18H14Br2O4: 454.1). 

Elemental analysis (%): Calculated for C18H14Br2O4: C, 47.61; H, 3.11; Br, 35.19. Found: C, 

47.88; H, 3.31; Br, 35.42.  

1-Tert-Butoxycarbonyl-1-phenylhydrazine (24) [62] 

 

An oven-dried round-bottom flask was charged with CuI (5.7 mg, 0.03 mmol), 1.10-

phenanthroline (54.1 mg, 0.3 mmol), Cs2CO3 (1.37g, 4.2 mmol), tert-butylcarbazate (0.476, 

3.6 mmol), degassed and refilled with argon. Iodobenzene (0.33mL, 3 mmol) and DMF (3 mL) 

were added under argon. The reaction mixture was stirred at 80°C for 24 h. The resulting 
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suspension was cooled to room temperature and filtered through silica gel eluting with ethyl 

acetate. The filtrate was concentrated and purified by column chromatography (Ethyl acetate: 

Hexane, 1:5). The product is pale yellow oil. The yield was 0.49 g (70%).  

1H NMR (DMSO-d6) d (ppm): 7.43 (2H, d, J = 7.9 Hz), 7.27 (2H, t, 7.8 Hz), 7.04 (2H, t, J= 7.6 

Hz), 5.04 (2H, br s), 1.43 (9H, s). 

13C NMR (CDCl3) d (ppm): 153.2, 143.1, 128.2, 124.7, 123.5, 81.8, 28.3.  

Tert-butyl 2-{7'-[1-(tert-butoxycarbonyl)-2-phenylhydrazino]dispiro[1,3-dioxolane-2,9'-

phenanthrene-10',2''-[1,3]dioxolan]-2'-yl}-1-phenylhydrazinecarboxylate (25)  

 

A 50 mL round-bottom flask was charged with 0.3 g (0.66 mmol) of product 23, 0.627 g (2.6 

mmol) of 1-tert-butoxycarbonyl-1-phenylhydrazine, 0.645 g (2 mmol) of Cs2CO3, 0.0444g 

(0.065mmol) of Pd(OAc)2 (trimer), 0.0574 g (0.19 mmol) of P(tBu)3•HBF4. The flask was 

evacuated and refilled with argon several times. Afterwards, 10 mL of toluene and 4 mL of DMF 

were added. Mixture was heated at 110oC for 2 hours. After competition of reaction (TLC, 

Petroleum ether: Ethylacetate, 1:1), water was added into the reaction mixture and extracted into 

toluene. The solvent was evaporated, and the residue was precipitated into cold hexane. The 

precipitate was filtered off and washed with hexane. The target compound was light a brown 

powder with a yield of 0.25 g (53%). Mp = 155-156oC. 

1H NMR (CDCl3) d (ppm): 7.69 (2H, d, J = 8.6 Hz), 7.61 (4H, d, J = 7.8 Hz), 7.34 (4H, t, J = 8.0 

Hz), 7.19 (2H, s), 7.14 (2H, t, J = 7.4 Hz), 6.88 (2H, dd, J = 8.5 Hz, 2.5 Hz), 6.51 (2H, s), 4.16 

(4H, br s), 3.66 (4H, br s), 1.43 (18H, s).  

13C NMR (CDCl3) d (ppm): 153.9, 147.9, 142.7, 133.1, 128.5, 126.3, 124.6, 124.4, 121.8, 114.2, 

110.5, 92.8, 82.5, 61.4, 28.1. 
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FT-IR (ATR): 3331 (w), 2977 (w), 2934 (w), 2980 (w), 1706 (m), 1620 (m), 1600 (m), 1479 (m), 

1306 (m), 1254 (m), 1154 (s), 1090 (s), 1044 (m), 1013 (m), 993 (m), 975 (m), 898 (w), 863 (w), 

817 (w), 751 (s), 691 (s).  

MS (MALDI): (m/z) 708.2 (calculated for C40H44N4O8: 708.8).  

Exact mass (+ESI): (m/z) 731.3071 (MNa+) (calculated for C40H44N4O8: 731.3051). 

2,7-Diiodophenanthren-9,10-dione (26) [63] 

 

N-iodosuccinimide (6.48 g, 28.82 mmol) was added to a cold (0°C) 98% H2SO4 (90 mL), and 

the mixture was stirred for 25 min at 0°C. Afterwards, phenanthrene-9,10-dione (1.50 g, 7.20 

mmol) was added, and the mixture was stirred for 24 hours at room temperature. The resulting 

solution was poured onto ice; the precipitate was filtered off, washed with water, and dried. 

Product was obtained as a dark-red powder with a yield of 2.4 g (73%). Mp > 250oC. 

1H NMR (DMSO-d6) d (ppm): 8.16 (6H, m).  

FT-IR (ATR): 2920 (w), 1669 (m), 1574 (m), 1459 (m), 1392 (m), 1289 (m),1263 (m), 1208 (m), 

1148 (w), 1076 (m), 998 (w), 904 (w), 820 (s), 694 (s).  

MS (+EI): (m/z) 459.8 (calculated for C14H6I2O2: 459.9).  

Elemental analysis (%): Calculated for C14H6I2O2: C, 36.55; H, 1.31; I, 55.17. Found: C, 33.77; 

H, 1.54; I, 54.43.  

2,7-Diiodophenanthren-9,10-di(ethyleneglycol)ketal (27) [64] 

 

In a round-bottom flask equipped with Dean-Stark apparatus, 2,7-diiodophenanthren-9,10-dione 

(1 g, 2.2 mmol) of and p-toluenesulfonic acid monohydrate acid (0.418 g, 2.2 mmol) was 

dissolved in 60 mL of toluene. 6.05 mL (110 mmol) of ethylene glycol were added to the solution. 

The system was evacuated and refilled with argon. The solution was refluxed for 20 hours. Upon 

cooling to room temperature, the resulting solution was diluted with toluene and washed with 
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water in an extraction funnel. The organic layer was dried with MgSO4. The solvent was 

evaporated. The obtained solid was recrystallized from ethanol giving pale yellow crystals with 

a yield of 0.8 g (66%). Mp = 236-240oC (lit. Mp = 216−240 ºC). 1H and 13C NMR match the 

reported spectra. [64]  

1H NMR (CDCl3) d (ppm): 8.10 (2H, s), 7.82 (2H, d, J = 8.3 Hz), 7.60 (2H, d, J = 8.3 Hz), 4.23 

(4H, br s), 3.68 (4H, br s).  

13C NMR (CDCl3) d (ppm): 139.0, 135.3, 134.8, 131.9, 125.4, 94.7, 91.9, 61.5.  

FT-IR (ATR): 2954 (w), 2854 (w), 1582 (w), 1450 (w), 1378 (w), 1269 (m), 1220 (m), 1185 (m), 

1093 (s), 1039 (s), 981 (s), 961 (m), 901 (s), 814 (s), 694 (m), 610 (w).  

MS (+ESI): (m/z) 548.9 (MH+), 570.9 (MNa+) (calculated for C18H14I2O4: 547.9). 

Elemental analysis (%): Calculated for C18H14I2O4: C, 39.44, H, 2.57; I, 46.31. Found: C, 39.31; 

H, 2.75; I, 45.07.  

2',7'-Bis(4,4,5,5-tetramethyl-1,3,2-dioxaborolan-2-yl)-phenanthren-9,10-di(ethylene-

glycol)ketal (28) 

 

A mixture of 2,7-dibromophenanthren-9,10-di(ethyleneglycol)ketal (1 g, 2.2 mmol), 

bis(pinacolato)diboron (1.68 g, 6.62 mmol), potassium acetate (1.294 g, 13.18 mmol) and [1,1’-

bis(diphenylphosphino)ferracene]palladium(II) (3 mol%, 0.0544 g, 0.074 mmol) were degassed 

and refilled with argon several times. Afterwards, 16 mL of toluene was added. The mixture was 

stirred at 90oC under argon for 24 hours. After completion of the reaction (TLC, eluent: petroleum 

ether: ethyl acetate, 5:1), the reaction mixture was washed with water. The organic layer was 

dried over MgSO4 and then the solvent was evaporated. The crude product was recrystallized 

from ethanol giving a brown powder. The yield was 0.48g (40%). Mp = 292-293oC. 1H and 13C 

NMR match the reported spectra. [61] 

1H NMR (CDCl3) d (ppm): 8.22 (2H, s), 7.97 (2H, d, J = 7.9 Hz), 7.91 (2H, d, J = 6.9 Hz), 4.26 

(4H, br s), 3.71 (4h, br s), 1.37 (24H, s).  

13C NMR (CDCl3) d (ppm): 136.2, 135.5, 132.7, 132.4, 123.4, 92.7, 83.9, 61.4, 24.9.  
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FT-IR (ATR): 2974 (w), 2928 (w), 2877 (w), 1611 (m), 1490 (w), 1450 (w), 1415 (w), 1355 (s), 

1332 (s), 1277 (m), 1234 (m), 1142 (s), 1090 (s), 1044 (m), 990 (m), 955 (s), 852 (s), 734 (m), 

682 (s).  

MS (ES+): (m/z) 549.4 (MH+), 571.3 (MNa+) (calculated for C30H38B2O8: 548.3). 

Elemental analysis (%): Calculated for C30H38B2O8: C, 65.72, H, 6.99. Found: 64.10; H, 6.88.  

(2-Nitrophenyl)boronic acid (29) [65] 

 

A dry argon-flushed 100 mL round-bottomed flask equipped with a magnetic stirrer, and a 

septum was charged with 1-iodo-2-nitrobenzene (2 g, 8 mmol). Dry THF (12 mL) was added, 

and the resulting solution was cooled to -60oC using a dry ice/acetone bath. To this chilled 

solution PhMgCl (2 M in THF, 4.4 mL, 8.8 mmol) was added dropwise. The mixture was stirred 

at the same temperature for 15 min. Trimethyl borate (1.07 mL, 9.6 mmol) was added dropwise 

into the reaction solution. The reaction mixture was stirred for 1 hour at -60oC and then quenched 

with 2 M HCl (aq) (10 mL) at -20oC. The reaction was extracted with Et2O, and the organic layers 

were combined, dried over MgSO4, filtered, and concentrated in vacuo. The crude residue was 

precipitated into chloroform. The yield was 0.77 g (57.5%). Mp = 150-154oC.  

1H and 13C NMR match the reported spectra. [66] 

1H NMR (DMSO-d6) d (ppm): 8.20 (2H, s), 8.14 (1H, d, J = 8.2 Hz), 7.76 (1H, t, J = 7.3 Hz), 

7.58 (2H, m).  

13C NMR (DMSO-d6) d (ppm): 150.4, 135.9, 134.6, 132.8, 129.6, 123.0.  

FT-IR (ATR): 3213 (m), 1603 (w), 1560 (w), 1522 (s), 1479 (m), 1338 (s), 1280 (s), 1252 (s), 

1145 (m), 1113 (m), 1067 (m), 993 (m), 972.5 (m), 855 (s), 971 (s), 745 (s), 696 (s), 627 (s). 

6-Methyl-2-(2-nitrophenyl)-1,3,6,2-dioxazaborocane-4,8-dione (30)  
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In a 100 mL round-bottom flask equipped with Dean-Stark apparatus (2-nitrophenyl)boronic acid 

(0.5 g, 2.9 mmol) and methyliminodiacetic acid (0.529 g, 3.59 mmol) were dissolved in 30 mL 

of toluene and 6 mL of DMSO. The system was degassed and refilled with argon. The solution 

was refluxed for 14 hours. Upon cooling to room temperature, the residues of toluene were 

evaporated, and the resulting solution was precipitated into ethanol giving white crystals. The 

yield was 0.56 g (69%). Mp = 257-259oC. 

1H NMR (DMSO-d6) d (ppm): 7.77 (1H, d, J = 7.8 Hz), 7.70 (2H, m), 7.63 (1H, m), 4.46 (2H, 

d, J = 17.4 Hz), 4.26 (2H, d, J = 17.4 Hz), 2.84 (3H, s).  

13C NMR (DMSO-d6) d (ppm): 169.5, 155.4, 136.3, 132.2, 131.1, 123.7, 64.4, 49.9.  

FT-IR (ATR): 3026 (w), 2980 (w), 1755 (s), 1608 (w), 1519 (s), 1453 (m), 1372 (m), 1341 (m), 

1295 (s), 1252 (m), 1197 (s), 1093 (w), 1067 (w), 1047 (s), 1033 (s), 1004 (s), 964 (s), 892 (m), 

875 (s), 849 (s), 788 (s), 751 (s), 728 (m), 702 (m), 688 (m), 636 (m), 607 (w).  

MS (ESI+): (m/z) 279.1(MH+) (calculated for C11H11BN2O6: 278.1).  

Elemental analysis (%): Calculated for C11H11BN2O6: C, 47.52; H, 3.99; N, 10.08. Found: C, 

46.89; H, 4.05; N, 9.84.  

2-Aminophenylboronic acid (31) [67] 

 

 A mixture of (2-nitrophenyl)boronic acid (1 g, 5.99 mmol) and 10% Pd/C (100 mg) in absolute 

ethanol (55 mL) was shaken under pressure (3.1 bar) overnight. The catalyst was filtered off, and 

the filtrate was evaporated in vacuum to give an orange oil. Recrystallization of this residue from 

MeOH-Hexane mixture afforded 0.49 mg of pure product as white crystals. The yield was 0.49 g 

(60%). The product is very unstable at room temperature and was stored in a freezer. 1H and 13C 

NMR match the reported spectra. [66] 

1H NMR (DMSO-d6) d (ppm): 8.98 (1H, s), 8.49 (1H, s), 7.72 (2H, dd, J=17.1, 8.1 Hz), 7.42 

(1H, t, J=8.4 Hz), 7.23 (1H, d, J=8.0 Hz), 7.12 (1H, t, J=7.6 Hz), 6.94 (1H, t, J=7.3 Hz), 6.62 

(1H, d, J=8.1 Hz), 6.54 (1H, t, J=7.6 Hz), 5.88 (2H, s).  

13C NMR (DMSO-d6) d (ppm): 155.3, 151.2, 135.7, 133.9, 132.9, 132.0, 129.3, 120.4, 117.0, 

115.5, 115.3, 114.3.  
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FT-IR (ATR): 3437(w), 3390 (w), 3315 (w), 3020 (w), 1606 (s), 1595 (m), 1462 (s), 1415 (s), 

1383 (m), 1332 (m), 1250 (m), 1239 (m), 1149 (m), 1116 (m), 1088 (w), 1059 (m), 1034 (w), 

994 (m), 936 (w), 864 (m), 796 (w), 757 (s), 649(s).  

MS (ES+): (m/z) 138.0 (calculated for C6H8BNO2: 137.1).  

For easiness of the further synthesis this product was also purchased from Alfa Aesar. 

General procedure for cyclization of (25):  

 

All the reactions were carried out under argon. To the solution of compound 25 in ethanol (or 

1,4-dioxane), 3 drops of concentrated HCl was added. The mixtures were refluxed for different 

periods of time ranging from 4 to 24 hours. Afterwards, mixtures were neutralized and filtered. 

The products of reaction were separated by flash chromatography using different solvents 

(e.g. petroleum ether, ethyl acetate, chloroform). The obtained materials were analysed by NMR 

spectroscopy and mass spectrometry. 

Example:  

To the solution of 0.05 g (0.07 mmol) compound (4) in ethanol (3 mL), 3 drops of concentrated 

HCl was added. The mixture was refluxed for 4 hours. Afterwards, mixture was filtered off and 

precipitated was analysed by NMR. The rest of the reaction mixture was neutralized with 

saturated solution of NaHCO3 and extracted in diethyl ether. Resulting solution was purified by 

flash chromatography using petroleum ether : ethyl acetate mixture as an eluent.  

General procedure for Suzuki coupling:  

 

All Suzuki coupling reactions were carried out in argon atmosphere. All the solids were usually 

placed in the reaction flask and the flask was degassed and refilled with argon several times. 
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Afterwards, the liquids were added. Water was bubbled with argon for at least an hour prior to 

usage. All the organic solvents for reactions were taken from Grubbs system located in the 

Department of Chemistry. Reactions were generally carried at reflux temperatures of the 

solvents. All the reactions were monitored by TLC for 48 hours.  

Example:  

A 50 mL two-neck round-bottom flask was charged with 0.1 g (0.22 mmol) of 2,7-

dibromophenanthren-9,10-di(ethyleneglycol)ketal, 0.15 g (0.88 mmol) of 2-nitrophenylboronic 

acid, 0.09 g (0.88 mmol) of Na2CO3, 5 mol % (0.007 g, 0.011 mmol) of Pd(OAc)2 and 10% 

(0.009 g, 0.022 mmol) 2-Dicyclohexylphosphino-2′,6′-dimethoxybiphenyl (SPhos). The flask 

was degassed and refilled with argon several times; afterwards, degassed water and toluene (1:3) 

were added. The mixture was degassed and refilled with argon twice. The reaction mixture was 

kept at 100oC for 48 hours. After completion of the reaction (TLC, eluent: ethyl acetate: 

petroleum ether, 1:3), the mixture was extracted with toluene. The collected organic layer was 

dried with MgSO4 and then the solvent was evaporated. Reaction mixture was purified by column 

chromatography using petroleum ether : ethyl acetate (2:1) as an eluent.  

2,7-Bis(2-aminophenyl)phenanthren-9,10-di(ethylene-glycol)ketal (33) 

 

A 50 mL two-neck round-bottom flask equipped with a condenser and a magnetic stirring bar 

was charged with 0.5 g (1.1 mmol) of 2,7-dibromophenanthren-9,10-di(ethyleneglycol)ketal, 

0.45 g (3.3 mmol) of 2-aminophenylboronic acid, 1.2 g (8.8 mmol) of K2CO3 and 10 mol % 

(0.154 g, 0.22 mmol) of PdCl2(PPh3)2. The flask was degassed and refilled with argon several 

times; afterwards, degassed deionized water and DMF (1:5) were added. The mixture was 

degassed and refilled with argon twice. The reaction mixture was kept at 80oC for 48 hours. After 

completion of the reaction (TLC, eluent: ethyl acetate: petroleum ether, 1:3), the mixture was 

extracted with ethyl acetate. The collected organic layer was dried over MgSO4 and then the 

solvent was evaporated. The crude product was precipitated into hexane and filtered off giving 

0.5 g of clean compound (12). The yield was 95%. Mp = 176-180oC. 
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1H NMR (CDCl3) d (ppm): 8.03 (2H, d, J=8.1 Hz), 7.91 (2H, s), 7.66 (2H, d, J=6.2 Hz), 7.22 

(4H, dd, J=16.8, 7.6 Hz), 6.88 (2H, t, J=7.9 Hz), 6.82 (2H, d, J=8.0 Hz), 4.24 (4H, br s), 3.84 

(4H, br s), 3.74 (4H, br s).  

13C NMR (CDCl3) d (ppm): 143.6, 140.0, 133.4, 132.2, 131.6, 130.5, 128.8, 126.9, 126.8, 124.4, 

118.8, 115.8, 92.8, 61. 5. 

FT-IR (ATR): 3348 (w), 2945 (w), 2872 (w), 1667 (w), 1615 (m), 1476 (m), 1450 (m), 1407 (m), 

1282 (w), 1259 (w), 1217 (w), 1186 (m), 1159 (w), 1090 (s), 1043 (w), 1025 (m),1001 (w), 960 

(m), 984 (m), 921 (w), 888 (w), 828 (w), 746 (s), 695 (w), 663 (w).  

MS (ES+): (m/z) 479.2 (calculated for C30H26N2O4: 478.2). 

Exact mass (+ESI): (m/z) 479.1987 (MH+) (calculated for C30H26N2O4: 479.1965).  

2,7-Bis-(2-(benzenesulfonamide)phenyl)-phenanthren-9,10-di(ethylene-glycol)ketal (34) 

 

A 100 mL two-necked flask was charged with 0.55 g (1.2 mmol) of 2,7-bis(2-aminophenyl)-

phenanthren-9,10-di(ethylene-glycol)ketal (12). The flask was degassed and refilled with argon. 

The compound was dissolved in dry dichloromethane (33 mL). Then benzenesulfonyl chloride 

(0.39 mL, 2.9 mmol) and pyridine (0.61 mL, 7.5 mmol) were added. The mixture was stirred for 

18 hours at the room temperature. Completion of the reaction was indicated by TLC using 

petroleum ether: ethyl acetate (2:1) as an eluent. Reaction mixture was diluted with chloroform, 

washed with 30 mL of 1 M HCl aqueous solution and 200 mL of deionized water. The organic 

layer was dried over MgSO4 and then solvent was evaporated. The residue was dissolved in 5 

mL of chloroform and precipitated in cold hexane and filtered off giving 0.69 g of 

compound (13). The yield was 79%. Mp =140-142oC.  

1H NMR (CDCl3) d (ppm): 7.91 (2H, d, J=8.1 Hz), 7.74 (6H, d, J=7.4 Hz), 7.59 (4H, m), 7.47 

(4H, t, J=7.8 Hz), 7.38 (2H, m), 7.22 (4H, m), 7.07 (2H, dd, J=8.0, 1.8 Hz), 6.77 (2H, s), 4.27 

(4H, br s), 3.72 (4H, br s).  

13C NMR (CDCl3) d (ppm): 139.2, 138, 134, 133.7, 133, 132.2, 130.6, 130.5, 129.1, 129, 127.3, 

127.1, 125.1, 124.8, 121.3, 92.4, 61.4.  
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FT-IR (ATR): 2876 (w), 1702 (w), 1578 (w), 1475 (m), 1447 (m), 1397 (w), 1331 (m), 1262 (w), 

1223 (w), 1158 (s), 1090 (s), 1048 (w), 1030 (w), 1001 (w), 985 (m), 961 (m), 913 (m), 830 (w), 

753 (s), 719 (m), 687 (s), 667 (w), 628 (w).  

MS (ES+): (m/z) 759.2 (MH+) (calculated for C42H34N2O8S2: 758.2).  

Exact mass (ESI+): (m/z) 759.1833 (MH+) (calculated for C42H34N2O8S2: 758.1829). 

2,7-Bis-(2-(benzenesulfonamide)phenyl)-phenanthren-9,10-diketone (35) 

 

A mixture of compound (13) (0.68 g, 0.89 mmol) and p-toluenesulfonic acid (8.52 g, 44.8 mmol) 

was refluxed overnight in a mixture of solvents: DCM (18 mL), water (12 mL), acetonitrile (36 

mL). The resulting mixture was cooled to room temperature and extracted into DCM. The organic 

layer was dried over MgSO4 and solvent was removed. The residue was dissolved in 5 mL of 

chloroform and precipitated into cold hexane giving compound 14 as a red powder (0.55 g). The 

yield was 92%. Mp = 131-135oC.  

1H NMR (DMSO-d6) d (ppm): 9.86 (2H, s), 8.34 (2H, d, J=8.4 Hz), 7.92 (2H, d, J=1.9 Hz), 7.75 

(2H, dd, J=8.2, 1.9 Hz), 7.56 (6H, m), 7.39 (10H, m), 7.02 (2H, d, J=7.6 Hz).  

13C NMR (DMSO-d6) d (ppm): 179.6, 140.9, 140.3, 138.2, 136.8, 134.4, 133.7, 132.9, 131.2, 

131.1, 130.4, 129.5, 129.3, 128.3, 128.0, 126.9, 125.0.  

FT-IR (ATR): 2941 (w), 1671 (m), 1598 (m), 1472 (m), 1447 (m), 1401 (m), 1310 (m), 1155 (s), 

1090 (s), 1010 (w), 907 (w), 857 (m), 837 (m), 753 (s), 713 (w), 690 (s), 661 (w), 628 (m).  

MS (ES+): (m/z) 671.1 (MH+) (calculated for C38H26N2O6S2: 670.1). 

Exact mass (ESI+): (m/z) 671.1309 (MH+) (calculated for C38H26N2O6S2: 670.1305). 
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 13,17-Di-(2-(benzenesulfonamide)phenyl)benzo-5,6-diketone-[1,2-a;4,3-a']dicarbazole 

(36) 

 

A 50 mL two-necked round bottom flask was charged with compound 14 (0.54 g, 0.8 mmol), 

Cu(OTf)2 (0.029 g, 0.08 mmol). The flask was carefully degassed and refilled with argon. The 

solids were dissolved in 4 mL of dry dichloroethylene. (Diacetoxyiodo)benzene (1.03 g, 3.2 

mmol) was dissolved in 8 mL of dry dichloroethylene in argon atmosphere. The obtained solution 

was added dropwise to the previously obtained mixture. The obtained reaction mixture was 

heated to 50oC and stirred at the same temperature for 24 hours. The completion of reaction was 

indicated by TLC (eluent: ethyl acetate: petroleum ether, 1:1). The reaction mixture was extracted 

into DCM and the organic layer was dried over MgSO4. The solvent was evaporated, the residue 

was dissolved in 5 mL of chloroform and precipitated into cold hexane (200 mL) giving brown-

red powder. The yield was 78%. Mp = 126-130oC.  

1H NMR (CDCl3) d (ppm): 8.38 (2H, d, J=10.3 Hz), 8.22 (2H, s, J=1.9 Hz), 7.98 (2H, t, J=8.5 

Hz), 7.72 (2H, dd, J=8.2, 1.9 Hz), 7.63 (2H, m), 7.54 (4H, t, J=7.6Hz), 6.86 (4H, m).  

13C NMR (CDCl3) d (ppm): 185.5, 179.1, 163.0, 147.6, 139.5, 136.5, 135.8, 135.6, 135.1, 133.8, 

133.76, 132.1, 130.9, 130.6, 129.2, 127.4, 124.3.  

FT-IR (ATR): 3070 (w), 1679 (m), 1648 (m), 1622 (m), 1599 (m), 1544 (m), 1476 (w), 1447 

(w), 1411 (w), 1309 (s), 1288 (s), 1227 (w), 1180 (w), 1155 (s), 1114 (m), 1088 (s), 1026 (m), 

901 (m), 869 (s), 834 (s), 756 (m), 731 (s), 686 (s), 657 (w), 630 (s).  

MS could not be obtained.  

Elemental analysis (%): Calculated for C38H22N2O6S2: C, 68.46; H, 3.33; N, 4.2; S, 9.62. Found: 

C, 62.12; H, 3.69; N, 3.58; S, 8.29.  

General procedure of condensation of diketones with o-phenelenediamine: 

Product 35 or 36 and o-phenelenediamine (1.1 eq) were dissolved in ethanol (or other solvent, 

~50 mM). Then the catalyst was added (p-toluene sulfonic acid, hydrochloric acid, acetic acid). 

OO

N N
SO2Ph PhO2S
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The mixture was refluxed for 12 hours. To terminate the reaction, the reaction mixture was 

allowed to cool down, followed by filtration and extraction (ethyl acetate : water).  

4,4’-Dibromobiphenyl-2,2’-dicarboxylic acid (38) [68] 

 

Diphenic acid (2 g, 8.25 mmol) was dissolved in 64 mL of concentrated H2SO4 and cooled down 

to 0oC in an ice bath. Dibromoisocyanuric acid (1.02 eq, 2.41 g, 8.4 mmol) was added to the 

reaction mixture in 4 portions. The reaction mixture was allowed to warm up to room temperature 

and was left stirring overnight. Afterwards the reaction mixture was poured onto 400 mL of ice. 

The precipitate was filtered off and washed with water, followed by a small amount of cold 

methanol. The product was used in further synthesis without additional purification. Crude yield 

was 3.29 g (99.6%). Mp = 235oC (lit. Mp = 246 – 250oC).  

1H NMR (CDCl3) d (ppm): 12.91 (2H, s), 8.01 (2H, d, J=2.2 Hz), 7.77 (2H, dd, J=8.2, 2.2 Hz), 

7.15 (2H, d, J=8.2 Hz).  

FT-IR (ATR): 3085 (m), 2981 (m), 2812 (m), 2656 (m), 2533 (m), 1686 (s), 1586 (w), 1557 (w), 

1497 (w), 1473 (w), 1412 (m), 1382 (w), 1297 (s), 1279 (s), 1245 (s), 1155 (w), 1094 (m), 1002 

(w), 929 (w), 899 (w), 823 (s), 780 (w), 759 (w).  

MS (ES-): (m/z) 399 (M-H+) (calculated for C14H8Br2O4: 400.02) 

4,4’-Dibromobiphenyl-2,2’-dimethanol (39) [69] 

 

4,4’-Dibromobiphenyl-2,2’-dicarboxylic acid (0.5 g, 1.25 mmol) was dissolved in dry THF 

(6 mL) in argon atmosphere. NaBH4 (3 eq, 0.14 g, 3.75 mmol) were added in portions. The 

mixture was stirred at room temperature for an hour. Then BF3•Et2O (4.6 eq, 0.71 mL, 5.75 

mmol) was added dropwise into the reaction mixture. The mixture was stirred overnight at room 

temperature. Termination of reaction was determined by TLC using ethyl acetate: hexane (1:1) 

as an eluent. The reaction was quenched with 5% aqueous HCl solution and then diluted with 

O

O

Br Br

OH

HO

OH

HO

Br Br
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ethyl acetate. The mixture was then filtered through Celite® Hyflo Supercel plug. The filtrate 

was washed with saturated Na2CO3, followed by saturated NaCl solution. The combined organic 

layers were dried over MgSO4 and then solvent was evaporated. The crude product was purified 

by column chromatography using ethyl acetate: petroleum ether (1:2.5) as an eluent. After the 

column material was recrystallized from ethanol: hexane mixture giving white crystals with 37% 

yield. Mp =139-140oC (lit. Mp = 133-134oC). [66] 1H and 13C NMR match the reported spectra. 

[68] 

1H NMR (DMSO-d6) d (ppm): 7.71 (2H, d, J=2.0 Hz), 7.49 (2H, dd, J=8.1, 2.1 Hz), 7.04 (2H, d, 

J=8.1 Hz), 5.27 (2H, t, J=5.4 Hz), 4.12 (4H, ddd, J=40.2, 14.2, 5.4 Hz).  

13C NMR (DMSO-d6) d (ppm): 143.0, 136.4, 131.5, 130.0, 129.7, 121.6, 60.6.  

FT-IR (ATR): 3307 (w), 3203 (w), 2949 (w), 2919 (w), 2859 (w), 1689 (w), 1588 (w), 1560 (w), 

1467 (w), 1423 (w), 1392 (w), 1335(w), 1246 (w), 1186 (w), 1112 (w), 1088 (m), 1038 (s), 1002 

(m), 886 (w), 839 (m), 810 (s).  

MS (EI+): (m/z) 371.9 (calculated for C14H12Br2O2: 372.06).  

4,4’-dibromo-2,2’-diformyl-1,1’-biphenyl (40) [68] 

  

A three-necked flask containing 2 M oxalyl chloride solution in dichloromethane (2.7 eq, 5.3 

mmol, 2.6 mL) was diluted with 10 mL of dry dichloromethane and cooled down to -78oC. 

DMSO (3.8 eq, 7.5 mmol, 0.53 mL) was added to the mixture dropwise. 4,4’-Dibromobiphenyl-

2,2’-dimethanol (0.73 g, 2 mmol) was dissolved in 13 mL of dry dichloromethane and added to 

the reaction mixture dropwise. The mixture was stirred at the same temperature for 2 hours. 

Afterwards, triethylamine (6.16 eq, 12.1 mmol, 1.69 mL) was added to the reaction mixture. The 

mixture was allowed to warm up to the room temperature. Termination of reaction was 

determined by TLC using ethyl acetate: petroleum ether (1:5) as an eluent. The reaction mixture 

was then transferred into separating funnel and washed with 5% HCl and Na2CO3 until neutral 

pH and then the mixture was washed with brine. The organic layer was dried over MgSO4 and 

the solvent was then removed under reduced pressure. 4,4’-dibromo-2,2’-diformyl-1,1’-biphenyl 

was obtained as a white solid with 97% (0.7 g) yield. The product was used in further synthesis 

O

O

Br Br
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without additional purification. Mp = 126-136oC (lit. Mp = 144-146oC). [61] 1H and 13C NMR 

match the reported spectra. [68] 

1H NMR (DMSO-d6) d (ppm): 9.70 (2H, s), 8.12 (2H, d, J=2.1 Hz), 7.95 (2H, dd, J=8.2, 2.2 Hz), 

7.39 (2H, d, J=8.2 Hz).  

13C NMR (DMSO-d6) d (ppm): 191.1, 138.9, 136.5, 136.0, 134.3, 132.4, 122.7.  

FT-IR (ATR): 3088 (w), 3061(w), 2917 (w), 2850 (w), 2758 (w), 1749 (w), 1691 (s), 1680 (s), 

1582 (s), 1559 (w), 1457 (m), 1388 (m), 1285 (w), 1255 (w), 1236 (w), 1176 (s), 1117 (w), 1085 

(m), 1037 (w), 1011 (w), 1001 (m), 983 (w), 964 (w), 917 (w), 904 (w), 876 (m), 844 (w), 830 

(s), 764 (m), 736 (w), 677 (s), 640 (m), 561 (m), 491 (w), 473 (w), 450 (m).  

MS (EI+): (m/z) 367.9 (calculated for C14H8Br2O2: 368.02). 

2,7-Dibromophenantrene (41) [68] 

 

4,4’-dibromo-2,2’-diformyl-1,1’-biphenyl (1.49 g, 4 mmol) was dissolved in 35 mL of glacial 

acetic acid and heated to reflux. Hydrazine monohydrate (1.4 eq, 0.27 mL, 5.6 mmol) in 5 mL of 

glacial acetic acid was added to the boiling reaction mixture dropwise. The reaction mixture was 

stirred for 1.5 hours. Termination of reaction was determined by TLC using ethyl acetate: 

petroleum ether (1:4) as an eluent. The reaction mixture was allowed to cool down to the room 

temperature and then was poured over 400 mL of ice. The precipitate was then filtered off, 

washed with water and dried in vacuum oven. The product was obtained as brown powder with 

a yield of 74% (1 g). Mp = 180oC. 1H and 13C NMR match the reported spectra. [68] 

1H NMR (DMSO-d6) d (ppm): 8.79 (2H, d, J=8.9 Hz), 8.3 (2H, s), 7.9 (2H, s), 7.85 (2H, d, 

J=8.7 Hz).  

13C NMR (DMSO-d6) d (ppm): 133.6, 131.0, 130.5, 128.7, 127.6, 125.9, 121.0.  

FT-IR (ATR): 3063 (w), 3032 (w), 2958 (w), 2919 (w), 2853 (w), 1742 (w), 1708 (w), 1664 (w), 

1600 (w), 1561 (w), 1478 (w), 1452 (m), 1387 (w), 1334 (w), 1294 (w), 1260 (w), 1238 (w), 

1211 (w), 1171 (w), 1148 (w), 1072 (m), 998 (m), 879 (s), 807 (m), 793 (s), 772 (m), 758 (w), 

698 (s), 647 (w), 534 (w), 523 (w), 498 (w), 462 (w).  

MS (EI+): (m/z) 335.9 (calculated for C14H8Br2: 336.03) 

Br Br
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2,7-Bis(2-aminophenyl)phenanthren (42) 

 

2,7-Dibromophenantrene (0.15g, 0.45 mmol), 2-aminophenylboronic acid (3 eq, 1.33 mmol, 

0.183 g), PdCl2(PPh3)2 (10 %mol, 0.089 mmol, 0.063g), K2CO3 (8 eq, 3.6 mmol, 0.49 g) was 

placed in two-necked round bottom flask. The flask was evacuated and refilled with argon 5 

times. The mixture of degassed DMF and water (5:1, 3 mL: 0.6 mL) was added to the mixture of 

solids. The resulting reaction mixture was stirred at 80oC for 2 days. After termination of reaction 

(TLC, ethyl acetate: petroleum ether (1:2)), the reaction mixture was extracted using ethyl acetate 

and water. The organic layer was dried over MgSO4 and then solvent was evaporated. The 

resulting brown liquid was dissolved in 5 mL of THF and precipitated into 75 mL of cold hexane. 

The precipitate was filtered off and washed with hexane. The product was obtained as beige 

coloured powder, 0.13 g (80%). Mp =257-260oC.  

1H NMR (DMSO-d6) d (ppm): 8.9 (2H, d, J=8.6 Hz), 8.05 (2H, s), 7.91 (2H, s), 7.78 (2H, dd, 

J=8.48, 1.86 Hz), 7.17 (2H, d, J=7.5 Hz), 7.11 (2H, t, J=7.6 Hz), 6.84 (2H, d, J=7.6 Hz), 6.71 

(2H, t, J=7.3 Hz), 4.95 (4H, s).  

13C NMR (DMSO-d6) d (ppm): 145.8, 138.5, 132.4, 130.8, 128.9, 128.8, 128.5, 128.2, 127.7, 

125.8, 123.8, 117.3, 115.9.  

FT-IR (ATR): 3454 (w), 3370 (w), 3066 (w), 3024 (w), 1664 (w), 1612 (m), 1571 (w), 1496 (m), 

1478 (w), 1470 (m), 1452 (w), 1437 (w), 1312 (w), 1297 (w), 1261 (w), 1158 (w), 1142 (w), 

1119 (w), 1094 (w), 1056 (w), 1022 (w), 997 (w), 897 (w), 826 (m), 743 (s), 693 (m), 574 (w).  

MS (EI+): (m/z) 360.2 (calculated for C26H20N2: 360.46).  

Exact mass (EI+): (m/z) 361.1713 (MH+) (calculated for C26H20N2: 361.1699).  

2,7-Bis-(2-(benzenesulfonamide)phenyl)-phenanthrene (43) 

 

NH2 H2N

NH HN
S SO OOO
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Product 42 (0.34 g, 0.94 mmol) was dissolved in 18 mL of dry dichloromethane under argon. To 

this solution benzenesulfonyl chloride (2.6 eq, 0.32 mL, 2.5 mmol), followed by pyridine (6.5 eq, 

0.5 mL, 6.1 mmol) were added. The reaction mixture was stirred at room temperature overnight. 

After completion of the reaction (TLC, ethyl acetate: petroleum ether (1:2)), the mixture was 

washed with 30 mL of 1M aqueous HCl solution. The organic layer was then separated and dried 

over MgSO4. The solvent was then evaporated. The resulting brown liquid was dissolved in 

20 mL of THF and precipitated into cold hexane (150 mL). The precipitated was filtered off and 

washed with hexane. The product was obtained as light pink powder, 0.51 g (85%). Mp = 244-

246oC.  

1H NMR (DMSO-d6) d (ppm): 9.73 (2H, s), 8.83 (2H, d, J=8.6 Hz), 7.82 (4H, s), 7.59 (8H, m), 

7.4 (10H, m), 7.14 (2H, d, J=8.7 Hz).  

13C NMR (DMSO-d6) d (ppm): 141.2, 138.7, 137.5, 134.0, 133.0, 132.0, 131.7, 129.5, 129.3, 

129.0, 128.7, 127.6, 127.3, 127.0, 126.9, 123.2.  

FT-IR (ATR): 3259 (w), 3068 (w), 1701 (w), 1605 (w), 1578 (w), 1498 (w), 1468(w), 1447 (w), 

1395 (w), 1332 (m), 1214 (w), 1159 (s), 1092 (m), 1070 (w), 1034 (w), 997 (w), 929 (w), 905 

(w), 822 (w), 756 (s), 719 (m), 687 (s), 634 (w), 603 (w), 585 (s), 553 (s). 

MS (AP+): (m/z) 640.2 (calculated for C38H28N2O4S2: 640.77) 

Exact mass (ESI+): (m/z) 641.1574 (MH+) (calculated for C38H28N2O4S2: 641.1563) 

13,16-Di-(2-(benzenesulfonamide)phenyl)benzo[1,2-a;4,3-a']dicarbazole (44) 

 

Product 43 (0.51 g, 0.8 mmol) and Cu(OTf)2 (10 %mol, 0.08 mmol, 0.029 g) were dissolved in 

the anhydrous dichloroethylene (4 mL) under argon. (Diacetoxyiodo)benzene (3 eq, 2.4 mmol, 

0.77g) was dissolved in 4 mL of anhydrous dichloroethylene and added to the reaction mixture 

dropwise. The reaction mixture was heated to 50oC and stirred overnight. After completion of 

the reaction (TLC, ethyl acetate: petroleum ether (1:2)), the reaction mixture was washed with 

water and extracted into DCM. The organic layer was dried with MgSO4 and then solvent was 

eliminated. The resulting brown liquid was dissolved in 20 mL of THF and precipitated into 150 

N N
SS O OO O
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mL of cold hexane. The precipitate was filtered off and washed with hexane. The product was 

obtained as brown powder, 0.41 g (80 %). Mp =142-145oC.  

1H NMR (CDCl3) d (ppm): 9.11 (2H, s), 8.80 (2H, d, J=8.6 Hz), 8.39 (2H, d, J=8.2 Hz), 7.99 

(2H, d, J=8.5 Hz), 7.77 (2H, d, J=7.4 Hz), 7.52 (2H, m), 7.40 (2H, m Hz), 7.26 (2H, m), 7.01 

(8H, m).  

FT-IR (ATR): 3063 (w), 1696 (w), 1654 (w),1610 (w), 1586 (w), 1478 (w), 1447 (m), 1368 (m), 

1334 (m), 1292 (w), 1168 (s), 1124 (w), 1090 (m), 1029 (w), 1000 (w), 887 (w), 824 (w), 754 (s) 

722 (s), 686 (s), 574 (s).  

MS (AP+): (m/z) 636.2 (calculated for C38H24N2O4S2).  

Exact mass (ES+): (m/z) 659.1098 (Na+) (calculated for C38H24N2O4S2: 659.1075). 
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4 Intersystem crossing in 

benzo[b]thiophene derivatives 

 

 

 

This chapter describes synthesis and photophysics of planar derivatives of benzo[b]thiophene, 

including a state of art hole transporting material – C8-BTBT. These molecules demonstrate a 

sub-nanosecond intersystem crossing (ISC), which cannot be explained by any available 

theoretical model when the molecule is considered to be in its equilibrium excited-state 

geometry. Our results can only be explained by considering the ensemble of molecular 

geometries in the excited state. These results demonstrate the need to take molecular dynamics 

into account when considering spin-orbit coupling and ISC. We also discuss the issue of correct 

approximation of the Frank-Condon weighted density of states for ISC rate calculation.  

 

The qualitative steady state and time-resolved spectroscopy of 

benzothieno[3,2-b]benzothiophene derivatives was performed together with Jozra Garrido 

Velasco at the University of Sheffield. Streak camera data was obtained at the University of St 

Andrews together with Dr. Sai Rajendran. Resonance Raman spectroscopy was performed at 

the University of Cyprus together with Eirini Lariou under supervision of Prof. Sophia Hayes. 

All of the quantum calculations were performed by Dr. Theo Kean at the University of Sheffield. 

MD calculations were performed by Lupeng Yang at the University of Cambridge and 

Dr. Daniel Cole at the University of Newcastle. Multimode Frank-Condon analysis script was 

written together with David Bossanyi at the University of Sheffield. 
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4.1 Intersystem crossing in planar organic molecules 

Intersystem crossing is a transition between electronic states of different multiplicity. 

Due to the reasons discussed in Chapter 2, singlet states are emissive short-lived states, whereas 

the emission of triplets (as well as their formation upon optical excitation) is quantum 

mechanically forbidden, and, thus, the states are usually long-lived. These fundamental 

properties of the excitons are crucial for application of organic molecules in electronic devices. 

The rate of ISC process determines the efficiency of OLEDs based on thermally activated 

delayed fluorescence. ISC is a limiting factor for creating electrically pumped organic lasers.  

Thus, controlling intersystem crossing becomes a very important issue because it has a 

direct effect on the efficiency of light-driven devices. A huge number of research has been 

reported on intersystem crossing in organic molecules. Regular rate of ISC in purely organic 

semiconductors is on nanosecond scale, but there are exceptions (Table 4.1). 

The reasons for fast (picosecond) and ultrafast (femtosecond) ISC are all based on the 

preservation of angular momentum in one way or another. For example, ISC in carbonyl 

containing and nitroaromatic compounds occurs according to El-Sayed’s rule, e.g. the singlet 

is located on orbital that has a p-p * nature and triplet on n-p* orbital. In this case, the transition 

is enhanced due to a change in orbital angular momentum because these orbitals are orthogonal 

to each other. [17] Apart from El-Sayed’s rule, preservation of total angular momentum can be 

achieved by coupling to out-of-plane vibrations. This explains fast ISC in non-planar thiophene 

derivatives and oligothiophenes. However, out-of-plane vibrations have been suggested to 

facilitate ISC even in small planar molecules such as benzene [70], base-free porphyrin and, 

surprisingly, large perylene derivatives. [71] 

Despite the fact that coupling to out-of-plane vibrations is not exactly a new 

phenomenon and it has been readily employed to explain the rate of ISC in various molecules, 

the exact design rule to achieve a control over out-of-plane vibrations and ISC process have 

not been reported. In this chapter I will discuss our step forward to vibrationally controlled ISC 

in planar highly conjugated thiophene derivatives.  

Thiophene derivatives attracted a lot of research interest due to their stability, ease of 

synthesis, high charge carrier mobility and interest for application in transistor and organic 

solar cells. Oligothiophenes is a class of molecules that is one of the most commonly used for 

organic electronic purposes. Over the years of research, nearly all imaginable properties of 
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these molecules have been studied and applied in OLEDs, solar cells, photodynamic therapy, 

sensors, lasers etc.  

Photophysical properties of thiophene itself have been studied experimentally and 

theoretically and it was concluded that the relaxation dynamics of the initial singlet state (S1) 

is dominated by internal conversion to the ground state (S0). However, bithiophene exhibits 

drastically different dynamics. The photoexcitation of this molecule is followed by fast (12 ps) 

intersystem crossing to triplet manifold. [72] The mechanism of this process has been studied 

computationally by Kölle at el. [73] Interestingly, they found that SOC between first singlet 

state equilibrium geometry is nearly zero suggesting that fast ISC should not be observed. 

Further investigation showed that the value of SOC can be influenced and significantly 

enhanced by vibrational relaxation of the excited state with out-of-plane vibrations being 

crucial for this process. [73] The visual representation of the process is shown in Figure 4.1 

(left). In the case of oligothiophenes, relaxation of Frank-Condon geometry is accompanied by 

change of the torsional angle between thiophene units. It is these movements that allow angular 

momentum conservation as the change in spin of the system is accompanied by the change in 

angular momentum. Different type of out-of-plane vibration was found to contribute to fast 

ISC in 2-methyl-5-phenylthiophene (Figure 4.1, right). It was found that not only the torsion 

between thiophene and phenyl but also a significant elongation of C-S bond contribute to 

promotion of ISC rate resulting in 135 ps triplet formation. [74]  

 

Figure 4.1. Mechanisms of excited state relaxation in thiophene derivatives: bithiophene 

[73] and 2-methyl-5-phenylthiophene (Adapted with permission from [74]. Copyright 2016, 

American Chemical Society). 

The mechanism of out-of-plane vibration influence on ISC relies on mixing between p 

and s orbitals. This is why it is easy to explain high PLQYs in planar aromatic compounds and 
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Since we are interested in the relaxation pathways from the
S1 state, we calculated the SOC between the S1 and the four
lowest lying triplet states along the reaction coordinate RCS at
the CASSCF level (Fig. 3b).

All SOC values also decrease along this coordinate and vanish
at S1-Min-a. Between S1 and T2/T3 the SOC is zero for symmetry
reasons, between S1 and T1/T4 it vanishes, although the coupling
is symmetry allowed. In general, for strong SOC, contributions
from orbitals of heavy atoms have to be involved in the electronic
configuration of the mixing states. The s* orbital is localized on
the S-atom and occurs via small ps* contributions in the S1 state
of 2T. This ps* contribution systematically decays along the RCS

as the planarization reduces the s/p mixing. Correspondingly, all
SOCs, also the symmetry allowed ones, decrease and vanish
along this coordinate.

In view of the calculated SOC and the S1–triplet energy gaps,
the highest ISC probability along the relaxation coordinate RCS

exists with the T3 state. The intermediate degeneracy of the S1

and the T3 states should compensate for their moderate spin–orbit
interaction and allow a fast ISC. An example for such a scenario
has been shown recently for uracil by Richter et al.70 and has been
discussed for benzene by Worth and co-workers.71,72

For the population that reaches S1-Min-a a second ISC path
opens between the S1 and the T2 states (ISC2, see Fig. 4). Here
both states are close in energy and although the SOC vanishes
at the minimum geometry, the torsional out-of-plane motion
can induce moderate coupling. Such motions have been shown
to be highly active during the S1 dynamics of 2T–4T.45,46

The possibility of two ISC channels is consistent with
the experimental observations of Paa et al.34 using femtosecond
time-resolved spectroscopy. They obtained a biexponential
decay for the transient S1 - Sn absorption (ESA) bands, with
a fast (t = 1.4 ps) and slow (t = 29.6 ps) component. In addition
the rise of the triplet–triplet absorption (TTA) is characterized by
a fast time constant of 1.4 ps and a slower one of 58 ps. Therefore
the authors proposed an ISC mechanism with two channels: the
fast one starting from a twisted S1 state geometry and taking
place during the initial geometry relaxation. The second slower
ISC channel starts from the relaxed S1 state and competes with
fluorescence from S1-Min-a. Although the oscillator strength is
reasonable at S1-Min-a (see Table 2), the fluorescence quantum
yield is reported to be small (fF = 0.014).25 Thus we suggest that
the major part of the S1 population decays via the two ISC paths.
The quantum yield fF of 2T is increased when the temperature
is lowered from 298 to 77 K.25 Under these conditions the first
ISC path is less populated as the lower temperature enhances the
planarity of the ground state.25

Next we discuss the relaxation from T3 and T2 back to the
ground state. The T3 relaxation leads to the planar T3 state
minimum where the T3 and T2 states are close in energy
(DE = 0.28 eV, see Table S8 in the ESI†). Therewith the T2 state
can also be populated by a fast internal conversion from T3

(Fig. 4). T2 is the only state considered which is described by an
excitation to the p2* orbital (see Table 2). This orbital is character-
ized by an antibonding p-interaction between the thiophene rings
(see Fig. S5 in the ESI†), therefore the T2 minimum is a twisted
structure with orthogonal thiophene rings (T2-Min, Fig. 4).

Fig. 3 Energy profile of the S0, the S1 and the four lowest lying triplet
states (a) and the SOC between the S1 and triplet states (b) along the S1

relaxation coordinate of 2T. The energy calculations were performed
at the CASPT2/6-31G* level of theory and confirmed at the CCSD level
(Fig. S9 in the ESI†). The SOCs were calculated using the CASSCF method.
The reaction coordinate was generated by linear interpolation between
the optimized S0-Min and S1-Min-a geometries.

Fig. 4 Schematic illustration of the proposed deactivation mechanism of
2T after excitation to the S1 state (A: absorption; F: fluorescence; ISC:
intersystem crossing; IC: internal conversion; P: phosphorescence). The
deactivation pathway is represented by red arrows. The relevant optimized
geometries are shown as well.
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state coordinates to study the post ISC dynamics. The above
calculations did not provide dramatically different PESs;
therefore, in the rest of the discussion we will refer to the
vertical calculations only. Remarkably, we found a crossing
between S1 and T2 PESs, as shown in Figure 5a, for dC−S > 2.05
Å. With the same analysis of the PES surfaces, we also identified
a possible conical intersection (CI) allowing the internal
conversion (IC) between T2 and T1.
The presence of efficient ISC conversion rate and the

subsequent IC between excited triplet states are in line with
recent work on gaseous oligothiophenes,34 showing, by high-
level calculations, that the nonradiative decay from S1 is
dominated by ISC involving different triplet states. In particular
for bithiophene, the species structurally most affine to MPT
among the investigated ones, the presence of a local minimum
on the S1 surface close to the Franck−Condon (FC) region has
been reported, and it has been suggested the occurrence of a
double ISC between S1 and two different triplet surfaces,
followed by triplet−triplet internal conversion, eventually
leading to the deactivation.
In addition to the local minimum near dC−S = 1.80 Å, the

calculated potential energy surfaces in Figure 5 reveal a second,
lower-energy minimum on the S1 surface near dC−S = 2.6 Å.
This lower-energy structure may be compatible with a
thiophene ring-opening reaction along the C−S bond, possibly
occurring on the τ2 time scale, prior to ISC. Indeed, the 0.2 eV

barrier crossing from the local S1 minimum would lead to this
intermediate structure in the absence of efficient ISC. A ring-
opening mechanism has been implicated in the efficient
deactivation of unsubstituted thiophene32,35,40 and could also
play a role in the aryl shift reaction that was observed previously
for aryl-substituted thiophenes.41,42 The aryl shift reaction
refers to a nonreversible translocation of the phenyl ring from
position 2 (adjacent to S) to position 3 on the thiophene ring
for which a single, consistent mechanism has not yet been
identified.12

However, the evaluation of calculated vibrational frequencies
on the S1 state, shown in Figure S3 of the Supporting
Information, is in excellent agreement with the FSRS spectra
(Figure 2, λRP = 480 nm) and allows us to shed light on the
origin of the τ2 process. Specifically, the predicted Raman shifts
on their way to the open ring configuration show disparate
trends: the phenyl-ring deformation Raman mode (680 cm−1)
undergoes a large blue shift (≈40 cm−1), while the phenyl ring
stretching-deformation mode (1505 cm−1) gets slightly red-
shifted. In addition, the frequency difference between the
Raman doublet of the in-plane thiophene ring deformation
(1550 cm−1 band) becomes increasingly larger, up to ≈50
cm−1. In striking contrast, all the Raman bands observed by
FSRS within the first 10 ps show a same behavior, i.e. a ≈5−10
cm−1 blueshift, which can not be traced back to structural
effects and clearly supports the identification of τ2 with the time

Figure 5. Excited potential energy surfaces of methyl-phenylthiophene computed by time-dependent density functional theory with B3LYP
functional and the 6-31+g** basis set (a). The energies of the excited S1 singlet state are obtained along the reaction coordinates ϕ and dC−S, which
are illustrated in panel c. The PESs for the triplet T2 and T1 states have been calculated at the optimized S1 geometry, with the same computational
precision. In panel b, the wavepacket evolution from the Franck−Condon region (ϕ ≈ 30° and dC−S≈ 1.76 Å) is reproduced from Δt = 50 fs to Δt =
3250 fs. The white line indicates the central position of the wavepacket, while the colored lines reproduce the half width at half-maximum of the
probability distribution at different time delays, with steps of 800 fs.
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their slow rate of ISC rates. This was convincingly demonstrated in the study of small heavy 

atom free aromatic molecules by Nijegorodov et. al. which revealed that the rate of ISC 

decreases when the planarity of the molecules increases. [75] The same explanation was 

applied to explain ISC in oligothiophene family, where ISC rate decreases with the increase in 

conjugation length, from 12 ps in bithiophene to 1.2 ns in P3OT and P3HT. [76] This 

phenomenon is rationalised by reduced access to s orbitals in highly conjugated systems. [77] 

Interestingly, this paper also suggests the design rule for highly fluorescent derivatives. They 

suggest that highly delocalized conjugated structures with planar skeletons would reduce spin-

orbit coupling and intersystem crossing. [77] This suggestion is in line with the study of 

conjugated thiophene containing heteroacenes [78][79], which found reasonably high PLQY 

and slow ISC for all of the studied derivatives (rows 4-5 in Table 4.1).  

For our study we selected planar sulfur-containing molecules, derivatives of 

benzothieno[3,2-b]benzothiophene. These molecules have been extensively studied in field 

effect transistors, showing one of the highest reported charge carrier mobilities to date 

(C8-BTBT 31.3 cm2V-1s-1). [53][38] This, of course, is the consequence of their planarity and 

tight crystal packing.  

Recently, these molecules were suggested as promising materials for spintronic 

applications. Spintronics requires stable spin of the molecule as well as a high charge carrier 

mobility. [80] In the paper by Schott et al, it was demonstrated that gyromagnetic coupling 

tensor shifts (Dg) is determined by effective spin-orbit coupling. The authors suggest that it is 

possible to predict SOC using a simple EPR measurement. [81][55] It was also discussed how 

addition of alkyl chains can influence the spin density on the molecules. In the case of C8-

BTBT and its non-alkylated derivative SOC would be smaller for C8-BTBT, because of spin-

leak into the alkyl chains. [82] 

We studied the photophysics of benzothieno[3,2-b]benzothiophene derivatives (Figure 

4.2) using steady state and time-resolved spectroscopic techniques in order to learn about 

excited state relaxation processes. Surprisingly, we found that the excited state relaxation of 

these molecules in low concentration solutions is dominated by fast ISC to the triplet manifold. 

In the following text we will demonstrate the experiments that lead us to this conclusion, our 

attempt to explain this phenomenon. Our findings contradict previous reports suggesting that 

planar molecules and planar benzothiophene derivatives cannot have fast ISC. We also found 

that alkylated benzothieno[3,2-b]benzothiophene (C8-BTBT) has faster ISC and, hence, larger 

SOC than its non-alkylated derivative. 
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Table 4.1. Intersystem crossing rates and structures of different organic molecules [ps]. 

       
0.2-1.7 

[83][84][85] 12195 [85]* 4 [86] 0.29[87] 29750 [87]* 3300 [87]* 0.1-0.4 [87] 

 

    
 

278 [88] 3.15 [88] 0.59 [88] 0.97 (cis) 0.81 (trans) [88] 0.94 [88] 714 [88] 

     
  

400 in AcCN 
(4.4 in cxn) [89] 

3 [89] 
1200 (AcCN) 
10 (cxn) [89] 

5.2 [90] 0.25 [91] 286 [78] or 833 [79]* 1087 [78] or 3333 [79]* 

   
    

3448 [78]* 24390 [78]* 2083 [78]* 1190 [78]* 1018 [79]* 25000 [79]* 3.2 [72] 

   
  

 

 
 

P3OT and P3HT 
10000 [79]* 12500 [79]* 12-50 [72][77]  188 [77] 538 [77] 135 [74] 1200 [76] 

*Calculated from available data using the equations:	"#$% = 	'()* ;	,#$% =
-

./01
.

O O

S

O O

O

O NO2

N

NO O

O O

C7H15C7H15

C7H15 C7H15

N N

O

O

O

O

RR N N

O

S

O

O

RR N N

O

S

S

O

RR N N

S

S

S

S

RR N N

O

O

O

O
Br

BrBr

Br

C7H15

C7H15C7H15

C7H15

NO2 NO2 O2N

N
N
H

NH

O

O N
H

N

NH2

S

S
S

S

S

S

S S

S

S S

S

S S

R



Chapter 4: Intersystem crossing in benzo[b]thiophene derivatives 

 97 

4.2 Results and Discussion 

4.2.1 Synthesis of benzothieno[3,2-b]benzothiophene 

This section describes synthesis of the compounds that were further used to study 

intersystem crossing in conjugated benzothiophene derivatives. All of the compounds were 

previously reported in the literature [52][92], however to our knowledge, their photophysical 

properties have not been studied. The structures are presented on Figure 4.2.  

 

Figure 4.2. Structures of studied compounds. 

The strategy for the synthesis of benzothieno[3,2-b]benzothiophene (BTBT) 

framework was reported by T. Mori et al. [52]. It is based on two consecutive thiophene-

annulation reactions. The full scheme of the synthesis is presented below:  

 

Scheme 4.1. Synthetic route to obtain BTBT framework 

2-[2-(Trimethylsilyl)ethynyl]thioanisole (2) was synthesised though Sonogashira coupling 

reaction of terminal alkyne with 2-iodothioanisole. This reaction is catalysed by Pd (0) 

complexes and proceeds with the proposed catalytic cycle described in the following scheme: 
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Scheme 4.2. Catalytic cycle of Sonogashira coupling reaction. 

 The first step in Sonogashira coupling is oxidative addition of halogenated compound 

to Pd (0) complex (1). This step is followed by transmetallation with alkynyl copper (2), which 

is formed from a terminal triple bond of trimethylsilyl acetylene after its interaction with the 

base and CuI. [93] The reaction terminates with reductive elimination (3) of the coupled 

compound and regeneration of the initial palladium complex. The Sonogashira coupling 

reaction proceeds with very high yield without formation of by-products. [94] 

 The obtained product (2) was used in the reaction with phenylsulfenyl chloride, which 

is an electrophile. [95] The electrophilic cyclization is a very efficient way to obtain 

heterocyclic structures. This reaction requires good leaving group attached to nucleophile. 

Methyl group was reported to be good enough leaving group for this type of cyclization.  

The mechanism of this reaction is the following:  

 

Scheme 4.3. Mechanism of electrophilic thiophene ring closer. 

 This reaction starts with attack of the alkyne triple bond by the electrophile 

(phenylsulfenyl chloride) and sulfur of the methyl sulfide group. In the result of this attack a 
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cationic intermediate is formed. The methyl group is removed via SN2 displacement by a 

nucleophile from the reaction mixture, such as chloride anion. [96] 

The product of the ring closure (3) contains all the carbon and sulfur atoms which are 

essential for the construction of the BTBT core. The α-TMS group in (3) was converted into 

the iodide to give product (4). This compound was then cyclized via the intramolecular direct 

arylation catalysed by palladium. [97] This reaction has the following mechanism: 

 

Scheme 4.4. Catalytic cycle of direct arylation ring closure. 

 This reaction involves three steps; it starts with oxidative addition of aryl iodide to the 

palladium complex (step 1). Afterwards, one proton and iodine are removed from the complex 

by the base (step 2). The final step is reductive elimination of BTBT (5). [97] The obtained 

heterocyclic compound was further functionalized with alkyl chains as previously reported 

[53]: 

 

Scheme 4.5. Functionalization of BTBT core. 

 This was accomplished through two step transformations, the first step was a simple 

Friedel-Crafts acylation reaction with the following mechanism:  
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Scheme 4.6. Friedel-Crafts acylation of benzothieno[3,2-b]benzothiophene core. 

In this reaction AlCl3 removes chlorine from the acid chloride which results in a 

formation of a reactive acylium ion. This ion can attack one of the benzene rings of BTBT, 

which leads to formation of an aromatic ketone. Depending on the stoichiometry of the reagents 

in the reaction mixture, this nucleophilic attack can be repeated on the other side of BTBT, 

which would result in diketone formation. [93] 

The final step of the synthesis was the reduction of the ketone to saturated hydrocarbon 

chain. This was accomplished using Wolff-Kishner reduction procedure with the following 

mechanism: 

 

Scheme 4.7. Mechanism of Wolff-Kishner reduction. 

This reaction begins by condensation of hydrazine with the keto-group which results in 

hydrazone (1) formation. The hydrazone is then deprotonated by a base (often potassium 

hydroxide is used). This is a rate limiting step and leads to formation of diimide anion (2). The 

diimide anion is then transformed into the alkylanion (3) due to thermodynamically facilitated 

elimination of N2. This step is followed by protonation of the anion by solvent which results in 

formation of the desired reduced product (4). [93]  

The synthesis of diBT molecule was previously reported as part of a synthetic procedure 

for materials for TFT applications. [55] Scheme 4.8 shows the synthetic procedure, which was 
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accomplished as a one-pot reaction that involved two stages. First, standard lithiation of 

benzothiophene and then reductive coupling using copper (II) chloride.  

 

Scheme 4.8. Synthesis of diBT. 

Despite the ease of synthesis, the overall yield of the molecule after purification was 

very poor, due to huge loses in silica gel column chromatography purification.  

 

4.2.2 Photophysics of benzo[b]thiophene derivatives 

4.2.2.1 Steady state absorption spectra and DFT calculations  

In this section we discuss basic steady state optical properties of benzo[b]thiophene 

derivatives, since they have not previously been reported in literature.  

The absorption, steady state fluorescence and phosphorescence are compared in Figure 

4.3. Let’s first consider absorption spectra of C8-BTBT. The spectrum exhibits vibronic 

structure with three well defined maxima at 3.75, 3.85 and 2.95 eV. This vibronic progression 

is independent of solvent polarity and concentration (Figure 4.4 and the values are collected 

in Table 4.2). To understand the origin of this progression, we performed DFT calculations 

that are summarized on the bottom panel of Figure 4.3. We can conclude from the calculations 

that the first peak in the absorption spectrum corresponds to first singlet excited state (S1) and 

second peak is the second excited state (S2). The rest of the peaks are simply the vibronic 

replicas of these two states.  

There is a quite obvious change of the shape of absorption spectra between the three 

BTBT derivatives. This change can be explained by DFT calculation results; the energy 

splitting between S1 and S2 states increases for the less alkylated molecules (Table 4.4). That 

is why for n-BTBT the S2 state peak simply merges with the S1-(0-1)-transition. However, a 

very minor S1 peak position shift is observed. The presence of the alkyl chains also influences 

the oscillator strength and extinction coefficients. The values of oscillator strength suggest that 

the S0-S1 is an allowed transition and is of p-p* nature [4]. The peak position values and 

extinction coefficients for all of the molecules are collected in Table 4.3.  

S S

S1. BuLi, Et2O, reflux
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The absorption spectrum of diBT is redshifted compared to BTBT derivatives and has 

a different vibronic progression. The redshift is due to larger conjugation in this molecule. The 

change in vibronic structures is probably due to a forbidden nature of S2 transition, which, 

therefore, cannot contribute to the spectrum to the same extent as it is observed in BTBT 

derivatives.  

 

Figure 4.3. Steady state photophysical properties and DFT calculations of 

benzo[b]thiophene derivatives. Room temperature measurements were performed in 

10µM solutions in toluene. Phosphorescence was recorded at 77 K in a glass solution 

(toluene:ethanol:diethyl ether, 1:1:2). The bottom panel represents results of DFT 

calculations: singlet excited states are presented as simple coloured bars, triplets – bars 

with stripes. 
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Figure 4.4. Absorption spectra of C8-BTBT in toluene solutions of different 

concentration (left) and in solvents of different polarity (10 µM). 

 

Table 4.2. Steady state absorption and fluorescence of C8-BTBT in different solvents. 
 

S1, eV e (at 330nm), 
cm-1M-1 

PL(lex=320nm), eV Stokes shift, eV 

Cyclohexane 3.74 19920 3.67 0.07 

Toluene 3.74 17010 3.65 0.09 

THF 3.76 18115 3.69 0.07 

Chloroform 3.74 11360 3.65 0.09 

 

Table 4.3. Steady state characteristics of benzo[b]thiophene derivatives in 10 µM toluene 

solutions. 
 

S1, 

eV 
e (of S1-S0)* 

in toluene, 

cm-1M-1 

e (of S1-S0)* 

in cxn, 

cm-1M-1 

PL 

(l=320nm), 

eV 

Stokes 

shift, 

eV 

Fluorescence 

quantum 

yields**, % 

Triplet 

yields**, 

% 

C8-BTBT 3.75 17020±640 19775±2460 3.66 0.09 3.4±0.7 51±7 

m-BTBT 3.74 12340±1180 12640±130 3.65 0.09 3.4 - 

n-BTBT 3.73 7300±30 17090±480 3.64 0.09 3.8±0.7 63±8 

diBT 3.52 17580 15990±950 3.44 0.08 29±4 52±4 

*Extinction coefficients values were determined from three different solutions (10 µM).  
**PLQY and triplet yields were determined from five different solutions. The mean values with standard deviation 
are stated.
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Table 4.4. Quantitative results of DFT calculations. 
 

C8-BTBT  m-BTBT  n-BTBT 
 

DiBT 
 

 
Energy, 

eV 

Oscillator 

strength 

Energy, 

eV 

Oscillator 

strength 

Energy, 

eV 

Oscillator 

strength 

Energy, 

eV 

Oscillator 

strength 

S1 4.37 0.6955 4.37 0.5090 4.36 0.3790 4.03 1.3990 

S2 4.56 0.4250 4.58 0.5090 4.61 0.5410 4.44 0 

S3 4.80 0 4.84 0.0035 4.88 0 4.61 0.1180 

DS1-S2 0.19  0.21  0.25  0.41  

         

T1 3.10 0 3.10 0 3.11 0 2.72 0 

T2 3.91 0 3.88 0 3.86 0 3.50 0 

T3 3.97 0 3.97 0 3.97 0 3.96 0 

T4 4.23 0 4.23 0 4.23 0 4.02 0 

T5 4.31 0 4.37 0 4.42 0 4.15 0 

T6 4.45 0 4.52 0 4.55 0 4.36 0 

T7 4.53 0 4.56 0 4.64 0 4.56 0 
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4.2.2.2 Steady state fluorescence spectra  

S0-S1 is an allowed transition and we attribute emission as coming from the first (S1) 

excited state. Emission is independent of solvent polarity and excitation wavelength, and 

concentration quenching is obvious only at 100 µM (Figure 4.5). The concentration quenching 

is due to a small Stocks shift of the molecules, which is 90 meV for BTBT derivatives and 

80 meV for diBT. The values (Table 4.3) are reasonable for planar heterocyclic molecules and 

are in line with Stokes shifts reported for similar planar molecules. [98] 

 

Figure 4.5. Fluorescence of different concentration C8-BTBT in toluene (left) and all of 

the molecules in 10µM in toluene (right), l=320nm. 

Interestingly the splitting between the 0-0 and 0-1 vibronic peaks increases for alkylated 

BTBT derivatives (Figure 4.5, right). This is also accompanied by redistribution of 0-0 and 0-

1 intensity, which suggests a different alignment of excited and ground state potential energy 

surfaces and different intrinsic reorganization energy. 

 

4.2.2.3 Resonance Raman spectroscopy 

To determine which modes couple to fluorescence (S1-S0) transition, we performed 

resonance Raman on the solutions of these molecules in cyclohexane. The results are presented 

in Figure 4.6. The quantitative analysis of the spectra was performed to obtain Raman cross 

sections, the results are collected in Table 4.5.  

 The assignment of Raman shifts was accomplished with the aid of DFT calculations 

(Table 4.6). In the obtained resonance Raman spectra of all of the compounds, only in-plane 
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vibrations were found, which confirms the planar structure of the excited singlet state. BTBT 

derivatives exhibit strong Raman shifts at approximately 1600 and 1560 cm-1, which 

correspond to C=C symmetric in-plane stretch along the long axis of the molecule. Small shifts 

of the signals are probably due to contribution of side chains to these vibrations. The Raman 

shift around 1474 cm-1 for C8-BTBT is due to C=C between thiophenes and side chain C-H in-

plane scissoring. A similar Raman shift is also observed in m-BTBT (1478 cm-1), however, in 

this case we can see that there are actually two signals in this region with shift values of 1478 

and 1487 cm-1. The peak at 1487 cm-1 is almost 3 times more intense than the 1478 cm-1. We 

can assume that the lower energy vibration involves the alkyl chain and in the case of the C8-

BTBT it would be more intense. We can also assume that in the C8-BTBT spectra these 

vibrations could be merged together. This lower energy shift is not found in the n-BTBT Raman 

spectrum.  

 For n-BTBT a reasonably strong signal is observed at 1415 cm-1, it corresponds to C=C 

stretch between sulfur atoms and C-H symmetric rocking. Similar vibrations are observed for 

m-BTBT and C8-BTBT derivatives at 1396 and 1388 cm-1. The difference in energy between 

this Raman shift is probably due to a larger contribution of aromatic C-H rocking in the case 

of n-BTBT.  

1177 cm-1 is another strong Raman shift that is observed for all of the molecules. It 

takes its origin from C=C in-plane bending and side chains C-H rocking. However, in the case 

of non-alkylated derivatives the contribution of bending to this vibration is probably much 

higher.  

DiBT resonance Raman spectrum possesses a different set of signals. The strongest 

vibration appears at 1574 cm-1, it corresponds to symmetric in-plane C=C stretch along the 

short axis of the molecule and C-H rocking. In general, the observed vibrations are similar to 

those of BTBT derivatives. However, there is a contribution of stretching of C-C between 

benzo[b]thiophenes.  
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Figure 4.6. Resonance Raman spectra of benzo[b]thiophene derivatives in cyclohexane 

solutions (l = 282 nm). Starred peaks correspond to Raman shifts of cyclohexane. 
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Table 4.5. Raman shifts and cross sections of benzo[b]thiophene derivatives. 

C8-BTBT m-BTBT n-BTBT diBT 

Raman 
Shift 
(cm-1) 

Energy (eV) 
Cross 
section 
(*107) 

Raman 
Shift 
(cm-1) 

Energy (eV) 
Cross 
section 
(*107) 

Raman 
Shift 
(cm-1) 

Energy (eV) 
Cross 
section 
(*107) 

Raman 
Shift 
(cm-1) 

Energy (eV) 
Cross 
section 
(*107) 

1604 0.199 4.16 1601 0.1985 4.74 1596 0.1979 7.37 1595 0.1978 1.02 

1555 0.1928 2.96 1558 0.1932 2.47 1560 0.1934 2.52 1574 0.1952 4.24 

   1487 0.1844 3.3 1494 0.1852 5.94 1548 0.1919 3.01 

1474 0.1830 6.29 1473 0.1826 0.98 1415 0.1754 3.14    

1388 0.1720 0.45 1396 0.1731 0.53       

   1329 0.1648 - 1329 0.1648 0.68 1224 0.1518 0.41 

1309 0.1623 0.91 1307 0.1621 0.96 1306 0.1619 0.53 1311 0.1625 0.13 

1177 0.1459 2.51 1172 0.1453 0.60 1175 0.1457 6.35 1175 0.1457 0.73 

1141 0.1415 0.53 1134 0.1406 0.47 1130 0.1401 0.80 1132 0.1404 0.43 

1071 0.1328  1070 0.1327        

998 0.1237 0.74 998 0.1237 0.6 998 0.1237 -    

Blue – largest Raman cross sections 
* - could not determine the cross sections due to poor integration of the peak 

* 
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Table 4.6. Calculated and measured Raman shifts, visualisation and description of corresponding 

vibrations.  

Calculated 
Raman 

Shift 
(cm-1) 

Experimental 
Raman Shift 

(cm-1) 
Vibration visualization Vibration description 

 
C8-BTBT 

 
 

1680 1604 

 

C=C symmetric in-
plane stretch along the 

long axis of the 
molecule. 

1626 1555 

 

C=C asymmetric 
stretch along the short 

axis of the molecule 

1541 1474 

 

In-plane C=C between 
thiophenes and side 
chain C-H in-plane 

scissoring. 

1441 1388 

 

C-H in-plane rocking 
in phenyl rings and side 

chains. 

1385 1309 

 

C-H rocking of side 
chains and deformation 

of thiophene rings. 

1245 1177 

 

C=C in-plane bending 
and side chains C-H 

rocking. 

1219 1141 

 

Side chains C-H 
rocking. 

1178 1071 

 

Symmetric C-H 
scissoring in the phenyl 

ring, side chains and 
deformation of 

thiophene rings. 

1031 998 

 

Phenyl ring breathing 
mode and side chains 

C-H twisting. 
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DiBT 

 
 

1672 1595 

 

Symmetric in-plane 
C=C stretch along the 

long axis of the 
molecule and C-H 

rocking. 

1651 1574 

 

Asymmetric in-plane 
C=C stretch along the 

short axis of the 
molecule and C-H 

rocking. 

1619 1548 

 

Symmetric in-plane 
C=C stretch along the 

short axis of the 
molecule and C-H 

rocking. 

1385 1311 

 

C-H rocking of side 
chains and C=C stretch 

in thiophene rings. 

1309 1224 

 

Asymmetric in-plane 
deformation of 

thiophene rings. C-C 
stretch between 

thiophene rings, C-H 
rocking. 

1261 
1175 

 

 

Symmetric in-plane 
deformation of 

thiophene rings. C-C 
stretch between 

thiophene rings. C-H 
scisoring. 

1206 1132 

 

Symmetric in-plane 
deformation of 

thiophene rings. C-C 
stretch between 

thiophene rings. C-H 
scisoring. 

 

4.2.2.4 Photoluminescence quantum yield (PLQY) 

Finally, we evaluated the PLQY and the obtained values for these molecules are 

collected in Table 4.3. The values are 3-4% for BTBT derivatives and 29% for diBT. The low 

PLQY values are quite unusual for planar molecules with an allowed S1-S0 transition.  

 Such low PLQY can be explained by efficient non-radiative decay of a singlet state. 

This can be caused by multiple reasons: 
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- Aggregation 

- Small HOMO-LUMO gap and efficient internal conversion to ground state 

- Efficient ISC. 

From the information shown above we know that these molecules do not form 

aggregates, at least this is true for the concentrations and solvents that we used for our 

experiments.  

The value of the band gap is 3.65 eV (determined as an onset of the absorption spectra), 

which is very large compared to most of the other molecules. According to energy gap law 

(section 2.2.4.1), non-radiative transitions between states with such large energy separation 

will be quite inefficient. Therefore, low PLQY cannot be explained by efficient internal 

conversion to ground state.  

Thus, we conclude that low PLQY must be due to efficient ISC. We indeed have 

previously observed phosphorescence in frozen solutions (Figure 4.3). To quantify the triplet 

yields we used an indirect method of singlet oxygen yield estimation (section 3.4.5). The triplet 

yields are summarised in Table 4.3. We find that the yields of triplets are high (around 60% 

for n-BTBT, the value is close to triplet yields of palladium complexes). [99] 

 

4.2.2.5 Time-resolved spectroscopy 

To investigate singlet-triplet transition dynamics, we used transient absorption 

spectroscopy (TA). The TA spectra and kinetics of triplet formation are collected in the Figure 

4.7. All of the time constants values extracted from the TA data and auxiliary experiments are 

collected in Table 4.7.  

The positive bands in all of the spectra correspond to stimulated emission. Due to the 

limitations of our probe spectrum, we could not see the ground state bleach. The negative 

signals in the spectra corresponds to photoinduced absorption (PIA), i.e. absorption of the 

excited states. To determine the origins of the PIA signals we used a streak camera which 

allows PL measurements on picosecond scale (the time constants are collected in Table 4.7). 

Therefore, using a streak camera we can determine the singlet state lifetime. The decay time 

constant that we get from steak camera measurement approximately matches the constant 

obtained in the TA. Thus, we assign PIA with maximums around 2.2 – 2.4 eV to S1-Sn 

absorption. The second positive signal in TA we assign to triplet excited state absorption. This 
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assumption is based on the fact that this signal does not decay within TA experiment (7 ns). To 

confirm this assignment, we perform nanosecond time-resolved emission experiment, where 

all of the fluorescence was filtered using a GG435 filter. The experiment shows that at 4 ns 

time delay we already have an emission from triplet states (Figure 4.8). 

 

Table 4.7. Time constants of the excited states decay and generation determined by 

transient absorption and streak camera measurements in toluene and Me-THF. 

 TA (in toluene) Streak Camera (in Me-THF) 

 τ (S1-Sn), ps at 

RT 

τ (T1-Tn)*, ps at 

RT 

τ (T1-Tn)*, ps 

at 60oC 

τ (S1-S0), ps at RT τ (S1-S0), 

ps at 77 K 

C8-BTBT 120±2 (toluene)/ 

174±8 (Me-THF) 

124±2 (toluene)/ 

110±6 (Me-THF) 

112±13 113±4 (toluene) 

/174±1.5 (Me-THF) 

285±2 

m-BTBT 148±2 174±3 136±13 - - 

n-BTBT 197±3 211±4 161±5 213±0.6 374±2 

diBT 421±16 452±7 - 421±3 685±9 

* rise time of triplet PIA. 

 

Figure 4.7. Transient absorption spectra of benzo[b]thiophene derivatives in toluene 

solutions at λ = 330 nm. 
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Figure 4.8. Triplet emission spectrum of C8-BTBT in toluene:ethanol:diethyl ether 

(1:1:2) mixture at 4 ns time delay at 77 K (not corrected for the filter effect). 

The rise time constant of the triplet PIA signal is around 124 ps for C8-BTBT, which 

is very fast for a planar molecule. All of the TA spectra exhibit an isosbestic point, this indicates 

one-to-one conversion of singlet into triplet states. Dialkylated C8-BTBT molecule exhibits 

faster ISC than mono and non-alkylated derivatives. These results are solution density, 

wavelength and excitation power independent. [100] The results of our photophysical studies 

are summarised in Table 4.8 (energies) and Table 4.9 (rate constants).  

Therefore, our time-resolved study shows that all benzo[b]thiophene derivatives have 

a sub-nanosecond ISC. This is highly unusual for planar molecules since similar 

benzothiophene derivatives tend to have ISC on nanosecond scale (Table 4.1). To rationalize 

this phenomenon and to explain the trends within the molecular derivatives (i.e. faster ISC in 

alkylated derivatives), we employ molecular dynamics simulations and quantum mechanics 

calculations in order to figure out spin-orbit coupling matrix element values in these molecules.  

Table 4.8. Energies of singlet and triplet states of BTBT derivatives at 77 K in 

Ethanol:Toluene:Diethyl Ether (1:2:1). 

Compound Singlet, eV Triplet, eV S-T, eV 

C8-BTBT 3.76 2.59 1.17 

m-BTBT 3.76 2.61 1.15 

n-BTBT 3.75 2.62 1.13 

DiBT 3.44 2.18 1.26 
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0.0

2.0x105

4.0x105

6.0x105

8.0x105

PL
 In

te
ns

ity
 (a

.u
.)

Wavelength (nm) 



 
Chapter 4: Intersystem crossing in benzo[b]thiophene derivatives 
 

 114 

Table 4.9. Rate constants of excited state relaxation processes in BTBT derivatives. 

 

4.2.2.6 Molecular dynamics (MD) simulations and SOCME calculations 

To rationalize the ISC mechanism of studied molecules, we have performed MD and 

DFT calculations (details in section 3.5.1) on n-BTBT, C8-BTBT and diBT. As it was 

mentioned in section 2.2.5.2, the rate of ISC (kISC) between n-th singlet state (Sn) and m-th 

triplet state (Tm) can be expressed by Fermi’s golden rule approximation:  

!"#$ =
2'
ℏ )Ψ+,-.#/$0-Ψ#12

3 × 5	

5 – is Frank-Condon weighted density of states (FCWD). The element in brackets is called 

spin-orbit coupling matrix element (SOCME). Therefore, there are two important factors for 

evaluation of the rates of ISC: value of SOCME and the Frank-Condon density of states. We 

are going to account for the FCWD by dividing the SOCME by the energy difference between 

the state. Therefore, we assume that the intrinsic reorganization energy of the molecules during 

transition between singlet and triplet state is low. To evaluate the mixing between the states of 

different multiplicity and access the rate of ISC we use the following parameter:  

7#8
+1 = 	 )Ψ+1-.#/$

0-Ψ#82
3

9#8 − 9+1
	 (4.1) 

9#8 – energy of first excited singlet state, 9+1 -energies of triplet states.  

The time constant of ISC in BTBT derivatives implies that ISC happens not from the 

Frank-Condon geometry, because IC should occur on femtosecond time scale due to energy 

gap law. Therefore, we first of all assumed that ISC happens from the relaxed equilibrium 

geometry of the singlet excited state. 

Sample kr*10-8, s knr*10-9, s kISC*10-9, s kIC*10-9, s kISC(nBTBT)/ 

kISC(diBT) 

kISC(n-BTBT)/ 

kISC(diBT) 

(assuming 

triplet yield is 

equal) 

C8-BTBT 2.83 ± 0.23 8.05 ± 0.02 4.11 ± 0.57 3.94 ± 0.57 

2.55 

  

2.14 

 
 

m-BTBT 2.30 6.53 - - 

n-BTBT 1.93 ± 0.16 4.88 ± 0.02 2.94 ± 0.38 1.94 ± 0.38 

DiBT 6.89 ±1.38 1.69 ± 0.14 1.15 ± 0.89 0.54 ± 0.21 



 
Chapter 4: Intersystem crossing in benzo[b]thiophene derivatives 
 

 115 

We used DFT to estimate spin-orbit coupling matrix element values between 

equilibrium geometry of the excited singlet state and all triplet states that have 9#8 − 9+1 > 0. 

The results of all the calculations are collected in Table 4.10. We find that the SOCMEs are 

very small (smaller than 0.1 cm-1) between S1 in the equilibrium geometry and all of the triplet 

states that are energetically lower than S1 (columns a in Table 4.10). Therefore, we conclude 

that the direct electronic mechanism of ISC in BTBT derivatives cannot explain our 

observations.  

It is often suggested that coupling within triplet manifold (vibronic coupling) can 

increase SOC between singlet and triplet states of interest. However, even including all the 

triplet states into SOCME calculation does not give a value large enough to explain a sub-

nanosecond ISC (sum of column a in Table 4.10). 

An indirect mechanism of ISC through spin-vibronic coupling has been reported for 

several planar molecules. [71] To explore the possibility of spin-vibronic ISC in BTBT 

derivatives, we employ molecular dynamics simulations to obtain all possible geometries of 

BTBT derivatives in singlet state. We then use these conformations to calculate SOCMEs and 

state mixing parameters (<l> - for ensembles).  

To understand how geometry alters the properties of the molecules, ensembles of 

geometries are constructed by sampling 400 times from MD simulations of the two molecules, 

BTBT and diBT, in both their S0 and S1 states. By performing the above calculations on each 

ensemble of geometries, we are able to investigate how: 

• Changes in equilibrium geometry between the electronic states of a molecule alter its 

properties; 

• Vibrational motion alters a molecules’ properties.  

We compare ratios between n-BTBT and diBT states coupling parameters (l) and ratios 

between n-BTBT and diBT rate constants that were obtained experimentally. The experimental 

ratios are collected in Table 4.9.  
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Table 4.10. SOCME and states coupling elements (l) based on relaxed singlet state (S1) geometries obtained by MD simulations on n-

BTBT and diBT. 

SOCME - spin-orbit coupling matrix element between the states in equilibrium geometries  

<SOCME> - spin-orbit coupling matrix element in ensemble geometries 

Column index a b c d e f g h 

 S1, 

eV 

T1, 

eV 

∆ST, cm-1 SOCME, 

cm-1 

<SOCME>, 

cm-1 

!, cm-1	 <!>, cm-1 <!>/! <SOC>/SOC !(n-BTBT) 

/!(diBT)	
<!>(n-BTBT)/ 

<!>(diBT) 

n-BTBT 

S1-T1 4.36 3.11 10082 0.06 1.13 3.57E-07 1.27E-04 355 18.8 47.2 2.02 

S1-T2 
 

3.86 4033 0.1 1.93 2.48E-06 9.24E-04 373 19.3 - 2.70 

S1-T3 
 

3.97 3145 0 1.95 0 1.21E-03 - - 0 0.55 

S1-T4 
 

4.23 1049 0.01 2.10 9.54E-08 4.21E-03 44100 210.0 - 0.94 

S1-T5 
 

4.42 -484 0 2.41 
      

S1-T6 
 

4.55 -1532 0 2.61 
      

S1-T7 
 

4.64 
 

0 2.60 
      

Sum 
   

0.17 
 

2.93E-06 6.47E-03 2205 
 

0.42 0.91 

diBT 

S1-T1 4.03 2.72 13227 0.01 0.91 7.56E-09 6.26E-05 8281 91.0   

S1-T2  3.5 6936 0 1.54 0 3.42E-04 - -   

S1-T3  3.96 3226 0.15 2.66 6.97E-06 2.19E-03 315 17.7   

S1-T4  4.02 2742 0 3.51 0 4.49E-03 - -   

S1-T5  4.15 1694 0.07 2.49       

S1-T6  4.36 0 0 2.85       

S1-T7  4.56 -1613 0.1 2.50       

Sum    0.33  6.98E-06 7.09E-03     
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Including the geometry sampling results in a significant increase in SOCME (columns b in 

Table 4.10). This, of course, transfers into even larger increase (by at least 354) in states mixing 

element (l), which to first approximation is directly proportional to the ISC rate constant 

(columns d in Table 4.10). This shows the importance of taking the molecular vibrations into 

account even when considering planar molecules.  

However, even with this approach we are not able to match the experimental ratio 

between rate constants for the molecules. Namely, the experimental ratio between n-BTBT and 

diBT is 2.14 or 2.55 (Table 4.9), the calculated ratio based on summed SOCME is 0.91 (Table 

4.10).  

If we take into account only the coupling between the states involved in transition, 

e.g. between T1 and S1 etc, then the closest to experiment would be the paths S1-T1 or S1-T2. 

However, this is still very irregular result because this suggests that the ISC in this case does not 

obey the energy gap law.  

 

4.2.2.7 Effect of temperature on ISC 

To test our theory further, we calculate SOCME at 77 K and perform low temperature PL 

experiment using a streak camera. The results of calculations and predicted SOCMEs are 

presented on Figure 4.9. The results of low temperature measurements are shown on Figure 4.10 

and the fitting results are collected in Table 4.7. The decay of the singlet state at 77 K slows 

down by approximately 20% comparing to room temperature.  

The theoretical difference between 77 K and room temperature (333 K) for n-BTBT is 

4.4 and for diBT is 5.4 (Table 4.11). What we find from the experiment is different, for n-BTBT 

it is 1.76 and for diBT is 1.52, which is much smaller than calculated. For the calculation of the 

experimental ratio, we assumed that the yield of triplets remains the same at 77 K and room 

temperature, however, this is not necessarily correct. We, therefore, also compare the ratio 

between experimentally determined ISC rates at 77 K of n-BTBT and diBT 

(tISC(n-BTBT)/tISC(diBT)). It is 1.83, whereas the theoretical ratio is 2.29 (Table 4.11). 

At 60oC, the values of ISC time constant remain approximately the same for C8-BTBT 

but change by slightly more than 20% at 60oC for n-BTBT (Figure 4.11). Interestingly, the TA 

spectral shape also changes slightly comparing to the spectra obtained at room temperature. The 



 
Chapter 4: Intersystem crossing in benzo[b]thiophene derivatives 
 

 118 

loss of structure could be due to a change in the mechanism of the ISC or due to a change in 

vibrations that govern the process. 

 

Figure 4.9. Spin-orbit couplings of BTBT derivatives at different temperatures, the 

number on each graph corresponds an overall SOC.  

 

Figure 4.10. Photoluminescence decay kinetics of n-BTBT in Me-THF recorded at 

different temperatures using streak camera λ = 330 nm. 
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h™T1 | ĤSOC | ™S1i / eV

C
ou

nt
s
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Table 4.11. SOCME and states coupling elements (l) based on geometries obtained by MD 

simulations on n-BTBT and diBT at different temperatures. 

 77 K RT (333 K) <!>(RT)/ 
<!>(77 K) 

<!>(n-
BTBT)/ 

<!>(diBT) 
at 77 K 

kISC(RT)/ 
kISC(77 K) 

 

kISC 

(n-BTBT)/ 
kISC(diBT) 

at 77 K 

 <SOCME>, 
cm-1 

<!>*
107, 
cm-1 

<SOCME>, 
cm-1 

<!>*
107, 
cm-1 

Theory Experiment 

C8-BTBT 0.00054 2.3 0.000116 0.11 0.05 

2.29 

1.64 

1.83 n-BTBT 0.000071 0.04 0.000149 0.18 4.40 1.76 

DiBT 0.000048 0.018 0.000112 0.09
5 5.44 1.52 

 

 

Figure 4.11. Transient absorption spectra of BTBT derivatives (a – C8-BTBT, b – m-

BTBT, c – n-BTBT) in toluene at room temperature (solid line) and 60oC (dotted line) at λ 

= 330nm.  

Therefore, we conclude that our calculations cannot correctly predict the ISC dynamics. 

This is most likely to be due to Frank-Condon weighted density of states parameter. We assumed 

that the reorganization energy in the transition from singlet to triplet does not change significantly 

for the studied derivatives. A better way to evaluate the FCWD is using Marcus-Levich-Jortner 

(MLJ) theory, in which the FCWD is expressed as follows: 

"#$% = 1
(4*!+,-

.exp	(−5) 5
7

8! :;< =−
(Δ? + 8ℏB + !C)

4*!+,- D
E

7FG
	 (4.2) 
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where λ is the Marcus reorganization energy due to intramolecular low-frequency vibrations (λL) 

and intermolecular solvent-induced relaxation (λS), ℏB is the energy of an effective high energy 

vibrational mode involved in the transition, S is a Huang-Rhys parameter associated with the 

effective vibration, Δ? is the energy difference between the states at the equilibrium geometry. 

[12] To account for a possible change in reorganization energy, we need to know Huang-Rhys 

parameter and the vibrational mode related to the ISC.  

 

4.2.2.8 Frank-Condon analysis  

Frank-Condon analysis allows to calculate the Huang-Rhys parameter and, hence, to 

estimate potential energy surfaces displacement (section 2.2.3). We started evaluation from the 

simplest case – single vibrational mode analysis. Therefore, we assume that only one (mean) 

vibrational mode is coupled to a transition between the electronic states.  

It is much easier to use luminescence spectra for FC analysis rather than absorption. This 

is because in luminescence we only see the vibrational replicas of a single electronic state, 

whereas in absorption electronic states can be close in energy which would result in vibrational 

peaks overlap.  

Analysing the room temperature fluorescence spectra (Figure 4.12), we found that the 

fluorescence spectra of all four derivatives are governed by a similar mean vibration, ~164 meV 

for BTBT and 173 meV for diBT. The Huang-Rhys parameter was found to decrease for less 

alkylated BTBT derivatives, indicating lower coupling to vibrations. This effect of alkyl chains 

on excited state relaxation is different to what was reported for other conjugated molecules, 

e.g. 2,3,9,10-tetramethyl-pentacene, where the reorganization energy remains the same as for 

unsubstituted pentacene. [101][11] The largest values of Huang-Rhys parameter and the 

corresponding reorganization energy were found for diBT, which can be rationalized by 

transition from non-planar ground state to quinoid singlet state.  
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Figure 4.12. Single-mode Frank-Condon fitting results for benzo[b]thiophene derivatives 

fluorescence in 10 µM toluene solutions. 

To evaluate the reorganization energy of the singlet to triplet transition, we performed 

Frank-Condon analysis on fluorescence and phosphorescence spectra at 77 K. The resulting 

reorganization energy of the fluorescence transition is very similar to what is obtained at room 

temperature. However, at 77 K the inhomogeneous broadening (related to λ) is much smaller and 

this allows us to distinguish between low and high energy vibrations. Fitting the phosphorescence 

spectra allows us to evaluate which vibrations are involved in this transition and access the 

difference between the singlet and the triplet state.  

We used a multi-mode Frank-Condon model (equation (2.16)). This approach allowed us 

to fit C8-BTBT luminescence data obtained at 77 K (Figure 4.13). The fluorescence spectra at 

77 K exhibits sharp peaks with at least two kinds of vibronic replicas. In order to fit this spectrum 

with the fewest free parameters, we used the resonance Raman data. In resonance Raman 

vibrations that are involved in fluorescence are significantly enhanced. The description of 

resonance Raman results is given in the section 4.2.2.3. We used the vibrations found in 

resonance Raman for a more informed and precise fitting.  

To fit C8-BTBT fluorescence spectrum, we fixed two of the vibrational energies to the 

vibrations that were obtained from resonance Raman (189 and 138 meV) using an effective 

model where modes are grouped by frequency and the effective mode is a weighted average 

based on Raman cross section. The rest of the parameters were allowed to vary. The obtained 

HR param: 1.396
Evib: 163 meV
Ereorg: 227 meV

HR param: 1.36
Evib: 164 meV
Ereorg: 223 meV

HR param: 1.3
Evib: 164 meV
Ereorg: 212 meV

HR param: 1.68
Evib: 173 meV
Ereorg: 291 meV
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vibrations and Huang-Rhys parameters also fit the fluorescence at room temperature giving the 

same values of Huang-Rhys parameter as previously shown in single mode analysis, however 

with a different broadening value. To fit the phosphorescence at 77 K, we allowed all of the 

parameters to vary, this approach yields a very good fit to the experimental data. The results of 

the fitting are shown in Figure 4.13. We compared the change between in the vibrational modes 

of fluorescence and phosphorescence transition in Table 4.12. Both phosphorescence and 

fluorescence are coupled to ~190 meV effective vibration (HR parameter ~1), which corresponds 

to in-plane C=C stretching. Both phosphorescence and fluorescence are also coupled to a low 

frequency effective mode at ~ 60meV, however with a significantly different HR parameter. This 

vibration probably corresponds to an in-plane phenyl breathing mode. Finally, the most 

significant change (in both the vibrational energy and the Huang-Rhys parameter) is observed in 

the mid-frequency mode: from 138 meV in fluorescence to 102 meV in phosphorescence with a 

Huang-Rhys parameter twice as large in phosphorescence compared with fluorescence. These 

changes mean that S1 and T1 have different conformations. A positive change in Huang-Rhys 

parameters suggests a higher distortion of the molecule in the triplet state.  

We fit fluorescence and phosphorescence spectra of all of the studied molecules and find 

that the vibrations that all of them have similar vibrations coupled to these transitions. We were 

not able to obtain a good quality fluorescence fit for n-BTBT, due to the presence of a significant 

scattering background.  

 

Figure 4.13. Multi-mode Frank-Condon fitting results for solutions of C8-BTBT in 

10µM toluene:ethanol:diethyl ether (1:1:2) at 77 K. 
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Table 4.12. Results of FC analysis of luminescence at 77 K. 

 S1-S0 T1-S0 % 

change 

in Evib 

Evib, meV Evib, cm-1 HR 

parameter 

Evib, meV Evib, cm-1 HR 

parameter 

C8-BTBT 

62 500 0.664 58 468 0.931 7 

138 1113 0.145 102 823 0.370 30 

189 1524 0.911 187 1508 1.013 1 

m-BTBT 

66 532 0.578 57 460 0.961 14 

135 1089 0.236 100 807 0.362 26 

192 1549 0.741 188 1516 1.065 2 

n-BTBT 

- - - 59 477 0.938 - 

- - - 102 823 0.441 - 

- - - 190 1532 1.057 - 

DiBT 

76 613 0.436 59 477 0.7 22 

144 1161 0.409 98 790 0.776 32 

194 1565 1.117 191 1541 0.862 2 

 

The obtained information allows us to estimate the HR parameter of S1-Tn transition, 

assuming that all of the triplet states have a similar conformation to the T1 state. The HR 

parameter is related to potential energy surfaces displacement. This can be related to the change 

in potential energy surface position between the singlet and triplet electronic states as follows:  

H∆JKLMNLO
C = H∆JKLMKP ± ∆JNLMKPO

C	 (4.3) 

where ∆JKLMNL is nuclear coordinates displacement during transition from singlet to triplet state, 

∆JKLMKP is nuclear coordinates displacement of fluorescence, ∆JNLMKP is nuclear coordinates 

displacement of phosphorescence transition. Figure 4.14 summarizes the equation (4.3) and 

shows four principle cases of potential energy surfaces arrangement that involves one ground 

state, one singlet and one triplet state. The case c on Figure 4.14 corresponds to vibration at ~190 

meV, because it has a HR parameter of ~ 1 before and after ISC and, thus, no change in potential 

energy surfaces arrangement is observed. The case d on Figure 4.14 corresponds to the vibration 

at ~138 meV, as it is only present in the singlet state. Based on the equation (4.3) and the data 

obtained by FC analysis, we estimate HR parameters of the ISC for each vibrational mode found 

in our FC analysis. The results are summarized in Table 4.13. 



 
Chapter 4: Intersystem crossing in benzo[b]thiophene derivatives 
 

 124 

 

Figure 4.14. Possible potential energy surfaces arrangements that involve one ground 

state, one singlet and one triplet state and the corresponding H∆RSTMUTO
V
.  

 

Table 4.13. Huang-Rhys parameters of S1-T1 transition for vibrational modes coupled to 

fluorescence and phosphorescence in C8-BTBT and diBT at 77K. 

 C8-BTBT diBT 

Evib (eV) S+ S- S+ S- 

~60 3 0.03 2.3 0.03 

~100 0.37 0.37 0.78 0.78 

138 0.145 0.145 0.41 0.41 

~190 4 0 3.9 0.02 
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Total Huang-Rhys parameter of ISC is unlikely to be ~ 7. Thus, we take S– values of 

Huang-Rhys parameters for FCWD calculations. For further calculations, we will use a single 

effective vibration of ?XYZ[\\ = 	
∑ K^_`^a,^^
∑ K^^

, which is 108 meV for BTBT and 113 meV for diBT 

(calculated from values in Table 4.13). For simplicity, we will use 110 meV for both of them in 

our further calculations. The Huang-Rhys parameters for this vibration will be taken as a sum of 

Huang-Rhys parameters in Table 4.13, which for ~0.5 for BTBT and ~1 for diBT. Therefore, the 

reorganization energy is ~55 meV for S1-T1 transition in BTBT, which matches the value that we 

get from theoretical computations (~50-53 meV).  

Using the equation (4.2) and taking a range of “classical” reorganization energies (due to 

low-energy intramolecular modes or solvent reorganization), we obtain the FCWD for four 

different classical reorganization energies (Figure 4.15). We calculate the ISC rate constant 

based on the calculated ensemble geometries and corresponding spin-orbit coupling matrix 

elements and the corrected FCWD. The ratio of calculated and experimental rate constants of 

ISC are compared in Figure 4.16. This allows us to conclude that our theory is able to predict 

the ratio between the rate constants of two studied molecules. However, the calculated values of 

the ISC rate constant were determined to be roughly 8-9x smaller than experimental. The 

reorganization energy of 0.2 eV yields the most accurate correlation between the theoretical and 

experimental rates. However, we note that this value, although reasonable [12], is rather large for 

a non-charged planar molecule. From Figure 4.15 (for reorganization energy of 0.2 eV) we see 

that FCWD is negligible between S1 and T5, T4 and T1 for BTBT; and between S1 and T4 and T1 

for diBT. Therefore, only the sum of ISC rate constants from S1 to T2, T3, T4 (for BTBT), and S1 

to T2, T3 for diBT needs to be considered when comparing the theory with the experiment. 

This model still does not explain all of the experimental observables, e.g. the temperature 

dependence; however, it is significantly improved compared to direct mechanism or when ISC 

is considered between ensemble geometries with FCWD estimated using just the singlet-triplet 

splitting.    
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Figure 4.15. Calculated spin-orbit coupling matrix elements between S1-Tn (right y-axis, 

values are represented as length of the sticks) vs the energy gap between the involved 

states (x-axis) vs calculated Frank-Condon weighted density of states (left, represented as 

coloured curves, where each curve was obtained with different value of classical 

reorganization energy).  

 

Figure 4.16. Comparing calculated and experimental ISC in benzo[b]thiophene 

derivatives. On x-axis plotted “classical” (induced by the environment) reorganization 

energy, S is Huang-Rhys parameter of the 0.11 eV effective vibrational mode (or 

“quantum” part of reorganization energy).  
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4.2.2.9 ISC in extended C8-BTBT analogue: C8-DNTT 

C8-DNTT is an extended in conjugation derivative of C8-BTBT. This molecule exhibits 

higher conjugation length. Therefore, we assume that it would be more rigid and have less 

vibrations involved in the optical transitions. The optical properties of this molecule are presented 

on Figure 4.17. Interestingly, S1 and S2 transitions are separated in energy by 0.8 eV (Figure 

4.17, a), suggesting that no character mixing of these two states should be observed. The 

photoluminescence spectrum is dominated by 0-0 transition, which implies more rigid structure 

and smaller reorganization energy. This is confirmed by Frank-Condon analysis (Figure 4.18): 

the Huang-Rhys parameter is 0.81 and the reorganization energy is 132 meV, both of these values 

are significantly lower than those found for C8-BTBT. 

 Transient absorption spectroscopy (Figure 4.18, b) shows a structured positive signal at 

3-3.5 eV, which we assign to ground state bleach as it matches the vibronic structure of C8-

DNTT absorption. The second signal observed in TA is broad negative signal at 2-3 eV that 

changes its shape over the time of experiment. In addition, we observe the change in the sign of 

the signal at 3-3.5 eV. We suggest that these changes are due to triplet state formation and ISC. 

Therefore, initial broad negative signal (2-3 eV) corresponds to the singlet state and the following 

structured negative spectra (see Figure 4.18, b 3071 ps) corresponds to the excited triplet state 

absorption. The kinetics of the singlet decay and ISC is shown on Figure 4.18, c. ISC in C8-

DNTT occurs with the time constant of 2 ns which is almost 20 times slower than in C8-BTBT.  
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Figure 4.17. Steady state absorption and PL of C8-DNTT (a), transient absorption 

(330nm) (b), kinetics of PAI signals of singlet (600-610nm) and triplet (435-335) states (c). 

 

Figure 4.18. Single-mode Frank-Condon fitting results for solution of C8-DNTT in THF. 

 

S

S C8H17

C8H17

2.2 2.4 2.6 2.8 3.0 3.2
0.0

0.2

0.4

0.6

0.8

1.0

N
or

m
al

iz
ed

 P
L 

In
te

ns
ity

 (a
.u

.)

Energy (eV)

 C8-DNTT
 fit

Huang-Rhys parameter: 0.81
Vibrational enegry: 163 eV
Broadening: 0.057



 
Chapter 4: Intersystem crossing in benzo[b]thiophene derivatives 
 

 129 

4.3 Conclusions 

We find surprisingly fast ISC in planar benzo[b]thiophene derivatives. A picosecond rate 

of ISC in planar molecules is very irregular because ISC requires conservation of total angular 

momentum of the system. This is very hard to achieve in planar systems due to limited possibility 

of out-of-plane motion and, hence, limited s and p orbital mixing.  

Despite the common belief that ISC is faster in non-planar molecules, our study finds 

slower ISC in slightly twisted more flexible benzo[b]thiophene (diBT) compared to planar BTBT 

derivatives. We also find that alkyl chains have an influence on the rate of ISC, thus, 

demonstrating faster ISC for dialkylated (C8-BTBT) molecule.  

We find that the rate of ISC in these molecules cannot be explained by simple electronic 

mechanism of ISC, for which SOCME is calculated between singlet’s equilibrium geometry and 

one of the isoenergetic triplet state. Our calculations demonstrate the importance of taking into 

account molecular dynamics even when considering planar aromatic molecules. We find that 

inclusion of the molecular vibrations results in 20-fold increase in SOCME and more than 300x 

increase in states coupling element. Based on our calculations, we conclude that ISC in 

benzo[b]thiophene derivatives occurs through S1/T3 or S1/T2 path.  

We, however, were not able to quantitatively predict the ISC rate and temperature 

dependence using our theory methods. This suggests that our assumptions are still too restrictive: 

the FCWD that we used is rather crude and a full time-dependent quantum approach might be 

necessary.  
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5 Synthesis and spectroscopy of 

indolo[3,2-b]indoles 

 

 

 

In this chapter we discuss synthesis and photophysics of indolo[3,2-b]indole derivatives. These 

molecules are sulfur-free analogues of the molecules discussed in the previous chapter. They 

exhibit unity photoluminescence quantum efficiency in solution due to much slower intersystem 

crossing (~ 10 ns). Unexpectedly, the singlet state emission of these molecules persists for up to 

5 µs. This delayed fluorescence does not follow the kinetics of triplets, instead showing a power-

law dependence. We study the origin of the long-lived emission and come to the conclusion that 

delayed emission is a result of electron ejection from the molecules, similar to what has been 

reported for indole derivatives. 

 

All of the quantum calculations were performed by Dr Theo Keane at the University of Sheffield. 

Ph-N-inin was synthesised by Chloe Coulson under my supervision as a part of her master’s 

degree. DOSY and temperature dependent NMR was performed by Dr Sandra van Meurs at the 

University of Sheffield.  
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5.1 From indole to indolo[3,2-b]indoles and derivatives 

In this chapter we discuss spectroscopy of indolo[3,2-b]indole (ININ) derivatives (Figure 

5.1). These molecules are structurally similar to BTBT derivatives (Chapter 4); however, 

substitution of sulfur to nitrogen changes optical and the charge transporting properties. The 

differences in optical properties arise from the reduction in spin-orbit coupling matrix element 

(SOCME) due to the lower molecular weight of nitrogen. In addition, pyrrole, 

pyrrolo[3,2-b]pyrrole and indole are suggested to be more aromatic than the corresponding 

sulfur-containing derivatives. [102][103] This could result in better exciton and charge 

delocalization in ININ compared to BTBT molecules.  

 
Figure 5.1. Structures of nitrogen containing heterocycles. 

ININ is an extended analogue of indole chromophore. Indole itself is a very important 

moiety because it is a basic component of a biological chromophore tryptophan. Consequently, 

spectroscopy of indole, tryptophan and derivatives have been a topic of many scientific reports. 

[104][105][106] Multiple puzzling phenomena were reported for these systems, e.g. solvent 

polarity dependent emission of indole [105][107], one/two photon photoionization 

[108][109][110][111], delayed luminescence [112][113], etc. Thus, it would be interesting to 

establish if ININ derivatives (ININs) exhibit some of the intriguing properties of indole moiety, 

and if we could find use for them in organic electronic devices. 
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The similarity of ININ aromatic core to indole is not the only intriguing feature of these 

molecules. Pyrrole is known to be a stronger electron donor compared to thiophene. 

Pyrrolo[3,2-b]pyrrole was suggested to have a significantly lower ionization potential (7.27 eV) 

in comparison to other electron-rich heterocycles with similar structure, 

e.g. thieno[3,2-b]thiophene (8.1 eV). It means that this moiety is a more efficient p-electron 

donor. [114] The electron donating ability of organic semiconductors is related to their hole 

transporting properties; thus making pyrrolo[3,2-b]pyrrole, and its extended derivative ININ 

particularly interesting for applications in organic semiconductors. [115] 

The interest in ININ derivatives as hole transporting materials is based not only on its 

electron-donating ability. Due to a smaller radii of the nitrogen atom, planar ININ derivatives 

could be able to form a more concise intermolecular assembly in films compared to BTBT 

derivatives. [115][116] This could improve both charge transfer integral and reorganization 

energy values. [29] The hole transporting properties of unsubstituted ININ and the derivatives 

have been tested in transistors [117][118][119], but the reported charge carrier mobilities were 

not found as good as for BTBT derivatives.  

Electron donating ability is also related to the oxidation of compounds and, therefore, it 

would affect the stability of the molecules and their ionization potential. Both of the properties 

are important, and will be reflected in optical properties of the molecules and their performance 

in electronic devices. However, the ININ core has been suggested as a promising emitter for 

organic electronics applications [57], and it has also found application as a good electron donor 

moiety for TADF emitters [120] and organic donor-acceptor polymers for solar cells 

applications. [121][122] 

ININ derivatives were predicted to form stable radical cations which is due to strong 

delocalization of an electron. [123] This property of ININ derivatives might be useful for 

applications in polaronic ferromagnets, and, in fact, a high spin-density was found in doped 

polymers that contained ININ moiety. [124] Spectroscopic studies of indole suggest formation 

of radical cations after photoexcitation; hence we naturally wondered if this mechanism is 

possible in ININ derivatives. Stable radicals are of interest because they have recently found 

application in OLEDs due to their potential to increase the EQE of the devices due to having a 

reduced triplet formation. [125][126][127]  

Only some aspects of the optical spectroscopy of ININ derivatives have been reported 

[57][128][129]. However, to our knowledge to date, there is no comprehensive study of the ININ 
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chromophore in solution and films using time-resolved techniques. We designed our derivatives 

to have different “inert” substituents that do not influence the nature of emissive states greatly; 

however, would have a significant impact on solid state arrangement of the molecules allowing 

for in depth investigation of optical and charge transporting properties. C8-C-inin is especially 

interesting compound due to the location of its alkyl chains at the long axis of the molecule. 

According to a report by Illig et. al. [34] such molecular design reduces the dynamic disorder in 

films; thus allowing for high charge carrier mobility. We shall discuss spectroscopy and mobility 

of the synthesised derivatives in thin films in Chapter 6. In this chapter we discuss the synthesis 

and optical properties of isolated ININ derivatives in different conditions in solutions. 

5.2 Results and discussion 

5.2.1 Synthesis of ININ derivatives 

The synthesis of indole-containing compounds has received a lot of attention due to the 

importance of this moiety for biomedical applications and drug discovery. 

[130][131][106][132][133] The particular ININ heterocycle was first reported in 1917 by P. 

Ruggli where he synthesised ININ using o,o’-dinitrotolan as a starting compound. [134] Several 

other methods were developed over the years of research on indole-based heterocycles allowing 

for much better yields and shorter synthetic paths. [57][135] [136] [137] 

We choose to follow the procedure that was optimized by Qiu et. al. (Scheme 5.1) where 

the yield of the unsubstituted ININ core after the three steps synthesis was reported to be ~34%, 

which is reasonably high. [57]  

 
Scheme 5.1. Synthetic route to ININ heterocyclic core: (1) – NaH, THF, reflux; (2) – PCl5, 

CHCl3, reflux; (3) – Zn, CF3COOH, THF. [57] 
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We used methyl 2-aminobenzoate (or methyl 2-amino-5-bromobenzoate) as a starting 

material for nucleophilic cyclization reaction (1) to form eight-membered cyclic dilactams. [138] 

We obtained cyclic dilactams with reasonably high yield of 86 % for brominated and 46 % for 

non-brominated starting compounds. The product of reaction 1 (Scheme 5.1) was isolated from 

reaction mixture by precipitation into water followed by thorough drying, and then it was used 

in the next step without further purification. The step 2 (Scheme 5.1) of the procedure involved 

chlorination of the dilactam using PCl5 in a dry chloroform solution, the reaction had quantitative 

yields. The diimidoyl chlorides obtained in this reaction are prone to hydrolysis which results in 

formation of original dilactams; thus diimidoyl chlorides were used for transannulation without 

additional purification with minimal exposure to ambient atmosphere. [57] The final step in core 

preparation was the reductive transannulation reaction which was first reported in 1966 by 

Metlesics et al. [139] They utilized a mixture of zinc and acetic acid as a reducing agent. We 

followed a similar procedure reported by Qui et. al. [57] using activated zinc with trifluoroacetic 

acid. The procedure was very efficient and allowed for 89% yield in case of non-brominated 

derivative and 69% for the brominated one.  

Further derivatives of the ININ core are shown on Scheme 5.2. The brominated 

compound (bottom line on (Scheme 5.1) was also subjected to N-methylation reaction using the 

same procedure 1 (Scheme 5.2) as for non-brominated derivative. Formation of phenyl 

substituted derivative (3 on Scheme 5.2) was accomplished using Goldberg reaction. [140] All 

of the compounds after the functionalization were purified by column chromatography on silica 

gel and recrystallization. Unfortunately, the yields of the compounds after purification were very 

low (~10-20%).  
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Scheme 5.2. Functionalization of ININ core: (1) – NaH, DMF, MeI, (2) – NaOH, C8H17Br, 

DMSO, H2O, TBAB; (3) – CuI, Cs2CO3, PhI, DMF.  

 

C8-C-inin was synthesised from dibrominated ININ using the Scheme 5.3. The reaction 

was preformed using nickel-catalysed Kumada coupling, which was first reported by Kiso et al. 

[141] This reaction allows formation of carbon-carbon s-bonds via reaction of aromatic halides 

with aliphatic Grignard reagents (or vice versa).  

 
Scheme 5.3. Synthesis of C8-C-inin. 
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formation of pentacoordinated complex. The reductive elimination from complex 5 could also 

yield the Aryl-Aryl compound, but this process is thermodynamically unfavourable with an 

appropriate catalysts. [144] Nonetheless, the mechanism depicted on Scheme 5.4 is not 

necessarily absolutely correct since there is still a debate about nickel oxidation state transitions 

during the reaction. [144][143] 

 
Scheme 5.4. Kumada cross-coupling reaction mechanism. [143] 

For our synthesis we used THF as a solvent due to poor solubility of brominated ININ 

derivative in diethyl ether. We observed full conversion of starting material into di-alkylated 

derivatives and a small amount of mono-alkylated compound (determined by TLC). We tested 

several methods for purification of C8-C-inin; however, the yield after purification was always 

low (~12%). We believe that low yields of ININ derivatives after purification could be due to 

light sensitivity of the molecule on silica gel. The majority of the material that was put on the 

column was visibly oxidized and retained by a column; thus, only small portion of the necessary 

compound could be separated. We tried purifying the material on basic alumina column, 

however, this didn’t result in good separation of mono- and di-substituted derivatives. We have 

also tested sublimating this compound; however, the attempts were unsuccessful. After 

purification of C8-C-inin on a silica gel column, we used recrystallization to obtain the material 

that was further used for the experiments. Interestingly, the crystallization from different solvents 

resulted in formation of different polymorphs which will be discussed in Chapter 6. 

5.2.2 Photophysics of ININ derivatives in solutions 

5.2.2.1 Steady state spectroscopy, DFT calculations and Frank-Condon analysis 

We started studying photophysics of ININ derivatives by using steady state absorption and 

photoluminescence. Figure 5.2 collects absorption and emission spectra of ININ derivatives. The 

absorption spectra exhibit fine structure due to overlap of several close lying excited states, 

according to DFT calculations (details in section 3.5). The spectral values and results of DFT 
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calculation are summarized in Table 5.1 and Table 5.2, respectively. The relative values of 

oscillator strength are in a good agreement with experimentally determined extinction 

coefficients. Oscillator strength of S0-S1 transitions are between 0.28 – 0.48 suggesting that the 

S0-S1 transition has p-p* nature. The S0-S1 and S0-S2 transitions have approximately the same 

energy in all the molecules. Thus, alkyl chains have no significant influence on the excited state 

energies. Substitution of ININ core with phenyl moiety results in a blueshift in Ph-N-inin 

absorption and emission spectra. Phenyl substituents of Ph-N-inin have a poor orbital overlap 

with ININ core in solution, which would prevent it from significantly influencing absorption and 

emission spectra, unlike in the case of alkyl substituents. The difference in the shape of the 

absorption spectra between alkylated derivatives and Ph-N-inin is due to a change of the 

oscillator strength distribution between S0-S1 and S0-S2 transitions. For C8-C-inin, the oscillator 

strength of S0-S2 transition is almost twice higher than S0-S1, whereas in Ph-N-inin these values 

are equal.  

 
Figure 5.2. Absorption (left) and steady state photoluminescence spectra (λex = 330 nm) 

(right) of ININ derivatives in toluene (10 µM). 

Absorption and emission are not dependent on solvent polarity (Figure 5.3) and they are 

not affected by concentration of the molecules in any of the tested solvents in the range of 

concentrations from 1 to 100 µM (Figure 5.4). This agrees with DOSY NMR results on C8-N-

inin in toluene, monitoring the peak at 7.01 ppm allowed us to conclude that the value of diffusion 

coefficient is 2·10-9 m2/s and it is the same in 10 µM and 9 mM solutions. 
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Figure 5.3. Absorption (left) and room temperature steady state fluorescence (right) of 

C8-C-inin in different solvents, λex =330nm. Bars represent results of DFT calculations, 

the results were shifted by +70 nm. 

 

Figure 5.4. Concentration effects on absorption and steady state PL of C8-C-inin in toluene. 

 

The fluorescence is excitation wavelength independent and originates from the lowest 

lying S1 excited state (Figure 5.5). The energy of emission does not change significantly with 

solvent polarity (except in chloroform, which will be discussed separately). The efficiency of 

emission (Table 5.3) is high in all the molecules, with no dependence on presence of air that can 

be determined beyond the error of the measurement. The Stokes shift is very small (0.13 – 

0.14 eV), which suggests very small change in the geometry between ground and exited states of 

the molecules. This should also be reflected in reorganization energy. To estimate the 

reorganization energy, we performed Frank-Condon analysis using a single effective (mean) 

vibration. The results are presented in the Table 5.4. The fit of Frank-Condon function, 
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equation (2.13), is shown in Figure 5.6. Huang-Rhys parameter of the alkylated ININ derivatives 

was found to be slightly higher than that of Ph-N-inin, suggesting a slightly stronger coupling to 

vibrations and higher reorganization energy in alkylated derivatives. The reorganization energy 

is related to a displacement of potential energy surfaces during relaxation of excited states 

(section 2.2.3). Therefore, this displacement is smaller for Ph-N-inin. The emission spectrum of 

Ph-N-inin is dominated by 0-0 vibrational peak, whereas in the case of alkylated derivatives 

transition to higher vibrational level is more pronounced. The values of the reorganization 

energies are in the range of those that are usually found for similar heteroacene molecules in 

solutions. [98] Interestingly, the reorganization energy values are lower than those found for 

BTBT derivatives (220-289 meV) suggesting more rigid internal structure of the molecules.  

 

Table 5.1. Results of DFT calculations on ININ molecules in toluene. 

 C8-C-inin C8-N-inin Me-N-inin Ph-N-inin 

State Energy 

(eV) 

Oscillator 

strength 

Energy 

(eV) 

Oscillator 

strength 

Energy 

(eV) 

Oscillator 

strength 

Energy 

(eV) 

Oscillator 

strength 

S1 4.02 0.3000 4.05 0.2900 4.05 0.2960 4.10 0.4750 

S2 4.38 0.6230 4.45 0.4440 4.46 0.4640 4.45 0.4750 

S3 4.94 0 4.90 0 4.96 0 4.56 0.0010 

S4 5.00 0 5.07 0 5.09 0 4.75 0.2750 

S5 5.33 1.7610 5.32 1.6170 5.34 1.6690 4.86 0.0160 

S6 5.60 0.0650 5.74 0.0240 5.68 0.0370 4.90 0.0460 

S7 5.91 0.6010 5.99 0.4860 6.01 0.4670 5.05 0 

S8 6.03 0 6.04 0 6.13 0 5.29 0.0020 

         

T1 2.96 0 2.98 0 2.98 0 3.02 0 

T2 3.59 0 3.71 0 3.72 0 3.75 0 

T3 3.84 0 3.87 0 3.89 0 3.83 0 

T4 4.24 0 4.28 0 4.29 0 3.95 0 

T5 4.33 0 4.43 0 4.45 0 4.02 0 

T6 4.53 0 4.60 0 4.61 0 4.34 0 

T7 4.64 0 4.61 0 4.61 0 4.43 0 

T8 4.76 0 4.75 0 4.74 0 4.45 0 



 
Chapter 5: Synthesis and spectroscopy of indolo[3,2-b]indoles 
 

 140 

 

Table 5.2. Photophysical characterization of C8-C-inin in different solvents (onsets 

values). 

Solvents S0-S1, eV 

ε (max), 

cm-1M-1 

 

ε (S0-S1) 

cm-1M-1 

 

S1-S0, eV 

(lex = 330 nm 

or 3.75 eV) 

Stokes 

shifts, eV 

Ethyl Acetate 3.19 34520 8660 3.32 0.13 

THF 3.19 31380 8140 3.33 0.14 

Toluene 3.17 30560 8450 3.31 0.14 

DCB 3.14 28300 7980 3.28 0.14 

CHCl3 3.14 28320 8040 - - 

S0 – ground state, S1 – first singlet state 
ε – extinction coefficient 
lex – excitation wavelength 
Stokes shift – determined as a difference between the 0-0 vibronic peaks. 

 
Table 5.3. Photophysical characterization of ININ derivatives in toluene (10 µM). 

Molecule S0-S1, eV ε (S0-S1) 

cm-1M-1 
 

S1-S0, eV 
(lex = 330 nm 

or 3.75 eV) 

Stokes 
shifts, 

eV 

PLQY  
(lex = 350 nm 

or 3.54 eV), % 

PLQY 
deoxygenated, % 

C8-C-inin 3.17 8430 3.31 0.14 102±20 87±11 
C8-N-inin 3.21 6850 3.36 0.15 58±10 62±23 
Me-N-inin 3.20 8080 3.35 0.15 100±20 91±15 
Ph-N-inin 3.30 13320 3.43 0.13 100±16 93±16 

 

Table 5.4. Frank-Condon analysis results (using equation (2.13)). 

Molecule 
Huang-Rhys 

parameter 

Vibration, 

meV 
Broadening 

Reorganization 

energy, meV 

C8-C-inin 1.27 171 0.074 217 

C8-N-inin 1.27 170 0.069 216 

Me-N-inin 1.29 171 0.073 221 

Ph-N-inin 1.07 168 0.065 180 
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Figure 5.5. Steady state emission of C8-C-inin (10 µM) in toluene excited at different 

wavelengths. 

 
Figure 5.6. Frank-Condon fitting results for ININ derivatives in 10 µM toluene solutions. 

5.2.2.2 Cyclic voltammetry 

To estimate HOMO and LUMO energy levels of these molecules we performed CV 

experiments, and the results are presented in Figure 5.7 and Table 5.5. Details of the experiment 

and calculations of HOMO and LUMO are presented in section 3.3.1. The CV results suggest 

that ININ derivatives undergo two sequential oxidation processes. The oxidation occurs on the 

forward positive sweep and correlates with HOMO energies of the molecules. This process is not 

fully reversible in ININ derivatives, because the ratio of the anodic to cathodic current is less 

than 1. However, this could also be due to adsorption of the material to the surface of the working 

electrode. The second peak on the forward sweep corresponds to a second oxidation and this 

process is irreversible for all ININ derivatives.  
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We determined the oxidation potential of the molecules using the onsets of oxidation 

waves. The oxidation potentials provide an information on the electron donating abilities of the 

molecules. We conclude that C8-C-inin is the most easily oxidized and, hence, it has the 

shallowest HOMO energy. This is due to presence of two additional alkyl chains in the structure 

of the C8-C-inin, which evidently have electron donating effect to aromatic core that results in 

increase in HOMO level. C8-N-inin and Me-N-inin have the same HOMO energy, which 

suggests that the second (and further) carbon atom in the alkyl chain have no effect on the 

aromatic system. Ph-N-inin has the lowest HOMO out of all the ININ derivatives. This is in line 

with the blueshift that is observed in steady state absorption and emission.  

Finally, the LUMO energy can be estimated, which, of course, is a significant assumption 

considering we have to use optical bandgap. Since the optical bandgap value also includes an 

exciton binding energy, the obtained LUMO energy values can hardly be treated as absolute. 

However, they could be discussed relative to each other. Thus, Ph-N-inin has the lowest LUMO, 

and the alkylated derivatives have roughly the same LUMO energy.  

Overall, we conclude that all of these heterocycles are electron-rich, and are good 

candidates for hole transporting materials. C8-C-inin is, probably, the most promising molecule 

for such applications due to the shallowest HOMO level.  

 

Table 5.5. Cyclic voltammetry results and estimation of HOMO/LUMO energy levels of 

ININ derivatives. 

Compound Eox, V Eg optical, eV HOMO, eV LUMO, eV 

1st oxidation potential 

Me-N-inin 0.260 3.18 -4.86 -1.69 

C8-C-inin 0.182 3.14 -4.76 -1.63 

C8-N-inin 0.260 3.17 -4.84 -1.67 

Ph-N-inin 0.345 3.30 -5.03 -1.73 

2nd oxidation potential 

Me-N-inin 0.850  -5.45  

C8-C-inin 0.860  -5.44  

C8-N-inin 0.959  -5.54  

Ph-N-inin 0.975  -5.65  

Eox – onset of an oxidation wave 
Eg – optical band gap  
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Figure 5.7. Cyclic voltammogram of ININ derivatives taken with scan rate 50 mV/s. 

5.2.2.3 Fluorescence and phosphorescence at 77 K  

To characterize triplet states of the molecules, we preformed photoluminescence 

experiments at 77 K. At 77 K the non-radiative decay processes become less efficient and, thus, 

it is possible to observe phosphorescence. Unfortunately, we could not observe phosphorescence 

of these molecules using the phosphorescence mode available on fluorimeters. This is why we 

used a gated ICCD camera; spectra were recorded at large time delay (~100 µs) after excitation 

using large gate time (~ 750 ns) and exposure (~ 1s). The results of experiments at 77 K are 

collected in Figure 5.8. Panels on the left show absorption spectra of ININ derivatives in 

ethanol:diethyl ether (1:1) at the room temperature. This solvent mixture was chosen because it 

freezes into transparent glass. The florescence spectra at 77 K are collected in the middle panels, 

we can see that vibronic structure becomes more pronounced at 77 K.  

The panels on the right show phosphorescence spectra of the molecules. The S-T gap was 

determined from these spectral data using onsets of the fluorescence and phosphorescence. The 

results are presented in Table 5.6. The values of singlet-triplet splitting are larger than 0.7 eV for 

all the molecules.  
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Figure 5.8. Absorption (left), fluorescence (middle) and phosphorescence (right) at 77 K of 

100 µM solutions in ethanol : diethyl ether (1:1), λex = 330nm. 

 

Table 5.6. Photophysical characterization of ININ derivatives in ethanol : diethyl ether 

(onset values). 

Molecule S0-S1, eV 

ε (S0-S1) 

cm-1M-1 

 

S1-S0, eV 

(lex = 330 nm) 

Stokes 

shift, 

eV 

T1, eV S1-T1, eV 

C8-C-inin 3.19 13565 3.29 0.1 2.53 0.76 

C8-N-inin 3.25 12445 3.33 0.08 2.54 0.79 

Me-N-inin 3.24 12342 3.31 0.07 2.53 0.78 

Ph-N-inin 3.32 23514 3.41 0.09 2.57 0.84 

Br-C-inin 3.10 9456 3.2 0.1 2.49 0.71 

 

5.2.2.4 Time-resolved spectroscopy  

The next step in our study was to characterize kinetics of singlet decay and ISC rate. We 

know that fast rate of ISC in BTBT derivatives is not due to “heavy atom effect”, but rather 

because of the structural properties of these molecules. Giving the similar structure of ININ 

molecules we naturally wondered if that would result in rapid ISC in ININ derivatives.  
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The kinetic profiles of ININ derivatives’ emission monitored at 420 – 430 nm 

(2.88 – 2.95 eV) are collected in Figure 5.9. All numeric results of kinetic studies are collected 

in Table 5.7. The decay has two components: prompt and delayed. Prompt emission decay is 

mono exponential and has time constant of 3 – 9 ns (depending on measurement conditions, 

e.g. degassed / non-degassed). We assign this decay to singlet exited state relaxation.  

Interestingly, the prompt component decay rate of Ph-N-inin is higher than for the rest of 

the derivatives. This is due to a faster rate of ISC which was confirmed by transient absorption 

(TA) (Figure 5.10). After excitation of Ph-N-inin in TA spectra we observe two signals: 

stimulated emission (positive peak at 3.1 eV) and singlet photoinduced absorption (broad 

negative signal with maximum at 2.6 eV). Both of these signals decay with monoexponential 

kinetics, this is followed by evolution of negative peak at 3.1 eV with isosbestic point at 3 eV. 

We assign this peak to triplet state photoinduced absorption (PIA), the presence of isosbestic 

point indicates one-to-one conversions between singlet and triplet states. We confirm singlet 

signal assignment by comparing the decay time constant of the peak at 2.6 eV with the prompt 

component decay obtained by ICCD (Table 5.7). 

Thus, we conclude that faster decay of prompt singlet emission in Ph-N-inin is due to 

faster ISC compared to the rest ININ derivatives. To explain this difference and to further 

understand the excited state behaviour of the ININ derivatives, we performed the computational 

excited state analysis (using DFT, details in 3.5.1) to determine how exactly the electron density 

on the molecule changes upon excitation. The results of analysis are summarised in Figure 5.11 

and Figure 5.12. 

From the Figure 5.12, we can conclude that the ISC in Ph-N-inin probably occurs between 

the first singlet state S1 at 4.11 eV (calculated value) and a degenerate triplet state at 4.02 eV 

(calculated value). From the DFT calculations (computational exited state analysis Figure 5.12), 

we understand that in Ph-N-inin electron density of S1 state is mostly located on the perimeter of 

the molecule, whereas the triplet electron (T5, 4.02eV) density is mostly located on phenyl 

substituent. Thus, they are located on different parts of the molecule, unlike in the rest of ININ 

derivatives, where singlet and triplet electron density are located on the same parts of the 

molecules. During ISC in Ph-N-inin a significant change in orbital angular momentum occurs as 

well as the change of spin. Thus, resulting in efficient preservation of total angular momentum 

and rapid rate of ISC, which we observe in TA.  
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Figure 5.9. Kinetic profile of the emission detected at 420-430nm in ethanol:diethyl ether 

(1:1) , λex = 355nm. Instrument response is 2 ns.  

 
Figure 5.10. Transient absorption spectra of Ph-N-inin in toluene, λex = 355 nm. bg stands 

for background.  
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Figure 5.11. Part 1. Computational excited state analysis. The diagrams can be read as 

follows: The x axis indicates the location that the electron came from (i.e. the hole). The y 

axis indicates the electron goes to. The numbers show the percentage contribution of that 

hole-electron pair to the total excitation. The numbers at the end of the rows/columns are 

the sums of those rows/columns. 

Figure 2: Excited state analysis. The lower diagrams can be read as follows: The x axis indicates the location that
the electron came from (i.e. the hole). The y axis indicates the electron goes to. The numbers show the percentage
contribution of that hole-electron pair to the total excitation. The numbers at the end of the rows/columns are the sums of
those rows/columns.
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Figure 2: Excited state analysis. The lower diagrams can be read as follows: The x axis indicates the location that
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Figure 5.12. Part 2. Computational excited state analysis. The diagrams can be read as 

follows: The x axis indicates the location that the electron came from (i.e. the hole). The y 

axis indicates the electron goes to. The numbers show the percentage contribution of that 

hole-electron pair to the total excitation. The numbers at the end of the rows/columns are 

the sums of those rows/columns. 
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the electron came from (i.e. the hole). The y axis indicates the electron goes to. The numbers show the percentage
contribution of that hole-electron pair to the total excitation. The numbers at the end of the rows/columns are the sums of
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Figure 5.13. Spectra of ININ series in ethanol:diethyl ether (1:1) at 77 K taken at time 

period of 1.3-1.5 µs, λex = 355nm. DF -delayed fluorescence, Ph – phosphorescence. Only 

Ph-N-inin exhibits meaningful phosphorescence at 1.5 µs 

The explanation of second (delayed) component of emission (Figure 5.9) is not 

straightforward. This emission in all the studied molecules has a complex kinetics that cannot be 

described by an exponential function. 

 Figure 5.13 shows spectra of ININ derivatives emission at 1.3 – 1.5 µs after excitation. 

It is clear that delayed emission does not correspond to phosphorescence as they are well 

separated in energy. In alkylated derivatives, emission spectra at 1.3 – 1.5 µs is dominated by 

emission at 375 – 450 nm, whereas in Ph-N-inin it is dominated by phosphorescence (due to 

faster rate of ISC). Figure 5.14 compares the spectra of prompt and delayed luminescence in C8-

N-inin solutions. The delayed emission has the same energy as initial singlet state emission at 

both 77 K and room temperature; however, it is narrower than prompt emission spectra. At 77 K 

the delayed spectrum exhibits vibronic progression, suggesting the localized nature of the excited 

state.  
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It is quite unusual for a singlet state emission to be observed on microsecond time scale, 

because singlet states normally decay with a time constant of less than ~10 ns. For delayed 

emission to be observed singlet state must be populated from a different much longer-lived state, 

e.g. triplet state. Further, we discuss possible origins of delayed emission and describe our effort 

to identify the cause of the delayed emission in ININ derivatives.  

 
Figure 5.14. Prompt and delayed luminescence spectra of C8-N-inin (100 µM) at 77 K 

(left) and at room temperature (right). 

 

Delayed emission is not a unique phenomenon. It has been observed in many systems, and 

can be efficiently utilized in organic electronic devices, e.g. in OLEDs. [120][145][146] From 

the literature we know that delayed emission can have several origins: 

• Triplet-related delayed emission: 

o Thermally activated delayed fluorescence (TADF) [147][148] 

o Upper state crossing [149][150][151]  

o Triplet-triplet annihilation. [152][153] 

• Photoinduced electron transfer (formation of excimer or exciplex) and delayed 

emission as a result of electron and radical ion (or two charged moieties with an 

opposite charge) recombination. [112][113][154][155]  

 

5.2.2.5 Power dependence 

The dependence of the delayed emission on the excitation power could indicate the 

information on origin of the delayed emission, i.e. if it is a result of the recombination of two 
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can see that the dependence is linear. This means that delayed emission cannot be attributed to 

triplet-triplet annihilation, which would require two excited states to recombine. 

 
Figure 5.15. Power dependence of integrated delayed emission (collected at time-delay 

200 ns) of C8-N-inin in deoxygenated solution at room temperature (no phosphorescence 

is observed), λ = 355 nm.  

 

5.2.2.6 Is population transfer from triplet to singlet state possible in ININ derivatives? 

The next step was to determine if the delayed emission originates from triplet states, e.g. be 

some sort of thermally activated delayed fluorescence (TADF) or hot-triplet state delayed 

fluorescence. Both of these processes have linear power dependence. TADF mechanism requires 

small energy gap between first singlet and first triplet states, as well as strong spin-vibronic 

coupling between the states. [147] In the case of ININ derivatives, a direct TADF mechanism is 

probably not possible because of the large singlet-triplet gap of ~ 0.7 eV. However, alternative 

mechanism that involves higher lying triplet state and first singlet state is 

feasible. [149][150][151] This mechanism does not require small singlet-triplet energy gap, but 

a strong coupling within the triplet manifold is essential. [156] It has also been shown to occur 

between states that do not have charge-transfer character. [150] Therefore, it could possibly be 

the cause of the delayed emission in ININ derivatives.  
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To test if singlet delayed emission is related to triplet state, we compared emission in 

presence of oxygen and in deoxygenated solution. Oxygen is efficient triplet quencher, the 

interaction of triplet state and ground state oxygen results in formation of a collision complex. 

This complex follows either non-radiative decay path or facilitates singlet oxygen formation, 

both of these processes result in triplet state deactivation. Thus, if the delayed luminescence takes 

its origin from triplet state, interaction with oxygen should decrease its lifetime. The experiment 

was performed on C8-C-inin in toluene solution (Figure 5.16). We can see that the delayed 

emission is not significantly affected (although, normalized intensity is somewhat lower than in 

degassed solution). However, the prompt part becomes shorter lived by approximately 46%. 

Both singlet and triplet state can interact with oxygen. Interaction of a singlet (or triplet) 

with oxygen can follow two principle pathways: energy transfer to produce singlet oxygen 

(reaction with singlet oxygen can cause photooxidation) or spin-catalysed ISC. The possibility 

of energy transfer would depend on the energy splitting between singlet and triplet state (DST or 

the T1 – T0 energy gap) of the excited molecule. If these energy gaps are smaller than the energy 

gap between ground and excited state of oxygen (1.04 eV), energy transfer cannot occur, and the 

singlet oxygen cannot be formed.  

Thus, we can conclude that the reduction in singlet state lifetime in the case of ININ 

derivatives is either due to energy transfer to oxygen and formation of ground state ININ 

derivative or due to oxygen spin-catalysed ISC to form a triplet state on the ININ molecule and 

a ground state oxygen.  

The lack of the oxygen dependence on delayed emission and the fact that the delayed 

emission has a shorter lifetime compared to phosphorescence suggests that is unlikely to be 

related to triplet states. [5][157]  
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Figure 5.16. C8-C-inin in ethyl acetate (100 uM) taken at 420 – 430 nm, λex = 355nm. 

Instrument response is 2 ns. 

To confirm our conclusion that the delayed emission is not related to ISC, we used one of 

the intermediate compounds Br-C-inin. This molecule has two bromines attached to the ININ 

aromatic system (Figure 5.17). The presence of the bromines in the proximity to the core and to 

the main site of electron density that is involved in transitions (“perimeter” from the excited state 

analysis, Figure 5.11) could speed up the ISC. If triplet states are involved in delayed emission, 

we would see a change in the kinetics of the delayed emission. We studied the photoluminescence 

and transient absorption of this molecule (Figure 5.18 and Figure 5.19). With the same aim we 

performed transient absorption and photoluminescence study of Me-N-inin in iodobenzene 

(Figure 5.20 and Figure 5.22). In this case iodobenzene creates an external “heavy atom effect” 

that can also influence ISC and triplet lifetime.  

 
Figure 5.17. Chemical structure of Br-C-inin. 
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emerging triplet excited state absorption. The transition exhibits an isosbestic point suggesting a 

one-to-one conversion of singlet to triplet states. The ISC time constant was determined to be 

1.3 ns.  

To confirm the signals assignment and to test the effect of heavy atom on delayed emission, 

we performed TRPL experiment (Figure 5.19). In Figure 5.19 we compare decay of the singlet 

states of Br-C-inin and Me-N-inin (a close non-brominated analogue). We confirm the 

assignment of singlet excited state absorption in TA by comparing the decay constant of supposed 

singlet from TA with the prompt fluorescence decay obtained from TRPL (Table 5.7). The 

constants are 1.3 ns and 1.5 ns, respectively. Taking into account that time-response of our ICCD 

is 2 ns, we consider this result to be close enough to confirm the assignment.  

From TRPL we can conclude that although the prompt PL decays significantly faster in Br-

C-inin (1.5 ns) than in Me-N-inin (8.7 ns) (deoxygenated solutions), the delayed emission is still 

present and does not seem to be significantly affected.  

 
Figure 5.18. Transient absorption spectral evolution of Br-C-inin in toluene, λ = 355 nm. 
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Figure 5.19. Kinetics of Br-C-inin and Me-N-inin in toluene taken at 420-430 nm, 

λex = 355 nm. 

 

 

Table 5.7. Transient absorption and photoluminescence results. 

 TA ICCD 

 τ (S1-Sn), ns τ (T1-Tn), ns τ (S1-S0), ns 
τ (S1-S0) in 

argon, ns 

Br-C-inin 1.2±0.1* 1.3±0.1* 1.5±0.1* 1.6±0.1* 

Me-N-inin 5.9±2.4+* - 5.8±0.1‡ 
8.4±0.1* 

9.1±0.1† 

C8-N-inin 4.0±0.3* - 
5.4±0.1‡ 

5.27±0.0* 

8.1±0.1‡ 

8.8±0.1† 

C8-C-inin - - 5.0±0.03‡ 
9.1±0.0‡ 

8.67±0.1† 

Ph-N-inin 3.3±0.1* 3.1±0.5* - 5.04±0.1‡ 

* in toluene 
‡ in toluene under argon 
†at 77K 

Next, we examine the TA of Me-N-inin in iodobenzene solution (Figure 5.20). The top 

panel of Figure 5.20 shows TA of Me-N-inin in toluene. There are only two signals in TA: 

2.35 eV (negative), which we assign to the singlet excited state absorption and the positive signal 
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at 3 eV, which we assign to stimulated emission. No triplet formation was observed up to 6 ns 

(maximum available delay time on our setup). 

Drastically different spectral evolution is observed in TA of Me-N-inin in iodobenzene 

solution. In this case there is no positive signal of stimulated emission, instead there is a very 

broad excited state absorption signal. The peak at 2.35 eV can be assigned to singlet state, which 

decays significantly faster than in toluene. The negative signal at 3 eV might indicate rapid triplet 

state formation. This is also supported by very low emission intensity of Me-N-inin in 

iodobenzene, which is demonstrated in Figure 5.21. The PL intensity of Me-N-inin in Figure 

5.21 is normalized but the actual intensity of PL in iodobenzene is hundred times lower compared 

to toluene solution, which is why the spectra in iodobenzene is very noisy. Therefore, 

iodobenzene creates heavy atom environment for Me-N-inin which results in enhancement of 

ISC.  

To test the external heavy atom effect on delayed emission, we used our TRPL setup 

(Figure 5.22). The results confirm that singlet decays significantly faster in iodobenzene than in 

toluene (Figure 5.22, left). Interestingly, the kinetics is not monoexponential. 

The right panel of the Figure 5.22 shows the spectral evolution of the singlet state decay 

of Me-N-inin in iodobenzene. We can see that the initial spectra at 1 - 2 ns has the same energy 

as observed in steady state PL. The emission is redshifted and has no vibronic structure, which 

might be because of an exciplex formation between Me-N-inin and iodobenzene. We found that 

there was a spectral change in absorption spectra (Figure 5.23) after prolonged photoexcitation, 

which could mean that the formation of exciplex is followed by photoreaction with non-emissive 

photoproducts. The spectrum at 10-11 ns is positioned at the same wavelength as a delayed 

emission observed in other solvents (e.g. diethyl ether : ethanol) and the slope of kinetics in 

iodobenzene looks similar to delayed kinetics in any other solvent. Therefore, we conclude that 

the delayed emission is still observed in iodobenzene and it is detectable at earlier times, which 

could be due to low PLQY of singlet state emission. Delayed emission reaches our detection limit 

earlier (~100 ns) than in experiments in other solvents, this allows us to conclude that the 

population of the state that gives a rise to delayed emission is smaller. This conclusion also agrees 

with kinetics of Ph-N-inin delayed emission. Ph-N-inin has faster ISC and the delayed emission 

reaches the detection limit earlier (kinetics is flat after ~ 5000 ns, Figure 5.9) than in alkylated 

ININ derivatives.  
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Figure 5.20. Transient absorption of Me-N-inin in toluene (top) and iodobenzene 

(bottom), λex = 355 nm. 

 
Figure 5.21. Normalized steady state photoluminescence of Me-N-inin (10 µM) in toluene 

and iodobenzene solutions. λex = 355 nm. 
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Figure 5.22. Kinetics of Me-N-inin in toluene and iodobenzene degassed solutions taken at 

420-430 nm (left) and spectral evolution of emission in iodobenzene (right), λex = 355nm. 
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its photophysical characteristics will depend on polarity of the medium. The general mechanistic 

picture of electron transfer from an excited state is shown on Figure 5.24. Electron transfer 

occurs either through electron exchange interactions (requires the orbitals overlap) or through the 

“trivial” mechanism.  

 
Figure 5.24. Schematic representation of electron transfer process. [5] 

“Trivial” mechanism of electron transfer occurs even when there are no electronic 

interactions. In this process a donor molecule ejects an electron, due to presence of solvent this 

electron becomes solvated and then gets reabsorbed by an acceptor molecule. This mechanism is 

suggested to explain electron transfer as a result of two photon ionisation in pyrene and 

acridine. [158][159] The basic mechanism of “trivial” electron transfer in acridine solution is 

shown on Figure 5.25. [5] 
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Figure 5.25. "Trivial" mechanism of electron transfer and its application to explain 

photophysics of acridine. [5] 

Another mechanism of electron transfer requires actual interaction of the donor and 

acceptor orbitals. In an excited state a molecule is a better oxidizing and reducing agent and, 

therefore, electron transfer is more energetically favourable. The electron transfer can be 

visualized in two ways: occurring from excited state complex (exciplex) (path A, Figure 5.26) 

or occurring from ground charge transfer state (path B, Figure 5.26). Both of these processes 

would be diffusion controlled. In both of the cases, the product of electron transfer is contact 

radical ion pair (CRIP). This is electronically excited state that can emit photon (however, with 

low probability). In path A the diffusion has to happen within the excited state lifetime. In path B, 

the fact that there can be a ground-state complex implies that it does not have a formation time-

limit, and, thus, it should result in a much more efficient CRIP formation. Anything that quenches 

the isolated-molecule S1 state in path B would have no effect on the reaction, while in path A it 

would. [5] The recombination of CRIP depends on solvent polarity and is generally slower in 

polar solvents. The dissociation of the CRIP into free radicals occurs though formation of solvent 

separate radical ion pair and this process is diffusion controlled. 
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Figure 5.26. Electron transfer as a result of exciplex (path A) or ground state charge 

transfer state formation (path B). [5] 

 

5.2.2.8 Photoinduced electron transfer (formation of excimer or exciplex excited species) and 

delayed emission as a result of radical ions recombination. 
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collide to produce a charge transfer state that can then recombine with emission of photon. In 

this case, the direct contact of donor and acceptor molecules is required. 

For both of these theories, two physical parameters are important: viscosity and polarity of 

the medium. The kinetics of the recombination should be different in solvents of different polarity 

due to stronger stabilization of charges in polar solvents. Excited state complexes are formed 

upon collision of an excited molecule with the molecule in ground state. Therefore, the kinetics 

should be different when changing the viscosity of the solution. Thus, to test the idea of electron 

transfer induced delayed emission, we tested emission in solvents of different polarity and 

different viscosity mediums.  

The results of the kinetic study in solutions of different polarity was performed on 

C8-N-inin. Figure 5.27 shows kinetics of the singlet decay of C8-N-inin in ethyl acetate and 

toluene. These solvents have dielectric constants of 6.05 and 2.38, respectively. [161] The solvent 

with higher dielectric constant has higher polarity and, thus, better ability to stabilize the charges. 

This experiment allowed us to conclude that the delayed emission does not depend on the solvents 

of different polarity.  

Next, we took the kinetics in a medium with high viscosity (PMMA solution, 25mg/mL). 

In viscous medium diffusion is slowed down; thus the kinetics would be affected. We performed 

TRPL experiments in viscous polymer solution. Our results suggest that there is no dependence 

on the viscosity of the medium (Figure 5.28).  

 

Figure 5.27. Kinetics (left) and delayed emission spectra (right) in solutions of 

C8-N-inin (10 µM), λex = 355nm. 
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Figure 5.28. Kinetics of photoluminescence decay of C8-N-inin (10 µM) in THF and 

PMMA THF solutions, λex = 355nm. 
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higher energy. The lifetime of delayed emission in films is different compared to solution, 

however formation of an excimer suggests that there might be additional interactions in the films. 

Summarising the result of this experiment, we conclude that the delayed emission is also 

observed in polymer films of ININs; however, the obtained kinetics cannot be used to assign the 

origin of the delayed emission, due to additional solid state effects. 

 
Figure 5.29. Absorption of C8-N-inin in polymer films, thickness of the films varied: 

PMMA/THF – 146 nm; PMMA/toluene – 101 nm; PS/THF – 234 nm; zeonex/THF – 557 

nm (absorption could not be measured due to high reflectivity), λex = 355 nm. 

 
Figure 5.30. Kinetics of C8-N-inin in polymer films taken at 420-430nm (left) and spectral 

evolution of C8-N-inin in polystyrene film, λex = 355 nm. 
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Figure 5.31. Comparison of kinetics of C8-N-inin in polystyrene film and THF solution 

taken at 420-430nm, λex = 355 nm. 

5.2.2.9 Delayed emission as a result of recombination of radical cation and an ejected 

electron.  
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equilibrium with the neutral radical. [160] All of these studies point to possibility of similar 

mechanism of electron ejection in ININ derivatives.  
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As it was mentioned earlier another option of explaining this delayed emission would be 

some sort of radiative recombination of either charged radical ions or radical species. Due to the 

radical nature of the delayed emission some papers report quenching of the delayed emission 

when strong electron scavengers are used. [112]  

In the report by Mazhul et al. it is suggested that due to the radical origin of emission, it 

can be quenched with radical quenchers like cysteine and glutathione. [113] To check if that 

would be the case for ININ derivatives, we tested several radical quenchers (Figure 5.32), the 

results of our study are depicted on Figure 5.33. L-glutathione and L-cysteine are not soluble in 

organic solvents; hence, to solubilize both ININ molecule and the quencher we had to use a 1:9 

mixture of water and THF. The electron transfer requires orbital overlap and we think that it 

might not have been achieved. This might be because ININ derivative and the quencher would 

have been in slightly different solvated environments, which might have been not compatible. 

The experiment with BHT as a scavenger was performed in neat THF solution; however, it also 

has not resulted in quenching of the delayed emission. This might be due to bulky substituents 

on BHT or due to non-radical character or the ININ delayed emission.  

 
Figure 5.32. Radical quenchers structures. 

 
Figure 5.33. Kinetics of C8-N-inin with different emission quenchers, λex = 355 nm. 
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From literature we know that chloroform can react with solvated electron. We decided to 

test this reaction as a possible quenching mechanism for the delayed emission. The reaction of 

chloroform with solvated electron can be visualized as follows [158]:  

CHCl3 + (e- )solvated ® (CHCl3)- ® (CHCl2)• + Cl-  

Therefore, in a molecule that can generate solvated electron upon excitation, this electron 

would immediately react with chloroform. In the case of pyrene such reaction reduces the yield 

of excited singlet state, but not its lifetime. [158] Interestingly, there are reports of photoexcited 

reaction of tryptophan and derivatives with chloroform. [166][167] The report by Edwards et al. 

suggests that photoexcitation of tryptophan derivative could cause the reaction between 

tryptophan and chloroform in an aqueous buffer solution though the following path: 

 
Scheme 5.5. Mechanism of photoinitiated reaction of indole with chloroform. [167] 

The resulting radical cation can then participate in the reaction with •CHCl2 radical which 

in aqueous solution would result in formation of aldehyde. This mechanism requires water to 

participate in the last stage of aldehyde formation. This process can be monitored by fluorescence 

spectroscopy as the natural emission of tryptophan shifts from 360 nm to 500 – 550 nm as 

reported by Lander et al. [166]  
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observed for bromonaphtalene in the process of photolysis where the C-Br bond cleavage results 
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reported to have a signal in transient absorption at around 550 nm. [168] 
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As we mentioned in the beginning of this chapter, we tested absorption and PL of ININ 

in chloroform. We know that absorption of ININs in chloroform looks similar to other solvents 

(Figure 5.3), however, the emission is quite different (Figure 5.34). The emission has two 

components: a high energy weakly emissive component that matches the position of the emission 

in other solvents and the low energy component (broad with no fine structure) with much stronger 

emission. Interestingly, the peak maximum of this new band corresponds to what has been 

reported in the paper by Ladner et al. [166] The excitation spectra of the emissions in THF and 

CHCl3 are compared in Figure 5.34 (right); this shows significant redshift and formation of new 

structureless band with maximum at 425 nm. Unfortunately, the excitation spectra from 400nm 

emission in chloroform could not be detected due to low signal. The excitation spectra from 

400nm emission in THF matches the absorption. This suggests that there is some sort of 

photoreaction or charge transfer complex formation in excited state of the molecule specifically 

in CHCl3. Moreover, there must be a significant electronic interaction present (in some 

molecules) in the ground state.  

Figure 5.35 shows the spectral evolution of ININ emission in chloroform solution. There 

is a difference in spectral evolution between the solution that were prepared in air and in inert 

atmosphere. We can see that in deoxygenated solution, in the first nanoseconds after excitation, 

the decay is dominated by the emission from S1 state with maximum around 450 nm. However, 

the decay of S1 state is very rapid (faster than instrument resolution), and it is followed by 

evolution of the broad emission band with maximum at 525 nm. We assign this process to 

electron transfer, and subsequent decay of the photoproduct emission. As we can see there is no 

delayed luminescence observed. The difference in spectral evolution in oxygenated and 

deoxygenated solution is a very interesting phenomenon and might suggest that in addition to 

this photoreaction there is an interaction with oxygen that causes the change in singlet state 

behaviour.  

The photoproduct might be a superoxide (unlikely), an aldehyde (unlikely) or a charge 

transfer complex between aromatic molecule and chloroform derivative (chloroform radical, 

chlorine anion etc). As it was mentioned above, water is essential for aldehyde formation. In our 

system we do not have water in the quantity required (equimolar quantity, which means at least 

10 µM) for the full conversion. Therefore, we suggest that this is not what happens in our system. 

Superoxide formation is unlikely due to energetics, because for electron transfer to happen 

between the ININ and oxygen the singlet-triplet energy gap must be larger than that of oxygen. 

However, it might be some sort of chloroform mediated process.  
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The photoreaction with chloroform is a reversible process. We show this by a simple 

experiment, for which we kept chloroform solution of the C8-C-inin for a week in an ambient 

atmosphere (daylight), and then we dried the chloroform. The resulting solid was dissolved in 

toluene to yield the same concentration that we previously had in chloroform. The PL of this 

solution was recorded and then the solution was dried again, the solid was dissolved in 

chloroform, and the PL was recorded. The results of this experiment are shown in Figure 5.36. 

This experiment shows that the molecule that was exposed to chloroform, actually has normal 

singlet state steady state emission when chloroform is eliminated. The shift in redshifted emission 

in Figure 5.36 (the re-dissolved material at 330 nm excitation) could be because of a changed 

balance between the red- and blue-emitting species.  

 
Figure 5.34. ININ derivatives in chloroform (10uM), λ = 330 nm (left) and excitation scans 

of Ph-N-inin in THF (400 nm) and CHCl3 (510 nm).  

 

 
Figure 5.35. Difference in spectral evolution of Me-N-inin solution in chloroform when 

prepared in oxygen and nitrogen atmosphere, λex = 355nm. 
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Figure 5.36. Chloroform to other solvents transitions of Me-N-inin (10 µM) solutions.  

 After consulting the literature and analysing all the data presented above, we conclude 

that there is most likely electron transfer occurring in chloroform. Therefore, there would be a 

radical species in solution as a result of an electron transfer. We confirm this by using a radical 

scavenger in chloroform solutions of ININ. Figure 5.37 shows the difference in steady state 

emission in presence of electron scavenger. We can see that the singlet emission is quenched not 

to the same extent (Figure 5.37, left), and the evolution of the band at 550 nm is not observed 

(Figure 5.37, right) in solution with electron scavenger. Figure 5.38 shows the effect of electron 

scavenger on emission of solution that was subjected to higher energy irradiation (low intensity 

LED light, 254 nm). We can see that the intensity of the photoproduct emission is much stronger 

in the solution that did not have the quencher in (Figure 5.38, left). Figure 5.38 (right) shows 

that a “loss” of a chromophore is observed (similar to excitation spectra, Figure 5.34), because 

absorbance is significantly decreased after irradiation, and there is a new band at 400 nm. A mild 

effect of radical scavenger can be also seen in decay kinetics of the new emission band (Figure 

5.39). Sensitivity of the emission characteristics in chloroform to the presence of radical 

scavenger suggests the involvement of the solvated electron in the emissive state. Absence of 

delayed emission quenching in other solvents with a radical scavenger (Figure 5.33) might not 

be indicative of the absence of quenching since the effect might be very small.  
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Figure 5.37. Me-N-inin in CHCl3 (10 µM) with and without radical scavenger (BHT) at 

λ = 330nm (left) and λ = 355nm (right), inert atmosphere.  

 
Figure 5.38. Absorption of Me-N-inin (left) and steady state emission of Me-N-inin in 

chloroform (10 µM, degassed) with and without radical scavenger (BHT), λ = 355nm. The 

solutions were irradiated with 254 nm light prior this measurement.  
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when solution was again irradiated (total exposure to 254 nm light was 50 mins).  
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Figure 5.39. Kinetics of Me-N-inin luminescence decay in chloroform, λ=355nm.  

Comparing emission of solution that was kept in air with the one that was initially oxygen-

free, confirms the involvement of oxygen in the process (Figure 5.40, right). This can be 

rationalized either by photoproducts being slightly different or, as mentioned previously, by a 

change in the balance between the same red- and blue-emitting species. We, therefore, conclude 

that the process in chloroform is radical-based, and it interferes with delayed emission.  

 

 
Figure 5.40. Me-N-inin solution in CHCl3 irradiated with 254 nm lamp for 20 mins 

without air, then 20mins with air and 50 mins with air (left) and Me-N-inin solution in 

CHCl3 made in air and after irradiation with no air.  
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5.2.2.10 Effect of chloroform on NMR spectra 

Interestingly, we see the interaction of the ININ derivatives with deuterated chloroform 

in NMR. Essentially, we observe broadening of some NMR signals, which could be a ground 

state interaction, or it could be initiated by ambient light (Figure 5.41). It is well known that 

radicals have broad signals or even that they are not detectible in NMR. However, in this case all 

of the signals should be broad, whereas in our case only some signals are affected. [169] From 

steady state spectroscopy of ININs in chloroform, we know that they form ground state complex 

with chloroform (as we could see it in the excitation spectrum, Figure 5.34). The broadening of 

NMR signals could be a result of dynamic interaction of ININs with chloroform-d (possibly, 

ground state CT state formation), and these interactions would affect only protons with high 

electron density according to resonance structures on Scheme 5.6.  

 

Scheme 5.6. Scheme of ININ core conjugation.  

Figure 5.41 shows the difference in NMR spectra when CDCl3 and DMSO-d6 are used 

as a solvent, only 3 peaks are broadened. To confirm that the broadening is indeed due to the 

dynamic exchange nature that occurs in the analysed compounds, we performed NMR at low 

temperature. The results are shown on the Figure 5.42. We can see that all of the peaks become 

narrower at -60oC compared to -10oC. This suggest that slowing down the molecular motion at 

low temperature slows down the dynamic exchange. However, if the broadening in NMR was 

due to the radical nature of the species, NMR at low temperature would also show the narrowing 

of the peaks. Therefore, we cannot exclude this explanation.  
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Figure 5.41. NMR spectra of Me-N-inin in chloroform-d (top) and DMSO-d6 (bottom).  

 
Figure 5.42. NMR spectra of C8-C-inin in CDCl3 at -10oC and -60oC.  
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Figure 5.43. NMR spectra of ININ derivatives in CDCl3. 

 

5.2.2.11 Mechanism of delayed emission in ININ derivatives 

The ground state interaction with chloroform would be preserved in the excited state 

forming a full charge transfer complex with chloroform radical. Because both of the species that 

participate in this reaction are radicals and would react with radical scavenger resulting in 

significant reduction in photoproduct as demonstrated above. Analysing the affected NMR peaks 

of different ININ derivatives (Figure 5.43), we suggest the following radical cation structure and 

the structure of the dynamic complex: 

C8-C-inin
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Scheme 5.7. Scheme of cation-radical conjugation and its reaction with chloroform (both 

ortho and para positions with respect to nitrogen will be affected). 

It is likely that this complex in the excited state gives rise to a redshifted emission. The 

redshifted emission has a redshifted excitation spectra (Figure 5.34), which suggests a ground 

state charge transfer complex formation (Figure 5.26). This is supported by NMR, because we 

should be seeing only the ground state of the molecule, as not many molecules in solution could 

be excited with ambient light. Evidently, not all of the molecules form the ground state complex, 

some still undergo electron transfer from the excited state, because we see a emission at 400 nm 

in deoxygenated solution (Figure 5.35). The ground state complex of Ph-N-inin with chloroform 

might be weaker as we do not see the broadening in NMR, however, we do see it in the excitation 

spectrum. This is due to weaker electron-donating character of Ph-N-inin.  

The complex of chlorine anion and aromatics is feasible; however, its formation should 

not be affected by electron scavenger. It is possible that both of the complexes form at the same 

time, because the formation of the adduct with chloroform radical results in a positively charged 

moiety. This would require stabilization with chlorine anion, which might also coordinate to 

aromatic system. Coordination of halogen anion to aromatic core would also explain redshifted 

emission in iodobenzene, if iodobenzene acts as an electron acceptor in the electron transfer 

reaction (Figure 5.22).  

Summarizing all of the experiments describes so far, we can conclude: 

• We observed delayed emission in ININ derivatives in all of the solvents, except for 

chloroform. This emission is related to an excited singlet state. We demonstrate that this 

emission cannot be explained as a triplet-related phenomena (sections 5.2.2.5 and 

5.2.2.6).  

• We observe electron ejection in chloroform, whilst the delayed emission is not present.  
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• We suggest the that the ejected electron might be the cause of delayed emission in the 

rest of the solvents and, thus, when the ejected electron is used for the reaction with 

chloroform, the delayed emission cannot occur.  

There is a debate in the literature concerning the conditions required for electron ejection: 

two or one photon ionization [108][109][111][163] as well as an exact mechanism of this 

process. [109][164][165][170] We know that in the case of ININ derivatives this process requires 

only one-photon. Despite having the ionization potential of 4.88 eV, we believe that in the excited 

state this value would be significantly reduced yielding pre-dissociative or even fully ejected 

electron with a radical-cation. This is in line with previous reports on photoionization and delayed 

emission in indole and derivatives. [113][111][109][158] 

Another way to explain the delayed emission would be the complete photodissociation of 

the ININ derivatives with C-C bond cleavage. A study by Tseng et al. showed that 

photodissociation of N-methylindole and N-methylpyrrole is one photon process which occurs 

at the range of wavelengths yielding methyl and indolyl (pyrrole) radical as a product. [111] 

Therefore, a photodissociation followed by radical recombination into a singlet excited state 

cannot be discarded as a potential explanation of delayed emission in ININ derivatives.  

The experiments described above allowed us to conclude that delayed emission originates 

from the recombination of cation radical with ejected electron that has been somehow stabilized 

by the solvent. The recombination of two neutral radicals is also possible. However, it is unclear 

why the radical species cannot be quenched with a radical quencher. We can speculatively offer 

a couple of explanations: a solvent cage “protects” these radical species from radical scavenger 

or that the mechanism of radical quenching is slower than the recombination.  

The mechanism of the recombination determines the kinetics of the delayed emission. An 

electron and a cation-radical form a two particles system that can generate singlet and triplet 

excited states in 1:3 proportion (according to spin statistics described in section 2.1.2). The 

smaller intensity of the delayed emission in presence of heavy atoms can be rationalized by ISC 

crossing induced by heavy atom in “newly” formed excited singlet state. In the case of 
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iodobenzene, there might be formation of charge transfer complex between molecules and iodine. 

All of the processes are summarised on Scheme 5.8.  

 
Scheme 5.8. Proposed mechanism of delayed emission and charge-transfer complex 

formation between ININ and iodine and chlorine ions. 

5.3 Conclusions 

We report synthesis and photophysics of electron - donating ININ derivatives. We find 

that the steady state absorption and emission of ININ derivatives do not depend on solvent 

polarity. The reorganization energy of these processes in ININs is lower (180 - 217 meV) than 

for BTBT (220 - 289 meV) derivatives, which suggest more rigid structure of the nitrogen-

containing chromophore. ISC in ININ derivatives occurs on the time scales of 3 - 8 ns, which is 

significantly slower than in BTBT derivatives. The emission comes from the lowest lying singlet 

state and has high PLQY.  

We use time-resolved absorption and photoluminescence to study excited state evolution 

and decay dynamics. We observe a delayed emission that has the same energy as prompt 

fluorescence. Its decay cannot be described by exponential function; however, it has a linear 

excitation power dependence. We conclude that delayed emission originates from the 

recombination of cation radical with ejected electron that has been somehow stabilized by the 

solvent cage. However, there also remains a possibility of photoionization with formation of two 

neutral radicals (which we think is less likely), the recombination of these radicals could also 

lead to delayed emission.  
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We show that delayed emission does not occur in chloroform due to electron transfer 

from the molecule to chloroform. We suggest that ININ derivatives form ground state charge 

transfer complex with chloroform which then gets excited, and its deactivation results in 

redshifted emission. This conclusion is based on the fact of broadening of some signals in NMR 

and redshifted excitation spectra. 

 Delayed emission was previously observed in many systems due to triplet-related, 

charges or radical-ions recombination reasons. We find the latter to be true for delayed emission 

in ININ derivatives. In this case the emission is a one-photon process that initiates formation of 

radical-cation and ejected electron and their subsequent recombination, as it was previously 

reported for indole derivatives. The materials reported here are stable towards oxidation and do 

not require high excitation power to observe the delayed emission, which makes them good 

candidates for applications in organic light emitting devices. Similar materials exhibiting long 

persistent luminescence are used as “glow in dark” paints that slowly release the energy obtained 

as a result of optical excitation. We suggest that ININ derivatives could be used for such 

purposes, however, a conditions optimization would be required.  
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6 Solid state properties of 

indolo[3,2-b]indole 

 

 

 

In this chapter we present the solid state properties of indolo[3,2-b]indole derivatives, showing 

their solid state molecular arrangement and its influence on the photophysical and electronic 

properties. We find intermolecular interactions in these molecules result in excimer formation, 

which is the main radiative relaxation pathway in these molecules. We also demonstrate the state 

of art charge carrier mobility for one of the synthesised molecules, which is on the level of what 

has been reported for C8-BTBT.  

 

The single crystal and film X-Ray diffraction was preformed and analysed by Dr. Craig 

Robertson. GIWAXS was performed and analysed by Dr. Daniel Toolan. Atomic force 

microscopy was performed and analysed by Guy E Mayneord at the University of Sheffield. Thin 

films field effect transistors were made and measured by Zahrah J Alqahtani at the University of 

Sheffield. OLEDs were prepared and measured in collaboration with Dr. Naoum Vaenas. 
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6.1 Introduction 

The properties of a molecule in an active layer of a device depend both on intrinsic 

(effective conjugation, flexibility etc) and intermolecular (solid state molecular arrangements) 

properties. Understanding the design strategies to create necessary solid-state properties in 

organic thin films or crystals is one of the biggest challenges in material science. 

Organic materials that possess both high charge carrier mobility and high PLQY are 

desirable for applications in organic light emitting diodes [171], organic light emitting 

transistors [172][173][174] and as a gain medium in organic lasers. [175][176] Combination of 

high charge carrier mobility and high PLQY is quite rare and hard to achieve. [23] This is due to 

contradicting requirements to the molecular structure, i.e. charge transport requires p-p overlap 

and ideally a face-to-face packing, whilst for optical properties such arrangement means 

H-aggregate formation with low PLQY. Nonetheless, molecules that possess both of the 

properties have been reported. [177] Generally, development of meaningful structure-property 

relationships requires careful investigation of intramolecular properties followed by the 

investigation of molecular packing and the desired intermolecular (opto)electronic properties. 

However, such studies are often limited by materials and techniques availability.  

In this chapter, we present solid-state properties of ININ derivatives (structures in Figure 

5.1). We previously mentioned that pyrrolo[3,2-b]pyrrole has a significantly lower ionization 

potential (7.27 eV) compared to other electron-rich heterocycles with similar structure, e.g. 

thieno[3,2-b]thiophene (8.1 eV), which suggests that this moiety could improve hole-transporting 

properties of aromatic heteroacenes. There are several reports on using pyrrolo[3,2-b]pyrrole and 

ININ derivatives in field effect transistors. [117][119] However, only low charge carrier 

mobilities were demonstrated (Figure 6.1). Interestingly, a report by Wang et. al. [117] suggests 

that N-substituted derivatives exhibit higher charge carrier mobility than unsubstituted ones. This 

is counter to the generally accepted knowledge that in N-heterocycles, N-H…p interactions could 

enhance bidirectional charge transport and improve the overall performance of an OFET device. 

[29] This effect of unsubstituted derivative compared to substituted ones was demonstrated for 

compounds 1 and 2 on Figure 6.1. [178]  

Solid state optical properties of ININs in thin films were not previously reported. We 

synthesised N-substituted ININ derivatives with different substituents on the nitrogen atom, 

which allowed for different solid-state molecular packing. These molecules were then 
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investigated in thin film transistors, followed by investigation of optical properties of organic 

thin films.  

 
Figure 6.1. Structures of pyrrolo[3,2-b]pyrrole derivatives and corresponding hole 

mobility values found in literature. [117][178]  

6.2 Results and Discussion  

6.2.1 Thermal properties 

We started characterization of ININ solid state properties with determination of their 

thermal stability (using thermal gravimetric analysis, TGA) and basic phase transition 

temperatures (using differential scanning calorimetry, DSC). The results of TGA are collected in 

Table 6.1. All of the molecules exhibit good thermal stability with 5% decomposition 

temperature above 200oC. In the case of C8-C-inin, the decomposition occurs in three stages. 

The first stage occurs between 301-385oC and results in more than 50 % decomposition of the 

molecule (Figure 6.2). The second stage occurs 400 and 500 oC and contributes to 10 % of weight 

loss. The final stage – third stage of the decomposition occurs between 500 and 750 oC, producing 

char yield of less than 3 %. The rest of the molecules exhibit a two-stage thermal degradation, 

which possibly follows a different mechanism. By the amount of the weight loss after first stage 

of degradation in C8-N-inin and Me-N-inin, we can make an assumption that the first stage 

weight loss is not only due to the cleavage of the alkyl chains but also due to some degradation 
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of aromatic ININ core. Me-N-inin is the least stable in the molecule series, which leads us to 

suggest that the presence of the longer alkyl chains somehow stabilizes the overall structure.  

 

Table 6.1. Results of thermal analysis of ININ derivatives. 

Sample T5%, oC 
Melting 

point, oC 

C8-C-inin 301.3 151.6 

Me-N-inin 222.4 - 

C8-N-inin 271.7 75 

Ph-N-inin 304.4 - 

 
Figure 6.2. Thermogravimetric analysis results of ININ derivatives. 

A calorimetric study was performed using differential scanning calorimetry (DSC). This 

method gives us information on phase transition of the substances. We performed DSC on all of 

the molecules; however Me-N-inin and Ph-N-inin did not show any phase transitions before 

decomposition temperature. This suggest strong intermolecular interaction in both of the 

molecules. 

Calorimetric analysis of C8-C-inin (Figure 6.3) shows two endothermic transitions on 

first heating. We repeated this analysis on two different samples that were crystallized from 

different solvents and the phase transition phenomena are the same. Nonetheless, visual 

examination of obtained C8-C-inin suggests that there are two polymorphs (needle and 

rectangular-shaped). This was confirmed by XRD analysis (Figure 6.7 and Figure 6.8). 
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Therefore, we assign both of the peaks in first DSC scan to melting. Only one melting transition 

(at 151.6 oC) is reversible, because we observe only one exothermic transition (crystallization) 

on cooling scan. This suggests preferential crystallization into more stable polymorph. The same 

phenomenon was reported by Yoon et al. for cyano distyrylbenzene derivatives that possess two-

colour switchable emission. [179] Crystallization occurs at lower temperature compared to 

melting, which is a consequence of the supercooling effect.  

 
Figure 6.3. Calorimetric curves of the C8-C-inin (crystallized from toluene - left; 

crystallized from hexane - right) recorded at 10 °C/min. 

 

 C8-N-inin was also studied twice with two samples of different crystallinity. One of the 

samples (Figure 6.4) showed two melting transitions (67.6 oC and 75 oC) and two crystallization 

transitions (35 oC and 31 oC). The second peak of crystallization (31 oC) is significantly smaller 

than the first one which suggest preferential crystallization into one of the polymorphs. This 

suggestion is confirmed by the second heating scan where only one melting transition is observed 

(at 75 oC). Visual examination of crystals suggests two possible crystalline forms (needle and 

rectangular). However, XRD didn’t confirm that there was a difference between these two types 

of crystals. The second sample of this material (Figure 6.5) showed only one melting transition 

at 75 oC. The full width of half maximum for all of the motioned transitions is less than 10 oC 

which confirms the high purity of materials.  

One-degree difference in the temperatures of transitions between two different samples 

of C8-C-inin is because the measurements were performed on different devices with different 

working principle. The same explanation is applicable to a different degree of supercooling in 

C8-N-inin DSC results. 
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Figure 6.4. Calorimetric curves of the C8-N-inin (white needles) recorded at 10oC/min. 

 
Figure 6.5. Calorimetric curves of C8-N-inin polycrystalline sample recorded at 10oC/min. 

6.2.2 Single crystal X-ray diffraction (XRD) analysis 

Morphology and molecular arrangement are very important for both field effect 

transistors and photophysical properties. We designed our molecules to pack differently in the 

solid state. For example, steric hinderance of aryl substituents on the short axis of the molecule 

is known to block herringbone packing and promote p-p overlap. [19] The long alkyl chains on 

the long axis is known to reduce dynamic disorder (thermal fluctuation in charge transfer integral) 
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arrangement of ININ derivatives we first studied it in single crystals. Table 6.2 summaries 

properties of ININ crystals.  

In C8-N-inin crystals, the ININ chromophores are essentially surrounded by alkyl chains 

which would only allow for very little interaction between the chromophores (Figure 6.6). The 

distance between nitrogen atoms is the largest among ININ derivatives (5.3-5.8	Å). The 

chromophores adopt face-to-edge orientation towards each other with the smallest distance 

between them being 4.01 Å. Due to edge-to-face orientation, the electronic interaction should not 

be efficient.  

 We discovered two polymorphs of C8-C-inin crystals, in which alkyl chains of the 

molecules are arranged slightly different in relation to ININ core (Figure 6.8), and the molecules 

adopt a different unit cell geometry. Polymorph 1 (needles) (Figure 6.7) represents a well-

ordered system. On the b-axis of the crystal, the molecules are parallel to each other and displaced 

only along the short axis of the molecules (pair 1 on Figure 6.7). This allows for alignment of 

alkyl chains (with interchain distances of 2.89-3.67 Å) that results in a significant amount of weak 

interactions, which could add up to a significant force constant leading to reduced amplitude of 

vibrations. [34] The distance between nitrogen atoms is smallest on the b-axis (4.13 Å). On the 

a-axis, the molecules are also parallel to each other but significantly displaced both along short 

and long axis of the molecule (by approximately half of the molecule), this results in methyl 

groups being located near phenyl rings of the ININ core as indicated on the Figure 6.7 (pair 2). 

The distance between nitrogen atoms is 5.49 Å.  

 Polymorph 2 (rectangle) (Figure 6.8) belongs to the orthorhombic crystal system, unlike 

polymorph 1 (monoclinic). In polymorph 2, the angle between one of the alkyl chains and the 

ININ core is different compared to that polymorph 1. The unit cell is composed of 4 molecules 

which can be grouped in two pairs with different arrangement. In pair 1 the distance between 

nitrogen atoms is 4.05Å, whereas in pair 2 this distance is 4.77 Å. This indicates a larger 

displacement of molecules in pair 2. Unlike in polymorph 1, the molecules in the unit cell are not 

parallel to each other but slightly tilted towards each other in an angle of 36o. This could limit 

the orbital overlap between the molecules.  

Molecules in Me-N-inin crystal, despite the planar structure and smaller size of Me-N-

inin, do not exhibit face-to-face packing and p-p overlap (Figure 6.9). However, there are close-

range interactions between carbon and hydrogen atoms (within 2.74 -2.84 Å). The distance 

between nitrogen atoms is 3.4 Å, which is slightly smaller than the distance between sulfur atoms 
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in n-BTBT (3.5 Å). Some of the methyl groups are located close to the aromatic core (3.2	Å). 

Interestingly, molecules are shifted relative to each other both on the long and short molecular 

axis. This results in the methyl group being close to the nitrogen atom (3.45	Å).  

Ph-N-inin adopts co-facial one-dimensional slipped p-p stacking with significant 

molecular overlap (Figure 6.10). The torsional angle between the ININ core and the phenyl is 

41o. Intermolecular distance between face-to-face oriented molecules is small (3.52	Å) and the 

distance between nitrogen atoms is 4.96	Å, which is larger than between sulfur atoms in BTBT 

derivatives. [53] There are also some close-range interactions, ranging from 2.74 Å to 2.89 Å, 

these distances represent interactions between phenyl substituents. The edge-to-edge distance 

between the two ININ cores is also quite small (3.89 Å). The face-to-face packing arrangement 

suggests possibility of high charge carrier mobility.  

 

Table 6.2. XRD parameters of ININs single crystals. 

 Me-N-inin C8-C-inin (1) C8-C-inin (2) C8-N-inin Ph-N-inin 

Crystal 

system 
Monoclinic Monoclinic Orthorhombic Monoclinic Triclinic 

a, Å 17.044 8.162 8.3317 15.2252 9.7389 

b, Å 5.5327 4.665 9.2951 9.0838 11.6666 

c, Å 13.7413 35.98 35.265 18.8554 15.9535 

α° 90 90 90 90 82.525 

β° 113.761 96.292 90 101.361 81.155 

γ° 90 90 90 90 77.940 
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Figure 6.6. Unit cell structure of C8-N-inin single crystal. 

 

Figure 6.7. Unit cell structure of C8-C-inin single crystal polymorph (1). 
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Figure 6.8. Unit cell of C8-C-inin single crystal polymorph (2). 

 
Figure 6.9. Unit cell structure of Me-N-inin single crystal. 
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Figure 6.10. Unit cell structure of Ph-N-inin single crystal. 

6.2.3 Crystallinity and morphology analysis of the films 

 We prepared thin films of ININ derivatives by vacuum deposition onto quartz glass and 

Si/SiO2 substrates. The thickness of the films that we used for spectroscopy was 80 nm. We used 

AFM, XRD and GIWAXS to characterize molecular arrangement and physical properties of the 

films.  

6.2.3.1 Atomic force microscopy (AFM) of ININ films 

AFM images of the evaporated films show that C8-C-inin and C8-N-inin form crystalline 

arrays. In a C8-C-inin film, large molecular domains with terrace-like layers, and the minimum 

height of a terrace is ~ 2 nm are observed. (Figure 5.6.11, A). C8-N-inin film also exhibits large 

molecular domains but the height distribution of 1.5 – 5 nm (Figure 5.6.11, B). Me-N-inin film 

was extremely discontinuous (Figure 5.6.11, C) and exhibited large crystalline structures that 

were not connected to each other. Due to extreme roughness of the surface, AFM images of 

Ph-N-inin film could not be obtained.  
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Figure 5.6.11. AFM of evaporated films: A - C8-C-inin (20 nm); B- C8-N-inin (80 nm); C- 

Me-N-inin (80 nm). 

We monitored the morphology of films over a period of six months. AFM results suggest 

that films surfaces change with time for C8-C-inin and C8-N-inin. In C8-N-inin film the change 

is not very significant, we observed some sort of “aggregation” of smaller structures into bigger 

ones (Figure 6.12, d, e, f).  

In contrast, C8-C-inin film morphology changes drastically: from terrace-like layers with 

the height of ~2 nm to a needle-like structures with a longer range molecular order, and a height 

distribution of the domains of 2 – 14 nm (Figure 6.12 (a, b, c)). The higher crystallinity of the 

film suggests that molecules move to maximize interactions between each other to form a more 

stable structure. We used AFM to monitor the freshly evaporated film over the period of 8 hours 

(Figure 6.13) and found that the film morphology changes significantly over this time, 

essentially, smaller molecular assemblies transform into larger aggerates. This change might be 

triggered by the heat generated during experiment, even though it was quite low (~25oC). 

Interestingly, the film morphology after this experiment does not correspond to what we have 

observed in the film that was stored in inert atmosphere of glovebox (Figure 6.12, B). We, 

therefore, conclude that ambient conditions have a strong influence on the film morphology and 

aggregation rate.  

C8-C-inin C8-N-inin Me-N-inin

A B C
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Figure 6.12. AFM of evaporated films: a - C8-C-inin (20 nm) 1 day after evaporation; b 

and c - C8-C-inin (80 nm) 4 months after evaporation; d - C8-N-inin (80 nm) 1 day after 

evaporation; e and f - C8-N-inin (80 nm) 6 months after evaporation. 

 
Figure 6.13. AFM images of C8-C-inin (20 nm) obtained by continuous measurement of 

the film over 8 hours. The size of the image is 2×2 um. 
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6.2.3.2 Thin films XRD 

C8-C-inin film exhibits three diffraction peaks, with primary peak at 2q: 4.28o and 

d(001)-spacing of 2.1±0.1 nm. These 2q and d-spacing correspond to a diffraction the pattern 

calculated from single crystal XRD, but due to the lack of peaks in our film XRD data the type 

of the polymorph cannot be determined. The value of d-spacing roughly matches the height of 

the molecular terraces observed in AFM roughly (section 6.2.3.1). We found that the d-spacing 

is smaller than in C8-BTBT film evaporated in the same conditions, in which the d-spacing was 

found to be 2.7±0.1 nm, and it corresponds to an on-edge molecular arrangement shown on 

Figure 6.15 [53]. The size of the long axis of C8-C-inin and C8-BTBT is approximately the 

same. Smaller d-spacing in C8-C-inin film suggests that in C8-C-inin molecules are slightly tilted 

on the surface.  

XRDs of C8-N-inin, Me-N-inin and Ph-N-inin films were obtained. However, the 

patterns (Figure 6.16) did not correspond to calculated patterns from single crystal data. This 

could be due to three reasons. First, the molecules do not adopt the same solid-state arrangement 

as in a single crystal. The evaporation conditions play an important role in the film structure. This 

was shown for pentacene, that was found to adopt amorphous molecular orientation in certain 

evaporation conditions even though normally pentacene can be easily crystallized. The 

temperature of a substrate during film deposition is crucial for molecular arrangement and, thus, 

heating the substrate during the vacuum deposition could yield a highly crystalline pentacene 

film in which molecular arrangement matches the crystal arrangement. [180] Therefore, the 

unfavourable evaporation conditions could be the reason why we do not observe diffraction peaks 

from Ph-N-inin and Me-N-inin films.  

The second reason could be that the initial quality of film was poor and not suitable for 

XRD, according to AFM Me-N-inin didn’t form a smooth film and Ph-N-inin film could not be 

recorded due to extreme roughness of the film.  

The final reason, as we discussed in section 6.2.3.1, molecules in these films can change 

their arrangement over time. This means, that storage conditions of the films might have 

influenced their morphology and crystallinity, which could result in poor crystallinity of the 

films. 
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Figure 6.14. Out-of-plane XRD pattern of C8-C-inin 80 nm film on Si/SiO2 substrate. 

 

Figure 6.15. b-axis projection representing a lamella structure of Cn-BTBT derivatives, 

reported by Ebata et al. [53] 
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Gold source and drain electrodes (80 nm) were vapor-deposited
on top of the thin films (∼100 nm) through a shadow mask to
complete fabrication of OFET devices with channel length and
width of 50 µm and 1.5 mm, respectively. Table 1 summarizes the
FET characteristics of the devices evaluated under ambient condi-
tions without any precautions to eliminate air and moisture. Regard-
less of the length of the alkyl groups, thin films of Cn-BTBT deriva-
tives acted as a superior semiconducting channel (Figure 2, Table
1), and µFET of the devices was higher than 10-1 cm2 V-1 s-1.
To understand the high performance of Cn-BTBT-based FET

devices, we carried out in-plane XRD analysis of the thin film and
single-crystal X-ray structural analysis for C12-BTBT. As shown
in Figure 3, clear diffractions are observed in the in-plane XRD
measurement, indicating that the film has a crystalline order in the
in-plane direction. Since all the observed peaks are assigned well
by the single-crystal lattice, the structure in the thin film is identical
with that in the single crystal. Figure 4 shows the single-crystal
structure of C12-BTBT. The crystal assumes a “layer-by-layer”
structure consisting of alternately stacked aliphatic layers and BTBT

core layers (Figure 4a). In the BTBT core layer, the molecules take
herringbone packing (Figure 4b) to facilitate 2D carrier transport
property. In addition, a network of intermolecular interactions
through short S-S contacts (3.54 and 3.63 Å) exists. These
structural aspects can be related to the high mobility of Cn-BTBT-
based FET devices, since the existence of 2D semiconducting layers
with strong intermolecular overlap is considered to be one of the
prerequisites to realizing high-performance OFET devices.8
In summary, we have successfully developed a series of highly

soluble molecular semiconductors, 2,7-dialkyl[1]benzothieno[3,2-
b]benzothiophenes, and tested their utility as active layers for
solution-processed OFETs. The OFET devices showed typical
p-channel FET responses with field-effect mobility higher than 1.0
cm2 V-1 s-1 and Ion/Ioff of ∼107. These results indicate that small
molecules possessing an extended aromatic core and solubilizing
long aliphatic chains are promising candidates for solution-
processible organic semiconductors.
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Figure 2. FET characteristics of C12-BTBT-based OFET: output charac-
teristics (left) and transfer characteristics at Vd ) -60 V (right).

Figure 3. In-plane XRD (2θ "/φ scan) of a spin-coated thin-film of C12-
BTBT on Si/SiO2 substrate (incident angle, 0.19°). All the peaks are
assignable with the structural data from the single-crystal X-ray analysis
of C12-BTBT.

Figure 4. Crystal structure of C12-BTBT: (a) b-axis projection representing
a lamella structure and (b) molecular arrangement in the BTBT layer. For
clarity, alkyl groups are omitted.
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Figure 6.16. Out-of-plane XRD patterns of C8-N-inin, Me-N-inin and Ph-N-inin 80 nm 

film on Si/SiO2 substrate. 

6.2.4 Thin films characterization using grazing incidence x-ray scattering 

(GIWAXS) 

Although we have not yet managed to fully analyse the GIWAXS data, which requires 

further careful experiments. Our preliminary data shows a clear transition in crystalline structure 

between fresh and aged sample (Figure 6.17 left and right, respectively). This is consistent with 

our AFM results. We tentatively assign the fresh sample to a more amorphous structure with 

some of the molecules in a perpendicular orientation to the surface (Figure 6.17 left, signal at 

high q). The aged sample show a significantly more ordered crystalline structure (Figure 6.17 

right).  
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Figure 6.17. GIWAXS image of the evaporated films C8-C-inin on Si/SiO2 substrate: left – 

one day old sample, right – one month old sample.  

6.2.5 Thin film field effect transistors  

The devices were prepared and measured within 3 days, unless otherwise is specified. We 

tested Me-N-inin, C8-N-inin and C8-C-inin as semiconductors in thin film field effect transistors. 

We used top contacts bottom gate transistor architecture for our measurements (Figure 3.7). We 

found that devices with C8-N-inin and Me-N-inin didn’t act as transistors and showed no charge 

carrier mobility. In the case of C8-N-inin this is probably due to no p-p overlap. The absence of 

charge carrier mobility in Me-N-inin film we rationalize by poor film quality. The films obtained 

by evaporation were visibly crystalline and not smooth, which was clearly observed in AFM 

(Figure 6.12c). The morphology of the interface between insulator and semiconductor is known 

to have a significant impact on a transistor’s performance. This is a very important factor because 

the charge carrier mobility itself occurs in a very narrow region (the accumulation layer), which 

has a thickness of only a few nanometres. [181] It is also possible that the interface influence is 

due to the localized nature of charges at the rough interface or poor arrangement of between 

hopping sites in a rough film. [4] Ph-N-inin also didn’t form good films upon evaporation, this 

is why it has not been used it in transistors.  
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Table 6.3. FET characteristics of C8-BTBT and C8-C-inin devices fabricated on Si/SiO2 

substrates with different monolayers.  

Transistor 

parameters 

Molecules and corresponding monolayers 

C8-BTBT C8-C-inin C8-C-inin C8-C-inin 

HMDS HMDS CYTOP - 

Vth, lin (V) -14.65 -6.2 -11.9 -26.7 

Vth, sat (V)  -7.2 -19.5 -20.1 

ION/IOFF 8.27*104 0.28*104 3.6*104 0.065*104 

Linear 

Mobility 

deWf	(cm2/V-1s-1) 

0.4186 0.0292 0.11 0.0062 

Saturation 

Mobility 

deWf	(cm2/V-1s-1) 

0.4197 0.069 0.27 0.0125 

 

C8-C-inin showed good p-channel FET responses with field-effect mobility of 0.01-0.27 

cm2/Vs. To evaluate the efficiency and potential for improvement of devices based on C8-C-inin, 

we made a transistor with the well characterized semiconducting molecule C8-BTBT. [53] This 

molecule was reported to have a charge carrier mobility of 0.46-1.8 cm2/Vs in a polycrystalline 

film. [53][38] The mobility that we find (0.42 cm2/Vs) is similar to what has been previously 

reported. Table 6.3 compares the charge charrier mobility of C8-BTBT and C8-C-inin, showing 

that in identical conditions (on HMDS monolayer) the charge mobility in C8-BTBT is 14 times 

higher than in C8-C-inin. To optimize the performance of C8-C-inin, we tested a different 

monolayer - CYTOP (Figure 3.6). Both of these monolayers (HMDS and CYTOP) have a 

nonpolar hydrophobic surface, which can improve surface morphology and mutual orientation 

of the charge transporting molecules. The surfaces treated with hydrophobic substances are also 

known to promote on-edge packing that is beneficial for charge injection. [182] We compared 

the performance of these devices with a device without a monolayer.  

Our results show that for C8-C-inin on CYTOP charge carrier mobility is 3 times higher 

than on HMDS, whilst it is almost 5 times lower in a device without a monolayer. Comparing 

these results with devices based on C8-BTBT suggests that C8-C-inin could potentially have 

similarly high mobility in an optimized device structure.  
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Interestingly, the transistor performance improves slightly after a month of storage 

suggesting some degree of rearrangement of molecules on the surface. This is in an agreement 

with the higher crystalline order observed in AFM. The transistors characteristics after a month 

of storage (in air) are presented in Table 6.4.  

 

Table 6.4. Aging of TFT devices based on C8-C-inin: transistor characteristics after one 

month of storage.  

 

 

 
 

6.2.6 Steady state spectroscopy of ININ derivatives in films 

Figure 6.18 shows steady state absorption and emission in evaporated films of ININ 

derivatives. All of the films were prepared by vacuum deposition, however absorption spectra of 

Me-N-inin and Ph-N-inin could not be recorded from those films due to high scattering. Instead, 

we prepared different films by drop-casting of 30 mM solution onto the quartz glass. These films 

were used only for absorption measurements of Me-N-inin and Ph-N-inin and the resulted spectra 

might not be representative of absorption in vacuum deposited film. The non-zero background in 

absorption is due to scattering. 

Figure 6.18 shows that films of ININ derivatives have a redshifted (~10 nm or 100 meV) 

film absorption spectra (panels A, B, C, D) compared to solutions. This is a very small solution-

to-crystal shift compared to the similar C8-BTBT, in which this shift is almost 310 meV (Figure 

6.19).  

The steady state emission spectrum of C8-N-inin looks very similar to its emission in 

solution, whereas in C8-C-inin, Me-N-inin and Ph-N-inin spectra contributions from two 

emissive species are observed. A solution-like emission at 375-450nm is due to monomer 

emission. A redshifted broad emission (at 450-600 nm) is assigned to excimer emission, 

indicating strong intermolecular interactions in the films of these molecules.  

 

Monolayer Vth, lin (V) Vth, sat (V) deWf	(cm2/V-1s-1) dghi	(cm2/V-1s-1) 

HMDS -12.5 -11 0.063 0.122 

CYTOP -10.2 -14 0.12 0.25 

Clean -27.6 -27.6 0.023 0.052 
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Figure 6.18. Steady state absorption, emission (lex = 355nm) and PLQY of ININ 

evaporated (80nm) films (solid lines) compared to spectra in 10uM toluene solutions (thin 

solid lines). 
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Figure 6.19. Steady state absorption and emission spectra of evaporated (60 nm) 

C8-BTBT film compared to 10 µM solution of C8-BTBT in toluene, (lex = 330 nm). 

6.2.6.1 Film aging effects on absorption and emission 

AFM results (section 6.2.3.1) suggest that films surfaces change with time for C8-C-inin 

and C8-N-inin. In C8-N-inin film the change is not very significant: we observed some sort of 

“aggregation” of smaller structures into bigger ones (Figure 6.12, d, e, f). Figure 6.20 shows 

that these changes in morphology have almost no influence on the optical properties. 

C8-C-inin had a more significant changes in AFM (Figure 6.12, a, b, c) and these changes 

have a significant influence on the optical properties (Figure 6.21). There is an obvious 

redistribution of oscillator strength in absorption (Figure 6.21, left). The low energy absorption 

band (350-400 nm) gains intensity. Fluorescence spectra of C8-C-inin also reflects changes in 

the film structure (Figure 6.21, right): vibronic peaks maxima shift to higher energies and there 

is a redistribution of intensities compared to a freshly made film. The difference in intensities 

could be explained by stronger interaction and also stronger reabsorption of the molecules in the 

aged film.  

Films of Me-N-inin and Ph-N-inin also undergo significant aging which translates onto 

their optical properties (Figure 6.22). Absorption of these films could not be recorded due to 

their high scattering. Fluorescence spectra of Me-N-inin aged film looks very similar to the fresh 

film, however, the intensity of the excimer emission is much higher in relation to high energy 
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monomer emission band (~ 400 nm). This change indicates that there are more molecules that 

can interact strongly or that energy transfer to these sites is more efficient, which is representative 

of smaller distances or different orientation between the chromophores. The change in Ph-N-inin 

emission spectra is more subtle, only the intensity of low energy part of the spectra is affected. 

Interestingly, it becomes less intense unlike in the case of Me-N-inin.  

 

Figure 6.20. Aging of C8-N-inin vacuum deposited film (80nm), lex = 355nm.  

 

Figure 6.21. Aging of C8-C-inin films made by vacuum deposition, lex = 355nm.  
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Figure 6.22. Aging of Me-N-inin and Ph-N-inin films made by vacuum deposition, lex = 

355nm. 

6.2.7 Time-resolved temperature dependent photoluminescence 

We will now discuss each molecule individually and try to understand how the 

intermolecular interactions influence photophysics of these derivatives. We used Nd:YAG laser 

to generate lex = 355nm, the emission was recorded by a gated ICCD camera as described in 

section 3.4.8. All of the films were fresh and didn’t exhibit any signs of aging. Figure 6.23 shows 

kinetics and spectral evolution of the C8-N-inin film emission at different temperatures. The 

difference in shape of the spectra recorded by the ICCD compared and steady state spectra 

recorded by a fluorimeter is due to poor sensitivity of the ICCD in the region below 400nm which 

we were unable to correct for. All the data presented here were collected in vacuum; however, 

oxygen was found to have only minor effect on emission lifetime. In all the studied molecules 

the emission had linear dependence on laser power at 100 ns time-delay, which means no triplet-

triplet annihilation was observed.  

 

6.2.7.1 Photophysics of C8-N-inin 

The single crystal X-Ray diffraction suggests that in C8-N-inin the ININ core is surrounded 

by alkyl chains (Figure 6.6). In thin films C8-N-inin most probably does not adopt exactly the 

same molecular arrangement as in the crystal, however, it is very likely that the chromophores 

will nonetheless be isolated by alkyl chains. 

Absorption and emission of C8-N-inin film is redshifted by 10 nm compared to spectra in 

toluene solution (see comparison on Figure 6.18 A and E). This shift is due to stronger 

400 450 500 550 600
0.0

0.2

0.4

0.6

0.8

1.0

400 450 500 550 600
0.0

0.2

0.4

0.6

0.8

1.0
N

o
rm

al
iz

ed
 A

b
so

rb
an

ce
 (

a.
u

.)

Wavelength (nm)

 After evaporation
 Aged 4 months

Me-N-inin Ph-N-inin

N
o

rm
al

iz
ed

 P
L

 In
te

n
si

ty
 (

a.
u

.)

Wavelegth (nm)

 After evaporation

 Aged 4 months 



 
Chapter 6: Solid state properties of indolo[3,2-b]indole 
 

 203 

polarization effect of the medium (D’ in Figure 2.8) is ~ 100 meV, which allows for better singlet 

stabilization. The line shape of both absorption and emission in the film is very similar to the 

solution. The peak at 335 nm gained new vibrionic structure, which is probably due to finite weak 

interaction between ININ chromophores. The PLQY remained the same as in solution (64%) and 

is the highest among the ININ derivatives measured in films. This allows us to conclude that only 

weak coupling between the chromophores is present and the resonance interaction energy (b) is, 

therefore, smaller than the reorganization energy.  

Our time-resolved luminescence study in solution showed that the prompt emission decay 

was followed by the delayed luminescence with a non-exponential decay kinetics (Figure 5.9). 

Despite similar spectral characteristics of the film and solution, the emission decay dynamics in 

films shows only relatively short lived emission (Figure 6.23). The dynamics can be fitted with 

an exponential function with time constants of 12.5 ± 0.6 (this is higher than prompt singlet decay 

which we attribute to solid state effects, e.g. polarization etc). We observe that the integrated 

emission intensity decreases as the temperature increases (Figure 6.24). which is normally 

expected from organic molecules. This is due to decrease in non-radiative decay rate.  

Therefore, we conclude that molecules are electronically separated from each other and, 

probably, form an amorphous film or adopt a similar arrangement to what we have observed in 

C8-N-inin single crystal. Thus, ININ the chromophore is essentially surrounded by alkyl chains, 

which would prevent it from p-p interactions, resulting in solution-like absorption and emission. 

This molecular arrangement could be of use for organic photonics where intermolecular 

interactions lead to unwanted quenching or degradation (via exciton migration to traps or exciton-

exciton annihilation). These applications require high chromophore densities to maximize 

interaction with light. [183] 
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Figure 6.23. Kinetics (taken at 500-510 nm) of C8-N-inin evaporated (80nm) film excited 

state decay at different temperatures (A) and a spectral evolution at 77K (B), lex = 355nm.  

 

Figure 6.24. Dependence of C8-N-inin photoluminescence intensity on temperature. Left 

axis: steady state integrated PL intensity of C8-N-inin film (80nm) at different 

temperature; right axis: estimated PLQY based on the value taken at the room 

temperature (295K), the error of the measurement was ± 13%. 
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9 nm or 100 meV) compared to solution (Figure 6.18 B and F). This singlet energy stabilisation 

is much smaller than in C8-BTBT film (Figure 6.19, stabilization by 310 meV is observed).  

In C8-C-inin film, the distribution of oscillator strength between vibronic peaks in 

absorption is slightly different compared to the spectra obtained in solution. In steady state 

emission spectrum of C8-C-inin film 0-0 vibronic peak is more intense than 0-1 peak, which is 

different to what we have observed in solutions. This could be due to smaller reorganization 

energy in the film. However, this could also be due to mild aggregation. In addition, the emission 

spectrum is broadened in the low energy region (around 500 nm), which is due to excimer 

emission.  

The absence of large shifts, and presence of some oscillator strength changes in absorption 

and emission suggests an intermediate value of coupling between the molecules (b ~ Ereorg), 

therefore it is probably in the range between 180-220 meV (Figure 5.6). This should not 

significantly affect the emission characteristics such as radiative decay rate. Nonetheless, the 

PLQY is significantly lower than in solution (34% compared to ~ 100%). The value of PLQY 

itself is quite large for a molecule with reasonably high mobility, for example the highest reported 

of a high mobility film is PLQY of ~ 40%. [184] 

To investigate this further, we performed a TRPL experiment. Based on time-resolved 

photoluminescence, we assign the broadening at 500 nm to an excimer emission (Figure 6.25 B). 

Figure 6.25 (B) shows excited states spectral evolution in C8-C-inin film, emission at first couple 

of nanoseconds is dominated by monomer-like singlet state (structured emission at ~400-450 

nm), this is followed by rapid energy transfer to an excimer (broad structureless emission with 

maximum at 500 nm). Energy transfer from the monomer to the excimer is faster than the time-

resolution of our instrument. Excimer emission decay (Figure 6.25A) has a complex kinetics that 

can be described by two time-constants of 5.4 ± 0.2 ns and 23 ± 2ns (at 77K), however, it still 

does not describe the whole decay well. Nonetheless, this fitting gives us an idea of the processes 

that occur after excitation. We suggest that fast component is a monomer singlet decay and long-

lived component is due to an excimer emission.  

The emission does not exhibit strong temperature dependence (Figure 6.25A), the time 

constants change only slightly when comparing the data taken at different temperatures: 5.4 ± 

0.2 ns and 23 ± 2ns at 77K; 4.8 ± 0.2 ns and 19 ± 2ns at 320K (collected at 500 nm). The overall 

integrated PL intensity slightly increases with temperature (Figure 6.26), which might be due to 

thermally activated exciton detrapping.  
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Therefore, the intramolecular interaction in C8-C-inin are stronger than in C8-N-inin, 

which leads to excimer formation. Monomer and excimer provide radiative deactivation paths in 

C8-C-inin film. The significant reduction in the PLQY suggests that non-radiative deactivation 

is a dominant process in the C8-C-inin film. The nonradiative deactivation can include triplet 

formation and their non-radiative decay or simple thermalization of excitation energy. The 

emission kinetics was found to be the same in vacuum and in air, thus triplet states are not the 

major nonradiative decay path in C8-C-inin film.  

Another explanation of the low PLQY in the given circumstances is a presence of non-

emissive trap-states that are isoenergetic (or close in energy) with excimer. Such a state could 

have high non-radiative rate and could be highly populated at low temperatures, but the exciton 

could detrap at higher temperatures (schematic illustration of the process is given in Figure 6.27). 

However, the decrease of PLQY with temperature is within 10% which is not enough to explain 

such a decrease in PLQY between the solution and the film. Therefore, we suggest that the low 

PLQY in films of C8-C-inin is due to a combination of factors: presence of the trap state and 

high non-radiative decay rate of the excimer.  

 
Figure 6.25. Kinetics (taken at 500-510 nm) of excited state decay of C8-C-inin evaporated 

(80nm) film at different temperatures (A) and spectral evolution at 77K (B), lex = 355nm. 
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Figure 6.26. Dependence of C8-C-inin photoluminescence intensity on temperature. Left 

axis: steady state integrated PL intensity of C8-C-inin film (80nm) at different 

temperature; right axis: estimated PLQY based on the value taken at the room 

temperature (295K), the error of the measurement was ± 4%.  

 

Figure 6.27. Schematic illustration of the photophysical process in C8-C-inin film. 
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correspond to the film X-Ray diffraction pattern, hence these suggestions should be treated with 

caution.  

Absorption of the drop-casted film exhibits just a 10 nm (~ 100 meV) redshift compared to 

absorption of the molecule in solution (Figure 6.18 D). The steady state emission of Ph-N-inin 

evaporated film is dominated by broad excimer emission with a peak at 450 nm, the efficiency 

of emission is lower than in the other derivatives (22 ± 6%). Evaluation of steady state emission 

at different temperatures (Figure 6.28) shows that the excimer emission peak shifts to lower 

energies at higher temperatures, with the overall shift of 150 meV from 77K to 320K. This blue 

shift can be due to hindered reorganization and, hence, stabilization opportunities at lower 

temperature due to reduction in molecular motion. Another explanation offered in literature 

suggests the blue shift due to reduced fluctuations at lower temperature. Thus, higher amplitude 

of fluctuation at high temperature can cause the excimer to emit at lower energy. [185] 

The steady state emission intensity in Ph-N-inin film (Figure 6.28) shows ~10% increase 

in PLQY at room temperature compared to 77K. Therefore, the scheme suggested for C8-C-inin 

is valid for Ph-N-inin (Figure 6.27), the increase in emission intensity at higher temperature in 

Ph-N-inin film is due to thermally activated exciton detrapping.  

Time-resolved spectroscopy confirms the existence of two emissive species: monomer and 

excimer (Figure 6.30 A). Excimer emission is temperature dependent and its decay rate increases 

at higher temperature. Comparison of spectral evolution at 77K and 320K (Figure 6.30 B and 

C) suggests that energy transfer is slower at 77K as the emission maximum is stabilized only at 

30ns, whereas at 320K it stabilizes at 15 ns.  

Therefore, the interactions between the chromophores in Ph-N-inin lead to formation of the 

excimers which suggest that resonance interaction energy is larger than the reorganization 

energy. Thus, we should have observed larger singlet energy stabilization in absorption. This 

could be explained by “null” aggregate formation, meaning that both H and J aggregates are 

present in the film. The stabilization energy cancelled as a result of interaction between these two 

sites.   
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Figure 6.28. Steady state emission of Ph-N-inin evaporated (80nm) film at different 

temperatures, lex = 355nm. 

 
Figure 6.29. Dependence of Me-N-inin photoluminescence intensity on temperature. Left 

axis: steady state integrated PL intensity of Me-N-inin film (80nm) at different 

temperature; right axis: estimated PLQY based on the value taken at the room 

temperature (295K), the error of the measurement was ± 6%. 
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Figure 6.30. Kinetics (taken at 500-510 nm) of excited state decay of Ph-N-inin evaporated 

(80nm) film at different temperatures (A) and spectral evolution at 77K (B) and 320K (C), 

lex = 355nm. 

6.2.7.4 Photophysics of Me-N-inin 
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temperatures, the overall shift of the excimer peak between 320K and 77K is 350 meV. This is a 

very unusual phenomena, which only recently was explained in literature by Y. Shen et al. [186]. 

In their study, the redshift of emission at low temperatures is explained by the presence of p-p 

stacking. They studied an anthracene dimer and demonstrated by temperature dependent XRD 

that the p-p stacking distance decreases with temperature by up to 0.069 Å. As a result, there is 

a slight change in an alignment of the ground and excited state potential energy surfaces. It was 

suggested that for p-p stacking the vibrational mode at ~50 cm-1 is strongly coupled to the 

electronic transition and it is responsible for broadening in excimer emission. At 77K kT is 53.5 

cm-1, comparable to the vibrational energy. Therefore, at 77K only the 0th vibrational state is 

occupied, leading to emission only from the 0th vibrational level of the excited states. At room 

temperature, the molecules can be in a higher vibrational excited state and emit from there, 

resulting in a high energy emission. [186] This phenomenon is illustrated on Figure 6.31. 

 
Figure 6.31. Schematic illustration of the mechanism of blueshift of excimer emission in a 

p-p stack given by Y. Shen et al. Republished with permission of Royal Society of Chemistry, 

from [186]. 

This study allows us to explain the emission temperature dependence in Me-N-inin film. 

Therefore, the shift in excimer emission energy shifts to higher energies at higher temperatures, 

can be associated with the suppression of the p-p stacking vibrational mode at ~50 cm-1.  

We observe that the overall emission intensity increases at higher temperatures, which 

might be due to thermally activated exciton detrapping. (Figure 6.33). This is similar to other 

molecules and the decay dynamics does not change significantly. In Figure 6.34 (A) emission 

kinetics of different spectral components at different temperatures are compared. Monomer decay 

kinetics is faster than temporal resolution of our spectrometer. Excimer emission is temperature 

This journal is© the Owner Societies 2019 Phys. Chem. Chem. Phys., 2019, 21, 14511--14515 | 14513

C–C bond length connecting anthracene and thianthrene moieties
is 1.493 Å at 293 K, while it is 1.496 Å at 100 K. Likewise, the
dihedral angle between anthracene and thianthrene is 90.481 at
293 K and 90.831 at 100 K. However, the intermolecular geometry
parameters are very sensitive to the temperature change, especially
for the intermolecular p–p stacking. The interplanar p–p distance
between two anthracene planes is 3.512 Å at 293 K,35 while it
is decreased by 0.069 Å up to 3.443 Å at 100 K. In other words,
2-TA-AN molecules are stacked in a more compact mode at 100 K
than that at 293 K, which can also be proved by the signifi-
cant increase of crystal density from 1.333 g cm!3 at 293 K
to 1.364 g cm!3 at 100 K. As for the overlap of p–p stacking,
there is no obvious change between two anthracene planes.
Therefore, it can be deduced that it is the great increase of
interplanar p–p distance between two anthracene planes that
mainly contributes to the blue-shifted excimer fluorescence in a
2-TA-AN crystal from 100 K to 293 K.

To deeply understand the essential mechanism responsible
for this unusual temperature dependence of excimer fluorescence,
two photophysical schematic diagrams of the monomer and
dimer are provided in Fig. 4 for the purpose of comparison. For
the monomer, the geometry change is inapparent for both the
ground state and excited state with increasing temperature, and
the potential energy curves of the ground state and excited state
are approximately harmonic at both low and high temperatures
(Fig. 4a). In this case, the population of higher vibrational
states of equilibrium geometry will not change at both the
ground state and excited state with increasing temperature.
Usually for aromatic molecules, the strongest vibronic (electron–
phonon coupling) mode is from the CQC stretching vibration
nCQC (h!oCQC: B1500–1600 cm!1), whose vibrational energy is far
larger than the thermal energy kT (for example, kT E 202 cm!1

when T = 298 K). As a matter of fact, the increasing temperature
from 78 K to 438 K in our experiment cannot achieve higher
vibrational population, and the monomer fluorescence mainly is
from the lowest vibration state in the first excited state S1. Thus,
the monomer fluorescence exhibits two main vibronic peaks and
constant wavelengths with increasing temperature, corresponding

to the temperature-independent characteristic of emission in
the doped PMMA film of 2-TA-AN. However, the case is totally
different for the intermolecular p–p dimer, as shown in Fig. 4b.
According to the temperature-dependent single-crystal XRD
experiment, the low temperature gives rise to a large decrease of
interplanar p–p distance between the anthracene dimer. That is to
say, the change of equilibrium geometry is no longer negligible in
the intermolecular p–p dimer system with increasing temperature,
due to its anharmonic potential energy curve in Fig. 4b. As for
the reason, the low-frequency intermolecular p–p vibration np–p

(h!op–p: B50 cm!1 { kT) usually has a remarkable contribution to
electron–phonon coupling for aromatic excimers, which causes
the disappearance of the vibronic structure of excimer fluores-
cence. More importantly, under the ambient thermal energy kT,
this low-frequency p–p vibration facilitates the population of
higher vibrational states by increasing temperature. As a result,
the intermolecular p–p distance in the dimer is significantly
increased with increasing temperature, corresponding to the
thermal expansion process of the lattice at higher temperature.
For a better understanding, the anharmonic oscillator enables a
deviation from equilibrium p–p distance towards the right side of
the potential energy curve with increasing temperature, due to the
asymmetric forces on both sides of the equilibrium point, leading
to a maximum probable distribution of excimer geometry with
the enlarged p–p distance at high temperature. Therefore, with
increasing intermolecular p–p distance, both the significant
increase of excited-state energy and negligible change of ground-
state energy contribute to the obviously blue-shifted excimer
emission with increasing temperature. In essence, both the
anharmonic potential energy curve and low-frequency inter-
molecular p–p vibration (h!op–p { kT) are the key factors
responsible for this unusual temperature-sensitive blue shift
in excimer fluorescence in the crystal with discrete p–p dimer
stacking. As a whole, the temperature sensitivity of an excited
state geometry plays a crucial role in the entirely different
temperature-dependent emission behaviors between the dimer
and monomer. Compared with the monomer, the intermolecular
p–p distance of the dimer (excimer) is more easily modulated
by changing the temperature. Accordingly, more temperature-
sensitive luminescence would be achieved if the emissive excited

Fig. 3 Crystal structure and relevant parameters of 2-TA-AN.

Table 1 Relevant parameters of the 2-TA-AN crystal at 293 K and 100 K

293 K 100 K

C–C bond (Å) 1.493 1.496
Angel (1) 90.48 90.83
p–p distance (Å) 3.512 3.443
Density (g cm!3) 1.333 1.364
Overlap 5/9 5/9

Fig. 4 Schematic diagrams of the fluorescence mechanism of (a) the
monomer and (b) the dimer with increasing temperature (black arrows
represent absorption and emission at low temperature and blue arrows
represent at high temperature).
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dependent with the rate of the emission slightly increasing at higher temperatures. Figure 6.34 

(B and C) shows the spectral evolution of Me-N-inin emission at two temperatures: 77K and 

320K. At both of the temperatures, similar dynamics is observed: monomer-like excited state 

with a peak at 400-450 nm decays within instrument response and the excimer with broad 

emission peak evolves and decays. Despite, the different energetic position of the excimer 

emission, its spectral evolution is the same at 77K and 320K.  

 

Figure 6.32. Steady state emission of Me-N-inin evaporated (80nm) film at different 

temperatures, lex = 355nm. 

 
Figure 6.33. Dependence of Me-N-inin photoluminescence intensity on temperature. Left 

axis: steady state integrated PL intensity of Me-N-inin film (80nm) at different 
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temperature; right axis: estimated PLQY based on the value taken at the room 

temperature (295K), the error of the measurement was ± 4%.  

 

Figure 6.34. Kinetics (taken at 500-510 nm) of excited state decay of Me-N-inin 

evaporated (80nm) film at different temperatures (A) and spectral evolution at 77K (B) 

and 320K (C), lex = 355nm. 
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 We prepared OLEDs using only C8-C-inin as an emissive layer. The OLED structure and 

preparation detail are described section 3.6.1. We chose this molecule simply because it forms 

good films and has the strong interactions between the molecules. The molecule was also the 

only derivative that performed well in field effect transistors giving the mobility of 0.27 cm2/Vs.  

 Due to lack of the material, we could not prepare evaporated films. Hence, we decided to 

test if the spectral characteristics of the spin-coated films would be similar to what we observed 

in evaporated derivatives. Figure 6.35 compares steady state absorption and emission of spin-

coated (10mg/mL in toluene, 2000 rpm, 60 sec) and evaporated film of C8-C-inin. We conclude, 
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Figure 6.35. Steady state absorption and emission of C8-C-inin made by vacuum 

deposition (80nm) and spin-coating (57 nm), lex = 355nm. 

  The electroluminescent spectra of the fabricated device is shown in Figure 6.36. The 

electroluminescence spectra exhibits both monomer and excimer emission components; the 

overall emission colour was blue.  

 

Figure 6.36. Comparison of electroluminescence and photoluminescence spectra of 

C8-C-inin. 
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6.3 Conclusions 

We report electronic and photophysical properties of four ININ derivatives. We find that 

all of the ININ derivatives change molecular alignment over time, which results in increased 

intermolecular interactions.  

In solutions all of the ININ derivatives show broadly identical behaviour. However, the 

different substitution leads to completely different behaviour in the solid state. For example, we 

find that long alkyl chains at nitrogen atom position in C8-N-inin completely isolate the 

chromophore from intermolecular interaction. This results in solution-like properties and high 

PLQY (64%), useful, for example, for polariton lasing. However, the effective isolation also 

results in an absence of carrier mobility.  

On the contrary, C8-C-inin, despite having long alky chains, exhibits high charge carrier 

mobility (0.27 cm2/Vs), which is comparable to the mobility found for C8-BTBT (one of the best 

organic semiconductors) in similar conditions (0.42 cm2/Vs). Therefore, we suggest that in the 

case of C8-C-inin the long alkyl chains help packing and possibly reduce dynamic disorder in 

the film and stabilize the overall film structure. While the PLQY of C8-C-inin in film is 

significantly lower (34%) than in solution (~100%), it is nonetheless very high for a highly 

ordered molecule in the solid state. Thus, we show that C8-C-inin can be used as a blue emitter 

in OLEDs with potential for applications in emitting transistors.  

Ph-N-inin and Me-N-inin both showed no charge carrier mobility due to poor film quality 

and relatively low PLQY. The low PLQY is likely due to trap states and excimer formation. It is, 

therefore, unlikely that Me-N-inin and Ph-N-inin could have high PLQY in films. Interestingly, 

Me-N-inin film shows a wavelength-dependence as a function of temperature, which could be 

used for temperature sensing.  

This study sets up a good background for a more in-depth investigation of ININ 

derivatives solid state properties. The major factor that needs improvement is a better control 

over the film morphology which requires special facilities. Nonetheless, even these results allow 

us to conclude that even introducing only inert substituents in ININ core, we are able to 

significantly change the solid-state properties. Thus, showing solution-like emitter properties, 

temperature-dependent emission colour tuning and high charge carrier mobility combined with 

reasonably high PLQY in different derivatives of same chromophore.  
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7 Attempted synthesis of 

dicarbazolo[a,c]phenazines 

 

 

 

In this chapter we explore the possibility of achieving thermally activated delayed fluorescence 

in thin films with high charge carrier mobilities (>1cm2/Vs). This approach has the potential to 

drive new applications, such electrical-injection lasing in organic semiconductors. Aided by 

quantum chemical calculations, we have designed a series of planar, stiff molecules with singlet-

triplet gaps on the order of 0.4eV. This value is expected to be significantly reduced in the solid-

state due to stabilization of the singlet, leading to singlet-triplet gaps suitable for thermally 

activated delayed fluorescence. We will demonstrate work towards synthesis of these molecules. 

 

All of the quantum calculations were performed by Dr. Anna Stradomska at the University of 

Glasgow.  

 

  



 
Chapter 7: Attempted synthesis of dicarbazolo[a,c]phenazines 
 

 217 

7.1 Introduction 

Spin statistics predicts that the ratio between singlet and triplet excitons formed during 

electrical excitation is 1:3 (section 2.1.2). Radiative decay of a triplet state in conventional 

hydrocarbons is spin-forbidden and, thus, photoluminescence quantum yields are low. Therefore, 

most of the energy stored in T1 excited state is dissipated in the form of heat. This is one of the 

main problems for application of fluorescent materials in organic light emitting diodes (OLEDs).  

One of the approaches to overcome this problem is to increase the fraction of the singlets 

formed upon electrical excitation by converting a triplet into a singlet state. This can be 

accomplished through thermally activated delayed fluorescence (TADF) mechanisms, which 

results in ~100% internal fluorescence efficiency. The TADF requires efficient reverse 

intersystem crossing between triplet (T) and singlet (S) states. This is usually achieved when the 

S-T energy splitting is less than 0.2 eV. [147] Such a low value of the energy gap could be 

obtained by spatially separating HOMO and LUMO of the molecule. Thus, molecules that 

display efficient TADF properties are usually composed of donor and acceptor moieties that are 

geometrically twisted through spiro connection, etc. Those molecules have non-flat geometries, 

that lead to poor crystal packing and low charge carrier mobilities. [145] In addition, in solid 

state the luminescence of TADF emitters is often quenched due to aggregation and exciton-

exciton annihilation. Therefore, organic chromophores are usually used as a dopant (guest 

emitter) dispersed in a host matrix, whilst the application of non-doped materials is somewhat 

limited. [187][188] 

However, materials that can be used without a host and retain high emission yields are 

extremely desirable. The benefits of such materials would be simplified device architecture and 

a more stable emissive layer morphology (no phase separation in host-guest system). Moreover, 

this approach could create materials that exhibit both high charge carrier mobility and high 

luminescence quantum yields which could be of use for applications in organic light emitting 

transistors and electrically pumped lasers. [172]  

The aggregation induced TADF mechanism allows for efficient use of TADF molecules 

without a host. In this case, apart from internal (through bond) charge transfer, through space 

charge transfer is also observed. This phenomenon can improve the TADF efficiency when 

appropriate noncovalent interactions and aggregation architecture is employed. [189][190][191] 
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The aim of the project described in this chapter was to create a planar donor-acceptor 

molecule which could have high charge carrier mobility and exhibit TADF properties. We were 

especially interested in answering the question whether TADF is possible in planar molecules 

with singlet-triplet gap larger than 0.2 eV. It is expected that in a well-ordered solid, the singlet 

state will be stabilized due to intramolecular interactions (section 2.3.2), however, the triplet 

energy is expected to remain the same. [4] Therefore, it could result in singlet-triplet splitting 

being much smaller than in an isolated molecule, which could be suitable for TADF.  

For this work, we designed a series of π-conjugated planar molecules (Figure 7.1) which 

are based on a phenazine core. The spectroscopy of many phenazine derivatives has been 

intensively studied and this moiety has been employed as an acceptor in TADF molecules. [192] 

[193] [194] Apart from phenazine these molecules contain carbazole moieties. Carbazole and its 

derivatives have been studied in depth for more than a hundred years, because carbazole is very 

important biologically active moiety. [195] In 1960s Hoegl established that poly-(N-

vinylcarbazole) if sensitized with an electron acceptor enough exhibits reasonably high level of 

photoconductivity. [196] Since then it was discovered that carbazole has useful hole-transporting 

properties, strong absorption in the UV region and strong blue fluorescence. [197][198] All of 

that combined with high stability of the moiety and well-developed synthetic procedures made 

carbazole widely used as a building block of luminescent emitters (fluorescent[199][200], 

phosphorescent [201] and TADF[202][203]). 

7.2 Theoretical calculations  

Figure 7.1 shows the structures of the designed molecules. We used density functional 

theory to calculate vertical excitation energies of first singlet and triplet states, along with the 

oscillator strength of S1-S0 transition. The results are summarised in Table 7.1. The singlet-triplet 

gaps are in the range from 0.4 to 0.8 eV. Designed molecules have S-T splitting energy in the 

range of 0.4 eV, which is higher than in already reported TADF materials. However, it is expected 

that singlet state will be stabilised due to intermolecular interactions in solid state. 
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Figure 7.1. Structures of target compounds. 

Table 7.1. Calculated vertical singlet and triplet excitation energies and oscillator 

strength.  

Molecule ES1, eV ƒ ET1, eV S-T, eV 

M1 2.26 0.009 2.83 0.43 

M2 3.14 0.012 2.74 0.40 

M3 3.63 0.457 2.97 0.66 

M4 3.42 0.0002 2.86 0.57 

M5 3.6 0.0085 3.19 0.41 

M6 3.86 0.079 3.05 0.81 

M7 3.67 0.048 3.27 0.41 

M8 3.57 0.031 3.15 0.42 

ES1 – calculated energy of first singlet state, 
ET1 – calculated energy of first triplet state, 
ƒ – calculated oscillator strength,  
S-T – energy difference between first singlet and first triplet levels.  

7.3 Synthesis of dicarbazolo[a,c]phenazines 

 

Scheme 7.1. General strategy for synthesis of dicarbazolo[a,c]phenazines. 
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Synthesis of the target compounds was planned around the condensation reaction of 

phenanthren-9,10-dione derivative with either o-diaminobenzene or o-diaminopyridine (both are 

commercially available) (Scheme 7.1) Condensation reactions of di-ketones with diamines 

usually have quantitative yields. [64]  

A number of synthetic strategies have been reported for the construction of the carbazole 

structure. There are two basic approaches to carbazole synthesis: formation of a benzene ring 

from substituted indole derivatives (e.g. using the Diels-Alder reaction) or formation of a pyrrole 

ring (e.g. using the Cadogan reaction). [204] We decided to obtain the carbazole structure through 

pyrrole ring formation. Thus, it was necessary to start from phenanthrene-9,10-dione and then 

form either a carbon-carbon bond or carbon-nitrogen bond via a palladium catalysed coupling 

reaction.  

 
Scheme 7.2. 1st synthetic route for synthesis of dicarbazolo[a,c]phenazines (molecule M1). 

The numbers in brackets correspond to the numbers in Chapter 3.  

We started with synthesis of M1 molecule. Scheme 7.2 represents our first synthetic 

strategy that allows to obtain the targeted molecules. Phenanthren-9,10-dione was brominated 

into the 2 and 7 positions. Due to poor solubility of phenanthren-9,10-dione derivatives, it was 

decided to protect carbonyl groups with ethylene glycol. The reaction between ketones and 

alcohols is reversible and ketals are easily hydrolysed back in acidic conditions. In order to shift 

equilibrium in favour of the ketal formation, water was removed by azeotropic distillation with 

toluene using the Dean-Stark apparatus. The reaction has the following mechanism (example for 

one carbonyl group of acetone was used for simplification): [205] 
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Scheme 7.3. Mechanism of acid catalysed reaction of carbonyl group with alcohols. 

The type of structure formed in the case of phenanthren-9,10-dione was not investigated, 

however, it is either 1,3-dioxalane or 1,4-dioxane. In the NMR spectrum, these groups have two 

broad signals around 3.6 and 4.2 ppm. [206] 

The carbazole moiety was supposed to be obtained through catalytic rearrangement of 

diaryl hydrazide (4, Scheme 7.2) with C-C bond formation at 3 and 6 positions in the 

phenanthrene core. One of the starting materials for hydrazide (4) synthesis is 1-tert-

butoxycarbonyl-1-phenylhydrazine (3, Scheme 7.2). This molecule was synthesized by a copper-

catalysed Goldberg type reaction. The traditional procedure for a Goldberg amidation reaction 

utilises simple copper salts or metal copper as a catalyst. However, in preparation of compound 

(3), the modified procedure using copper iodide along with a bidentate ligand was applied. [62] 

Usage of the chelating ligand allows the reaction to proceed at lower temperatures and with 

higher yields. [207][208][209] The catalytic cycle for this reaction is presented in the following 

scheme:  

 

Scheme 7.4. Catalytic cycle of the modified Goldberg reaction. 
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 The mechanistic studies reported in literature suggest that ratio between the catalyst and 

chelating ligand should be high, because at low concentration of ligand a non-reactive 

intermediate (3 on Scheme 7.3) can be formed. [209]  

Diaryl hydrazide (4) was prepared by Pd-catalysed Buchwald-Hartwig coupling reaction. 

To understand the mechanism of this reaction, it is necessary to consider the palladium catalytic 

cycle:  

 

Scheme 7.5. Proposed catalytic cycle of Buchwald-Hartwig coupling reaction. 

On Scheme 7.5 the first step (1) of this reaction is oxidative addition of Pd (0) to an 

aromatic halide and the subsequent change of the oxidation state of palladium. The second step 

(2) is the formation of Pd(II) arylamine complex. This step involves the coordination of the amine 

to an existing organopalladium complex and subsequent elimination of the proton and halogen 

atom by the base. It was proved that this step does not occur in the absence of the base. [210] 

The final step (3) of the reaction is reductive elimination. It results in the formation of a new 

amine and recovery of the active Pd (0) complex with the ligand. [211][212] 

 The diaryl hydrazide (4) formed in this reaction, was used for the rearrangement which is 

suggested to allow a pyrrole ring formation. This reaction is acid catalysed; thus, the protecting 

Boc-group could be removed during the reaction. The process of hydrolysis of the Boc-group in 

presence of an acid is the following [93]:  
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Scheme 7.6. Mechanism of Boc-protecting group cleavage. 

The mechanism for acid catalysed sigmatropic rearrangement of diaryl hydrazides was 

studied by Lim et al. [213][214] It has been proven that it is possible to obtain benzo[c]carbazoles 

with quite good yields. Therefore, it was decided to test this rearrangement for our system. The 

reaction would presumably have the following mechanism:  

 

 

Scheme 7.7. Mechanism of formation of dicarbazolo[a,c]phenazines as a result of acid 

catalysed sigmatropic rearrangement of corresponding hydrazide (4). Boc protective 

group is omitted for simplicity. 

The rearrangement was first tested in ethanol with concentrated HCl at reflux. The 
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DMSO-d6 showed a lot of overlapping signals in the aromatic region between 7-8.5 ppm. Broad 
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the precipitate was simply a product of decomposition of the starting materials or due to product 

decomposition inside the mass spectrometer or poor ionization yields of the compounds of 

interest.  

 
Figure 7.2. Structures and molecular weights of the possible products of the sigmatropic 

reorganization. 

 The filtrate from the reaction was purified by flash chromatography using petroleum ether 

and ethyl acetate mixture (2:1) as an eluent. The two main fractions were collected (Rf =0.28 and 

Rf = 0.75 in petroleum ether : ethyl acetate, 2:1) and analysed by NMR spectroscopy and mass 

spectrometry (MALDI). We suggest that the fraction with Rf =0.28 could be assigned to molecule 

c (Figure 7.2) by proton NMR (Figure 7.3). Despite the fact that silica gel column 

chromatography was used to purify this fraction, the proton NMR of the compound is not clean 

enough for clear peaks integration. Therefore, the integration on Figure 7.3 needs to be treated 

with caution. The high field region of NMR below 3.5 ppm contained a lot of solvent peaks, 

however, it was clear that Boc protecting group was eliminated (the peak at 1.43 ppm that was 

assigned to Boc group in the diaryl hydrazide (4) NMR spectra was absent). Peak at 3.74 ppm is 

significantly broadened compared to 4.06 ppm and a sharp small peak is observed at 3.76 ppm. 

We suggest that this peak might be a sign of tetraamine formation (Figure 7.2 structure c). The 

aromatic protons in the region between 6.5 and 8 ppm could be integrated to give 12 protons. 

Therefore, this might be our targeted product. However, this was not confirmed by mass 

spectroscopy. We did not find any of the suggested masses from the Figure 7.2 including the 

structure c. This could be rationalized by decomposition of the product in mass spectrometer or 

by poor ionization of the molecule.  
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Figure 7.3. 1H NMR in CDCl3 of one of the fractions obtained from silicagel column 

chromatography. 

Despite the promising NMR spectra, it was absolutely necessary to improve the reaction 

conditions, due to low yield and selectivity (5 side products could be clearly identified by TLC). 

High yield is very important for synthesis of functional materials as their analysis and testing for 

applications in the electronic devices would require large quantities. Thus, the reaction was 

repeated several times with different acid concentrations and times of reflux; however, the same 

results were observed. The reaction evidently had a lot of side products and their perfect 

separation was impossible. The difficulty of separation can be explained by presence of the amine 

groups that tend to strongly interact with silica gel resulting in long retention times and poor 

separation of the derivatives with likely decomposition of the molecules in process.  

 We also tested another solvent for the reaction: dioxane. As a result, even more side 

products were detected by TLC analysis. The reaction mixture was neutralised and extracted in 

dichloromethane and ethyl acetate (separately). The combined mixture was given for mass 

spectrometry analysis. The sample was run through the chromatography column prior to 

ionisation. 5 different fractions were separated, ionized (electron spray ionization) and analysed. 

One of the fractions contained molecule d from Figure 7.2. This reaction was also repeated with 

different acid concentration and reflux times; however, it was not possible to obtain better 

selectivity in this reaction.  
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Thus, we concluded that this approach to synthesis of dicarbazolo[a,c]phenazines is 

inefficient. We suggest that the main reason for inefficiency and poor reaction selectivity is the 

presence of multiple functional groups that can undergo various reactions in the given conditions 

(e.g. two amine groups, two Boc groups, two ethylene glycol protective groups). Therefore, it 

was decided to change the synthetic route to a more controllable one.  

We considered several alternative strategies for obtaining carbazole structure: 

- Formation of C-N bond which would be followed by direct arylation to form carbazole 

core; 

- Formation of C-C bond which would be followed by cyclization reaction with nitro or 

amino-group. 

 

 

Figure 7.4. Using cross-coupling reactions for dicarbazolo[a,c]phenazines synthesis. 

There are many reports of Pd-catalysed C-N bond formation followed by direct 

arylation [97][215][216], these procedures claim fairly high yields of carbazole formation, but 

the efficiency of the direct arylation reactions very much depends on substitution groups that are 

present in starting materials. [217][218][219]  

Thus, it was decided that it would be easier to form C-C bond followed by cyclization 

reaction. We chose Suzuki-Miyaura cross coupling reaction between 2,7-dibromophenanthren-

9,10-(ethyleneglycol)ketal and orthonitroboronic acid (Scheme 7.8). This reaction route was 

reported to be successful for multiple similar systems, i.e. cross-coupling between 

orthonitroaromatic molecules and a brominated (or boronated) molecule. [220][221][222] 

Therefore, we switch to synthesis of the molecule M3, due to easiness of the starting material 

synthesis (compound 2 on Scheme 7.8).  
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Scheme 7.8. 2nd synthetic route to obtain dicarbazolo[a,c]phenazines (synthesis of the 

molecule M3). 

The product of the Suzuki cross-coupling reaction - 2,7-bis(2-nitrophenyl)phenanthren-

9,10-di(ethyleneglycol)ketal (7) can be cyclized using Cadogan reaction. [223] Overall, this is a 

two-steps route to the fused heteroaromatic core should potentially give more control over side 

products.  

2-Nitrophenyl boronic (6) acid was prepared through a Grignard intermediate (Scheme 

7.9). It is known that Grignard reagents can react with a nitro group by nucleophilic attack. [224] 

However, it is still possible to prepare 2-nitrophenyl magnesium compounds by I-Mg exchange 

at temperatures lower than -40oC. [65] The chelation of the nitro group to magnesium makes the 

2-nitrophenyl magnesium compounds stable enough for usage in synthesis of 2-nitrophenyl 

substituted derivatives.  

 

Scheme 7.9. Steps of synthesis of 2-nitrophenylboronic acid. 

Therefore, 2-nitrophenyl boronic (6) was prepared through fast I-Mg exchange of 1-iodo-

2-nitrobenzene with PhMgCl at -70oC. Afterwards, B(OMe)3 was added to the reaction mixture 

which resulted in boronic ester formation. The hydrolysis of this intermediate gave 2-nitrophenyl 

boronic (6).  

The obtained 2-nitrophenyl boronic (6) and compound (2) were used in the Suzuki-
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Scheme 7.10. General catalytic cycle of Suzuki-Miyaura cross-coupling reaction. 

The first stage of the cycle is oxidative addition (1) of the aryl halogenated compound to 

the palladium (0) complex. This step is followed by displacement of the halogen ion with anion 

of the base (step 2). The third step is the transmetallation between arylboranes and the palladium 

complex ArPdOR’L2. The final step of this reaction is the reductive elimination of the coupled 

compound Ar-Ar’, and the subsequent regeneration of the catalyst. [225] 

 

Scheme 7.11. 1st Suzuki coupling reaction method. 

Suzuki-Miyaura coupling reaction was tested for preparation of dinitro compound (7) 

(Scheme 7.11). The reaction conditions are summarised in the Table 7.2, where column 

“Product” indicates only the products of interest, however, products of starting materials 

decomposition and starting materials were also detected. The full conversion of starting materials 
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Reaction conditions 1 and 2 did not show any reaction products. We presumed that it is 

due to poor ability of the base to remove the halogen from the compound reactive Pd complex in 

the step 2 (Scheme 7.10). Therefore, it was decided to test a stronger base such as Na2CO3 or 

K2CO3 (conditions 3-6). In this reaction conditions only a small amount of mono-substituted 

derivative was obtained, the intensity of spots on TLC indicated that the major part of starting 

materials was not converted. Figure 7.5 shows NMR of monosubstituted derivative obtained 

after purification of the reaction mixture by silica gel column. The NMR spectrum contains other 
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impurities that were hard to get rid of due to a very small amount of the obtained material. 

Nonetheless, it is possible to identify the compound. In the aromatic region (7.4-8.2 ppm), seven 

signals are present that give 10 protons when integrated. Broad singlets at 4.11 and 3.57 ppm 

correspond to glycol protective groups.  

 

 

Figure 7.5. NMR in CDCl3 of a monosubstituted product of the Suzuki cross-coupling 

reaction. 

Poor reaction yields could be caused by steric hinderance of the reagents. Buchwald et 

al. [226][227] reported successful application of SPhos and DPEPhos (structures Figure 7.6) 

ligands for sterically hindered substrates. These ligands were also tested on halogen halides 

which possess an ortho electron withdrawing group (e.g. a nitro group). However, a significant 

amount of phenols could be formed in the process of the reaction due to hydrolysis of the halide. 

Therefore, anhydrous conditions along with a strong base, e.g. K3PO4, are preferable. 

   

Figure 7.6. Structures of phosphine ligands. 
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We applied these catalysts in our reaction (conditions 7 and 8), but significant 

decomposition of the starting halide was observed. Nonetheless, the di-substituted product (7) 

was obtained with a very small yield. NMR of disubstituted product is shown on Figure 7.7. The 

number of peaks is reduced compared to monosubstituted derivative as it was expected. 

However, the impurities might result in misleading integration values. We also confirmed the 

structure of the product by mass spectroscopy, where the m/z of 538.1 (expected value 538.5) 

was found along with other peaks. Therefore, this result should be treated with caution. 

Nonetheless, this was a promising result. To improve the yield, the base was changed for 

a weaker one (conditions 9, 10) with an aim to reduce starting materials degradation. 

Unfortunately, these attempts were not successful.  

 

Table 7.2. Reaction conditions for Suzuki coupling reaction (Scheme 7.11). 

Number Base Catalyst (2-10%) Solvent Product 

1 NaHCO3 Pd(dba)2 

o-tritolylphosphyne 

THF:H2O - 

2 NaHCO3 Pd(PPh3)4 DMF:H2O - 

3 Na2CO3 Pd(OAc)2 

o-tritolylphosphyne 

DMF:H2O Mono 

4 Na2CO3 Pd(PPh3)4 DMF:H2O Mono 

5 K2CO3 Pd(PPh3)4 DMF:H2O Mono 

6 K2CO3 Pd(PPh3)4 Toluene:H2O Mono 

7 K3PO4 Pd(OAc)2 

o-tritolylphosphyne 

Toluene Mono 

8 K3PO4 Pd(OAc)2 

SPhos  

Toluene Mono + Di 

9 Na2CO3 Pd(OAc)2 

SPhos 

Toluene  - 

10 Na2CO3 Pd(OAc)2 

DPEPhos 

Toluene  Mono 
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Figure 7.7. NMR in CDCl3 of a disubstituted product of the Suzuki cross-coupling reaction. 

Suzuki-Miyaura reaction yield could sometimes be improved by using iodinated 

compounds instead of brominated. Thus, 2,7-diiodophenanthren-9,10-di(ethyleneglycol)ketal 

was synthesised and tested in Suzuki reaction (Scheme 7.12). In this case oxidative addition 

could potentially go better because C-I bond is weaker than C-Br. This reaction was tested in 

several reaction conditions similar to those presented in the Table 7.2, but the yield was not 

improved. 

 

Scheme 7.12. 2nd Suzuki coupling reaction method. 

 Due to presence of a strong electron withdrawing group, such as the nitro group, boronic 

acid (6) could be quite unstable and, thus, might decompose before participation in the reaction. 

This is why our next step was to test if dioxaborolan phenanthene (9) derivative and 2-

iodonitrobenzene (commercially available chemical) would react better in Suzuki Miyaura 

reaction (Scheme 7.13). In this case, boron atoms would be attached to a molecule with electron 

donating groups (ethyleneglycol groups) and thus overall stability of compound will be higher.  
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Scheme 7.13. 3rd Suzuki coupling reaction method. 

The dioxaborolan phenanthrene (9) was prepared via palladium catalysed Miyaura 

reaction, which follows the mechanism summarized in the scheme below: 

 

Scheme 7.14. Catalytic cycle of the Miyaura coupling reaction. 

 This reaction proceeds through similar steps as the Suzuki-Miyaura reaction. The first 

step is an oxidative addition of Pd (0) to an aryl halide (step 1). This step is followed by 

displacement of the halide ion from complex (A) to give complex (B). In the next step a 

transmetallation takes place between bis(pinacolato)diboron and Pd-complex (step 3). The final 

step of reaction is reductive elimination of the corresponding cross-coupling product. The 

catalyst is, therefore, regenerated. [228] 

 The reaction between dioxaborolan (9) and 2-iodonitrobenzene was tested in several 

conditions; however, it did not lead to an increased yield of the product (7).  

 Apart from testing dioxaborolan phenanthere, there is a way to stabilize an electron 

deficient boronic acid itself by using a protective group on the boronic acid and forming a more 

stable derivative. The boronic acid was protected using methyliminodiacetic acid (MIDA). This 

compound can be easily hydrolysed back to the boronic acid in the Suzuki-Miyaura reaction 
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media. The advantage of this protection is that if used at low temperatures (60-70oC) hydrolysis 

occurs slowly and the probability of decomposition of boronic acid is lower. [229] 

MIDA-boronic ester was prepared according to the procedure reported by Knapp et al. 

[229] and the reaction scheme of the corresponding Suzuki reaction is depicted in the Scheme 

7.15 was tested. Unfortunately, this reaction did not give an improved yield of the product (7). 

 

Scheme 7.15. Suzuki coupling reaction with MIDA-boronic ester.  

 Summarizing our experience in synthesis of dinitroderivative (7), it has to be noted that 

Suzuki-Miyaura coupling reaction between 2,7-bis(2-nitrophenyl)phenanthren-9,10-

di(ethyleneglycol)ketal (2) and orthonitrophenyl boronic acid is proven to be challenging, since 

only very low yields of coupling products could be obtained. The reasons for this could be strong 

electron withdrawing nature of nitro group, steric hinderance created by the nitro group in 

orthoposition to the reactive centre or steric hindrance of ethyleneglycol protecting groups (or all 

of these factors). Figuring out the exact reason for the poor reaction performance is out of the 

scope of this thesis since we are only interested in the properties of the target materials. Thus, it 

was decided to move onto another synthetic strategy in order to obtain the molecules.  

Considering that electron-withdrawing nature of the othronitroboronic acid might have 

caused issues with our previous attempts using Suzuki-Miyaura reaction, we decided to 

synthesise an electron donating boronic acid (2-aminophenylboronic acid (11)). This boronic acid 

could be reacted with the phenanthrene derivative using Suzuki-Miyaura cross-coupling reaction 

Scheme 7.16. Due to the electron donating properties of amino group, this boronic acid could be 

more active and stable in Suzuki-Miyaura coupling. 

 

Scheme 7.16. 3rd synthetic route to obtain dicarbazolo[a,c]phenazines. 
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The reaction Scheme 7.16 between 2,7-dibromophenanthren-9,10-(ethyleneglycol)ketal 

and 2-aminophenylboronic acid was successful and the compound (12) was obtained with a good 

yield (95%). Despite the presence of an amino group, which can participate in the Pd catalysed 

Buchwald-Hartwig amination reaction, this reaction proceeds through a Suzuki-Miyaura 

mechanism. The reaction conditions and catalysts were chosen in a way to facilitate the C-C bond 

formation rather than C-N. [230]  

 The obtained aromatic diamine (12) can be cyclizased to form fuzed dicarbazole 

derivative. There are multiple ways to approch this problem. One of them is direct NH2/C-H 

coupling, however, free amine group can have tight coordination to transition metals which could 

complicate the reaction mechanism. Nonetheless, there Ir-catalized dehydrogenative C-H/N-H 

coupling have been reported to give resonably high yield of 74% for 2-amino-1,1’-biphenyl. 

[231] Ir-catalyst is used in combination with Cu(OAc)2 and pyvalic acid. Pyvalic acid is 

frequently employed in direct arylation (C-C coupling) reaction as a co-catalyst for C-H bond 

activation. It has been reprted that the acidity of C-H bond is an important paramenter in direct 

arylation reactions. [232] Therefore, this reaction conditions do not give us certenty of obtaining 

the necessary products, due to the electron donating substituents on the 2,7-dibromophenanthren-

9,10-(ethyleneglycol)ketal that might lower the acidity of C-H bond to the point where the 

reaction would be inefficient.  

Next, we examined a method first reported by Buchwald et al [233], which involves usage 

of both Pd(0) and Cu(II) catalysts in air whilst amino group was activated by acetic protective 

group. The synthetic procedures advanced a lot since that report, and hence we used a modified 

version of this synthetic route. The procedure we followed offered utilization of only one catalyst 

– Cu(II) salt, oxidizing agent (PhI(OAc)2) and activation of amino group by benzosulfonyl 

protection. [234] The procedure requires an electron withdrawing group on the amine, suggesting 

that sulfonyl group is the best option for the reaction. Thus, we used a simple pyridine catalysed 

reaction of the diamine precursor and phenylsulfonyl chloride to obtained the N-sulfonyl 

derivative (Scheme 7.17). The obtained derivative (13) was then used in the cyclization reaction.  
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Scheme 7.17. Mechanism of benzosulfonyl protection of the aminogroup. 

 Scheme 7.18 shows the mechanism of the cyclization reaction according to the paper by 

Cho et al. [234] The first step of this reaction is reversible binding of two equivalents of amine 

to a copper catalyst. This step is followed by interaction with hypervalent iodine (III) reagent, 

forming an iodoamido intermediate and regenerating a catalyst. This complex allows 

electrophilic aromatic attack of orthophenyl fragment onto the amido fragment of the molecule 

through a radical mechanism. The reaction completes with a proton abstraction from acetoxy 

radical.  

 

Scheme 7.18. Mechanism of copper-catalysed C-N bond formation. [234] 

This paper also suggests that electron donating substituents can slow down reaction 

progress. We tested this coupling reaction on the derivative (13) and found that, indeed, the 

reaction is unsuccessful. Therefore, we had to deprotect the keto-groups to obtain the molecule 

(16) and use this derivative for the coupling reaction. The reaction was successful, giving 78% 

yield of the product (Scheme 7.18).  
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Scheme 7.19. Cyclization substrates options. 

 The next step in synthesis is condensation reaction of the product (16) with o-

phenylenediamine as it is shown on the Scheme 7.20. We tested several reaction conditions for 

this process (the general procedure is given in section 3.7.3). This condensation reaction is 

usually performed in ethanol with addition of acid as a catalyst. [235] The mechanism of this 

reaction involves coordination of acid to a keto group. This is followed by a nucleophilic attack 

of the diamine to the activated carbonyl (Scheme 7.21). We tested acetic acid, hydrochloric acid 

and p-toluenesulfonic as catalysts for the condensation reaction. The necessary product was not 

obtained, we found that the major product of these reactions was the molecule on Figure 7.8 

(found both in NMR and in mass spectroscopy). Proton NMR of the obtained compound shows 

that the reaction did not go to completion, however, o-phenylenediamine did react with the 

diketone which can be deduced from presence of phenazine-like signals in NMR. The two 

singlets in the low field (9.85 and 9.55 ppm) can be assigned to NH and OH groups, respectively. 

The conversion of the starting material into this product was very poor. Further acid treatment of 

this molecule did not result in the conversion into dicarbazolo[a,c]phenazene derivative.  
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Scheme 7.20. Condensation and alkylation synthetic options. 

 

Scheme 7.21. Mechanism of acid catalysed condensation reaction with an aromatic 

diamine. [235] 
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Table 1.  Quinoxalines synthesis from 1,2-GLDPLQHV�DQG�Į-diketones by using phenol (20 mol%) 

Entry 
Diamine 

(DA) 

Diketone 

(DK) 

Product 

(Q) 

Time(h:min) 

Yield% 

m.p(Found) 

m.p[lit.] 
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Ph

 
N

N

 

00:02 

98 
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N
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94 
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Figure 7.8. 1H NMR of the condensation reaction (reflux in acetic acid : ethanol, 1:2) 

product in DMSO-d6. 

We have also tested the condensation reaction of compound (15) and o-

phenylenediamine. This reaction was successful; however, the yield was very low. The formation 

of the product was confirmed by mass spectroscopy and roughly by NMR. Due to poor solubility 

and, hence, limited options for purification, the material was not used in further synthesis.  

Therefore, the condensation reaction between the product (16) and o-phenylenediamine 

is challenging. This might be due to the poor reactivity of the carbonyl group in the product (16). 

This is why we decided to stop pursuing the dicarbazolo[a,c]phenazines targets and focus on the 

aromatic core synthesis, thus, aiming to synthesise the benzo[a,c]dicarbazole (M8).  

We chose to follow the route we already developed for dicarbazolo[a,c]phenazines, 

namely, Suzuki-Miyaura cross-coupling reaction to obtain the diamino compound followed by 

Cu-catalysed ring closure. When the core is obtained, the protective groups could be removed 

and N-alkyl derivatives can be synthesised (Scheme 7.22).  

 
Scheme 7.22. Synthetic strategy to obtain benzo[a,c]dicarbazole.  

! (      ) 
P
he
na
zi
ne

P
he
na
zi
ne

N N
SO2Ph PhO2S

NHHN
OHHO

��������������������	��
��������������������������	��
��������������������������	��
�������������������

��


��������	
������
	
���
����
��	�
������
������������������� !�"���#$!!%����%�!&�#'(	)�����

�
��



�
��
�

�
��
�

�
��
�



��
�

�
��
	

�
�

�

�
��



�
��
�

�
��
�

�
��
�

�
��
�

�
��
�

�
��
�

�
��



�
��
�

�
��
�

�
��
�

�
��



�
��
�

�
�

�

�
�

�

�
��
�

�
��
�

�
��
�

�
��
�

�
��
	

�
��
�

�
��
�

Br Br

NH2 H2N NH HN
S SO OOO

N N
SS O OO O

N N
C8H17C8H17

23 (42) 24 (43)

25

26



 
Chapter 7: Attempted synthesis of dicarbazolo[a,c]phenazines 
 

 239 

 Despite the seemingly simple structure, the starting material for this synthesis (2,7-

dibromophenantrene) is not commercially available. Hence, we synthesised it following 

previously reported procedure by Bösch et al [68] (Scheme 7.23). This procedure starts by 

bromination of a diphenic acid, followed by the reduction of the acid groups to primary alcohol. 

This reduction is very inefficient (37% yield), which limits the overall yield of the 2,7-

dibromophenantrene, even though the following two reactions can be accomplished with the 

yields over 70%.  

 

Scheme 7.23. Synthetic route to preparation of 2,7-dibromophenontrene. [68] 

 Products (23) and (24) on Scheme 7.23 were obtained with good yields (80% and 75% 

respectively). The ring closure of the product (25) was performed in the same conditions as 

previously discussed for product (15). Proton NMR of the product is shown on Figure 7.9. 

Interestingly, there is only one singlet in this spectra which suggests that the ring closure does 

not result in formation of product (25) as shown on Scheme 7.22, unlike it is observed in the 

reaction of product (15). Further NMR study using correlation NMR spectroscopy technique 

(COSY) shows that indeed two protons (doublets at 8.81 and 8.79 ppm) have a close-range 

correlation with each other. 

 

Figure 7.9. 1H NMR spectrum of the compound (25'), peaks assigned using COSY NMR. 
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Therefore, we conclude that the ring closure reaction proceeds successfully with a yield of 

80%. Despite this promising fact, at this point we had to terminate this synthesis due to the lack 

of the starting materials and time.  

7.4 Conclusions 

We designed a series of π-conjugated planar molecules - dicarbazolo[a,c]phenazines, as 

potential TADF materials. Singlet-triplet splitting for these molecules are in the range of 0.4 eV. 

These values are much higher than those found in previously reported TADF emitters. However, 

the calculation was performed for gas phase and the S-T gap is expected to be smaller in solid 

stated due to singlet stabilization. Further, we showed our attempt to synthesise the designed 

molecules.  

Several strategies for synthesis of dicarbazolo[a,c]phenazines were tested. All of the 

strategies utilized 2,7-dibromophenanthren-9,10-dione as a starting material. Ketal protective 

groups were used in order to increase solubility of this starting compound. The crucial step of all 

the strategies was the formation of pyrrole ring in order to obtain carbazole heterocyclic system. 

We tested several approaches to this ring-closure, namely, acid catalysed sigmatropic 

rearrangement of hydrazide derivative, Suzuki cross-coupling reaction between 2,7-

dibromophenanthren-9,10-di(ethyleneglycol)ketal and 2-nitrophenylboronic acid, as well as, 2-

aminophenylboronic acid. The use of electron rich 2-aminophenylboronic acid was found to be 

more efficient for the C-C coupling reaction with the given dibromo-compound. After this 

coupling reaction, we used a Cu-catalysed ring closure to successfully form the pyrrole ring. The 

next step towards synthesis of dicarbazolo[a,c]phenazines was a condensation reaction between 

the obtained aromatic core and o-phenylenediamine. This reaction failed which motivated us to 

move away from synthesis of dicarbazolo[a,c]phenazines derivatives to synthesis of a simpler 

benzo[a,c]dicarbazole.  

For benzo[a,c]dicarbazole synthesis, we followed the route that we have developed for 

dicarbazolo[a,c]phenazines, namely, Suzuki-Miyaura cross-coupling reaction to obtain the 

diamino compound followed by Cu-catalysed ring closure. This synthesis was successful; 

however, the ring-closure yielded the unexpected isomer.  
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8 Summary and Outlook 

 

 

 

In this thesis we considered photophysics of planar organic molecules in solution and in 

solid state. It is commonly expected that planar molecules should exhibit strong fluorescence due 

to the limited ISC pathways. In chapter 4 we showed that in sulfur-containing planar heterocycles 

(derivatives of benzo[b]thiophene) ISC occurs on sub-nanosecond time scale (~ 120 ps), which 

results in poor PLQY in solutions. To explain this unexpected result, we laid out the theory that 

allowed us to rationalize some of our experimental observables using ensemble geometries of 

singlet and triplet states involved in transition. We used Frank-Condon analysis to estimate the 

Frank-Condon density of states through Marcus-Levich-Jortner theory. This analysis showed that 

low energy vibrational mode (~110 meV) is crucial for ISC process in these planar derivatives. 

Nonetheless, some issues still remain unsolved, e.g. the classical reorganization energy that we 

find appropriate for prediction of the ratio between rate constants of different derivatives seems 

to be rather large (200 meV). Our theory also does not explain the experimentally observed 

temperature dependence. Therefore, a full time-dependent quantum approach might be needed 

to fully account for the photophysical processes in these molecules. At the same time, a more 

thorough time-resolved resonance Raman spectroscopy of both singlet and triplet states is 

necessary to experimentally confirm the change in vibrational modes as a result of ISC in all of 

the derivatives. This would also help to determine what structural components have the most 

prominent influence on the resonance Raman cross sections and might help to construct a clear 

set of the design rules.  

The study of planar benzo[b]thiophene derivatives motivated us to look into structurally 

similar compounds – indolo[3,2-b] indoles. We synthesised the indolo[3,2-b] indoles derivatives 

that contain “neutral” substituents, namely alkyl and phenyl groups. In solutions of these 
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molecules (chapter 5) ISC is observed on nanosecond scale (~ 10 ns), even for brominated 

derivatives. The photophysical properties are similar for all of the derivatives. Interestingly, 

delayed luminescence is observed in the dilute solutions of these molecules, which could be 

explained by electron ejection from a molecule into a solvent, and further electron and radical-

cation recombination which could result in an excited single state formation. This phenomenon 

is also observed in polymer films of indolo[3,2-b]indoles derivatives. Magnetic field dependent 

photoluminescence experiments could provide further details into the mechanism of this process. 

The effect should be taken into account when studying electron donating molecules, and it might 

be of use for applications that require a stable radical-cations. Further research needs to be done 

to figure out the ways to manipulate the yields of the radical-cation in order to be able to use this 

peculiar feature of the indolo[3,2-b] indoles derivatives in organic electronic devices.  

The solid-state properties of indolo[3,2-b]indoles derivatives (chapter 6) were found to 

be more sensitive to different substituents. A significant difference in a solid-state molecular 

arrangement was observed between the derivatives, which resulted in a difference of 

photophysical properties. Long alkyl chains attached to a short axis (C8-N-inin) of the molecule 

gave rise to solution-like optical properties and no detectable carrier mobility. Whilst long alkyl 

chains attached to the long axis of the molecule (C8-C-inin) allowed for high hole mobility (0.27 

cm2/Vs), while a reasonably good PLQY was also observed. This molecule was used to make 

OLEDs, showing blue emission; however, for a proper evaluation of its electroluminescent 

properties (i.e. the luminescence efficiency under electrical excitation) a more detailed study is 

required.  

Me-N-inin in a thin film was found to have a blue shift of excimer emission with the 

increase of temperature. We explain this by suppression of the low energy vibrational modes of 

p-p stacking at low temperatures. The change in the emission energy is ~ 300 meV; this 

temperature-dependent colour change could be of interest for sensing applications. The 

evaporated thin films of Me-N-inin and Ph-N-inin did not exhibit charge carrier mobility and had 

a low PLQY. We explain this by a poor film morphology. The improved film morphology could 

result in higher PLQYs and charge carrier mobilities. A better evaporation technique, i.e. using 

variable substrate temperature, could help to improve the quality of the films and, hence, allow 

for a more accurate investigation of charge transporting properties in these molecules. Thermal 

or solvent annealing of the films might be another alternative to evaporation and could also have 

a strong influence on the electronic and photophysical properties of these films. We found that 

the molecular arrangement in films changes over time, and it is influenced by the ambient 
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conditions. A more thorough X-Ray study is required to understand the structure and rates of 

changes in the films of these materials in different conditions. 

Finally, in chapter 7 we discussed our attempt to synthesise dicarbazolo[a,c]phenazines. 

Although these molecules could potentially exhibit interesting photophysical properties, their 

synthesis is unsustainable for practical applications due to poor yields and difficulties with 

purification.  

Overall, we show that even small change in substituents can have a significant effect on 

photophysics of the molecules in solution and in solid state, this includes both radiative and non-

radiative processes. 
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