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Abstract

Since the isolation of graphene in 2004, there has been an increasing drive to tailor

this and other 2D materials for spintronic applications due to their unique electronic

properties. Analysis of the surface Fermi-level spin polarisation of 2D materials

is crucial in designing spintronic devices, and characterising this property requires

extremely surface sensitive techniques. One such approach, metastable de-excitation

spectroscopy (MDS), involves the use of helium atoms prepared in the 23S state to

analyse the surface density of states. This thesis presents the first set of results from

an extension to this technique known as spin-polarised metastable emission electron

microscopy (SPMEEM), in addition to detailed studies of several materials systems

relevant to the development of spintronic devices.

After an introduction and review of how 2D materials are potential candidates for

spintronics, a detailed description of MDS is given in Chapter 3 with Chapter 4

outlining other experimental approaches and systems used throughout this project.

Chapter 5 reports a detailed study of domain structures at the surface of Fe3O4(001)

probed using SPMEEM where a significant spin canting effect was found to exist

helping to estimate a value for the uniaxial surface anisotropy constant. The use

of SPMEEM to observe the spin reorientation transition in Fe3O4(001) is outlined

with further results showing how the spin asymmetry at the surface of magnetite in-

creases due to exposure to naphthalene. Chapter 6 explores how graphene grown on

silicon carbide could be modified for spintronic applications through the adsorption

of hydrogen and intercalation of heavy metallic species. Chapter 7 presents results

from a study of the organic semiconducting molecule 6T on manganite (LSMO)

substrates, a system of interest in organic spintronics. Finally, the thesis concludes

with a chapter on conclusions and future work.
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Chapter 1

Introduction

With Moore’s law stalling and the emergence of new technologies and the Internet

of Things, there is an increasing need for enhanced computing performance and

greater memory storage. To satisfy these demands, the volume of magnetic grains

and the length of transistors must be scaled down but both of these metrics are

reaching fundamental limits. In hard disk drive media, the signal-to-noise ratio

(SNR) of each magnetic grain scales inversely with respect to transition probability

(σn) where σn ∝ D
3
2 with D the grain size width [1]. As the volume of the grain

decreases to the size limit which is dictated by the thermal stability of the grain, the

SNR and write field (associated with the anisotropy of the grain) needed to switch

the grain increase. At a certain width known as the limiting medium thickness,

incoherent magnetisation reversal dominates. Thus, beyond the limiting medium

thickness, the SNR and write field needed to switch the grain are too large to write

data and so systems such as PtFe are limited to widths of 4.8 nm [1, 2]. In order to

improve computational performance, the number of transistors per unit area must

be increased but to do so requires the size of a transistor to be reduced. However,

as the length scale decreases, quantum effects start to take place and electrons can

tunnel from one end of the gate to the other foregoing the operating principle of

a transistor [3, 4]. Sizes as small as 1 nm have been achieved [3], but in recent

years, the number of transistors per unit area as a function of time, described by

the well-known Moore’s law [5], is reaching a limit as the trend starts to plateau.

Consequently, conventional electronics cannot be taken that much further and future
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devices will need to rely on more than charge in order to communicate information.

One field that could replace conventional electronics is that of spintronics, an ab-

breviation of spin electronics. Spintronic devices use the spin of an electron and its

associated magnetic moment to carry information in addition to, or alternatively

without, the associated charge. Spintronics has multiple advantages over conven-

tional electronics such as lower power consumption as well as data transfer via spin

current being quicker and non-volatile due to the spin of an electron not being energy

dependent [6–8]. Thus in the circumstance of a power outage, information stored in

spin currents is retained. Spintronics also has potential applications within quantum

computation which would greatly extend the performance of computers beyond their

current limits. Ideally spintronic devices need two key properties: (1) large spin re-

laxation lengths enabling long distance communication; (2) the ability to produce

large, robust spin-polarised currents. Unfortunately, the spin injection/detection ef-

ficiencies of most devices only increase upon reaching low temperatures and therefore

such spin-devices are not applicable outside the laboratory [8]. Hence, new materials

and novel device architectures are required for next-generation spin technologies to

be realised.

1.1 The 2D Material Revolution

In 2004, researchers Andre Geim and Konstantin Novoselov at the University of

Manchester achieved the isolation of monolayer graphene on SiO2, successfully mea-

suring its unique transport properties [10]. Graphene, a single layer of graphite

consisting of carbon atoms arranged in a honeycomb-like lattice (Figure 1.1) has

been shown to be extremely strong, to be an excellent conductor of heat, and to

have phenomenal electronic properties. Most notably in the context of this project,

free-standing graphene has been predicted [11] and shown [10, 12] to have a large spin

relaxation length at room temperature making it an attractive candidate for spin-

tronics. Proximity-induced spin-orbit coupling in graphene offers a realistic route

towards two-dimensional (2D) topological insulator state engineering. This is partic-

ularly relevant for quantum computation, since topological insulators van der Waals

coupled to superconductors are predicted to host Majorana fermions, particles which
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Figure 1.1: Graphene and its various carbon allotropes: C60 (left), carbon nanotubes

(centre) and graphite (right). Taken from Geim et al. [9].

are their own antiparticle [13]. Heterostructures of graphene and other 2D materials

such as the transition metal dichalcogenides (TMDs) have shown rich spin textures

around the K-point of their respective Brillouin zones [14, 15] offering a viable route

for graphene-based spintronic devices. Furthermore, other 2D monolayers such as

molybdenum disulphide with its natural breaking of inversion symmetry enable spin

and valley-selective light absorption [14] making these materials not only applicable

in spintronics but also in an emerging area called valleytronics. Graphene, TMDs

and black phosphorous have in recent years garnered a huge amount of interest in

photonics, particularly in single photon emitters and detectors, with a large amount

of focus on single layers of WSe2 as well as heterostructures assembled from multiple

2D materials [16–18]. Finally, in terms of utilising its electronic properties, graphene

has seen some use in organic light emitting diodes [19], a multi-billion dollar industry
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that is still continuing to grow.

Despite graphene’s unique properties at room temperature, the reason that graphene

spintronic devices have not yet been fully realised is a result of two key issues. The

first is graphene’s weak intrinsic spin-orbit coupling (SOC) [20] which is too small

to result in the spin-Hall effect [12]. Thus a pristine monolayer of graphene alone

cannot act as a spintronic device and it is only through the decoration/intercalation

of atomic species that the SOC can be enhanced locally [21] or globally [22]. The

second issue is controlling the growth/production of graphene monolayers. Graphene

produced from the exfoliation of highly-oriented pyrolytic graphite (HOPG) has the

highest transport properties reported of any other form of graphene [23, 24], but,

with this method, it is difficult to control the number of layers. Devices which

incorporate exfoliated graphene report primarily monolayer graphene growth, but

also some existence of bilayer graphene [25]. Unfortunately, this is problematic for

device applications since multilayer graphene as well as wrinkles and defects warp

the bandstructure of a single layer of graphene and drastically reduce the electron

mobility in-plane [26]. Controlling the growth of other 2D materials such as TMDs is

equally challenging, with factors such as temperature having a significant influence

on the domain size [27].

Understanding, observing and characterising monolayers of graphene and how it

is influenced by the intercalation/decoration of heavy metallic species, requires a

range of complementary techniques which probe a variety of properties of the sur-

face. One way to approach analysis of graphene is by using photoemission electron

spectroscopy, which enables observation of valence band states with ultraviolet (UV)

photons and core states with X-ray photons. By tuning the photon source to around

40 eV, photoemission can be extremely surface sensitive, with minimal contribution

from subsurface and bulk states [28]. Angle-resolved photoemission spectroscopy

(ARPES) can be used to characterise the unique dispersion relation of graphene as

well as the influence of adatom decoration and intercalation on the spin-split density

of states [29]. Yet, despite the benefits of photoemission electron spectroscopy, there

is still some emission of bulk/subsurface state electrons which is not ideal when try-

ing to analyse a monolayer of graphene or any other 2D material. Ideally, there is

a need for techniques which only probe surface states whilst ignoring bulk states
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and one promising candidate is metastable de-excitation spectroscopy (MDS). This

technique uses metastable helium atoms prepared in the 23S state, which de-excite

when in close proximity to a surface resulting in the emission of an Auger electron

which carries information of the surface density of states of a material. Due to the

large de-excitation cross section of metastable helium, all de-excitation events occur

a couple of Ångstrom above a surface and consequently only the outermost surface

states are probed. The energy of the He 23S state is 19.8 eV which is very similar

to that of He I α UV photons of 21.2 eV, and so both techniques produce spectra

that in many cases are directly comparable.

Furthermore, the spin-polarised equivalent of MDS can be performed by preparing

the atoms in the mj = ±1 magnetic sublevels and applying a quantization axis,

thereby allowing the spin-split density of states of a material to be probed. The

technique is then known as spin-polarised metastable de-excitation spectroscopy

(SPMDS) [30, 31]. This has revealed unique phenomena relating to surface mag-

netic properties such as a small positive spin polarisation at the (111) face of mag-

netite [32] and the spin asymmetry of chemical vapour deposition graphene grown

on Ni(111) [33]. The surface sensitivity of MDS and the ability to spin-polarise the

source, coupled with complementary techniques such as photoemission, will allow

systematic studies of global spin-orbit coupling effects in graphene and 2D mate-

rial spintronic devices. Additionally, a He 23S source combined with an emission

electron microscope has been used to image the surfaces of various materials [34]

and in principle could be used as a spin-polarised microscopy technique. The work

presented in this thesis shows the first results of such a technique and offers an

attractive route to studying surface magnetic properties in 2D materials.

1.2 Thesis Overview

Following this Introduction, Chapter 2 explores 2D materials and their potential use

in spintronic applications in more detail, with a particular focus on graphene. This

chapter starts by outlining the structure and properties of graphene before moving

on to its role in spintronics and how spin-orbit coupling can be enhanced within the

material. Methods with which to fabricate graphene and related 2D materials are
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then introduced.

As a large part of this project has involved the use of a beam of He 23S atoms in the

form of MDS and its associated microscopy, Chapter 3 is dedicated to exploring how

these atoms de-excite when in contact with another gas or a surface. Additionally,

the application of optical pumping and a sextupole magnet in order to electron

spin-polarise the He 23S atoms is discussed.

Since multiple laboratories and experimental systems were used to exploit a va-

riety of techniques in this project, Chapter 4 explores both the systems used in

York, as well as that used at the National Institute for Materials Science (NIMS)

in Tsukuba, Japan. The principles and practicalities of surface analysis methods

including X-ray and ultraviolet photoemission spectroscopy and low-energy electron

diffraction are described, in addition to spin-polarised photoemission and sample

growth procedures. The chapter finishes by briefly describing CASTEP, a density

functional theory (DFT) code used to produce theoretical calculations that support

experimental measurements.

Chapter 5 explores the work performed at NIMS, in particular, the development of

spin-polarised metastable emission electron microscopy (SPMEEM), the microscopic

extension of SPMDS that is demonstrated here for the first time. Results from a

study of magnetic domain structure on the clean Fe3O4(001) surface are presented in

addition to the hydrogen-passivated and napthalene adsorbed Fe3O4(001) surfaces.

The majority of experiments performed in York revolved around analysing graphene

grown on six-hexagonal silicon carbide (6H-SiC) and how this could be tailored for

spintronic applications. In Chapter 6, the first carbon layer grown on the silicon-rich

face (buffer layer) is explored through photoemission and MDS as well as simulations

using CASTEP for a clean crystal and after growth of the buffer layer. This chapter

then explores how this can be activated using atomic hydrogen and potentially

erbium.

Organic monolayers grown on top of magnetic materials have also been of interest

within spintronics due to the observation of unique electronic phenomena such as

interfacial magnetoresistance. To further understand the interaction between or-

ganic molecules grown on ferromagnetic substrates, Chapter 7 explores growth of
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α-sexithiophene (6T) monolayers on La0.7Sr0.3MnO3 thin films. The clean surface

of LSMO thin films were analysed using different electron spectroscopy techniques.

Different coverages of α-sexithiophene were then deposited on top of these thin films

and characterised using electron spectroscopy and atomic force microscopy.

Finally, some suggestions for the future direction of the SPMEEM system as well as

how to develop on the results obtained for SiC are suggested.
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Chapter 2

2D Materials for Spintronic

Applications

Throughout the 20th century and into the early 21st century, experimental reports

on graphene (as well as other 2D materials) considered it to be part of a 3D struc-

ture rather than something which could exist on its own, for example monolayer

graphite on nickel [35]. It was not until the isolation of free-standing graphene by

a group in Manchester using the well-known Scotch tape method [10], that the 2D

materials revolution began. Interest in materials such as graphene [9], molybdenum

disulphide [36] and silicene [37] in spintronic applications stems primarily from their

extraordinary electrical properties at room temperature. This chapter introduces

2D materials and how their properties can be exploited for spintronic applications.

2.1 Graphene

As can be seen in Figure 2.1, a pristine monolayer of graphene is a 2D-material

spanning ‘infinitely’ in x and y, consisting of sp2 hybridised carbon atoms arranged

in a honeycomb-like lattice [11]. The bond length between each carbon atom is

1.42 Å and all bond angles are 120◦ [11]. It is a single layer of graphite from

which other carbon allotropes can be made including Buckminsterfullerene (C60) [38]

and carbon nanotubes. Graphene at room temperature has extremely beneficial

electronic properties such as a high charge carrier mobility of 200,000 cm2V−1s−1, an
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Figure 2.1: (a) Graphene can be split into two inequivalent sublattices A and B.

For an atom in the A sublattice, its nearest neighbours located at ~δ1 = a
2
(
√

3, 1),

~δ2 = a
2
(−
√

3, 1), and ~δ3 = a(0,−1), where a is the lattice constant, can be used to

determine the reciprocal lattice vectors and consequently the K-point in reciprocal

space which is the intersection between the two Bravais lattices, as shown in (b).

electrical conductivity of 106 Scm−1 and a thermal conductivity of 5000 Wm−1K−1,

thus making it an attractive material in both electronics and spintronics [39].

These transport properties originate from the bonding structure of graphene which

gives rise to a unique dispersion relation that is a feature of certain 2D electron gasses

and materials [37]. Graphene consists of two inequivalent sublattices, A and B, as

seen in Figure 2.1, where the hexagonal Bravais lattices consist of parallelogram unit

cells. The associated reciprocal lattice vectors are given by:

a∗1 =
2π√
3a

(̂
i− 1√

3
ĵ

)
and (2.1)

a∗2 =
4π

3a
ĵ (2.2)

where a is the lattice constant (≈ 1.42 Å). TheK-point can be determined from these

vectors to be K = 4π
3
√

3a
î. To determine the electronic structure of graphene, a 2nd
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order quantisation approach of tight binding theory for π electrons is used, restricting

electron interactions to nearest neighbours. The following unitary transformations

are used:

ai =
1√
NA

∑
k

e−ik·riak (2.3)

bi =
1√
NB

∑
k

e−ik·ribk (2.4)

where N is the number of atoms on sublattice sites A and B, k is the wave vector

and ri is the atomic site in a periodic lattice. By solving the Hamiltonian using

tight binding theory, the dispersion relationship can be found to be:

E(k) = st

√
3 +

∑
a6=b

cos(k · δa − k · δb) (2.5)

where the Fermi velocity around the K -point is vf = 3at
2h̄

, t is the nearest-neighbour

hopping integral energy (≈ 3 eV), h̄ the reduced Planck constant, and s = ±1 is a

band index denoting the positive (negative) energy branches of the spectrum [40]. At

the K and K’ points, at the edges of the Brillouin zone the valence and conduction

bands meet, as seen in Figure 2.2, with E(±K) = 0. The meeting of these bands

is known as the Dirac point and graphene is therefore sometimes known as a zero-

overlap semimetal or a zero-gap semiconductor [9]. The Fermi edge is situated at the

intersection between the bands when graphene is charge neutral and it is only with

graphene grown on substrates such as SiC that the doping will shift the position of

the Fermi level into either the valence or conduction bands [41].

The result of linear dispersion in graphene is the formation of quasiparticles known

as massless Dirac fermions which can be seen as electrons that have lost their rest

mass [9, 40]. Theoretically, the speed of these fermions at the K-point is approx-

imately 300 times slower than the speed of light on substrates such as hexagonal

boron nitride (H-BN) or SiO2 [40, 42]. Yet, measurements for exfoliated graphene

on H-BN have measured the drift velocity to be 29.4% [43] of the theoretically pre-

dicted value [44]. This reduction in electron mobility in graphene is a consequence

of factors such as carrier scattering from surface optical phonons [43].
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Figure 2.2: The hybridisation of graphene results in the formation of linear dis-

persion in reciprocal space, where the valence and conduction bands meet at the

K-point, known as the Dirac point.

Graphene layers stacked on top of each other are van der Waals bound with the stacks

tending to align primarily in one of two ways: Bernal or rhombohedral [40]. Bernal

stacking (ABABAB) is the most favourable stacking formation with approximately

80% of naturally occurring graphite having this crystal structure [45]. The second

most favourable stacking structure is rhombohedral (ABCABC) [46–48] and other

stacking formations such as hexagonal can also occur in graphite. The average

separation between each of these stacks is around 3.4 Å but this varies slightly

depending on the specific formation [40].

The first predictions of the bandstructure of graphene were made by Wallace in

1947 [49] who observed a linear-like dispersion around theK-point, labelling graphite

as a zero-activation-energy semiconductor. As discussed above, for a pristine layer of

free standing graphene, the bandstructure is linear around the K-point. Yet, as the

number of layers of graphene increase, tending towards graphite, the bandstructure

changes quite drastically as a consequence of interlayer interactions between each

carbon layer. For example, a bandgap was observed in multiple layers of graphene

due to disorder in the c-axis [50]. Furthermore, in Bernal-stacked graphene, the
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bandstructure around the K-point is modified heavily when multilayer graphene is

grown on silicon carbide [45]. In graphite, the linear dispersion broadens at the

K-point [11].

Similar to multilayer growth, the introduction of wrinkles/defects [26] also modifies

the bandstructure resulting in huge losses in electrical conductivity and mobility.

Therefore, progress in using graphene as a material for electronic devices has stalled

since a bandgap would be required for any conventional transistor. More recently,

graphene has received increasing interest for applications in spintronics due to its

large spin relaxation length at room temperature [9], with the aim of enhancing its

intrinsically small spin-orbit coupling (SOC) as defined below [20].

2.2 Spin-Orbit Coupling in Graphene

When an electron moves in the finite electric field of its nucleus, it experiences a

magnetic field in its rest frame. This magnetic field couples with the electron’s

associated magnetic moment (spin) and introduces a term VSOC = −µs · B in the

scattering potential [51]. The coupling between the electron’s spin and its orbital

motion around the nucleus is known as spin-orbit coupling (SOC) which results

in a shift in the electron’s atomic energy levels [52]. The strength of SOC scales

with atomic number (Z) [52] and consequently, since graphene consists entirely of

carbon, its SOC is small. Around the K-point of graphene, there is a predicted

spectral bandgap of around 24 µeV at 0.28 K due to a weak SOC splitting [12, 20].

The Hamiltonian of an electron affected by the SOC interaction is represented by

the following equation [12]:

ĤSO =
h̄

4m2
ec

2
(∇V × p̂) · ŝ (2.6)

where V is the effective crystal field potential, me is the rest mass of the electron,

c the speed of light, p̂ the momentum operator, and ŝ represents the array of Pauli

matrices acting on spin degrees of freedom [12]. Since SOC in graphene is small, the

only way to enhance it is either by changing the hybridisation [21] or introducing

large atomic number species whose bands overlap with those of graphene. Many
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different heavy metallic species such as ruthenium [53], cobalt [29] and gold [54]

have been used, enhancing the SOC through interactions described below.

Two approaches to enhancing SOC in graphene have been attempted so far: ei-

ther through adatom-decoration (extrinsic-like) [21, 55] or by placing graphene on

a substrate (typically a transition metal) and intercalating heavy metallic species

underneath (intrinsic-like) [13, 22]. Adatom decoration, for example using hydro-

gen [21], has resulted in a sizeable local extrinsic (scattering) SOC of around 10 meV

as a consequence of the diamond-like hybridisation at the point where the atoms

are bonded. Whilst this method results in a significant enhancement to SOC there

are several issues with this approach. The first is that, although adatom-decoration

changes the hybridisation to enhance SOC, this is accompanied by a loss in lin-

ear dispersion at the K(K ′)-point. Secondly, adatom decoration further results in

inter-valley scattering (at the K(K ′)-point), which is detrimental to spintronic ap-

plications since it results in reduced performance of the device [13, 56].

Interest has also developed in growing graphene on metallic as well as semiconduct-

ing and insulating substrates [29, 57] and then intercalating with heavy metallic

species such as gold [54] or lead [22]. This results in the so-called “proximity effect”,

an intrinsic (topological) and uniform global SOC which alters symmetries within

the graphene whilst maintaining the sp2 hybridisation [13, 58]. Proximity-induced

SOC avoids the issues introduced through adatom decoration whilst enhancing the

SOC and creating rich spin textures around the K(K ′)-point [59]. Some of the main

difficulties faced with this approach include the choice of substrate on which to grow

graphene as well as controlling the growth such that there exists only a monolayer

(to avoid interlayer interactions caused by bilayer/multilayer formation). For ex-

ample, graphene grown on single crystal Ni(111) has a very low lattice mismatch

enabling growth of large regions of epitaxial graphene, but this is much more closely

bound to the substrate resulting in back-bonds [60]. This alters the hybridisation of

graphene and it is only through the intercalation of atomic species that this back-

bond can be broken [54, 61]. A substantial amount of work has been performed to

determine the best systems for inducing SOC through the proximity effect, some of

which are discussed in Section 2.3.
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The consequence of enhancing SOC in graphene is a breaking of chiral symmetry

(described by the so-called Berry curvature in momentum space [62]) leading to a

transition in phase to one of various different quantum effects such as the quantum

anomalous Hall effect, quantum spin-Hall effect (QSHE) and Rashba–Edelstein ef-

fect (current-induced spin-to-charge conversion) [6]. The quantum anomalous Hall

effect originates from the coupling of spontaneous magnetic moments and SOC.

This coupling gives rise to a topologically nontrivial structure, which results in the

quantised Hall effect in the absence of an external magnetic field [63]. The intrinsic

QSHE is defined as when a charge current is influenced by SOC such that under an

applied electric field, a spin current is generated which travels perpendicularly to

that applied field [62]. The importance of SOC in graphene is that it may result in

a transition to one of these phases which then may be used to tailor graphene for

spintronic applications. There has been a drive since the isolation of free-standing

graphene [10] to enhance SOC and generate a spin-current.

2.2.1 Symmetry in Graphene and Intrinsic SOC

A pristine monolayer of graphene belongs to the D6h point group symmetry, also

known as a dihexagonal-dipyramidal crystal structure [12, 64]. Graphene is sixfold

rotation and mirror inversion symmetric about its plane [62, 64] as can be seen

in Figure 2.3. As a consequence of graphene’s symmetry, a pristine layer allows

only one type of SOC known as intrinsic SOC, characterised by a hopping length

of λI [12]. This SOC comes about primarily due to coupling between pz and d orbitals

at T = 0.28 K [12, 20, 65] for which λI is heavily dependent on the 3dxz ± i3dyz

orbital configuration [12, 65]. This splitting term is too weak experimentally for a

detectable transition into the quantum spin-Hall phase [12, 20] and it is only by

further manipulating symmetry that SOC in graphene can be enhanced.

2.2.2 Bychkov-Rashba Splitting

Bychkov-Rashba (mostly referred to as Rashba) splitting was first proposed in 1959

by Emmanuel Rashba in two separate papers studying the spin-orbit interaction in

würzite structures [66–68]. This type of spin-splitting results as a consequence of
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Figure 2.3: (a) A pristine monolayer of graphene, represented here by carbon atoms

belonging to the two nonequivalent lattice sites (green and orange), is sixfold-

rotation and mirror-inversion symmetric about its plane and is therefore of the point

group dihexagonal-dipyramidal (D6h). (b) As a consequence of coupling between pz

and d orbitals, a small bandgap of 24 µeV opens up, known as intrinsic SOC.

graphene transitioning from the D6h point group symmetry to C6v (dihexagonal-

pyramidal) and an associated breaking of inversion symmetry through interaction

with the substrate resulting in a perpendicular electric field [62, 68, 69]; an example

of this symmetry change can be seen in Figure 2.4. The Hamiltonian used to describe

electrons at the K-point subject to a uniform Rashba interaction is:

H =

∫
dx Ψ†(x) [v σ · p + λBR(σ × s) · ẑ + V (x)] Ψ(x) (2.7)

where v is the bare velocity of massless Dirac fermions, p is the 2D kinematic mo-

mentum operator, k is the 2D quasi-momentum, λBR is the Bychkov-Rashba SOC

hopping length, V (x) is a disorder potential describing elastic scattering from non-

magnetic short-range impurities and σi, si(i = x, y, z) are Pauli matrices associated

with sublattice (pseudospin) and spin degrees of freedom respectively [69]. In the

equation above, intervalley scattering processes have been ignored for simplicity [69].

The dispersion relation of the free Hamiltonian (H0 = H−V ) for the subbands µ, ν

(majority and minority spin states) therefore becomes:
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Figure 2.4: (a) Rashba-type SOC is a result of breaking of inversion symmetry, trans-

forming the graphene into the point group dihexagonal-pyramidal (C6v). This results

in the formation (b) of a pseudogap (2λBR) between the majority and minority spin-

states and (c) a Fermi level that intercepts a single subband when |εf | < 2|λBR|.

(d) Counter-rotating spin textures result when |εf | > 2|λBR|.

Eµν(k) = µλBR + ν
√
λ2
BR + v2|k|2 (2.8)

The Rashba interaction results in the formation of a pseudogap (spin gap) between

the majority and minority spin states equal to 2λ and aligns the electron spin at

right angles to the wavevector, an effect known as spin momentum locking [69–71].

Depending on the Fermi level (εf ), there exists one of two different regimes. The first

of these is when |εf | < 2|λ| such that the Fermi energy intersects a single subband

with electronic states having well-defined spin helicity and there is a topological-

insulator-like phase [69]. For a 2D electron gas (2DEG), this only occurs at a single

point where the two parabolic bands intercept [69, 72]. The other regime is when
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Figure 2.5: (a) Sublattice symmetry breaking leads to an energetic splitting in

spin states and transformation to point group ditrigonal-pyramidal (C3v) with (b)

subbands split by an amount characterised by the spin-valley SOC hopping length

λsv.

|εf | > 2|λ| where the split Fermi surface displays counter-rotating spin textures

similar to that of nonchiral 2DEGs with the Rashba interaction [69, 73]. Rashba

SOC is a momentum splitting and therefore is only observable through techniques

which probe k-space such as ARPES. Importantly, large Rashba splitting has been

observed in a variety of systems including gold intercalation under graphene on

nickel [54] and graphene/Au/Co(0001) [29].

2.2.3 Spin-Valley Splitting

Further manipulation of SOC in graphene can be achieved through breaking of

sublattice symmetry [14, 59, 69, 74]. This changes the point group symmetry of

graphene to ditrigonal-pyramidal (C3v), making it only threefold rotationally sym-

metric as can be seen in Figure 2.5. This change of symmetry results in a splitting of

the two subbands, but not the formation of a bandgap and so this type of splitting is

known as spin-valley SOC (magnetic exchange coupling and valley-Zeeman are also

used), an out-of-plane spin-orbit interaction. This is a spin conserving interaction,

for which the Hamiltonian is expressed as [69]:
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Hsv = λsvτzσ0sz (2.9)

where λsv is the spin-valley hopping term, τz is the spin relaxation time, sz is the z

spin degree of freedom and σ0 is the Pauli identity matrix [69]. Whilst no bandgap

is opened from this proximity effect interaction alone, systems which experience

multiple SOC interactions (Rashba and spin-valley), such as graphene on various

dichalcogenides including MoS2, have been shown to have a small bandgap around

the K-point [14].

2.2.4 Kane-Mele Splitting

Kane-Mele SOC was first proposed in 2005 following analysis of the QSHE in

graphene [62]. This type of SOC shows that in an experimentally accessible low

temperature regime (near the temperature of liquid helium), the symmetry-allowed

spin-orbit potential converts graphene from a zero-overlap semimetallic state at the

K(K ′)-point to a quantum spin-Hall insulator. In this state of matter, it is ‘gapped’

in the bulk supporting transport of spin and charge in gapless nonchiral edge states

that are insensitive to disorder and propagate at the sample boundaries [62]. The

Hamiltonian of this state as presented in the original paper is:

HSO = ∆SOψ
†σzτzszψ (2.10)

where 2∆SO is the energy gap when the Bychkov-Rashba hopping length λBR is

equal to zero. This gapped phase occurs when λBR < ∆SO [62]. It is important

to note that such splitting is weak and difficult to detect but has been observed in

graphene decorated with Ir clusters at temperatures lower than 20 K [75].

2.3 Graphene in Spintronics

Early work in tailoring graphene for spintronics focused around adatom decoration

to enhance its intrinsically weak SOC [21]. However, as discussed earlier, this ap-

proach results in inter-valley scattering, which is not ideal for spintronic applications
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due to potential loss of information [13, 56]. Thus, there has recently been a greater

interest in the so-called proximity effect and finding systems in which it exists such

that there is a transition to the spin-Hall phase. One such system is graphene grown

on the Ni(111) surface due to its low lattice mismatch of 1.2% and its well-ordered

(1 × 1) atomic structure [76]. Spin-asymmetry has been observed in graphene on

Ni(111) due to splitting between π and π∗ orbitals which strongly overlap with nickel

d states [33, 76, 77]. However, graphene on Ni has also been found to back-bond to

the substrate, resulting in a loss of linear dispersion at the K-point [60]. Through the

intercalation of atomic species such as gold [54] and bismuth [78], this back-bonding

can be broken leading to the observation of large SOC. The difficulty though is con-

trolling the intercalation [79] and therefore other ferromagnetic/metallic substrates

have been investigated. Alternative substrates such as copper [13, 57] and iridium

have been used [22] and have reported proximity-effect SOC enhancement within

the graphene.

One system that has garnered a lot of interest in recent years is graphene on group-

VI dichalcogenides (also referred to as TMDs) such as MoS2 [14]. The general for-

mula for TMDs is MX2 where M refers to a transition metal, typically tungsten or

molybdenum, and X is one of the group VI elements such as sulphur or selenium [14].

What makes systems such as MoS2 interesting is the lack of inversion symmetry in

a monolayer [14, 80], which enables spin and valley selective light absorption [80],

meaning these heterostructures have applications in both spin and valley electron-

ics [81, 82]. In fact, optical injection of spin has been observed in TMD-graphene

spin valves [25, 83] as has large proximity-effect SOC in graphene/WS2 heterostruc-

tures [84, 85] and high mobility in H-BN/MoS2/graphene monolayers [86]. Rich

spin textures have been predicted theoretically at the K-point, consisting of a com-

bination of Rashba and spin-valley SOC, enabling a transition into the quantum

spin-Hall and anomalous-Hall phase [14, 59]. This has led to the realisation of

graphene/TMD spin valves [25] and observation of the QSHE at room temperature

in graphene/MoS2 heterostructures [87]. However, fabrication of such devices has

typically involved using exfoliated graphene, where it can be quite difficult to control

the thickness/number of layers of graphene [25].

One other promising route for graphene as a system for spintronic applications is
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through growth on silicon carbide. This system is of interest due to silicon car-

bide’s large bandgap of 3.02 eV [88], the ability to change the face polarity of the

substrate [89] and the cutoff angle. By controlling the preparation conditions, it is

also possible to grow large regions of epitaxial graphene, making it a much more

controlled form of fabrication compared to the exfoliation technique. Various high-Z

species have been intercalated including Eu [90], Re [91], Ir [92] and Au [93, 94].

In certain cases, for example Au, large Rashba SOC has been predicted [95] and

experimentally observed [93]; similarly Eu has been shown to intercalate and not

oxidise after months of exposure to atmospheric pressure [90], but no measurements

have yet been made to measure possible SOC effects of rare-earth metal intercala-

tion on SiC. The quantum Hall effect and nonlocal transport have been observed

in graphene Hall bars formed on 4H-SiC [96] and, furthermore, there has been a

keen focus on activating the buffer layer [41], with interesting phenomena such as

observation of the Dirac point in unpinned regions of the buffer layer, but with a

bandgap of 0.4 eV due to nanoscale superperiodicity [97].

2.4 Fabrication of Graphene

2.4.1 Exfoliated Graphene

Multiple techniques exist in order to produce graphene. One of these methods is

through the exfoliation of graphene from highly-oriented pyrolytic graphite (HOPG)

using the well-known scotch tape method, the same technique used to first isolate

graphene in 2004 [10]. By using adhesive tape, multilayer graphene is removed from

HOPG over multiple cycles, gradually reducing the number of layers. Eventually,

when the layers have been minimised, ideally to a monolayer, the tape is dissolved

leaving large regions of free-standing graphene. This is then placed onto substrates

such as SiO2 or H-BN, which isolate the graphene such that resistivity measure-

ments can be made. Theoretically, exfoliated graphene on substrates such as H-BN

and SiO2 has been predicted to have mobilities of 170,000 and 200,000 cm2V−1s−1

respectively [44]. However, due to factors such as scattering from surface optical

phonons or impurity scattering in the substrate, the measured mobility for exfoli-
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ated graphene varies drastically with values ranging from 120,000 cm2V−1s−1 [23, 98]

to 50,000 cm2V−1s−1 [43]. Yet, as it stands, exfoliated graphene still presents the

highest electron mobility compared to other methods of growth of graphene such as

thermal decomposition of silicon carbide which has been measured to yield values

varying between 3,000 cm2V−1s−1 at room temperature and 11,000 cm2V−1s−1 at

0.3 K [24].

The higher electron mobility in exfoliated graphene has made it one of the most

attractive candidates for device fabrication. Yet, one major difficulty faced with

such an approach is isolating a single layer of graphene. As mentioned in Sec-

tion 2.3, typical devices which use exfoliated graphene do not always consist of a

monolayer [25]. The consequence of this is interlayer interactions between regions of

multilayer graphene which will influence the electronic properties of the device and

consequently affect its performance. Furthermore, exfoliated graphene is more often

subject to wrinkles/defects which will further influence its electronic properties [26].

2.4.2 Chemical Vapour Deposition Growth

Chemical vapour deposition (CVD) involves the cracking of precursor organic gasses

on a hot metallic surface to form graphene [99]. Typically, a thin film [29, 54]

is grown using molecular beam epitaxy (MBE) or a single crystal (for example

Cu(110) [100]) of the metallic substrate is prepared through cycles of annealing and

argon sputtering. The sample is then flashed at temperatures greater than 1373 K

for a single crystal, or a lower temperature of around 873 K for thin films, after which

it is exposed to an organic gas [101–103]. Upon cooling, the carbon aggregates to

form large regions of graphene [57, 60].

The kinematics of growth for CVD are influenced by a number of parameters which

affect graphene formation. Previous studies have suggested the growth to be de-

pendent on the carbon solubility [104], however, whilst this model applies to nickel

(2.03 atom%) [60], it is not applicable for copper due to its much lower carbon

solubility of 0.04 atom% [105]. Instead a Gompertzian sigmoidal growth has been

suggested, where the size of the graphene flakes is dependent on the flow rate of the

organic gas [105]. Recent experimental work of graphene on copper foil supports this
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idea, where µm grain boundaries were achieved by varying the gas flow rate [106].

Aside from gas flow and carbon solubility, temperature is also known to influence

the formation of graphene grains. High enough temperatures are needed in order

for hydrocarbon dissociation to occur, which is problematic for substrates such as

copper where the melting temperature of the surface is close to the dissociation

temperature of ethylene [57, 103]. Consequently, grain sizes of graphene on copper

using ethylene are much smaller than those for nickel because of the maximum

temperature which the substrate can be annealed to [99]. Yet, it has also been

theoretically predicted that as the temperature transitions from 973 K to 1273 K,

the rate of graphene formation slows and there is a small change to the size of the

grains [107]. Therefore, it may be possible that lower temperatures could be used to

form large graphene grains provided the hydrocarbon used has a lower dissociation

temperature. Annealing flakes of graphene on copper foil has also been shown to

influence the electronic properties around the K-point, where the graphene became

n-doped and a bandgap was opened, occurring as a consequence of diffusion of

oxygen at around 573 K [108].

One final parameter which influences CVD growth is the choice of organic gas. A

variety of different sources have been used including ethylene [57, 101, 105], 1,3,5-

benzenetribenzoic acid [102], naphthalene [109] and petroleum asphalt [99]. Ethy-

lene has been one of the most popular choices, but could be expensive for mass

production and it has been suggested that petroleum asphalt could be used instead

to grow relatively defect-free graphene [99].

2.5 Beyond Graphene and Alternative 2D Mate-

rials

It is not just graphene that has been of interest for device applications. Graphene

oxide has attracted a huge amount of attention in a variety of different applications

including water filtration devices [110, 111], as an anode in lithium ion batteries [112,

113], and in self-assembling monolayers for hydrogels [114]. Whilst these areas are

not the main focus of this project, they certainly highlight alternative applications
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for graphene aside from spintronics.

As discussed earlier, MoS2 monolayers have been of interest due to their inherent

lack of inversion symmetry [80, 115] enabling valley-dependent optical selection rules

for interband transitions at the K-point [80]. Furthermore, MoS2 monolayers give

rise to the valley Hall effect where carriers in different valleys flow to opposite trans-

verse edges when an in-plane electric field is applied [80, 81], thus highlighting this

material’s role not only in spintronics but also valleytronics.

As has been briefly mentioned, other 2D materials have been of interest such as sil-

icene [37] and germanene [116] due to their sizeable electron mobilities at room

temperature. The mobility of silicene, for example, has been measured to be

3900 cm2V−1s−1 [37]. As for graphene, these materials display a linear dispersion

at the K-point. Consequently, their transport properties are very much akin to

graphene with some suggestions that silicene could compete with graphene for de-

vice applications [37]. However, silicene and germanene are difficult to fabricate and,

additionally, germanium is not as inexpensive to produce compared to graphene.
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Chapter 3

Metastable De-excitation

Spectroscopy and Microscopy

When studying the interaction of graphene (and other 2D materials) with a support-

ing substrate and/or intercalated atomic species, it is desirable to isolate interface

and surface effects from bulk properties. The challenge is that the majority of tech-

niques typically applied to this task, both in spectroscopy and microscopy, probe

not only the top surface but also sub-surface and bulk interactions. One technique

that is not commonly used but that is extremely surface sensitive is metastable de-

excitation spectroscopy (MDS). MDS involves directing helium atoms in the excited

metastable 23S state to within close proximity of a surface of a sample where various

de-excitation processes may occur usually resulting in the emission of an Auger-type

electron [117]. In addition to MDS, several other names have been used to describe

this method including metastable atom electron spectroscopy and metastable im-

pact electron spectroscopy. The reader, however, should be careful not to confuse

this with the related technique of ion neutralisation spectroscopy which instead uses

higher energy helium ions to induce electron emission. This chapter will detail the

main He 23S de-excitation processes, how a He 23S beam can be spin-polarised for

magnetic studies and the benefits of using MDS and metastable emission electron

microscopy (MEEM).
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3.1 A Metastable Helium 23S Beam

In 1924, the first observation of electron emission from a surface due to the impact of

atoms in an excited state was made by Webb when exposing a nickel plate to a beam

of metastable Hg atoms [118]. Further observation of this phenomena was performed

by Penning who noticed electron emission from a gas due to metastable atoms,

leading to this electron emission process taking the name Penning ionisation [119].

Electron emission due to metastable de-excitation is a consequence of overlap of

orbitals of the topmost surface atoms (or target atoms or molecules in the case of

Penning ionisation) with the 2smetastable state or 1s ground state of helium. Due to

the overlap, which occurs within several Ångstrom above a surface, the metastable

atoms de-excite causing an electron to be emitted from either the surface or the

atom. The electron emitted is an Auger-type electron, although other de-excitation

channels can occur for He 23S as discussed in Section 3.2.

Since helium (as well as other noble gas atoms) has a large de-excitation cross-section

(for example the He 23S - N2 cross-section is approximately 1 × 10−19 m2 [120]),

only states at the topmost surface will overlap with the 23S state or the ground

state of helium. Therefore, the resulting electron emission spectrum contains in-

formation only on the surface density of states (SDOS). Hence MDS is extremely

surface sensitive when compared to other spectroscopic or microscopic techniques

which use electrons or photons to probe the surface where emitted electrons carry

information from both the top-most surface and sub-surface [121]; examples include

low energy electron microscopy (LEEM) and ultraviolet photoemission spectroscopy

(UPS). Surface sensitivity is particularly relevant when studying 2D materials such

as graphene [122] as well as magnetic structures on the surface of magnetic materials

such as magnetite [123] for which it is also desirable to only probe surface states

whilst ignoring subsurface and bulk contributions. For example, understanding the

Fermi-level spin polarisation at the surface of magnetic materials is key to designing

devices for spintronic applications.

Whilst there are several noble gas atoms that possess a metastable state, the helium

23S state is the most beneficial in terms of surface analysis. This is due to its energy

of 19.8196 eV [124] compared to Ne (33P2; 16.62 eV) and Ar (43P2; 11.55 eV) [125],
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making it the highest available energy of any metastable noble gas atom and giving

access to the broadest range of electronic states in the valence band. An additional

benefit of He 23S is its long lifetime of 8000-9000 s, which is much longer than for

any other metastable noble gas atom [125]. This long lifetime is a consequence of

a doubly forbidden transition back to the true ground state. Selection rules state

that the change in the spin quantum number for a transition must be ∆S = 0. Yet,

due to Pauli’s exclusion principle, the transition from 23S1 to 11S0 (ground state)

would require ∆S = 1. Secondly, the change in orbital angular momentum (l) is

equal to zero, since both the excited and ground state have l=0 (for the s state).

The relevant selection rule for orbital angular momentum states that ∆l = ±1,

hence making the transition from 23S1 to 11S0 doubly forbidden. For the He 23S

atom to decay back to the ground state, a two-photon process is required; however

this itself needs emission of radiation from a source such as an oscillating magnetic

dipole. A schematic of relevant electron transition processes in helium can be seen

in Figure 3.1.

MDS is generally a non-destructive technique due to its small associated kinetic

energy. The average thermal velocity of helium atoms produced from a cold cath-

ode discharge source is typically around 1000 ms−1 which corresponds to a kinetic

energy of 21 meV [121]. Consequently, MDS can be used for a variety of systems

whilst avoiding damage to the structure or changes to the stoichiometry of a sur-

face. In fact, of particular relevance to the scope of this project, various studies on

graphite [126] and graphene [76, 122] have shown no damage to the surface as a

consequence of exposure to a beam of metastable helium atoms. Furthermore, MDS

can be used to study the orientation of molecules [127] which, as seen later, becomes

relevant when considering the effect of naphthalene on the surface of magnetite and

the formation of organic/magnetic interfaces [128].

Since MDS uses orthohelium, a spin-triplet system, it is possible to access the mag-

netic sublevels mj = +1 and mj = −1 of the 23S metastable state enabling spin-

polarised equivalents of MDS and metastable emission electron microscopy (MEEM)

to be performed. The He 23S source will produce atoms that occupy all three states,

mj = +1, 0,−1, and a specific sublevel can be accessed either through optical pump-

ing [129] or using a sextupole magnet [130]. As can be seen in Figure 3.1, another
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Figure 3.1: Energy level diagram of helium (left) and schematic of the ground state

and 23S1 metastable state of helium (right). The 23S1 → 11S0 transition is doubly

forbidden and therefore requires a two-step electron transition process. The 23S1 -

23P2 transition at 1083.331 nm is used to spin polarise He 23S atoms using optical

pumping.

possible excited state which helium can occupy is the 21S singlet state in para-

helium. The He 21S state has a higher energy of 20.62 eV as a consequence of

Hund’s 1st rule, has a lifetime of 20 ms and cannot be spin polarised [131]. Helium

atoms excited in the source have a 21S:23S ratio of 1:10 and, if not removed, singlet

states will contribute to MDS spectra and can make it more difficult to interpret

the data [117].

3.2 He 23S De-excitation Mechanisms

In MDS, there are two dominant de-excitation mechanisms which can occur when a

helium atom in the 23S state is incident on a surface, both resulting in the emission

of an Auger-type electron. The de-excitation mechanism that occurs is dependent
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on the workfunction (φ) of the material and the position of the Fermi level and

energy distribution of surface orbitals with respect to the excited state. For metallic

and semiconducting surfaces, the dominant de-excitation mechanism is a two-step

process of resonance ionisation (RI) followed by Auger neutralisation (AN). In the

majority of cases for an insulating surface, de-excitation occurs via the one-step

process of Auger de-excitation (AD). The yield of electrons varies as a consequence

of these two different transitions, with more electrons emitted through AD. As ex-

plained below, this is a consequence of the emission of an electron from Auger neu-

tralisation being dependent on the electron which neutralises the helium ion. Some

surfaces may undergo both electron transition processes which can make it more

difficult to interpret the resulting spectrum. Additionally, Auger neutralisation is a

two-step de-excitation process which leads to a convolution of the SDOS. The con-

tributions of RI followed by AN (RIAN) and AD in a spectrum can be determined

through methods such as single value decomposition [122] and the spectra resulting

from AN can be deconvoluted through a Fourier transform of the self-folded integral

of the transition probability [132].

3.2.1 Penning Ionisation

In 1927 [117, 119], it was first demonstrated that when a metastable atom (A∗)

comes from infinity to within close proximity of another atom or molecule (T ), the

interaction switches from predominantly van der Waals forces to Pauli repulsion (as

described by the well-known Lennard-Jones potential). As a consequence of this,

the following ionisation process occurs:

T + A∗ → T+ + A+ e−. (3.1)

The ionisation is a result of an overlapping of orbitals of the metastable atom and

the target atom/molecule. Following this, an electron from the atom/molecule will

tunnel into a lower energy state of the metastable atom to neutralise it, whilst caus-

ing the simultaneous emission of the electron from the metastable state leaving the

target atom or molecule positively charged. This phenomena is known as Penning

ionisation and can be observed by exposing a gas to a He 23S beam and obtaining
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Figure 3.2: The Auger de-excitation process for a metastable He 23S atom. Since

there is no possible way for the 2s electron to tunnel into the surface, an electron

from the surface tunnels into the ground state of the He atom causing the release

of the excited 2s electron in an Auger-type process. α, β, Ei and Ek are defined in

the text.

the electron emission spectrum. As such, this spectroscopy technique can be used

to infer information regarding molecular orbitals and states within the gas.

3.2.2 Auger De-excitation

Similar to Penning ionisation, Auger de-excitation (AD) is a single step process

which involves the emission of the 2s electron from a helium atom instead of an

electron from the surface. The emission of an electron from helium occurs as a

result of an electron from the surface tunnelling into the 1s ground state as shown

schematically in Figure 3.2. The difference between AD and PI is that in AD a solid

surface or liquid is involved contrary to a single atom/molecule. This process will

only take place when there are no empty states in the surface for the 23S electron

to tunnel into, for example when the Fermi level of the surface is at a higher energy

than the excitation energy of the helium atom.

The AD process is most commonly seen in materials with a large band gap or that

have a small workfunction [121, 133], which generally occurs in insulators and or-
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ganic molecules. The atomic radius of the metastable helium atom is approximately

2.9 Å [134, 135], so for the bands to overlap and AD to occur, the helium atom must

be in close proximity to the surface. Similarly to PI, the highest probability of AD

occurring is in the range of 3 to 5 Å from the surface [117]. The features due to AD

are sharp and energy broadening is limited [136] contrary to the two-step electron

process of RIAN. Thus the results from AD are comparable to those observed in

UPS.

The kinetic energy of the electron emitted in AD can be described by the following

equation, where Ek is the kinetic energy, Ei is the effective ionisation potential of

the ground state He atom, α is the energy difference between the surface state and

the vacuum level and β is the energy difference between the 2s metastable state and

the vacuum level:

Ek = Ei − α− β. (3.2)

Since this is a quasi one-electron process [132] the initial energy of the emitted

electron is constant. Therefore, the only variable in AD is the energy released by

the surface electron that tunnels into the 1s state. Consequently, the ionisation

energy can be approximated to be equal to the following:

Ei − β ≈ 19.82 eV. (3.3)

Expressing this in terms of kinetic energy, the AD process can be approximated to

the following equation, where φ is the work-function of the surface and EB is the

binding energy of the electron from the solid:

Ek ≈ 19.82− φ− EB. (3.4)

3.2.3 Resonance Ionisation and Auger Neutralisation

If Auger de-excitation is the dominant de-excitation mechanism for insulators, then

the two-step electron process of resonance ionisation (RI) and Auger neutralisation
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Figure 3.3: Schematic diagrams of the resonance ionisation (RI) and Auger neutral-

isation (AN) electron transition processes. For this two-stage de-excitation mecha-

nism, α is the initial energy of the neutralising electron and β is the initial energy

of the emitted Auger-type electron.

(AN) will generally be the dominant de-excitation process for metallic and semicon-

ducting surfaces. Contrary to AD, the Fermi level (EF) now lies below the energy of

the 23S state, meaning that there are unoccupied states above EF for the electron

to tunnel into. Figure 3.3 shows schematic diagrams of both RI and AN.

As the metastable atom approaches the surface of the material, at about 9 Å [137],

the 2s electron will tunnel into an empty state resulting in the ionisation of the

helium atom; this process is known as resonance ionisation (RI). The created He+

ion will then continue to travel towards the surface until, at a distance of around

5-3 Å [138, 139], an electron from the surface will tunnel into the 1s hole to neu-

tralise the ion. The energy of this transition, equivalent to Ei − α (see Figure 3.3)

is transferred to another electron in the surface such that no energy is lost as radia-

tion [132]. If the energy of the transition is sufficiently large [117], an Auger electron

will be emitted with kinetic energy as described by Equation 3.2. This de-excitation

mechanism is known as Auger neutralisation (AN). The maximum possible kinetic

energy of the liberated electron is when both electrons involved in AN are initially

at the Fermi edge. If this is the case, it can therefore be deduced from Figure 3.3

that α = β = φ meaning that the maximum kinetic energy can be derived as:
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Ekmax = Ei − 2φ. (3.5)

Contrary to UPS, or MDS where the He 23S has de-excited though AD, the elec-

tron emission spectrum obtained from RIAN is convoluted as a consequence of two

different factors. Firstly, the effective ionisation energy will vary due to the image

potential (as described in Section 3.2.5) resulting in the kinetic energy of the elec-

tron emitted to vary slightly. Secondly, the neutralising electron and the emitted

electron will not always originate from the same level (excluding the Fermi level),

i.e. α 6= β. This arises from the fact that the location of the emitted electron will

vary as a consequence of the distance from the surface where de-excitation of the He

23S atom occurs [138] as well as the termination of the surface [139]. Since neither

the neutralising or emitted electrons originate from a set energy, the binding energy

of the electron cannot be directly calculated from its kinetic energy [132]. Therefore

the spectrum is a self-convoluted SDOS described by a self-folded integral, where

F (ε) is the transition probability (which relates to the intensity of the spectrum at

a given energy ε), Hfi is the Auger matrix element and N(ε) is the local density of

states:

F (ε) ∝
∫ ε

−ε
|Hfi|2N(ε−∆ε)N(ε+ ∆ε)d(∆ε). (3.6)

Furthermore, for any given surface, there is a probability of both AD and RIAN

occurring. According to Dunning et al., this happens when the helium atom is

approximately 3-4 Å from the surface, where AD may compete effectively with

RI [140]. The RIAN de-excitation mechanism will still remain the dominant process

for metallic and semiconducting surfaces, but this additional factor further compli-

cates interpretation of the obtained spectra.

3.2.4 Resonance Neutralisation

Similar to Auger de-excitation, resonance neutralisation (RN) of He+ ions can occur

when the work function of the surface is sufficiently low that the Fermi level is

at a higher energy than that of the empty He+ 2s state [117]. Subsequently, an
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electron from the surface tunnels into the excited level in order to neutralise the atom

which leaves a metastable helium atom which may then undergo AD. The transition

probability for this process becomes more appreciable with larger atoms [117], but

is low in most cases since the state lifetime is approximately 106 times longer than

that of Auger neutralisation. Therefore, for the majority of systems which have

been looked at in this project, the contribution due to RN is small enough to ignore.

However, it is worth noting that due to the band effect in highly-oriented pyrolytic

graphite (HOPG), the transition probability of RN is increased [141] by one order

of magnitude and has been predicted to be similar with graphene [142].

3.2.5 Image Potential

The effective ionisation potential of a helium ion undergoing Auger neutralisation,

Ei, is dependent on the image charge potential experienced by the ion as it ap-

proaches the surface. The image potential is a function of separation from the sur-

face due to the image force, which itself is a consequence of the Coulomb interaction

between the helium ion and the surface [143]. Since the maximum kinetic energy of

the emitted Auger electron in RIAN is dependent on Ei, in order to interpret the

obtained spectrum, the image potential of the surface needs to be considered. The

effective ionisation potential of helium has a gas phase value of 24.6 eV. This value

is then reduced according to the relationship described by Equation 3.7, when a He+

interacts with a solid surface. Here ∆Ei is the change in ionisation potential (eV),

R is the distance from the centre of the ion to the surface (Å) and d is a corrective

distance to account for the image force (which is generally about 0.6 Å) [144, 145].

∆Ei = − 3.6

(R− d)/�A
eV (3.7)

Consequently, when Auger neutralisation occurs at a greater distance, ∆Ei will be

smaller and therefore the kinetic energy of the emitted electron will be larger. For

distances smaller than 1 a.u., this approximation breaks down as the potential no

longer scales with Q2 (where Q is the charge on the point charge) and energy no

longer changes as a function of distance [144].

55



3.3 Spin-Polarised Measurements

In certain materials, the spin resolved density of states is asymmetric and the number

of electrons in each spin state is not equal leading to majority and minority spin

states at different energies [132]. This occurs in ferromagnetic and ferrimagnetic

materials, whose electron spins and magnetic moments are arranged in a regular

order [146]. Spin polarisation is expressed as a ratio of the difference in the density

of majority and minority spin states. The spin polarisation at the Fermi level can

be defined by the following expression:

P (EF) =
n↑ − n↓
n↑ + n↓

(3.8)

where n↑,↓ are the densities of state at the Fermi level for majority (↑) and minority

(↓) spin states. As discussed in Section 3.6, spin polarised metastable helium atoms

can be used to determine this property. However, it is worth first highlighting how

the response from spin polarised helium atoms differs depending on the de-excitation

mechanism which takes place.

In Chapter 5, the surface spin polarisation of magnetite is explored using SPMEEM.

Since magnetite is a semimetal, the dominant de-excitation mechanism for such a

surface will be the two-step de-excitation process of RIAN (Section 3.2.3). Following

ionisation of the helium atom as a consequence of the metastable 2s electron tun-

nelling into an empty state above the Fermi level (RI), an electron from the surface

tunnels to the 1s state to neutralise the ion (AN). Due to Pauli’s exclusion principle,

the neutralising electron must be of opposite spin state to the helium 1s electron

already present in the ground state (Figure 3.4). RI+AN is therefore dependent on

the spin state which exists at the surface [132].

The electron generated through AN may arise from either spin state, however it

has been observed that both electrons involved in Auger neutralisation tend to have

anti-parallel spins [140]. Two mechanisms have been proposed for why this occurs:

(1) despite RIAN being the dominant de-excitation mechanism for a given surface,

AD still plays a role in the observed SPMDS spectrum [132] or alternatively, (2) a

two-hole singlet state in the surface is preferred. The latter is consistent with Pauli’s
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Figure 3.4: The resonance ionisation (RI) and Auger neutralisation (AN) de-

excitation mechanism for a magnetic surface. The neutralising electron in the AN

step must have the opposite spin state to the ground state electron of the helium

ion in order to obey Pauli’s exclusion principle.

exclusion principle and the couplet effect is more pronounced when both electrons

originate close to the Fermi edge [147, 148]. Since the spin of the electrons involved in

AN can have both parallel and anti-parallel configurations, then subjecting a surface

where RIAN is the dominant de-excitation mechanism to a particular metastable

magnetic sublevel, does not only probe one spin state of the SDOS as a certain

contribution of electrons will be generated from the other spin state [132].

The consequence of both the neutralising electron and the emitted electron having

anti-parallel spins is that it further complicates the spectrum making it more difficult

to interpret the data. As was discussed in Section 3.2.3, the RIAN de-excitation

mechanism results in a convoluted spectrum due to the fact that neither electron

necessarily originates from the same energy. In the circumstance of both electrons

originating from the same spin state but not the same energy, then the spectrum

is only convoluted as a consequence of energy. However, if both the energy and
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Figure 3.5: The Auger de-excitation (AD) process for a magnetic surface. The

electron that tunnels from the surface into the 1s state of the helium atom must

have opposite spin state to the 2s electron.

spin state of the neutralising electron and the emitted electron are different, then

the spectrum is doubly convoluted. In reality, both the antiparallel and parallel

cases exist, and yet despite the prior being favoured, some information regarding

the spin-split SDOS is retained within the RIAN process. The actual value of spin

asymmetry measured by SPMDS will be less than the corresponding value for the

spin polarisation of the material.

When analysing insulating magnetic surfaces, metastable helium atoms will most

likely de-excite by the one-electron process of Auger de-excitation, as shown schemat-

ically in Figure 3.5. Here the surface electron that tunnels into the 1s hole of He

will have the opposite spin state to that already present. If the majority spin state

of the surface is antiparallel to that of the metastable state, there will be a more

substantial yield of electrons emitted, contrary to if the spins were parallel. If the

polarisation of the helium beam is aligned to the magnetisation direction of the sam-

ple, then only the opposite spin state will be probed and the emitted electrons will
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have the same spin polarisation as that of the initial metastable helium beam. Con-

sequently, the spin-split SDOS for a surface which undergoes AD is not convoluted

compared to a surface which undergoes RIAN, and the measured spin asymmetry is

much closer to the actual value. The only problem with surfaces which undergo AD

is that the production of secondary electrons from the surface will lead to a slight

deviation between the measured spin asymmetry and the actual spin asymmetry in

the spin-split SDOS [147].

3.4 A Metastable Helium Source

The various methods that have been employed to produce a metastable helium beam

include colliding helium gas with a coaxial electron beam [149, 150], using a pulsed

discharge [151], and using a liquid-nitrogen-cooled direct-current (DC) discharge

(similar to that used in UPS) [152, 153]. The approaches used during this project at

NIMS and York involve the later two due to their high yield of metastable helium

atoms of up to 1014 atoms s−1 sr−1 [152]. For more information on the use of a

coaxial electron beam, the reader is referred to Rundel et al. [149] and Johnson et

al. [150].

3.4.1 Electron Spectroscopy System (York)

The source on the electron spectroscopy system at York uses a liquid-nitrogen-cooled

DC discharge to produce a high flux of metastable helium atoms. This consists of

a hollow oxygen-free copper cylinder measuring 60 mm in length and 20 mm in

diameter which acts as a cathode as shown in Figure 3.6. Regulated helium gas of

99.999% purity is fed through a leak valve into the cathode which is cooled using a

liquid nitrogen (LN2) cold finger. At the end of the cathode is a boron nitride disk

with a central 0.3 mm aperture used to generate conditions for supersonic expansion

of the emitted helium gas. Boron nitride is used due to its high durability and good

thermal conductivity. Using this ceramic is ideal since the velocity distribution of

the source is dependent on the temperature of the final point of contact between the

exiting helium atoms and the source [121, 129]. A threaded polyimide cap is placed
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Figure 3.6: Schematic of the liquid nitrogen cooled hollow-cathode metastable he-

lium (He*) source used in York. Reproduced from Ref. [121].

at the end of the copper cathode to insulate it from the anodes.

To strike the discharge, attached to the end of the polyimide cap are two anodes

made of tungsten wire. The wire anode is held at 5.0 kV to strike a discharge at

which point the voltage drops to≈ 600 V (current limited to 3 mA). To help start the

discharge but more importantly to stabilise it, nearer to the boron nitride aperture is

a ring shaped anode (loop) held at 1.2 kV. Following this, at the end of the chamber

sits the skimmer (a frustrum) held at -500 V, which constrains the electric field

of the discharge, helping to reduce the profile of the beam whilst simultaneously

increasing the charge density around the source exit so that more metastable atoms

are generated [121]. To initially strike the source, a high inlet pressure of helium

(around 60 mbar) is used and, once struck, the pressure is then rapidly reduced to

10 - 12 mbar.

The flux of the source against driving pressure follows a log-normal distribution, with

a maximum at 11 mbar based on previous measurements made in our group [129].

The source cannot sustain a discharge at low pressures and is likely to therefore
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extinguish. However, at higher pressures, collisions between the atoms result in de-

excitation before reaching the sample. Therefore, the helium inlet pressure of the

source during operation is kept at 11 mbar to produce the highest flux of He 23S

atoms which has been reported to be 5× 1013 atoms s−1 sr−1 [121].

Additionally, temperature will affect the velocity distribution of the He 23S atoms

and it is therefore important to make sure the source is constantly cooled. Atoms

which have a lower temperature will have a lower velocity. The velocity distribution

of this metastable helium source peaks at ≈ 950 ms−1 with a speed ratio, v/∆v, of

≈1.5 indicating the beam is weakly supersonic [121]. The combination of temper-

ature and inlet pressure will not only influence the intensity of the source but also

its lifetime before needing to be serviced, so maintaining a constant pressure and

temperature is desirable.

During the initial stage of igniting the discharge, the pressure inside the chamber is

quite high and consequently a large proportion of UV photons are produced in the

source [132]. To counteract this, the source is allowed to run for about 10 minutes to

ensure a pressure equilibrium has been achieved and ensure stability of the source.

Furthermore, to help reduce the number of UV photons arriving at the sample

(creating background noise and peaks in the spectrum), a beam blocker is used.

As shown schematically in Figure 3.7, this consists of a 5 mm stainless-steel foil

disk supported on a 60 mm copper gasket mounted on a rotatable and translational

feedthrough. The size of the aperture is the same as the one prior to the analysis

chamber and is used to limit the profile of the beam since any particles in line with

the foil disk will be blocked. An alternative approach to limiting the number of UV

photons reaching the sample is through a velocity selective chopper wheel [121].

To measure the flux of the source, a Faraday cup is used. A Faraday cup consists of

a stainless-steel plate (the cup) grounded through a picoammeter with an additional

stainless-steel cylinder surrounding the cup. When metastable atoms de-excite at

the plate, electrons are liberated from the surface and the compensation current

is measured through the picoammeter. To ensure that a true value is measured

on the picoammeter and low kinetic energy electrons are not attracted back to the

plate, the stainless-steel cylinder surrounding the cup is held at +50 V to attract
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Figure 3.7: The beam blocker is rotated in-line with respect to the metastable helium

beamline in order to block a proportion of particles exiting the source and therefore

restrict the number of UV photons reaching the sample.

the emitted electrons.

He 23S Source Vacuum Setup

The metastable helium source at York is positioned in a chamber that has a base

pressure of around 1× 10−7 mbar. To manage the pressure at the source and pump

away excess helium which may collide with metastable helium atoms thus causing

them to de-excite, as shown schematically in Figure 3.8, a Varian NRC diffusion

pump with a nominal pumping capacity of 4000 ls−1 is used, backed by a single

stage Edwards M40 rotary pump. During operation, this provides a pressure of

approximately 10−5 mbar in the source chamber. After the skimmer and towards

the analysis chamber where the sample is located, various chambers are pumped by

two turbomolecular pumps, an Edwards EXT250 and a modified Leybold Turbovac

360CSV with respective pumping rates of 240 ls−1 and 345 ls−1. Both of these pumps

are backed by a two-stage Edwards M40 rotary pump. These chambers enable laser

cooling to be applied to the He 23S beam, greatly enhancing its intensity; for more

information, the reader is referred to Ref. [121]. The beamline chambers are all

suspended by a frame in order to isolate the beamline from the optical table which

is used to enable techniques of laser cooling to be applied to collimate and focus

the He 23S beam and greatly increase its intensity. See Ref. [121] for a detailed
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Figure 3.8: Schematic of the metastable helium beamline used in York. MOL

= magneto-optical lens. TP = turbomolecular pump. Figure reproduced from

Ref. [121].

description of this set up. Since vibrations from the pumps may interfere with the

various optical elements used, suspending the beamline is necessary.

3.4.2 MEEM System (NIMS)

The metastable helium source at NIMS, shown schematically in Figure 3.9, uses a

pulsed discharge to generate a He 23S beam. The helium gas is LN2 cooled through a

copper pipe which then feeds into a pyrex tube (diameter of 9 mm) with a concentric

orifice of 0.3 mm acting as the nozzle. Placed behind the nozzle and central with it

is a tantalum wire needle 1 mm in diameter spot-welded to a stainless steel cylinder

6.4 mm in outer diameter. Between a skimmer and the pyrex tube is a trigger

electrode held at ground potential through a 200 kΩ resistor. To strike a discharge

and maintain it, the needle and cylinder are supplied with a fixed pulse of up to

900 V superimposed upon a variable DC voltage of up to 600 V [151]. The pulsed

discharge is stabilised in two domains. First of all, a series resistor coarsely regulates

the discharge current, but fast enough for a pulse duration of 10 - 100 µs. Secondly,
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Figure 3.9: Schematic of the source used at NIMS in order to perform metastable

emission electron microscopy. Reproduced from Ref. [151].

the average discharge current is simultaneously controlled slowly and precisely by

a DC power supply in constant current mode [151]. Similar to the source in York,

the He 23S beam then passes through a skimmer but with a 1 mm orifice and this

is held at ground potential.

The pulsed discharge time-of-flight set-up is reported to be equivalent to an in-

tense metastable helium beam with mechanical chopping [151]. Therefore, due to

the extremely low flux of UV photons being generated at the source, no additional

procedures are applied to further limit UV photons from reaching the sample. Ad-

ditionally a 1000 ls−1 turbomolecular pump is used to provide the correct pressure

profile through the system to generate a stable beam. For more information on this

source, the reader is encouraged to read Ref. [151].

3.5 Spin Polarisation of the He 23S Beam

In order to perform spin-polarised measurements in SPMDS and SPMEEM, the He

23S beam needs to be spin polarised so that all of the atoms are in either the mj=+1
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or mj=−1 magnetic sublevel. To spin polarise the metastable helium beam, optical

pumping or a sextupole magnet can be used as described below.

3.5.1 Spin Polarisation Using Optical Pumping

In addition to providing optical forces needed to intensify the He 23S beam through

laser cooling, laser light tuned to the 23S1 → 23P2 transition at 1083.331 nm can

also be used to selectively place the metastable helium atoms into the mj = ±1

sublevels using optical pumping. Since photons are massless, excitation events due

to an incident photon are bound by the selection rule of ∆mj = ±1. Due to the

coupling between the aligned spin of the photon (s = 1) and the electron
(
s = 1

2

)
,

using right-hand circularly polarised light (σ+) will result in the He 23S atoms being

placed into the mj = +1 magnetic sublevel with left-hand circularly polarised light

(σ−) resulting in atoms in the mj = −1 state.

By applying a weak magnetic field across the metastable helium beam, the degen-

eracy of the 23P2 state is lifted and separated into five different magnetic sublevels

from mj=-2 to mj=+2 as shown schematically in Figure 3.10. The 23P (J=2) sub-

level is chosen since 23S1 (mj=-1,0,+1) magnetic sublevels can all be excited to the

next highest magnetic sublevel based on the selection rule discussed above. Whilst

the J=1 sublevel could be used, this transition would see a reduced efficiency in op-

tical pumping since excitation to the mj=+2 magnetic sublevel (from the mj=+1

sublevel of 23S1) would not be possible. All de-excitations from the 23P2 level follow

the rule ∆mj = 0,±1 and therefore atoms in the 23P2 (mj=+2) can only de-excite

back to the 23S1 (mj=+1) magnetic sublevel forming a closed transition cycle, since

no other de-excitation routes are available [132]. Over several cycles, the result is

that the majority of He 23S atoms will occupy the mj=+1 magnetic sublevel. Sim-

ilarly, if σ− light is used, then the majority of helium atoms will occupy the mj=-1

magnetic sublevel. A quantisation axis is defined in optical pumping by applying a

weak transverse magnetic field in the direction of the laser [121].

Circularly polarised light is generated by passing the linearly polarised light pro-

duced from a diode laser locked to the 23S1-23P2 transition through a quarter-wave

(λ/4) plate. A λ/4-waveplate consists of a birefringent material where the refractive
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Figure 3.10: The helium 23S1 → 23P2 transition used for optical pumping showing

the magnetic sublevel structure and transition strengths normalised to the weakest

transition. Excitation with resonant σ+ circularly polarised light optically pumps

atoms into the 23P2 (mj=2) magnetic sublevel where it forms a closed transition

with the 23S1 (mj=1) magnetic sublevel. Figure reproduced from Ref. [121].

index varies depending on the linear polarisation of the light, and consequently the

linearly polarised light with the larger refractive index will be retarded by π/4 in

phase with the linear polarisation with the smaller refractive index.

3.5.2 Spin Polarisation Using Permanent Magnets

An alternative method of placing the majority of He 23S beam into the mj = ±1

magnetic sublevels is through the application of a series of permanent magnets.

Here, an arrangement of hard and soft magnetic materials (composing of Nd, Fe

and B) are arranged in a cylinder-like shape around the beamline [154], as shown

in Figure 3.11. When metastable helium atoms travel through the pole gap, they
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Figure 3.11: (a) The sextupole magnet consists of a series of soft and hard magnets

arranged in a cylinder like shape around the beamline. (b) As a consequence of this

magnet, metastable helium atoms mj = +1 state will experience a force towards the

beamline axis whilst atoms in the mj = −1 state will feel a force away from the axis

and the magnet therefore behaves like a positive lens. The design of this magnet is

based on work by Baum et al. [155].

experience an inhomogeneous magnetic field [155] the force of which is proportional

to their radial distance from the axis (the beam axis which is in the direction towards

the sample) [155]. Atoms in the mj = +1 state experience a force towards this axis,

whilst atoms in the mj = −1 state will feel a force away from the axis and those of

mj = 0 experience no force at all. The result is that the sextupole magnet behaves

like a positive lens which only directs metastable helium atoms in the mj = +1 state

towards the sample and the focus of the beam is limited by the velocity spread of the

helium atoms [155]. To restrict mj = 0 metastable helium atoms and parahelium

from reaching the sample, a central stop is placed at the exit point of the sextupole

magnet. This is a 1.5 mm diameter disk held by a thin needle with the position

adjusted using a linear drive [155].

Since around 95% of the metastable helium atoms are placed in the mj = +1 state

by this method (adiabatic case), to also produce mj = −1 He 23S atoms, a zero-

field spin-flipper is used, as described by Kurahashi et al. [130, 155]. If the magnetic

field seen by the metastable helium atom changes more quickly with respect to its

Larmor precession frequency (diabatic case), then the spin state will flip to mj = −1.

Since the Larmor frequency is proportional to the magnetic field, a weak B-field is
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applied within the flipping region [130]. Furthermore, to eliminate leakage fields,

primarily due to the Earth’s magnetic field (measured to be around 50 µT [130]),

the flipping region is contained within a series of permalloy shields. The extent of

spin polarisation of the metastable helium beam can be seen in Figure 3.13 where

250 mG is the strength of the transverse magnetic field applied in the zero-field

spin-flipper.

3.6 Spin Asymmetry Measurements

Spin asymmetry is the ratio of the difference over the sum of electrons generated

and measured from He 23S atoms whose spin magnetic moments are aligned parallel

(antiparallel) to an applied magnetic field [32]. This is expressed as:

A(%) =
1

|Pz|
I↑ − I↓
I↑ + I↓

× 100 (3.9)

where Pz is the polarisation of the He 23S beam and I↑ and I↓ are the intensities

of electrons collected by the analyser when the metastable helium atoms are in the

mj = +1 (↑) and mj = −1 (↓) states respectively. The polarisation of the metastable

helium beam is expressed as:

Pz± =
n↑ ∓ n↓

n↑ + n0 + n↓
(3.10)

where n↑, n↓ and n0 are the number of helium atoms in the mj +1, -1 and 0 magnetic

sublevels [147]. The beam polarisation is measured using a Stern-Gerlach analyser

(see below) and the polarity of the spin-polarisation is changed by using either the

spin-flipper and sextupole magnet setup or alternatively by changing the helicity of

circularly polarised light [147].

3.7 Stern-Gerlach Analyser

Before attempting spin polarised measurements, it is first important to check the

extent of spin polarisation of the He 23S beam since it needs to be ideally >95%.
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(a) (b)

Figure 3.12: In order to determine the extent of spin polarisation of the metastable

helium beam, a Stern-Gerlach analyser is used. (a) Plan view of the Stern-Gerlach

analyser setup used in the electron spectroscopy laboratory at York. (b) Cross-

section of the horseshoe magnet used to produce an inhomogeneous magnetic field

across the beamline.

This spin polarisation can be checked using the same principles as those of the

1922 landmark Stern-Gerlach experiment [156]. By passing a beam of silver atoms

through an inhomogeneous magnetic field, Stern and Gerlach were able to demon-

strate quantisation of angular momentum of the electron. After passing through the

magnetic field, these silver atoms were observed on a photographic plate and it was

found that the quantisation of the electron spin had two orientations, later to be

defined as spin up and spin down.

Both at York and NIMS, a similar setup to that of the original experiment is used.

After the analysis chamber where MDS/MEEM takes place, an extra vacuum system

is located in which the helium atoms first pass through a narrow vertical rectangular

slit of width around 50 µm. This is used to provide a well-defined beam profile that

results in clearly resolvable magnetic sublevels. Immediately after the slit is an

inhomogeneous magnetic field; at York, this is produced using a horseshoe magnet

with three extra soft Fe pole pieces in the arrangement shown in Figure 3.12. This
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Figure 3.13: The measured response on a channel electron multiplier (CEM) from

a spin polarised He 23S source in the MEEM system before (blue) and after (red)

the spin flipper is used. Position is the vertical height of the CEM relative to the

beamline axis.

non-uniform magnetic field causes a splitting along the direction of the field gradient,

resulting in three vertical spots on the detector corresponding to mj = −1, 0,+1.

If the source is 100% spin-polarised, then only one spot will be observed at the

detector.

The detector is either a scanning channel electron multiplier mounted on an auto-

matic adjustable height platform (NIMS) or a microchannel plate/phosphor screen

assembly (York); see Chapter 4 for more information on this.

The extent of spin polarisation obtained using a sextupole magnet and a zero-field

spin-flipper can be seen in Figure 3.13. In the adiabatic case, not all of the helium

atoms are in the mj = +1 state and there is a small population of atoms in the

mj = 0 magnetic sublevel (less than 10%). After applying the spin-flipper, 99% of

the He 23S atoms now occupy the mj = −1 magnetic sublevel.
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3.8 Quantisation Axis

One further challenge faced with spin polarised measurements is the influence of the

Earth’s magnetic field which causes the spin of the He 23S to precess to align with

this field [130]. This will influence spectroscopic/microscopic measurements when

attempting to measure the surface spin polarisation of a material in a particular

magnetisation direction. To account for the Earth’s magnetic field, a series of coils

are placed around the sample region. By applying a small current within the coils,

the Earth’s magnetic field is cancelled out (as checked using a Hall probe). A small

field (≈ 0.1 Gauss) is applied in a particular magnetisation direction to define a

quantisation direction at the sample surface. A quantisation axis is applied to align

the spins of the He 23S atoms parallel with that of the magnetisation axis of the

sample or to enable in-plane and out-of-plane magnetisation to be probed.

At York, six sets of coils, in pairs of two, connected in series with an equal number of

turns and separation of approximately 140 cm (Helmholtz coils), are placed around

the spectroscopy system such that each pair of coils acts in a particular direction

(x, y, z) [157].

At NIMS, the photoemission electron microscopy (PEEM)/MEEM system has two

different coils wound around the chamber of the main system with each defining a

quantisation axis either in-plane or out-of-plane relative to the sample. One coil

applies an in-plane quantisation axis in the plane of the surface of the sample, with

a field strength of 50 mG across the plane (I=4.5 A). The other axis is out-of-plane,

with a field strength of 630 mG (I=2.8 A) out of the plane of the sample.
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Chapter 4

Experimental Techniques

This chapter aims to detail the main experimental systems used in this project and

the techniques (aside from MDS) used to characterise graphene, Fe3O4 and other

systems studied. Starting with a description of ultra-high vacuum systems, this is

then followed by an explanation of the setups used both in York and at NIMS. The

chapter then covers the various surface analysis techniques used in this project with

a focus on photoemission spectroscopy and emission electron microscopy. Finally, a

brief overview of CASTEP, a DFT code used here to provide ab intio calculations

to support experimental results is also covered.

4.1 Ultrahigh Vacuum Systems

In order to characterise organic/ferromagnetic interfaces and the proximity effect in

2D materials, it is desirable to produce these systems in a clean environment, where

contaminant gasses do not modify the material’s properties or make the surface

“dirty”. To prepare samples in such a manner and perform certain experimental

techniques, for the majority of experiments performed in this project an ultra-high

vacuum (UHV) was used. UHV conditions exist in systems where the pressure is

between 8×10−9 to 10−10 mbar [158]. Anything lower than 1×10−10 mbar is classed

as extreme high vacuum [159] and pressures at 10−8 mbar and above are classed as

high vacuum. At pressures of 1×10−10 mbar, in theory, it takes approximately three

days for a monolayer of residual gas to form on a surface therefore enabling growth
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and preservation of clean surfaces. In practice, contamination of the sample is lim-

ited to no more than one day but this is dependent on the sticking coefficient of the

surface [158]. A further benefit of UHV is the ability to perform certain techniques

which cannot be carried out at atmosphere such as the electron spectroscopy and

microscopy methods used here [160].

During this project, three main systems were developed and used, as detailed in

the following sections: the electron spectroscopy laboratory, the low energy electron

diffraction (LEED) I/V system (both in York) and the SPMEEM system at NIMS.

All of these are described in more detail below.

4.1.1 Electron Spectroscopy System

The electron spectroscopy system, shown schematically in Figure 4.1, is where the

majority of the work performed in this project took place. The system consists of

three chambers: a fast entry lock (FEL), a preparation chamber for growth and

preparation, and an analysis chamber which hosts the various different spectroscopy

techniques.

The FEL is equipped with an Omicron-style storage rack with three slots enabling

up to four samples to be used in the system at any given time. The sample storage

rack is connected to a six way cross (CF40 flanges for each face) which acts as the

FEL chamber. A transfer arm 160 cm long connects all three chambers together

and a gate valve separates the FEL from the preparation chamber. Between the

transfer arm and the FEL chamber is an adjustable CF40 bellows section for fine

tuning of the transfer arm position.

An Edwards EXT75DX 61 ls−1 turbomolecular pump backed by an Edwards RV5

rotary vane pump is used to pump the FEL chamber. An ion gauge (sensitivity set

to N2) measures the pressure and when a value of 5×10−7 mbar or lower is reached,

samples are transferred to the analysis or preparation chamber. Nitrogen gas is used

to vent the chamber during sample exchange to help maintain clean conditions.

The FEL is separated from the preparation chamber by a CF40 gate valve and

a large CF160 gate valve connects the other side of the preparation chamber to
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Figure 4.1: Plan view schematic of the electron spectroscopy system at York devel-

oped and used throughout this project. See text for details.

the analysis chamber. The preparation chamber holds samples using an Omicron

sample stage equipped with both a Th/W filament for e-beam heating and a Mo

comb for DC heating. This sample stage is mounted on a modified transfer arm and

port aligner which provide the necessary range of positions for different purposes.

The sample stage is also equipped with a quartz crystal microbalance (QCM) for

monitoring the deposition rate of the metallic and organic deposition sources in the

preparation chamber.

The preparation chamber is pumped beneath its supporting table using a 420 ls−1

Seiko Seiki STP-400 turbomolecular pump, backed by an Edwards RV3 rotary pump.
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Combined with a titanium sublimation pump, this results in a base pressure of

< 5 × 10−10 mbar (as measured using an ion gauge). For more information on the

layout see Ref. [157].

Mounted on a CF160 flange of the main chamber is a cluster flange with four CF40

flanges. In the final arrangement used in this work, the cluster flange supported

an erbium source, an Omicron EFM3 Fe source and an MBE-Komponenten NTEZ

low temperature effusion cell for deposition of organic molecules. The final flange

is for a gas doser with two Swagelok 6 mm gas delivery lines. Externally, these

gas lines are connected to two needle valves followed by two stop valves. One of

these is used generally for the inlet of oxygen and the other for hydrogen. The

hydrogen gas line is connected to a 50 W tungsten filament DC bulb with 2 mm

holes drilled either side. The purpose of this is to act as a hot tungsten filament to

crack molecular hydrogen to atomic hydrogen (as discussed in Chapter 6), and this

requires a temperature of 1873 K or greater [161]. For most cases, approximately

30 W was used to successfully crack molecular hydrogen into its atomic form. This

gas doser is mounted on a linear drive allowing it to be brought in close proximity to

the sample. Additionally, there is a SmartLAB residual gas analyser for monitoring

partial pressures of remnant gases in the chamber.

A pulse magnet on a rotational drive to position it around a sample in the prepa-

ration chamber can be used to magnetise thin films. This provides a field strength

up to 100 mT, in a 30.1 µs period using a 127 V pulse delivered from a 100 µF

capacitor. Testing of this as well as calculations and its design are explored in much

more detail in Ref. [157]. There is also an ISE10 ion gun for Ar+ sputtering and

cleaning of samples. Finally, the preparation chamber is equipped with an Omicron

SPECTALEED low energy electron diffraction (LEED) apparatus equipped with a

W/Th filament to probe the surface reconstruction of samples.

The analysis chamber is equipped with a five-axis Omicron manipulator enabling

motion in the x, y and z directions as well as rotation around the vertical axis and the

sample normal axis (azimuthal). This range of motion is important when considering

sample position with respect to the various probe sources as well as the entrance

aperture of the hemispherical energy analyser (Section 4.4). The manipulator can
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be cooled to liquid nitrogen temperatures through a copper labyrinth and braid.

The analysis manipulator is equipped with the same Omicron DC setup as the

preparation chamber but instead of a Th/W filament for e-beam heating, there is

instead a pyrolytic boron nitride heater for more gentle heating of samples up to

1073 K. A thermocouple is attached to the end of the stage to measure the sample

stage temperature.

The analysis chamber is pumped beneath the table using a 400 ls−1 Edwards nEXT

400 turbomolecular pump backed by an Edwards RV3 rotary pump, with a mesh

above to prevent samples from falling into the turbomolecular pump. Attached to

the chamber is a titanium sublimation pump to help reach lower pressures. The

base pressure in the chamber reaches values ≤ 1× 10−10 mbar (ion gauge sensitivity

tuned to N2) and has a general backing pressure of 5 × 10−3 mbar (pirani guage).

For more information on the pumping arrangement, the reader is encouraged to look

at Ref. [157].

The UPS source, an Omicron VUV HIS 13, is connected to the analysis chamber

through a CF40 flange and sits at a 45◦ angle to the analyser and monochromator,

as can be seen in Figure 4.1. Using a cold cathode discharge, He I α photons

(hf=21.22 eV) are produced when helium is introduced through a needle valve

which is connected to a 99.999% pure He cylinder. The helium is let into the

chamber through a thin glass capillary which requires additional pumping to control

the pressure at both ends of the source. This is achieved using a 33 ls−1 Leybold

Turbovac 50 turbomolecular pump backed by an Edwards RV5 (the same one that

backs the FEL). To pump excess helium, an additional pumping line is used during

source operation, backed temporarily by an RV12 rotary pump. This source requires

cooling during operation and this is achieved through a shroud surrounding the

source supplied with cold mains water.

The monochromated X-ray source (Oxford Instruments XM1000 MKII Mono X-ray)

is connected to a bespoke CF160 to CF100 adaptor with a 5◦ offset to ensure correct

alignment relative to the sample position. The source is mounted at 90◦ to the anal-

yser. X-ray Al Kα photons (1486.7±0.1 eV) are produced from one of two filaments,

either short or long enabling control of the emission current and consequently the in-
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tensity of X-rays being generated. The power used in standard operating conditions

ranges from 300-450 W depending on the filament, and to maintain a constant tem-

perature, this source is cooled with a recirculating temperature-controlled cooling

system driven by an ATC KT1 chiller pumping deionised water at 18 ◦C. The emit-

ted X-rays are aligned via a port aligner to the quartz crystal in the monochromator

which focuses and monochromates the X-rays onto the sample stage. An additional

CF40 pumping line is connected to one of the ports on the main chamber to provide

additional pumping of the source.

To analyse electrons produced from the three forms of spectroscopy available in this

system (UPS, XPS or MDS), an Omicron EA 125 hemispherical energy analyser

is used. The analyser consists of seven channel multipliers with a reported energy

resolution of 10 meV over a range of up to 2000 eV and a maximum count rate of

107 s−1. This is mounted at 90◦ to the transfer position and the entrance optics are

set at the same height as the transfer mechanism, UV source and Mott detector.

For more information on how this functions, see Section 4.4.

4.1.2 Low Energy Electron Diffraction I/V System

To perform LEED I/V measurements, an additional system was used that is pri-

marily for room temperature scanning tunnelling microscopy (STM). This system

has an Omicron SPECTALEED instrument but instead of an Th/W filament, the

electron gun here is equipped with a LaB6 filament for a more stable source of elec-

trons. LEED I/V measurements are performed on two pieces of software, Neptune

and kSA 400 and images are taken using a kSA K-30FW camera. The system has

a five-axis Omicron manipulator, and, as for the electron spectroscopy system, uses

an Omicron sample stage, with both a Th/W filament for e-beam heating and a Mo

comb for DC heating. There are multiple metallic sources available including for

rare-earth metals and iron as well as an argon sputter gun for cleaning samples. In

an adjacent chamber there is a hydrogen cracking source, similar to the one used

in the electron spectroscopy system [162]. The capabilities of both of these system

allow samples to be prepared under the same conditions so that, nominally, the same

surfaces are studied.
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Figure 4.2: A photograph (above) and plan view schematic (below) of the

MEEM/PEEM system at NIMS in Tsukuba, Japan, used during this project.

4.1.3 Emission Electron Microscopy System

All SPMEEM data in Chapter 5 were collected in an emission electron microscopy

system at the National Institute for Materials Science (NIMS) in Tsukuba, Japan.

This consists of four chambers: a FEL for transferring in samples from atmosphere,

the He 23S source, the main chamber which contains the PEEM/MEEM optics,

and a final chamber used for checking the spin-polarisation of the He 23S source

(Stern-Gerlach analyser). A photograph and schematic view of this system can be

seen in Figure 4.2.

The main chamber is pumped by two turbomolecular pumps, an 800 ls−1 Shimazu
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TMP-803L and a 50 ls−1 Mitsubishi PT-50; these are connected in tandem to obtain

a high compression ratio for hydrogen and helium and ensure efficient differential

pumping between the He 23S source and the sample. These turbos are backed by an

Adixen rotary pump with a pumping rate of 324 ls−1. Additionally, below the sup-

port table is a titanium sublimation pump for helping maintain low pressures within

the system. Typical base pressures are, for the main chamber, 1.3× 10−10 mbar, for

the FEL, 1× 10−9 mbar and for the beamline, 5× 10−9 mbar.

The main chamber is equipped with an Elmitec XYZ-manipulator to enable full

range of motion, with an internal reservoir enabling temperatures as low as 126 K

to be reached using liquid nitrogen. Different positions along the z axis enable

transfer, imaging, cleaning or deposition on the sample. The main chamber consists

of a Ni molecular beam epitaxy (MBE) source, an argon sputter gun (PHI 04-191;

N.B this was originally a flood-type ion gun but was modified to enable differential

pumping capability at the source), and a leak valve which was used as a source

of both oxygen and naphthalene. The electron optical system used is a STAIB-

PEEM-350 instrument and a PHOTONIS APD 2 PS 40/12/10/8 I 60:1 6”FM P20

microchannel plate was used for imaging. Samples are mounted in Elmitec sample

plates made of non-magnetic metals equipped with a W/Th filament enabling e-

beam heating of the sample.

Three different excitation sources are present on the system (He 23S, Hg/Xe UV arc-

lamp, and a UV laser), all mounted at an angle of 72◦ with respect to the sample. A

Hg/Xe ORIEL UV arc-lamp is used for photoemission electron microscopy (PEEM)

imaging and a UV laser with a wavelength of 266 nm is used for spin-polarised

PEEM; a detailed schematic of this setup can be seen in Figure 4.3. Finally, a He

23S beamline using the source described in Section 3.4.2 provides the capability for

(spin-polarised) MEEM.

The UV laser is generated using a series of different optics. Firstly, a diode-pumped

Nd3+:YVO4 vanadate laser is used to generate 1064 nm laser light. This is then

passed through the first frequency doubler made of potassium titanyl phosphate

(KTP) which is a crystal material lacking inversion symmetry and exhibiting non-

linearity [163]. Consequently, when an input wave passes through this material, it
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Figure 4.3: Demonstration of how a 266 nm UV laser is used in the PEEM/MEEM

system and input through a series of lenses and filters. 1064 nm laser light is gen-

erated using a diode-pumped Nd3+:YVO4 vanadate laser and then passed through

two frequency doublers of potassium titanyl phosphate (KTP) and β-barium borate

(BBO) to reduce the wavelength to 266 nm. This light is cycled using mirrors and

quartz glass to ensure an intense UV beam before being passed through a 266 nm

pass filter to remove any other wavelengths of light. Finally, before reaching the

sample, the light is circularly polarised through a λ/4-waveplate. The graph below

the laser setup is the power output of the 266 nm UV laser.

generates a wave with double the frequency of the input wave and in this case a

532 nm wavelength. This is then passed through a mirror and into a second fre-

quency doubler of β-barium borate (BBO, β-BaB2O4) which converts the 532 nm

laser light to 266 nm light. Excess 532 nm light is reflected back through the BBO

using a glass prism to improve the intensity of the UV laser. A 266 nm pass fil-

ter then removes any additional wavelengths of light before the laser is circularly

polarised using a λ/4-waveplate.

To check the spin polarisation of the He 23S beam, in-line with the source, a Stern-

Gerlach analyser is mounted consisting of a slit to provide a defined beam, an
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inhomogeneous magnetic field created using NdFeB magnets and a channel electron

multiplier (CEM) mounted on an electronically adjustable stage.

For the experiments described in Chapter 5, the FEL was temporarily setup to act

as a chamber in which samples could be exposed to atomic hydrogen. The design of

the hydrogen cracker is the same as that used in the electron spectroscopy system

at York, but the tungsten bulb has a tolerance of 20 W instead of 50 W. It was

found that around 10.3 W was needed to successfully turn molecular hydrogen into

atomic hydrogen. Additionally, a needle valve was used to allow the introduction of

oxygen.

4.1.4 Bakeout

Ultra-high vacuum is generally regarded as a region where the pressure is below

10−9 mbar [158, 164]. UHV systems are generally made of steel with low rates

of outgassing of absorbed and desorbed gases, and by using a series of pumps in

tandem, UHV conditions can eventually be reached over time [164]. A challenge

faced with UHV systems is that the chamber pressure is increased by desorption

of absorbed gases within chamber walls, where residual gas has absorbed into these

walls whilst the system is exposed to atmospheric pressure. Since water and other

gases from air have slow desorption rates, it is difficult to achieve UHV conditions

in a short period of time. To reduce the time needed to achieve UHV, the system

is “baked” which is a process of bringing the entire system to temperatures above

373 K. This causes gases which have adsorbed in the chamber walls to more rapidly

desorb and then be pumped away reducing the time needed to achieve UHV to no

more than a couple of days.

The electron spectroscopy and LEED I/V system both use bake-out panels combined

with fan heaters to uniformly raise the temperature of each system. Heating tape

is also sometimes used during bake-out with the current regulated using variable

AC power supplies. The temperature of the electron spectroscopy system is set

to 403 K due to the quartz crystal housing in the monochromator which can be

damaged by heating the system above this temperature. These systems are typically

baked between 24 - 48 hours, with the bake only starting when pressures reach
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the mid-10−7 mbar range and then stopped when the pressure does not reduce

significantly. For the electron spectroscopy system, this is typically around 2 ×

10−7 mbar. Immediately afterwards, whilst the system is still hot, the titanium

sublimation pumps are outgassed and then fired every 10 minutes for the first hour

to help remove residual gas as the system cools.

4.2 Low Energy Electron Diffraction

To prepare certain materials such as Si(111) or 6H-SiC(0001) for studies relevant to

electronic and spintronic applications, a clean, well-ordered surface is required. A

surface reconstruction is a stable configuration of atoms at the surface of a material

with a low free energy and a minimum number of dangling bonds [165]. To check the

surface reconstruction of a material, one technique which can be used is low energy

electron diffraction (LEED) which involves diffraction of low energy electrons by a

material which constructively and destructively interfere. The resulting diffraction

pattern can then be used to determine the surface reconstruction based on the same

principle as Bragg scattering [164, 166].

The basis of LEED was first demonstrated by Davisson and Germer in 1927 who

were studying the diffraction of electrons through nickel in order to probe the wave

nature of the electron [167]. Since then, this has been developed into a commonplace

UHV technique which is used to provide information on the surface structure. An

example of a LEED setup as well as an example diffraction pattern can be seen

in Figure 4.4. By flashing a surface at high temperatures followed by a slow cool,

certain surface reconstructions such as the 6H-SiC(0001)-((
√

3 ×
√

3)R30◦) can be

achieved as seen in Figure 4.4 (b).

The de Broglie wavelength of an electron with respect to its kinetic energy is ex-

pressed by the following equation:

λ =
h√

2meEk
(4.1)

where λ is the de Broglie wavelength, h is Planck’s constant, me is the mass of an

electron and Ek is the kinetic energy. From this equation, it can be seen that elec-
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Figure 4.4: (a) A diagram of a typical setup for performing LEED where the sample

surface sits orthogonal to and within close proximity of the electron gun. (b) LEED

pattern of the 6H-SiC(0001) (
√

3×
√

3)R30◦ reconstruction where a∗ and b∗ are the

reciprocal lattice vectors. Image taken at 80 eV.

trons with a kinetic energy in the range of 20 - 200 eV have a de Broglie wavelength

effectively equivalent to the atomic spacing of a well-ordered crystal. Electrons

within this energy range will therefore diffract constructively and destructively (as

described by the Laue equations), resulting in a diffraction pattern which can be

observed using a phosphor screen or other detector. The energy of the escaping

electron relates to the information depth of the technique. In LEED, the electrons

are of low energy and so the information depth according to the universal curve

(Figure 4.5 [28]) is within the range of a few atomic layers thus making it a surface

sensitive technique.

The Omicron SPECTALEED generates a cathode ray through thermionic emission

from a Th/W or a LaB6 filament, with the latter being a more stable source of

electron emission and also having a longer lifetime and greater current density [168].

These electrons are then focused and accelerated to a point on the surface of the

sample using a series of electrostatic lenses. A negative potential, the Wehnelt

potential, is used to focus the beam by retarding the electrons being emitted from

the cathode. After hitting the sample, the diffracted electrons then pass through

a series of fine mesh retarding grids which remove inelastically scattered electrons

which may reduce the sharpness and contrast of the diffraction pattern. Beyond
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these grids, the electrons are accelerated by a large positive potential (5 - 6 kV)

applied to the screen to visualise the pattern.

To interpret LEED patterns, Wood’s notation is used [164]. This notation is valid

when the overlayer structure and the bulk planar structure have the same symmetry;

i.e. the angles between the lattice vectors of the surface unit cell in the bulk, a1 and

a2, are equal to the angle between lattice vectors of the overlayer b1 and b2. Take

for example the (
√

3 ×
√

3)R30◦ of the 6H-SiC(0001) reconstruction in which the

notation is split into two parts. The first part specifies the length of the overlayer

with respect to the bulk where in this case, |b1|=
√

3|a1| and |b2|=
√

3|a2|. The

second part of the notation indicates rotation of the overlaying cell with respect

to the bulk, so the (
√

3 ×
√

3)R30◦ reconstruction has a 30◦ rotation. The LEED

pattern of the (
√

3 ×
√

3)R30◦ surface reconstruction is shown in Figure 4.4 with

the reciprocal lattice vectors highlighted.

4.2.1 LEED I/V

LEED can be further developed in a technique known as LEED I/V which mea-

sures the intensity (I) of particular spots as a function of electron voltage (V) or

energy. This can be used to characterise the extent of growth in certain systems,

and is particularly useful when looking at graphene growth on SiC. As discussed in

Chapter 6, the (6
√

3× 6
√

3)R30◦ surface reconstruction indicates the formation of

a buffer layer [169, 170] but may also indicate the existence of additional layers of

graphene (monolayer, bilayer, etc.). Depending on the number of layers present, the

intensity of the diffraction spots associated with graphene will change at particular

electron energies. Therefore, LEED I/V can be used to characterise the number of

layers of graphene on SiC [41, 171].

The software used to track the spots and measure their intensity as a function of

beam current is kSA 400. This tracks a spot’s intensity by predicting its position

using the following equation:

t =

[
Lh̄

nd‖
√

2me

]
1√
E

=
A√
E

(4.2)

84



where t is the distance between specular and nth-order diffraction spots, L is the

distance from the centre of the sample to the centre of the phosphor screen, d‖ is the

atomic spacing between rows of atoms in the plane of the surface and E the beam

energy. Such a technique has been used to solve a variety of different structures

such as SiC [41] and to theoretically predict structural effects due to oxidisation of

ferromagnetic surfaces [172].

4.3 Photoemission Spectroscopy

One of the earliest examples of photoemission was in 1887 when Hertz experimented

with UV light on a spark gap and observed passage of the spark [173]. However, it

was not until 1905 that Einstein was able to describe the phenomenon of emission

of electrons from a surface due to incident light, a process given the name “the

photoelectric effect” [174]. Previously, light had been treated as a wave, but the

observation of the photoelectric effect led to light being considered instead as quanta,

with an electron only emitted if the energy of the incident photon is greater than or

equal to the workfunction of the surface. Explanation of this process would result

in Einstein being awarded the physics Nobel prize in 1921 [174].

The kinetic energy, Ek, of the electron emitted due to the photoelectric effect is

given by the following equation:

Ek = hf − φs − EB (4.3)

where φs is the work function of the surface, hf is the energy of the photon with

f the frequency of incident light, and EB is the binding energy of the state from

which the electron originates. By measuring the intensity of the emitted electrons

as a function of their energy, a spectrum is obtained which will contain peaks that

correspond to the discrete energy states from which they are emitted. Inspection

of Equation 4.3 shows that the maximum kinetic energy of a photoelectron is a

function of the energy of the incident photon and the work function of the surface.

Similar to LEED and other techniques involving electrons, the energy of the emitted

photoelectron also corresponds to the information depth. The surface sensitivity of
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Figure 4.5: A plot, known as the universal curve, showing the relationship between

attenuation length (λ, in atomic monolayers) and kinetic energy of the emerging

electron for a wide range of materials. It is photons in the range of 50 - 200 eV

that are most surface sensitive, with ≈ 40 eV being an ideal energy for the escaping

electron. Graph taken from Briggs et al. [28].

photoemission does not depend on the penetration depth of the photon but instead

the probability of the photoelectron, once generated, being able to escape to the

surface without further energy losses [164]. Plasmons, electron-electron interactions

and single or double-particle excitations can all result in the escaping electron losing

energy. For the greatest surface sensitivity (smallest information depth), the wave-

length of light needs to be in principle closest to the minimum of the universal curve

seen in Figure 4.5 which appears at around 40 eV; therefore an ideal energy range

for photons is between 50-200 eV [164]. Aside from synchrotron facilities, some

progress has been made towards developing UV sources with variable energy, for

example, “harmonium”, a laser-assisted source for time-resolved UV photoemission

spectroscopy [175].

It is also worth noting that the emission of electrons from the surface is affected
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by the response of the atom to the creation of the hole/photoelectron which can

result in additional features in the spectrum intrinsic to the photoemission process.

Extrinsic losses such as plasmon excitation can also influence the spectrum [176].

4.3.1 Ultraviolet Photoemission Spectroscopy

Due to the low energy of ultraviolet photons, the corresponding photoelectrons will

originate from loosely bound occupied states from the Fermi level to within >10 eV

of the valence band. Ultraviolet photoemission spectroscopy (UPS) in this project

used He I α photons with an energy of 21.22 eV. From inspection of Equation 4.3, it

can be seen that each electron will have a measured kinetic energy that corresponds

to a particular binding energy. Measuring the intensity of electrons over a range of

different kinetic energies will result in an electron emission spectrum that directly

relates to the density of states of the valence band for the surface and first few

sublayers of the sample. A representation of this electron emission process is shown

in Figure 4.6.

The penetration depth of UPS is around 1 - 2 nm, however, the information depth

is dependent on the energy of the incident UV photon. Based on the universal curve

(Figure 4.5), photoelectrons generated from He I α UV photons which have escaped

to the surface without undergoing inelastic collisions will originate from around one

to three atomic monolayers of the material. Consequently, probing valence band

states using He I α UV photons is fairly surface sensitive. Since some photoelectrons

generated will originate from bulk states, the electron emission spectrum obtained

will be a mixture of both subsurface and surface states.

One feature of using this particular transition is that the excitation energy of the

He I α UV photons, 21.22 eV, is very similar to that of the 23S metastable state of

helium, 19.82 eV. Consequently, the spectra collected from both of these techniques

are relatively comparable, depending on the de-excitation mechanism of He 23S

atoms. In particular, in the case of the one-electron process (Auger de-excitation),

the spectra obtained through MDS and UPS are similar, as seen, for example, for

many organic molecules on various surfaces such as C60 on Si(111) [177]. An example

of this is shown in Figure 4.7, where the molecular orbitals are clearly observed with
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Figure 4.6: When a UV photon is incident on the surface of a material, an electron

from an occupied state in the valence band is emitted. The resulting emission

electron spectrum (top right) represents the density of states of the valence band

(bottom right).

both techniques.

One further benefit of UPS is that it can be used to measure the surface work func-

tion of a material. The work function is defined as the minimum energy required

to remove an electron from a solid to a distance where it no longer experiences a

Coulomb interaction with its corresponding image charge, created as a result of its

removal [121]. Measuring this parameter is particularly important when designing

multilayer electronic devices which ideally require matching of the valence and con-

duction bands of different layers. Additionally, changes in the workfunction can

be used to indicate structural changes at the surface, for example, the number of

layers of graphene present on 6H-SiC [178]. Measuring the workfunction using UPS

is achieved by applying a negative bias to the sample, typically -15 V. This offsets

the measured spectrum, separating the workfunction of the surface from that of the
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Figure 4.7: Multilayer C60 results in the observation of highest occupied molecular

orbitals (HOMOs) both in UPS and MDS. The spectra, in particular peak positions,

are directly comparable since the main de-excitation mechanism with C60 is Auger

de-excitation. For more information on these states, the reader is encouraged to

read Ref. [157].

hemispherical energy analyser, such that both the Fermi edge and low kinetic energy

cut off of the spectrum can be measured. The difference between these values (the

spectral width) is then subtracted from 21.22 eV to give the surface workfunction.

To produce He I α UV photons, a cold cathode discharge source is used. Helium gas

of 99.999% purity is passed through a glass capillary surrounded by a water-cooled

shroud. Helium is let into the source until the analysis chamber pressure reaches

≈ 1 × 10−8 mbar and a positive 1 kV bias is then applied to an anode at the end

of the capillary to cause breakdown of the gas. Typical operating conditions for

the discharge are an emission current of 100 mA and a voltage of ≈ 480 V. UPS

measurements were performed with the sample at 45◦ to both the source and the

analyser. To ensure that the majority of electrons originate from the sample, a 1 mm
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Figure 4.8: When a negative bias is applied to a sample when taking UPS mea-

surements, the work function of the surface can be determined by subtracting the

spectral width from the photon energy, in this case 21.22 eV.

entrance aperture of the hemispherical energy analyser is typically used which still

yields count rates of ≥50,000 per second. For reference, the typical SiC sample size

was 13× 4 mm2.

4.3.2 X-ray Photoemission Spectroscopy

X-ray photoemission spectroscopy (XPS) in a standard laboratory setup involves

photons of a much higher energy than used for UPS. These are soft X-rays with an

energy between 1000 - 1500 eV so that the photoelectrons generated originate from

much more tightly bound states, known as core electronic states. These electronic

states do not overlap with their neighbours contrary to electrons within the valence

band. Consequently, they form distinct states with unique energies corresponding to

each element as shown schematically in Figure 4.9. Therefore, by comparing spectra
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Figure 4.9: Photons with an energy between 1000 - 1500 eV liberate more tightly

bound electrons in core states which do not overlap with one another. XPS therefore

allows elemental identification of a sample.

taken using XPS to known peak positions of a particular element, the composition

of a surface can be determined.

Not only can XPS be used to determine the elements present in the sample but it can

also determine the abundance of a particular element through quantitative analysis;

this aspect of XPS is of particular interest when checking the extent of deposition

when attempting submonolayer growth of iron [179] or erbium. To determine the

abundance of a given element on a sample, the following expression is used:

Ii ∝ Niσiλi (4.4)

where Ii is the intensity of peak i, Ni is the average concentration of the peak, σi

the photoionisation cross-section of the state and λi the inelastic mean free path

of the emitted electron. Whilst other factors such as angle of emission, analyser

transmission function and vacuum chamber pressure may affect the relative intensity
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of the peak, these are generally kept constant and are therefore ignored as the sample

is typically exposed to the same experimental conditions.

The sampling depth of XPS is related to the inelastic mean free path of the electron

which can be described by the Beer-Lambert law:

I = I0e
− d
λ (4.5)

where I is the intensity of the transmitted radiation at a particular kinetic energy,

I0 is the intensity of radiation falling on the sample, d is the depth inside the

surface and λ the inelastic mean free path. Around 95% of electrons escaping from

the surface are emitted within 3λ of the surface, which is considered the sampling

depth. Since for most materials λ falls within 1 - 3.5 nm [28], the sampling depth for

this technique is around 3 - 10 nm. Whilst more electrons originate from bulk-like

states, this technique is still considered to be fairly surface sensitive. To further

improve surface sensitivity, the sample can be placed at more of a grazing angle

with respect to the source, lowering the effective penetration depth of the X-ray

photons. This however does also reduce the number of photoelectrons generated

which consequently lowers the count rate measured by the hemispherical energy

analyser.

Monochromated XPS source

The main application of using XPS is to infer different chemical environments in a

sample due to different bonding states. All electrons within a material contribute

to the electrostatic shielding of the nuclear charge. Different chemical environments

from different bonding states change this shielding consequently resulting in a shift

in the effective binding energy of certain core states to higher or lower energies.

If multiple chemical environments exist within a material then the linewidth of a

measured peak corresponding to a certain core state, for example C 1s, will increase

due to a convolution of peaks at different binding energies; this peak can then be

deconvoluted into a series of Lorentzian/Gaussian peaks. An example of where this

can be used is in analysing the extent of graphene growth on 6H-SiC where the

carbon-carbon chemical environment increases with further graphitisation of the
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material [179, 180].

Different chemical environments can be observed by illuminating the surface of a

material with non-monochromated X-rays. However, due to multiple frequencies

impinging on the surface of the sample, the linewidth of the observed peaks will be

broadened, and thus it is more difficult to deconvolute or even distinguish the differ-

ence between different chemical environments which may exist. As an example, light

produced from a non-monochromated aluminium X-ray source will contain both Al

Kα and Kβ radiation. Furthermore, such sources also produce Bremsstrahlung ra-

diation, which is not ideal as it can damage the surface of a material over extended

periods of time. To improve the energy resolution of XPS and remove harmful ra-

diation from impinging on the sample, a monochromated X-ray source can be used.

At York, this monochromated X-ray corresponds to the Al Kα1 (1486.7 ± 0.1 eV)

spectral line. To produce monochromated X-rays, an aluminium anode is used to

first generate various different X-rays which are then directed through a quartz

crystal back-plane. As the lattice spacing of the quartz crystal planes matches the

wavelength of the Al Kα1 spectral line, X-rays incident on the crystal undergo

constructive interference according to Bragg’s law:

nλ = 2d sin(θ) (4.6)

where λ is the wavelength of the X-ray, d is the lattice spacing and θ is the Bragg

angle. The Al Kα1 X-ray has a line width of 0.25 eV and the quartz crystal is

curved to focus the diffracted X-rays onto a roughly 2×5 mm2 spot reducing the

chance of photoelectrons being generated outside the sample region.

The Oxford Instruments XM1000 MKII Mono X-ray source consists of two differ-

ent filaments (long and short) which can be controlled using the filament current

(0-4.8 A), emission current (0-20 mA) and anode voltage (0-15 kV). Typical op-

erating conditions for this source are an emission current of 18 mA and an anode

voltage of 12 kV corresponding to a power of 216 W. Due to the relatively low in-

tensity of counts produced by this source, a 6 mm circular entrance aperture to the

hemispherical energy analyser is typically used.
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4.4 Hemispherical Energy Analyser

An Omicron EA 125 hemispherical energy analyser is used to analyse the electrons

generated in MDS, UPS and XPS. As can be seen in Figure 4.10, the electrons

emitted from a sample pass through a series of cylindrical electrodes before then

being deflected around two concentric hemispheres. Between each electrode exist

lines of equipotential which refract the electrons. By employing a three electrode

arrangement and changing the bias applied to each electrode, the passing electrons

can be accelerated/retarded by varying amounts whilst keeping the focusing prop-

erties constant; therefore these electrodes behave like a series of electrostatic lenses.

The first set of electrodes act as an Einzel lens which selects the analysis area (spot

size) and angular acceptance. This does not change the electron energy and operates

in three different magnification modes: high, medium and low. High magnification

mode (most regularly used) results in the focal plane being near to the sample and

accepts a wide angle of electrons from a small region. A second lens then accelerates

or retards the electrons to match the pass energy of the analyser and uses a zoom

lens function to ensure that the focal point remains on the analyser entrance aper-

ture. The pass energy is a bias applied just before the electrons enter the hemisphere

acting as a bandpass filter only admitting electrons within a certain bandwidth of

this potential. The entrance aperture consists of a set of built in slits and apertures.

These are matched with an exit plate slit which lies just before the detector.

The electrons are then deflected in a semicircular path around two concentric hemi-

spheres, with the inner hemisphere (V1) held at a negative potential and the outer

one held at a positive potential (V2) with respect to the pass energy of the analyser.

On the other side of the hemisphere, these electrons then pass through an exit aper-

ture into the detector which consists of seven channel electron multipliers (CEMs)

placed at different positions in the exit plane. Each CEM is made of a material with

a high surface resistance. A high voltage is applied between the funnel-shaped input

and cylinder-shaped output resulting in the formation of a continuous dynode, where

secondary electrons are produced by an incident electron impinging on the surface

of the walls of the CEM [181]. Generation of these secondary electrons causes an

avalanche-like effect where secondary electrons generate further electrons resulting
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Figure 4.10: The Omicron EA 125 hemispherical energy analyser is equipped with a

series of lenses, used to focus and then decelerate the electrons towards the two con-

centric hemispheres. Lines of equipotential between the lenses refract the electrons.

Upon reaching the input aperture, they are then deflected in a semicircular path

around the inner hemisphere towards an array of seven channeltrons. This figure is

based on schematics presented in the EA 125 Energy Analyser User’s Guide.

in 107 to 108 electrons at the output. The duration of each pulse of electrons tends

to be around 8 ns [181]. Therefore, the maximum count rate can be exceeded if the

bias voltage or incident electron intensity is too high.

The measured kinetic energy of electrons collected by the analyser is expressed as

the following equation:

EKm = ER + Ep + φa = hf − EB (4.7)

where EKm is the measured kinetic energy of the electron, ER is the retarding energy,
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Ep is the pass energy and φa is the analyser workfunction. The true kinetic energy

of the electron requires the surface workfunction φs to be known and is expressed

as EK = EKm − φs. The energy resolution of the hemispherical energy analyser is

represented by the following equation:

∆E = Ep

(
d

2R0

+ α2

)
(4.8)

where ∆E is the energy resolution, R0 is the mean radius of the hemispheres, d is the

slit width and α is the half angle of electrons entering the analyser. The angular term

tends to be very small and therefore is generally ignored. The Omicron EA 125 used

has a mean radius of 125 mm and a chosen exit aperture width of 2 mm. Therefore,

calculated values of ∆E are 0.08 eV using a pass energy of 10 eV (typically used

in UPS) and 0.4 eV for a pass energy of 50 eV (typically used in XPS). All spectra

obtained for this project were obtained in constant analyser energy mode which keeps

the pass energy constant whilst scanning through various kinetic energies. Since the

pass energy is constant, the resolution remains constant as well. To improve the

energy resolution, the pass energy needs to be lowered or the radius of the semi-

circular path increased.

4.5 Photoemission Electron Microscopy

Data presented in Chapter 5 involved the use of an emission electron microscope

to image surface structure from both photoelectons and electrons generated from

He 23S atoms. Similar to the hemispherical energy analyser used in electron spec-

troscopy, the instrument involves focusing and manipulating electrons using a series

of electrostatic lenses. One difference between this technique and electron spec-

troscopy is that when performing photoemission/metastable emission electron mi-

croscopy (PEEM/MEEM), the sample is situated at a much closer proximity to

the entrance aperture at around 5-10 mm. Therefore, electrons emitted from either

photoemission or from a metastable helium beam are accelerated from the surface

towards the first electrode as a result of the electric field generated by the transfer

voltage. The transfer voltage is the potential applied between the first electrode and
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Figure 4.11: The STAIB PEEM-350 is equipped with a series of electrostatic lenses

to which different high voltages are applied. Depending on the lenses used, a variety

of different imaging modes are available. The high magnification mode has a spacial

resolution of up to 100 nm. Redrawn from the STAIB PEEM - 350 V 1.0 manual.

outside of the column, and is typically 10 keV.

As can be seen in Figure 4.11, different imaging modes are available when performing

PEEM depending on the spatial resolution required. Each of the lenses used in

PEEM are formed of three radially symmetric electrodes. These lenses operate

in the so-called “DECEL-ACCEL” mode where the middle electrode is negative

relative to the entrance and exit electrodes. Consequently, electrons are decelerated

between the first and middle electrodes and accelerated again between the middle

and end electrodes.

High magnification mode works when the intermediate lens and projective lens A are

near ground potential which results in these two lenses forming a real intermediate

image. If the voltage at the middle electrode of the intermediate lens is near ground

potential and the voltage at the middle electrode of projective lens A is similar to

that of the transfer voltage, then the optics operate in medium high magnification
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mode. In this mode, the intermediate lens (but not the projective lens) forms a real

intermediate image. Low magnification mode is achieved by setting the voltage of

the middle electrode of the intermediate lens and projective lens A near to that of

the transfer voltage which results in a virtual intermediate image being formed by

the two lenses. During this project only high magnification mode was used which

has a reported spatial resolution of up to around 100 nm [182].

Following the projective lenses, electrons are then accelerated again by the transfer

voltage towards a microchannel plate (MCP) which forms the image. A MCP is an

array of 104 - 107 miniature electron multipliers aligned parallel to one another [183].

The typical diameter of each channel is around 12 µm with 15 µm centre-to-centre

spacing and length to diameter ratios between 40 and 100 [183]. The channel array

is typically made of lead glass, treated in such a way so as to optimise the secondary

electron emission from each individual channel [183]. The channel array is also

made from a semiconducting material such that an external bias can be applied

to replenish electrons within each multiplier. The contrast of the image can be

improved by applying a higher voltage to the output of the MCP, but this will affect

its lifetime.

Electrons with a higher energy will result in a decrease in the detection efficiency

of the MCP. For electrons with an energy in the range of 0.2 - 2 keV, the detection

efficiency is anywhere between 50 - 85%. Beyond this energy range, the detection

efficiency decreases drastically as observed for electrons [183] but also high-energy

photons [184]. To improve detector sensitivity, a lens known as Decel is used to

decelerate the electrons to an energy level within the high sensitivity range of the

MCP. The Decel lens voltage is the potential applied to the front of the MCP with

respect to ground, and the difference corresponds to the energy of the electrons

impinging on the MCP.

During operation, since a large potential is active in close proximity to the sample,

field emission can occur if dust is present on the sample or sample plate. Field

emission from dust will result in bursts of pressure which can damage the electron

optics and the detector. It is therefore important that before introducing a sample

to the chamber, the sample plate is cleaned thoroughly. Then, once introduced to
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the chamber, the transfer voltage is increased slowly past 5 kV to ensure that there

is no burst in pressure. During sample preparation, the PEEM optics are shielded

to avoid exposure to contamination.

4.6 Spin-Polarised Photoemission and Magnetic

Circular Dichroism

4.6.1 Introduction

Since UPS is in many ways comparable to MDS and, furthermore, since MDS can be

spin polarised to probe the spin-split SDOS, it is desirable to also use UV photons

to probe the spin polarisation of a material so that surface and bulk states can be

compared. This becomes even more relevant when testing SPMEEM for the first

time and confirming whether the spin asymmetry observed is real. For this reason,

two different setups, one at York and the other at NIMS have been developed to

measure spin polarisation from photoemission. At York, a Mott polarimeter has been

added to the analysis chamber and at NIMS, the SPMEEM system is equipped with

a UV laser to perform magnetic circular dichroism. Below is a very brief overview

of these techniques and for more information on spin-polarised photoemission and

Mott detectors the reader is encouraged to look at References [51] and [185–187].

4.6.2 Retarding Potential Mott Polarimeter

In 1929, Nevill Francis Mott proposed the idea that the associated magnetic moment

of an electron could be determined through a double scattering experiment [51]. In

1942, Schull et al. demonstrated a scattering asymmetry based on Mott’s proposal,

and with some corrections for instrumental effects, found a value which was in close

agreement with initial predictions made by Mott [51, 188]. The principle of Mott

scattering starts with the fact that when an electron comes within close proximity

of a nucleus, the motion of the electron in the electric field of the nucleus results

in a magnetic field in the rest frame of the electron [51]. The interaction of the

magnetic moment of the electron with this magnetic field introduces a spin-orbit
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term to the scattering potential which results in a spin dependence in the scattering

cross-section [51]. Depending on the associated magnetic moment, from the double

scattering experiment, spin-up electrons will scatter to the left (L) and spin-down

electrons to the right (R) [51]. Therefore, a spin-asymmetry term for an unpolarised

source of electrons can be derived, where N is the number of electrons collected at

one detector:

A(θ) =
NL −NR

NL +NR

(4.9)

The spin polarisation P (θ) of the source of electrons can then be described as a

function of the asymmetry:

A(θ) = Seff (θ)P (θ) (4.10)

Seff is the effective Sherman function which takes into account the effect of multiple

scattering events which occur in the target (a metal foil) which reduce the value of

the scattering function. The Mott polarimeter used at York is a retarding potential

type allowing energy-dependent spin asymmetry to be measured due to fine copper

grids at the entrance optics which behave as a bandpass filter [51]. The detector

uses a gold target held at 20 kV and four channeltrons placed symmetrically around

the vertical axis, two for NL and two for NR. The Mott polarimeter can not only

be used to measure the spin asymmetry of a magnetised sample from electrons

produced through UPS, but also can be used to verify the spin polarisation of the

He 23S beam.

4.6.3 Ultraviolet Magnetic Circular Dichroism

The origin of magnetic circular dichroism (MCD) arises due to the interplay between

the alignment of electron
(
s = 1

2

)
and photon (s = 1) spins [185]. Consequently,

light of each helicity (right-or left-hand circular polarisation) will elicit a different

response from electrons in a particular spin-state [185, 187, 189]. Similar to how

right- (σ+) and left-hand (σ−) polarised light is used to optically pump 23S He

atoms into magnetic sublevels, σ+ light will probe spin-up electrons and σ− light
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will probe spin-down electrons. Thus, a spin asymmetry can be measured using

ultraviolet or X-ray circularly polarised light. Furthermore, through the application

of angle-resolved MCD, the interplay between spin-orbit and exchange interactions

can be observed [186]. Particularly in single crystals, the photoelectron wavevec-

tor and crystalline axis lead to magneto-dichroic effects in the angular distribution

and the magnetisation axis of domains in magnetic materials can therefore be de-

termined [187]. In the SPMEEM system, a UV laser is used to perform MCD on

the sample and the observed spin asymmetry reflects both in-plane and out-of-plane

components of magnetisation. It should be noted that dichroic effects can also be

observed using linearly-polarised light [190].

4.7 Density Functional Theory

Both MDS and UPS are used to probe the density of states (DOS) of a material

experimentally. To complement these techniques, it is desirable to model the dis-

persion relation and DOS of the same material in order to help provide a greater

understanding as to the origin of certain states observed experimentally. To anal-

yse the properties of a given system theoretically, the Schrödinger equation must

first be solved, however, solving this for any system aside from the hydrogen atom

becomes increasingly more difficult with an increasing number of electrons due to

the strong Coulomb interaction between each electron pair [191]. Therefore, an al-

ternative approach to solving the Schrödinger equation whilst foregoing solving the

wavefunction directly is to instead treat the total energy of a system of electrons and

nuclei as a unique functional of the electron density [191]. This approach assumes

the variational minimum of the energy to be exactly equivalent to the true ground-

state energy and thus band-structure and DOS calculations can be performed for

any given system. Multiple different computational codes have been developed for

this approach, broadly known as density functional theory (DFT), but the one used

in this project is the Cambridge serial total energy package (CASTEP) [192]. For

more details on the working of this code the reader is directed to References [191]

and [192]. Below is a brief description of the functionals used in this project as well

as alternatives to DFT which can be performed using CASTEP.
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4.7.1 CASTEP

DFT is based on Bloch’s theorem and the Kohn-Sham equations, which treat a sys-

tem as a periodic array of atoms with a quasi-periodic wavefunction and the ground

state energy and charge density are exactly the same as those of non-interacting par-

ticles. When analysing a particular system, two properties determine the accuracy

of the measured ground state energy: the k-point sampling and the cutoff energy

(Ecut). The k-point sampling is the number of points with which the system is anal-

ysed over reciprocal space. Cutoff energy is a single parameter used to determine

the quality of the basis set of plane waves. Increasing either parameter will improve

the accuracy of the ground state energy measured [191], however, this also increases

the time it takes for a simulation to complete. Furthermore, past a certain Ecut

or number of k-points, the ground state energy will only vary by a small amount

(< 1×10−5 eV) potentially decreasing or increasing in value. If the energy does not

change significantly as a result of increasing either parameter, then it is not neces-

sary to further increase either the k-point sampling or Ecut. To find the ideal values

to use, a convergence test should first be performed where a series of single point

calculations are run, and at each step, the variation in energy is measured. When

the difference in energy is sufficiently small, then that particular k-point sampling

or Ecut should be used.

In DFT, different exchange correlation functionals can be used to minimise the

ground state energy of the system. The local density approximation (LDA) assumes

that the exchange correlation energy at some point r is the same as if every point has

the same density. It is a local approximation suitable for many simple systems, for

example silicon, but tends to over-bind atoms resulting in shorter, stronger bonds

within the lattice. Alternatively, the generalised gradient approximation (GGA) can

be used which is a semi-local approach that under-binds atoms and makes bonds

longer but which is suitable for modelling surface structures.

An alternative to DFT which can also be performed using the CASTEP code is the

Hartree-Fock approach which instead solves the wavefunction using Fermi statistics

and treats the effective potential as a non-local average of the Coulomb poten-

tial between an electron and all other electrons in the system [191]. Contrary to
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DFT, calculations using this approach will over-predict the bandgap of semiconduc-

tors/insulators and are more computationally expensive.

A final alternative approach to solving the wavefunction utilises a mixing of DFT

and Hartree-Fock to create what is known as a hybrid functional. This has the

advantage of predicting correctly the properties of a particular system, such as the

bandgap. Yet, a problem faced with this approach is that the hybrid functional is

not applicable to any other system except the one it is designed for. Determining

the correct mixing is also difficult and simulations are computationally expensive.

103



Chapter 5

Spin-Polarised Metastable

Emission Electron Microscopy

Techniques which are extremely surface sensitive are ideal for observing possible

proximity-effect SOC in graphene and other 2D materials. To map the surface spin

polarisation of magnetic materials, various different techniques have been developed

such as SPLEEM and spin-polarised STM. However, techniques such as SPLEEM,

although considered surface sensitive, still probe bulk and subsurface states in ad-

dition to top-most surface states. As discussed earlier, an alternative approach is to

use spin-polarised metastable helium atoms to probe the spin-split SDOS. Further-

more, in 1994, Harada et al. demonstrated that, by combining an emission electron

microscope with an intense He 23S beam, micrometer scale images of the surface

could be observed which show similar image contrast to those generated through

photoemission [34]. The name commonly adopted for this technique since this first

demonstration is metastable emission electron microscopy (MEEM). Whilst spin-

polarised metastable helium atoms have been used as a spectroscopic technique, to

date, there has been no attempts to perform the spin-polarised microscopic equiva-

lent (SPMEEM). Challenges faced with SPMEEM include incorporation of an emis-

sion electron optical system, spin-polarising the He 23S beam and comparing results

in situ from SPMEEM to a complementary technique, for example, spin-polarised

PEEM. The work presented in this chapter shows the first successful measurements

using SPMEEM to characterise the domain structure at the surface of a single crystal
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of magnetite at room temperature and comparison of these results to those obtained

using ultraviolet magnetic circular dichroism (UVMCD). The clean and hydrogen-

passivated Fe3O4(001) surface are explored, as well as changes in the domain struc-

ture as temperatures approach the Verwey transition. Naphthalene monolayers were

also grown on magnetite to explore the effect this has on the spin asymmetry at the

surface.

5.1 MEEM

There are two significant differences between the images obtained using PEEM when

compared to MEEM: (1) the difference between bright and dark regions and (2) the

information depth of the signal used to generate the image. Provided that the UV

source used in PEEM is of a fixed wavelength, then the observed image contrast from

different regions of the surface is primarily dependent on the local workfunction of

those regions [189]. In other words, regions with a lower workfunction will yield a

greater number of electrons and therefore will appear brighter in the corresponding

image whilst regions with a higher workfunction will be, vice versa, less intense. A

demonstration of the influence of workfunction on the image contrast of the image

can be seen in Figure 5.1, where the iron dots are brighter than the SiO2 substrate

in the PEEM image. Comparing the workfunction, φ, of these two materials, for

iron φ ranges from 4.65 - 4.88 eV (depending on the face termination) [193] whilst

for SiO2 φ is higher at around 5 eV [194]. Therefore, it can be determined that the

bright spots observed in the image are a result of photoemission from these iron

dots. At NIMS, a Hg/Xe UV arc-lamp is used which emits a number of different

wavelengths of light, with a maximum energy of 5.53 eV or 225 nm [195].

With MEEM, the contrast of the image is dependent instead on the de-excitation

mechanism which occurs, with brighter regions being a consequence of AD [34].

Whilst the workfunction of a surface may influence the de-excitation mechanism

which takes place, as discussed in Chapter 3, the de-excitation mechanism which

occurs is dependent on whether there is an empty state for the 23S electron to

tunnel into. Since emission of an electron from Auger neutralisation is dependent

on the transition of the electron which neutralises the helium ion, the number of
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Figure 5.1: (a) PEEM and (b) MEEM images of iron dots (dimensions ≈ 9×12 µm2)

grown on a SiO2-capped Si substrate. Contrast in PEEM is mainly dependent on

the difference in local surface workfunction whilst with MEEM, contrast is primar-

ily dependent on the different de-excitation mechanisms which occur at the surface.

Field-of-view (FOV). Images taken by Dr. Yasushi Yamauchi of the Spin Charac-

terization Group at NIMS.

emitted electrons from RIAN is lower than it is for AD. Therefore, regions of the

sample where AD occurs will be brighter than those where RIAN is the dominant

de-excitation mechanism. Insulating surfaces tend to more likely to undergo AD,

and thus, as expected, the SiO2/Si substrate in Figure 5.1 is brighter than the iron

dots.

One other difference between PEEM and MEEM is the information depth of the

signal used to generate the image. The information depth of PEEM is dependent

on the kinetic energy of the escaping electron (see Chapter 4). Therefore, whilst the

majority of electrons originate from the surface, a small amount of information will

be from bulk states as well. On the contrary, He 23S atoms always de-excite within

a couple of Ångstrom of the surface, meaning that only the top-most surface states

are probed. Consequently, any features observed in PEEM but not in MEEM will

be a result of underlying surface features, demonstrating the complementary nature

of the results obtained from both techniques.

Finally, it is worth noting that topography can also contribute to the image contrast

observed via PEEM. Depending on the angle of the photoexcitation source with re-

spect to the plane of the surface (angles less than 20◦), the side of a topographical
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feature exposed to the photon source will appear brighter contrary to the oppo-

site side which will appear darker and can even give rise to shadow regions on the

surface [189]. Surface topography can also lead to interference effects which further

provide contrast in PEEM images [189]. Both photoexcitation sources used at NIMS

are mounted at an angle of 72◦ to the surface normal and therefore surface topog-

raphy is expected to contribute slightly to the observed image contrast. However,

when comparing PEEM and MEEM images, as stressed by Harada et al. in their

first demonstration of MEEM [34], differences and similarities in image contrast in

both techniques should be primarily expressed in terms of local surface workfunc-

tion (PEEM) and de-excitation mechanism (MEEM) before discussing with respect

to surface topography. This is particularly relevant when discussing the differences

between image contrast observed in Figure 5.1 (a) and (b) where the iron dots are

brighter in PEEM but not in MEEM.

5.2 SPMEEM

To spin polarise the metastable helium beam for SPMEEM, a combination of a

sextupole magnet and spin flipper was used, with the degree of spin polarisation

confirmed using a Stern-Gerlach analyser (Figure 3.13). Greyscale images were

obtained using a cooled CCD PCO.Sensicam combined with the Cam Ware V3.08

software which measured the intensity of each pixel of the microchannel plate over

a set period of time and then generated a TIFF image with pixel values (β) ranging

from 0 - 255 (max value = 28 − 1). For a given region, the same acquisition time

was used for measuring I↑ (mj = +1 or σ+ for UVMCD) and I↓ (mj = −1 or σ−),

where I is the intensity of the image. Spin-polarised measurements were performed

by changing between I↑ and I↓ typically up to twelve times and the acquisition time

was set in order to maximise the intensity but avoid over-saturation of each pixel of

the CCD.

The spin asymmetry images presented in this chapter were generated using a bespoke

MATLAB code, which converted the greyscale value (pixel value) of each pixel of

the TIFF image into a numerical value ranging from 0 - 65535 (class of image,

Uint16 (β × 28, max value = 216 − 1))). Spin asymmetry was calculated based on
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the definition discussed in Chapter 3 and each measurement (unless specified) was

averaged over six pairs of images (N = 6):

A(%) =
1

N

∑
N

(
I↑ − I↓
I↑ + I↓

× 100

)
(5.1)

A greyscale value of 65535 (white) is a result of 100% I↑ with 0 (black) a consequence

of 100% I↓ emission relative to the quantisation axis of the He 23S atoms at the

surface. This quantisation axis is defined by applying a weak magnetic field of

≈100 mG at the sample, generated from two different coils wrapped around the

chamber, one for in-plane ([100] direction of Fe3O4(001) in the plane of the image)

and the other for out-of-plane ([001] direction) measurements (see Section 3.8).

5.3 Magnetite (Fe3O4)

Fe3O4, or magnetite, is a naturally occurring ferrimagnet that is the oldest magnetic

material known to mankind. Magnetite is an attractive candidate for spintronic ap-

plications due to its large Curie temperature of 858 K and predicted half-metallicity

arising due to 100% spin-polarisation of the minority band at the Fermi level [196].

Its half-metallicity makes it an ideal source for the production of spin-polarised

currents, yet current devices which incorporate Fe3O4 have performed with lim-

ited success. This decreased performance is largely a consequence of surface ef-

fects [196], resulting in “magnetic deadlayers” [197] and an increased number of

antiphase boundaries with decreasing Fe3O4 film thickness [198]. Antiphase bound-

aries are problematic as they are structural defects which act as scattering centres,

hindering electron transport across the film and therefore significantly increase the

resistivity of a magnetite thin film [198]. Such defects are not ideal in the devel-

opment of Fe3O4 spintronic devices and therefore, techniques such as SPMEEM,

which exclusively probe the top-most states at the surface are needed to gain a

greater understanding of surface properties such that improvements can be made to

magnetite-based spintronic devices. High-quality Fe3O4 single crystal surfaces are

also relatively easy to prepare meaning that this material is a good candidate for

the development of SPMEEM.
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Figure 5.2: (a) Fe3O4 has an inverse spinel structure where the Fe2+ cations take up

1/2 of the octahedral interstitial sites and the Fe3+ cations displaced by these occupy

the tetrahedral interstitial sites. (b) The energy level diagram for Fe2+ cations.

Between the minority and majority spin states there is an exchange splitting of

≈ 3.5 eV whilst the crystal field in magnetite leads to additional splitting in each

band. Both figures reproduced from [196].

5.3.1 Background to Fe3O4

Magnetite crystallises into an “inverse spinel” structure. A spinel structure is based

on a face-centred cubic (FCC) lattice of O2− anions with the chemical formula

AB2O4. In a spinel structure, A2+ cations occupy 1/8 of the tetrahedral interstices

and the B3+ cations occupy 1/2 of the octahedral interstices. Due to magnetite’s

large crystal field stabilisation energy, the Fe2+ cations take up 1/2 of the octahe-

dral interstitial sites and the Fe3+ cations displaced by these occupy the tetrahedral

interstitial sites. Hence Fe3O4 is described as having an “inverse spinel” struc-

ture [196]. A schematic of magnetite’s structure can be seen in Figure 5.2 (a). A

number of magnetite’s unique properties such as its half-metallicity are a result of

the coexistence of Fe2+ and Fe3+ cations in the octahedral sublattice [196].

The clean Fe3O4(001) surface has a
(√

2×
√

2
)
R45◦ reconstruction and the current

model used to account for this is the subsurface cation vacancy (SCV) model [199,

200]. The
(√

2×
√

2
)
R45◦ periodicity arises from a rearrangement of atoms in the

first few sublayers, with two octahedral Fe atoms in the third sublayer being replaced

by an interstitial Fe atom with tetrahedral coordination in the second layer [199].

109



This interstitial Fe atom in the second sublayer blocks the adsorption of metal atoms

on the tetragonal bulk continuation sites, and therefore is consistent with STM

measurements analysing the absorption of atoms such as Co and Au on the clean

surface [200]. Furthermore, the predicted LEED I/V curve theoretically predicted

from the SCV model more closely matches the experimentally measured curve when

compared to previous models such as the distorted bulk truncation (DBT) model,

showing an improvement in the Pendry R-factor [196, 199].

The half-metallicity of bulk magnetite, as first predicted by Néel in his landmark

1948 paper [201, 202], is suggested to originate from the Fe2+ cations since the tetra-

hedral and octahedral Fe3+ cations antiferromagnetically couple, therefore cancelling

each other out. For the Fe2+ cations, there is an exchange splitting of ≈ 3.5 eV be-

tween the majority and minority spin-states. These energy levels are further split

by the crystal field (≈ 2 eV), leading to three degenerate t2g states and two de-

generate eg states as seen in Figure 5.2 (b) [196, 203]. The octahedral Fe2+ cation

has six d electrons, five of which occupy the majority band with one electron oc-

cupying the minority band at the Fermi level [196]. This results in a predicted

net magnetic moment of 4 µB (low spin state) which is similar to experimentally

measured values [202]. X-ray magnetic circular dichroism (XMCD) measurements

have however shown a reduced net magnetic moment of 3.4 µB which has been ex-

plained to originate from Fe3+ cations in the first four sublayers and is consistent

with the SCV model instead of the DBT model for the
(√

2×
√

2
)
R45◦ surface

reconstruction [199, 204].

Whilst magnetite is predicted to be an ideal half-metallic ferrimagnetic, current

devices which have tried to utilise it have seen a reduction in performance [197].

Previous XMCD measurements associate this reduced performance to be due to

strain in multiple subsurface layers in the bulk caused by distortions in the sur-

face reconstruction of Fe3O4(001) as well as antiphase boundaries [205]. Work by

Pratt and Yamauchi et al. further confirmed the influence of the surface recon-

struction and chemical composition on the Fermi level spin-polarisation by using

SPMDS [32]. They observed, contrary to bulk magnetite, a weakly negative Fermi-

level spin asymmetry at the (111) face implying a weakly positive spin-polarisation,

whilst for the (001) face, a weak positive spin asymmetry was observed [32]. Fur-
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thermore, by exposing the different magnetite surfaces to atomic hydrogen, they

observed an increase in the Fermi-level spin asymmetry from 5% to 50% on the

(001) face. Absorption of other molecular species such as nitric oxide have also been

proposed to significantly enhance the spin polarisation at the Fermi level of mag-

netite and recover its half-metallicity at the surface [206]. Therefore, by exploring

the absorption of molecules on the surface of magnetite using SPMEEM, it may be

possible to observe an enhancement in the Fermi-level spin polarisation.

Domains at the surface of Fe3O4(001) have been reported to be magnetised along

the <110> directions [123]. This in-plane magnetisation stems from the balance

between magnetocrystalline anisotropy which favours <111> magnetisation direc-

tions in the bulk, and surface dipolar forces (or shape anisotropy) which favour

in-plane magnetisation directions. This rearrangement in the easy axis at the sur-

face of Fe3O4(001) due to the dominance of shape anisotropy has been confirmed by

simulations and measurements made using SPLEEM [123].

As magnetite approaches low temperatures, it undergoes a unique phase change

known as the Verwey transition, which generally occurs around Tv=125 K [207].

The Verwey transition results in a drop in conductivity of two orders of magnitude,

changing magnetite from a semimetal to an insulator [196]. Near this phase change

(about 10 K above), the crystal symmetry is distorted transforming from cubic to

monoclinic which results in a change to the magnetic bulk easy axis from the <111>

directions to the <100> directions [208, 209]. This phase change was first postu-

lated by Verwey to originate from charge at the octahedral iron sublattice sites

where electrons are unable to exchange between the Fe2+ and Fe3+ cations [210].

Current models for electronic transport in magnetite are based on this exchange of

electrons between the two iron cations on the octrahedral sites so that prevention

of charge hopping between these sites results in a significant increase in the resistiv-

ity [211]. Stoichiometry and stress have also been shown to influence the temperature

at which the Verwey transition occurs. Natural inclusions of other iron oxides such

as hematite within the crystal result in the Verwey transition temperature being

reduced by a small amount away from 125 K, and therefore for natural single crys-

tals, the measured Tv is typically lower than it is for synthetic crystals [211]. For a

more detailed study of this transition, the reader is encouraged to read the review
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by Walz [207].

5.4 Spin Polarisation at the Surface of Fe3O4(001)

5.4.1 Cleaning the Surface

A natural single crystal of magnetite purchased from Surfacenet GmbH was mounted

on an Elmitec sample plate and placed into the FEL of the SPMEEM system. To

clean the surface, the Fe3O4(001) single crystal was first sputtered with 1 keV Ar+

ions for 15 minutes (sample current of −0.64 nA) at an argon pressure of 1.3 ×

10−7 mbar (the base pressure of the SPMEEM analysis chamber is<1.3×10−10 mbar).

The sample was then exposed to oxygen at a pressure of 2.6× 10−7 mbar whilst e-

beam heating the crystal at 623 - 643 K with the temperature measured using an

infrared pyrometer and an emissivity of ε = 0.65. After introducing the sample to

the main chamber, this cleaning process was performed three times before taking

any measurements and also after several days in the vacuum system. This estab-

lished cleaning procedure is similar to that performed by Parkinson et al. who

looked at the ratio of Fe(A) to Fe(B) atoms at the surface of the
(√

2×
√

2
)
R45◦

reconstruction [212]. It was not possible to check the surface chemical composition

in the emission electron microscopy system (for example using XPS or Auger elec-

tron spectroscopy), however, following a single cleaning cycle, the observed contrast

(spin asymmetry) was much clearer. This was particularly noticeable after exposing

the surface to naphthalene where the contrast was improved significantly following

a single cleaning cycle.

5.4.2 The Clean Surface

Following several cycles of argon sputtering and oxygen roasting, the ‘clean’ surface

was examined using SPMEEM with images obtained across a field-of-view (FOV) of

100 µm and 50 µm, examples of which are shown in Figure 5.3 (a) and (d). These

were both obtained for a single spin-state (I↑) with the acquisition time increasing

from 30 s to 90 s for the smaller FOV images. The outside ring of the image has
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Figure 5.3: (a) A 100 µm diameter raw image (mj = +1, in-plane (IP)) of the

surface following three cleaning cycles. (b) In-plane and (c) out-of-plane (OP) spin

asymmetry of the 100 µm region. (d) A 50 µm raw image (mj = +1, IP) from the

region in (a) highlighted by the white circle. Images (e) and (f) show the IP and

OP spin asymmetry for this region, respectively. Below these images is a colour bar

which matches pixel colours to corresponding spin asymmetry values (%).

oversaturated as a result of longer acquisition times used to maximise the pixel value

of the majority of the image and is a common observance in PEEM and MEEM [189].

This is believed to originate from secondary electrons which accumulate more at the

edges of the image maximising the pixel value for this region [189]. Within the

100 and 50 µm diameter images, a series of brighter stripes and dark spots can

be seen. Comparing these images to that of PEEM (not presented here) as well

as previous LEEM/PEEM images of natural crystals of magnetite, it is probable

that these features are a result of scratches and defects [213, 214]. Defects here

refer to other iron oxides such as hematite and maghemite which are more prevalent
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in natural crystals of Fe3O4 [196]. The workfunction of other iron oxides such as

hematite, maghemite and Fe1−xOx vary significantly depending on stoichiometry and

face termination, with lower (2.61 eV) [215] and higher (5.7 eV) [216] workfunctions

than that of the surface of Fe3O4 (5.15 eV) [217]. Therefore, the contrast observed in

PEEM will vary as a result of these different workfunctions leading to brighter and

darker regions in the image. With MEEM, contrast is mainly dependent on the de-

excitation mechanism which takes place. Iron oxides aside from Fe3O4 are insulating

and therefore the dominant de-excitation channel for metastable helium atoms is

most likely AD rather than RIAN. Therefore, other iron oxides present at the surface

are more likely to appear brighter in the corresponding image. These features may

also be evidence of regions of different surface topography where the brighter features

examined in the MEEM image (and PEEM) are a result of raised areas of the surface,

whilst the dark spot at the bottom of the 50 µm image (Figure 5.3 (d)), is most likely

a consequence of a well. These defects did not change in shape or size when switching

between I↑ and I↓ nor when changing the quantisation axis between in-plane (IP)

and out-of-plane (OP).

By using Equation 5.1 for six pairs of images, the spin asymmetry was calculated

both IP and OP for this 100 µm diameter region. Six pairs of images were found

to improve the SNR of the measured spin asymmetry whilst balancing the time

needed to acquire the data. As can be seen in Figure 5.3 (b) and (c), a series of

domains are observable both IP and OP which span several micrometers, similar

to that observed by de la Figuera et al. [123]. To further understand a particular

set of domains, the FOV was reduced from 100 to 50 µm and the spin asymmetry

calculated for the region highlighted by the white circle in Figure 5.3. The domains

observed in Figure 5.3 (e) and (f) repeat those evident in the 100 µm images. The

majority of the domains observed IP and OP are similar but, significantly, they have

opposite image contrast. The alternating image contrast between the ‘H’-like domain

at the top of the IP and OP images in Figure 5.3 (e) and (f) is consistent with the

magnetisation direction rotating out-of-plane and therefore is most likely a domain

separated by a Bloch domain wall [189]. Bloch domain walls are where the spins

rotate out-of-plane between neighbouring domains. Domains separated by Bloch

domain walls dominate the majority of the surface shown in these images except
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for the top left-hand section of the IP image where the magnetisation direction

appears to change IP but not OP which is consistent with domains separated by

Néel domain walls [123]. Néel domain walls are where spins rotate within the plane

from one domain to another.

The IP quantisation axis aligns the spins of the metastable helium atom parallel

and antiparallel along the [100] direction as shown in the inset of Figure 5.3 (e). By

inspecting the domains observed IP with respect to this axis, it can be seen that when

moving down the image from top to bottom, the majority of these features appear

to move either diagonally from the left of the image to the right or vice versa right

to left. Therefore, the domains appear to not be oriented along either the <100> or

the <010> crystallographic directions but are at angles of 45 - 70◦ away from either

axis. If the angle is 45◦ away from the <100>/<010> directions, then it can be

said that the domains are magnetised along the <110> directions. This is in good

agreement with previous work by de la Figuera et al. [123] who observed the same

magnetisation direction in-plane using SPLEEM. Since the quantisation axis was

only applied across the in-plane [100] direction, from the images presented here, it

is not possible to derive the exact magnetisation direction along which each domain

is orientated. Therefore, a further development to the SPMEEM system would be

to add an additional in-plane quantisation axis in the y-transverse direction.

What was also observed via SPMEEM was a significant out-of-plane spin asymmetry

as can be seen in Figure 5.3 (c) and (f). Previous measurements using SPLEEM

observed an out-of-plane component, but it was found to be only 6% of that observed

in-plane [123]. As discussed earlier, the magnetisation direction of the (001) face

of Fe3O4 arises from the interplay between the magnetocrystalline anisotropy and

dipolar forces (shape anisotropy). The latter has been predicted [213] and observed

to dominate over the former resulting in the magnetisation direction realigning away

from the bulk <111> easy axis, and more into the plane of the surface with a small

out-of-plane component, or of “magnetization canting” [123]. By comparing the

images shown in Figure 5.3, it is clear that the IP and OP spin asymmetries are of

similar magnitude indicating that spin canting at the surface is significantly greater

than 6%. Such an observation is a significant finding as it reveals intriguing details

of the magnetisation behaviour of a ferrimagnet oxide surface. It is also an early
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indication of the benefits afforded by the surface sensitivity of SPMEEM.

A much stronger spin canting than previously observed could possibly be explained

by the Dzyaloshinskii-Moriya interaction (DMI) or antisymmetric exchange cou-

pling. DMI is an asymmetric magnetic exchange between magnetic moments which

is an effect of spin–orbit coupling combined with broken inversion symmetry [218].

The DMI competes with the Heisenberg exchange interaction that tends to align

the moments parallel to each other, resulting in a spin-canting effect which drags

the spins back out-of-plane [218]. The DMI in magnetic materials such as Fe3O4

originates from the uniaxial surface or Néel-type anisotropy which is a result of re-

duced symmetry in the atomic environment of surface atoms [219]. If the relative

intensity of the out-of-plane and in-plane components can be compared, then this

can be used to determine the magnitude of the surface anisotropy constant. The

only previous estimation for this value for Fe3O4(001) is by Coey et al. in 1993, who,

using spin-polarised STM, estimated the value to be in the range of ≈ 10−3Jm−2. A

direct measure of this value would not only help validate the accuracy of various mi-

cromagnetic models of the magnetite surface, but it would also help in the design of

spintronic devices that incorporate Fe3O4. Further details on how SPMEEM results

presented in this thesis can be used to yield an estimate for the surface anisotropy

constant are given in Section 5.5.

It has been reported that a “lack of good order” of surface atoms will influence the

observed spin asymmetry and structure of the domains observed [209]. It was there-

fore of interest to use SPMEEM to explore whether cleaning the surface via argon

sputtering and oxygen roasting would influence the observable spin asymmetry. As

can be seen in Figure 5.4 (c) and (d), the IP and OP spin asymmetry and domains

observed after a further single cleaning cycle are similar to those observed after the

first cleaning cycle (Figure 5.4 (a) and (b)). There are small changes to the domains

near the ‘H’ domain in the top half of the image, but the majority of the observed

features have remained relatively unchanged. This observation demonstrates the

reproducibility of domain structures at the surface of Fe3O4, which, as discussed in

more detail in Section 5.7, are likely a result of hematite inclusions [213]. Addi-

tionally, as seen particularly in the OP images (Figure 5.4 (b) and (d)), the pixel

intensity of the ‘H’-like domain and surrounding domains appears brighter follow-

116



Figure 5.4: The spin asymmetry (a) IP and (b) OP of the same 50 µm region shown

in Figure 5.3 (e) and (f). (c) IP and (d) OP of the same region following a further

single cleaning cycle.

ing a cleaning cycle. This is an indication of a slight increase in spin asymmetry

which is believed to originate from an improved order of atomic environments at the

surface [209].

5.4.3 The Hydrogen-Passivated Surface

To passivate the surface with hydrogen, a self-made atomic hydrogen cracker, de-

scribed in Ref. [32], was used. Hydrogen gas was passed through a 20 W bulb,

with 10.3 W used to successfully crack hydrogen based on previous measurements

by the Spin Characterization Group in NIMS. To ensure that the majority of the

surface was passivated, the Fe3O4(001) single crystal was exposed to atomic hydro-

gen at a pressure of 6.6 × 10−7 mbar for 30 minutes (1201 Langmuir). Following

hydrogen passivation, the sample current (compensation current) from exposure to

the UV arc-lamp was measured to be −16.2 nA, a large increase from −3 nA mea-
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Figure 5.5: Spin asymmetry of a 100 µm diameter region of a hydrogen-passivated

Fe3O4(001) surface as measured using SPMEEM (a) in-plane and (b) out-of-plane,

as well as the UVMCD response (c). The spin asymmetry of the 50 µm section

highlighted in (a) - (c) was then observed (d) in-plane and (e) out-of-plane using

SPMEEM and compared to the UVMCD response (f).

sured for the clean Fe3O4 surface. Furthermore, the sample current from the UV

laser following exposure to atomic hydrogen was measured to be −0.8 nA, whilst

for the clean surface, the sample current was observed to be 0 nA and no image

was seen on the MCP. The workfunction of the clean Fe3O4(001) is approximately

5.15 eV [217] which is too large for the UV laser used here (E = 4.67 eV) to induce

photoemission. Hence, observation of an increase in sample current for both UV

excitation sources after the surface is exposed to atomic hydrogen indicates signifi-

cant passivation as this is known to reduce the workfunction [217]. Therefore, one

of the benefits of passivating the surface with atomic hydrogen is that it enables

spin asymmetry measurements to be performed using the UV laser. The results

measured using UVMCD can then be compared to measurements performed using

SPMEEM, enabling the study of the spin polarisation of top-most surface states as

well as bulk states. Furthermore, as discussed earlier, absorption of atomic hydrogen
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has been measured [32] and predicted [217] to partially recover the half-metallicity of

the (001) face of magnetite. It is therefore possible that recovery of half-metallicity

at the surface might be accompanied by an increase in the observed image contrast

measured by SPMEEM.

As can be seen in Figure 5.5, the spin asymmetry of a 100 µm diameter region of the

surface was measured both IP and OP using SPMEEM as well as using UVMCD.

A 50 µm section of the same region of the sample was chosen and further spin-

polarised measurements performed. From the SPMEEM measurements presented

for the clean surface in Figure 5.3 (e) and (f), it appears that large regions of the

IP image have a spin asymmetry that is opposite in sign to the corresponding OP

image. In other words, a more intense signal from metastable helium atoms in the

mj = +1 state was observed when spins were aligned IP for a given region, but

when spins were aligned OP, then a greater signal was observed for mj = −1 in

the same area. This was not always the case, and the observed spin asymmetry

varied significantly across the sample, with regions IP and OP displaying the same

contrast in some areas of the sample and opposite contrast in other places, as is seen

in Figure 5.5. This is a very interesting observation and will be discussed further

below.

The measured IP spin asymmetry (Figure 5.5 (a) and (d)) still revealed the mag-

netisation direction to be predominantly in the <110> directions. The top-right

section of Figure 5.5 (d) (highlighted by a large white circle) shows a series of al-

ternating stripes similar to those due to domains separated by 90◦ walls (domain

walls where spins have rotated by 90◦ between one domain and another) previously

observed using SPLEEM [123]. Since these features are observed only in-plane, this

is consistent with the magnetisation direction having rotated IP therefore implying

that these domains are most likely separated by Néel domain walls. Comparing the

lower section of both the IP and OP images, Figure 5.5 (d) and (e), there is a neg-

ative, highlighted by small circle, spin asymmetry (darker) domain around 1-2 µm

in width in both quantisation axes. This suggests evidence of a domain separated

by a Bloch domain wall, since either side of this dark strip are domains with the

opposite magnetisation direction both IP and OP and therefore the magnetisation

direction must be rotating out-of-plane between these domains.
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Comparing the results obtained from SPMEEM to UVMCD, a similar set of domains

can be seen both in the 100 µm and 50 µm images (Figure 5.5 (c) and (f)). The

spin asymmetry observed via UVMCD has features comparable to both the IP and

OP SPMEEM measurements, but also differs from both in the lower section where

the opposite spin asymmetry is observed for the larger domains. The observation

of IP and OP features in the UVMCD measurement can be explained by the angle

at which the UV laser is aligned with respect to the sample. Since the laser is not

aligned parallel/orthogonal to the sample and is instead at an angle of 72◦, both IP

and OP spin states are probed. With respect to the difference in the spin asymme-

try between the SPMEEM and the UVMCD measurements in the lower section of

Figure 5.5 (f), this can be explained to be a consequence of Pauli’s exclusion prin-

ciple. The dominant de-excitation mechanism at the surface of magnetite is RIAN

and therefore, as discussed in Chapter 3, the measured spin asymmetry is anticorre-

lated with the Fermi-level spin polarisation. However, for UVMCD, the helicity of

circularly polarised light directly corresponds to majority/minority spin states and

therefore the measured spin asymmetry will not have this anticorrelation. The ori-

gin of the striped features which run diagonally across the entirety of Figure 5.5 (f)

are unknown but are believed to be a possible result of noise. These features did

not occur in the majority of UVMCD measurements (for example Figure 5.6 (f))

and in this case, are believed to not detract from the overall spin asymmetry of the

image.

To further test the reproducibility of domain structures observed using SPMEEM,

the clean surface was compared to the hydrogen-passivated surface, shown in Fig-

ure 5.6. Comparing the clean surface to the hydrogen-passivated surface it can be

seen that, overall, exposing the sample to atomic hydrogen has not resulted in any

significant changes to the overall observed contrast both IP and OP as measured by

SPMEEM. There are some small changes to certain regions of the surface which are

consistent with small defects/changes in atomic order at the surface [209]. The spin

asymmetry measured by UVMCD of this region for the H-Fe3O4(001) surface shows

some significant differences from that measured both IP and OP using SPMEEM.

The difference between UVMCD and SPMEEM is most likely a consequence of bulk

states that are only being probed by the UV laser.
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Figure 5.6: SPMEEM spin asymmetry (a) in-plane and (b) out-of-plane for the clean

surface. (c) Hg/Xe arc-lamp PEEM image of the same region following exposure to

atomic hydrogen. (d) SPMEEM spin asymmetry in-plane and (e) out-of-plane and

(f) UVMCD of the hydrogen-passivated surface. All images have a field-of-view of

100 µm.

5.5 Surface Anisotropy Constant

To determine the extent of spin canting observed using SPMEEM, one approach is

to compare the pixel intensities of regions observed both in-plane and out-of-plane.

By looking at the lower half of the 50 µm images of Figure 5.5 (d) and (e), both IP

and OP measurements show a series of alternating magnetisation direction domains

where the pixel values for both appear to be very similar. This suggests that spins

are most likely oriented so that their direction vector has a similar magnitude along

both quantisation axes. By measuring pixel intensities from the same region IP and

OP, the ratio of these values can then be used to determine the extent of spin canting

at the surface of magnetite. A crude way of representing the resulting values is in

a histogram, as shown in Figure 5.7. A number of different ratios are observed but

the vast majority of pixels were found to have a ratio ranging between 3:2 to 1:1
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Figure 5.7: Histogram of the number of pixels plotted against the ratio of pixel value

IP/OP of the region shown by the inset images, which have dimensions of 150 pixels

by 117 pixels.

which implies that the out-of-plane component is anywhere between 66% to 100%

of that in-plane, or, in other words, spins are canted between 22.5 - 45◦ (up to 50%)

relative to the surface plane. This is significantly larger than previously measured

by de la Figuera et al., who quote a value of only 6% OP spin asymmetry compared

to that observed IP [123]. If the spin canting angle can be modelled as a function

of the uniaxial surface anisotropy, then a value for this constant can be estimated

using SPMEEM.

In order to investigate spin canting at the Fe3O4 surface further, micromagnetic

simulations were performed by Dr. Richard Evans of the Spin Dynamics research

group at the University of York. These calculations were performed using the VAM-

PIRE code which is a software package for atomistic simulations of magnetic mate-

rials [220]. Using an approach similar to that described by de la Figuera et al. to

model the magnetite surface [213], a 10×10×100 nm3 stack of Fe3O4(001) was used
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Figure 5.8: Ratio of out-of-plane magnetisation (mz) and saturation magnetisation

(ms) as a function of distance from an Fe3O4(001) surface as a result of different

uniaxial surface anisotropy constants (ku) in units of 10× 10−3 Jm−2. Calculations

performed by Dr. Richard Evans.

to calculate the ratio of out-of-plane magnetisation (mz) and saturation magnetisa-

tion (ms) as a function of distance from the surface. Using different uniaxial surface

anisotropy constants resulted in the ratio varying significantly between 0% to 100%

out-of-plane spin polarisation. The degree of spin canting when the uniaxial surface

anisotropy constant (ku) is equal to 0 is nearly 0% whilst for ku ≥ 3 × 10−3 Jm−2,

the spin canting ranges between 84 - 100%.

Since the spin canting is predicted to be ≈ 50% from the SPMEEM measurements

presented above, based on the results shown in Figure 5.8, the uniaxial surface

anisotropy constant can be predicted to be between 1 - 2×10−3 Jm−2. As the level

of spin canting varies significantly within this range further simulations are required

to improve the precision of the value for the uniaxial surface anisotropy constant of

magnetite. However, this work provides a more accurate value than that reported by

Coey et al. who suggest this value to be within the larger range of ≈ ×10−3 Jm−2.
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Importantly, the results presented here demonstrate the surface sensitivity of SP-

MEEM and the significant influence properties such as the uniaxial surface anisotropy

have on the orientation of spins at the surface of magnetic materials. SPMEEM

shows spin canting at the surface to be stronger than that which has been previ-

ously reported and, by supporting this data with micromagnetic simulations, has

been used to predict a value for ku. In fact, prediction of ku is crucial when dis-

cussing Fe3O4 nanoparticles, where for small nanoparticles, the surface anisotropy is

comparable to that of the bulk magnetocrystalline anisotropy [221]. By estimating

the surface anisotropy constant, SPMEEM could be used to provide further insight

into the spin dynamics of magnetic nanoparticles, an area of physics where a huge

amount of time and research has been invested to utilise materials such as Fe3O4 for

a variety of different applications including healthcare and the environment [221].

5.6 Naphthalene on Fe3O4(001)

Naphthalene is a polycyclic aromatic hydrocarbon consisting of two carbon rings

with the chemical formula C10H8. A schematic of this molecule can be seen in Fig-

ure 5.9. Naphthalene is commonly used to protect clothing from moths in ‘moth-

balls’. Recently, the molecule has attracted interest as a precursor in the CVD

growth of graphene with a flat lying down geometry preferred for both the Ni(111)

and Pt(111) surfaces [109]. Additionally, naphthalene has been used on nickel to re-

duce the surface workfunction [109], and, like other organic molecules, is of interest

for its interaction with magnetic materials for applications in spinterface engineer-

ing [8]. Since naphthalene is reported to reduce the surface workfunction of nickel, it

was similarly believed that it may reduce the workfunction of magnetite, and so to

further compare results obtained from SPMEEM to UVMCD, the same single crys-

tal of Fe3O4(001) was exposed to different coverages of naphthalene. Furthermore,

since proximity-effect SOC has been observed in graphene on magnetite [58], it is

possible that naphthalene could be used to grow graphene on magnetite such that

SOC effects are observed using SPMEEM. Currently, it appears that this is the only

work exploring the absorption of naphthalene on a natural single crystal of mag-

netite. Some work involving catalysis of organic molecules including naphthalene
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Figure 5.9: (a) Naphthalene consists of ten carbon atoms and eight hydrogen atoms

with a resonance structure between the two carbon rings, as shown in (b).

using Fe3O4 nanoparticles has been performed for which the reader is encouraged

to look at References [222–224].

Crystals of naphthalene (98% purity) were purchased from Junsei Chemical Co.

Ltd. These were placed into a blanked-off conflat T-section (flange size CF25) con-

nected to a needle valve. Due to the high vapour pressure of naphthalene at room

temperature [225], the T-section was cooled using an ice bath. This T-section was

then pumped out using a rotary pump, flushed with argon gas and pumped again

in order to reduce the overall residual gas present therefore ensuring a high purity

of naphthalene. Originally, the naphthalene source was placed on the FEL of the

SPMEEM system, the same chamber as used for hydrogen exposure. However, this

did not seem to influence the response from SPMEEM and it was believed that

the sample was too far away for successful adsorption of naphthalene on the sur-

face. All subsequent exposures to naphthalene were therefore performed using a

needle valve attached to the main chamber. Furthermore, based on multiple mea-

surements, it was found that naphthalene did not adsorb onto the surface at any

temperature above 173 K. This was particularly evident after exposing the single

crystal of magnetite to 25 L, where, following a series of measurements and then

allowing the sample to warm towards room temperature, the pressure was observed

to rise rapidly to 1.3×10−7 mbar from 1.3×10−10 mbar at approximately 173 K.

All subsequent exposures to naphthalene took place at temperatures of 153 K or

lower. The sample stage was cooled by pumping LN2 into the internal reservoir of
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Figure 5.10: (a) SPMDS spectra from an Fe3O4(001) single crystal exposed to in-

creasing amounts of naphthalene. By 24 L, a multilayer of naphthalene has formed

indicated by the strong presence of molecular orbitals near the cutoff point. (b) At

around 5 L exposure to naphthalene, spin asymmetry at the Fermi level (14.5 V) is

enhanced by nearly 25% compared to the clean surface.

the SPMEEM manipulator with temperature measured using a chromel and alumel

K-type thermocouple. Measurements for SPMDS were performed in a different

system where the naphthalene source was further away from the sample which con-

sequently resulted in a slight difference between these results and those obtained

using SPMEEM in terms of the quoted exposures.

SPMDS measurements presented in Figure 5.10 were performed by Dr. Mitsunori

Kurahashi at NIMS in the high-field spectroscopy system (for more information see

Ref. [130]). As seen in Figure 5.10 (a), exposing magnetite to increasing amounts

of naphthalene resulted in the observation of molecular orbitals at the following

peak positions relative to the Fermi level: 2 eV (highest occupied molecular orbital

(HOMO)), 4.4 eV (HOMO-1) and 7.6 eV (HOMO-2). These peak positions are

consistent with previous photoemission spectra of naphthalene [226, 227] and have

been predicted to correspond to the following molecular states of the polycyclic rings:

au-π5 (HOMO), b2g-π3 (HOMO-1) and b3u-π3u (HOMO-2) [228]. The observed states
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are similar to those of naphthacene suggesting that the measured spectrum is of

multilayer naphthalene or a similar aromatic molecule [117]. At 5 L, these molecular

states are present but weak possibly indicating sub-monolayer coverage [157].

Exposing the Fe3O4(001) single crystal to 5 L of naphthalene was accompanied by

an increase in the Fermi-level spin asymmetry up to nearly 25% (Figure 5.10 (b))

from a value of 5% for the clean surface based on previous measurements by the Spin

Characterization Group [32]. Long exposures to naphthalene were found to result

in a decrease in the spin asymmetry implying that by 24 L, multilayer coverage

had been achieved. The observation of an increase in the spin asymmetry at 5 L is

believed to be an indication of spin-polarised charge transfer between the magnetite

surface and the naphthalene, as discussed in further detail below.

With SPMDS showing a clear increase in spin asymmetry upon naphthalene ad-

sorption, it was expected that a similar change would be visible using SPMEEM.

To investigate this, following a cleaning cycle, the Fe3O4(001) single crystal was

exposed to different amounts of naphthalene. The sample cleaning procedure fol-

lowed the same approach as before, with argon sputtering at 1 keV in a pressure of

1.3×10−7 mbar for 15 minutes, and then annealing in oxygen for 40 minutes at 623 K

with a pressure of 2.6×10−7 mbar. It was found that exposing the single crystal of

magnetite to 1 L of naphthalene resulted in a large increase in the measured spin

asymmetry to the extent that image contrast was visible in a single raw image as

seen in Figure 5.11 (a). The features highlighted by the white circles are a result of

defects at the surface. However, the areas labelled (i) and (ii) appear to be domains

which were found to not be observable in single images for the clean surface. This

indicates that the spin asymmetry at the surface has been enhanced by exposing the

Fe3O4 to naphthalene. By measuring the spin asymmetry over six pairs of images,

as shown in Figure 5.11 (b), these domains become much more apparent.

The origin of this increased spin asymmetry is believed to be a result of a com-

bination of charge transfer between the Fe3O4 surface and the naphthalene and

increased Auger de-excitation (AD) occurring at the surface, similar to copper ph-

thalocyanine on magnetite [229]. Organic layers are more likely to undergo the one

step de-excitation mechanism of AD, which results in a greater number of electrons
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Figure 5.11: Spin asymmetry out-of-plane 100 µm FOV of Fe3O4(001) post cleaning

and following a 1 Langmuir exposure of naphthalene. (a) A single raw image with

mj = −1. (b) Spin asymmetry averaged over six pairs of images. (c) - (f) Spin

asymmetry at temperatures of 138 K, 143 K, 145 K, and 148 K respectively showing

a noticeable change in the size and shape of the domain structures observed. Due

to the rate of temperature change, the spin-asymmetry plots are produced from a

single pair of images.

being emitted from the surface of the sample compared to RIAN [34]. AD occurs at

the surface of organic films as a consequence of the fact that since molecular crystals

are held together by van der Waals forces, the electronic structure of the individ-

ual molecules in the solid phase is essentially no different from that of molecules in

the vapour phase and therefore metastable atoms de-excite at the surface through

Penning ionisation [117]. Since an increase in the sample current from ≈ −2 to

≈ −3 nA was measured from the metastable beam being incident on the surface,

this is consistent with AD being the dominant de-excitation mechanism instead of

RIAN. Additionally, as discussed in Chapter 3, if the surface undergoes AD, then

the measured spin asymmetry will be non-convoluted compared to Auger neutrali-

sation and therefore the measured value will be larger than that for a surface where
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the dominant de-excitation mechanism is RIAN. Comparing the spin asymmetry

measurement to the SPMDS spectra, the HOMO peak from the au-π5 orbital in

naphthalene overlaps with the point where the spin asymmetry starts to increase

(≈13 V) towards the Fermi level (14.5 V). Similar to copper phthalocyanine on

magnetite [229], it is believed that charge transfer between the Fe3O4(001) surface

and the naphthalene molecules is resulting in an induced negative spin polarisation

in the HOMOs leading to an enhancement of the measured spin asymmetry. It

would be of interest to further study this system using UVMCD as well as model

the interaction between naphthalene and the surface. However, it was observed that

whilst the sample current due to the Hg/Xe arc-lamp had increased by 4 nA from a

1 L exposure of naphthalene, for the UV laser, the sample current still remained at

0 nA, the same as that observed for the clean surface. This would suggest that the

surface workfunction had decreased slightly, but not less than 4.67 eV since no pho-

toemission was observed via UVMCD. Therefore to measure a response via UVMCD

for this surface, the energy of the laser light used would need to be increased.

Exposure to smaller or greater coverages of naphthalene (less than or more than 1 L)

resulted in either a weaker spin asymmetry being observed or no contrast at all. As

seen in Figure 5.12, 0.5 L and 2 L both show a weaker spin asymmetry compared

to Figure 5.11 (b). At 0.5 L, it is believed that only a submonolayer of naphtha-

lene has formed so that the spin asymmetry has only slightly increased compared

to the clean surface. At 2 L, it is possible that multilayer naphthalene has started

to form on the surface and therefore, similarly, the spin asymmetry observed using

SPMEEM is less than it is for 1 L exposure. By 5 L, the measured spin asymmetry

is significantly weaker which is consistent with multilayer formation. According to

Yazdi et al., it takes around 3.5 L of naphthalene to form a “saturated monolayer”

at room temperature on the Ni(111) surface [109]. Therefore, 5 L exposure is con-

sistent with multilayer formation occurring and hence is most likely the reason for

observation of a weaker spin asymmetry. However, since contrast is still observable,

it would imply that the coverage is still not multilayer across the entire sample. At

25 L, no spin asymmetry is observable which is consistent with a multilayer coverage

of naphthalene across the entire surface. This is also seen for similar coverages in

the corresponding MDS spectrum, with clearly defined molecular orbitals and no
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Figure 5.12: The influence of different coverages of naphthalene on the spin asym-

metry at the surface of Fe3O4(001). (a) - (d) Out-of-plane spin asymmetry of a

100 µm diameter region at approximately 138 K following (a) 0.5 L, (b) 2 L, (c) 5 L

and (d) 25 L exposure to naphthalene. (e) Room temperature spin asymmetry of

the clean Fe3O4(001) surface and (f) following a 25 L exposure to naphthalene at

143 K and subsequent warming to room temperature.

observation of states intrinsic to the clean Fe3O4(001) surface after 24 L. Further-

more, the sample current due to the He 23S beam increased from −2 nA for the

clean surface to −6 nA following an exposure of 25 L of naphthalene consistent with

multilayer formation and AD being the dominant de-excitation mechanism. After

25 L exposure, the surface was allowed to return to room temperature after which

contrast at the surface was again observable (Figure 5.12 (f)), providing further ev-

idence that the majority of naphthalene desorbs from the surface at temperatures

above 173 K. The sharpness of the contrast and the appearance of the domains

have significantly changed compared to the clean surface (Figure 5.12 (e)). This is

likely due to residual carbon changing the chemical composition at the surface of

the Fe3O4(001) sample [209].
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Figure 5.13: The first-and second-order magnetocrystalline anisotropy constants as

a function of temperature measured by two different research groups. (b) OP spin

asymmetry (FOV = 100 µm) of the hydrogen-passivated Fe3O4(001) surface at 148 K

and (c) 133 K. Figure (a) reproduced from [211].

One other observation made during experiments involving naphthalene was obser-

vation of spin reorientation as the sample transitioned from 138 K to 151 K. As will

be discussed below, as the sample approaches the Verwey transition temperature,

there is a change in crystal structure reflected by a change in magnetisation direc-

tion. This was seen clearly after 1 L exposure to naphthalene (Figure 5.11), where

a reorientation of spins was observed both IP and OP.

5.7 Spin Reorientation Near the Verwey Transi-

tion

Figure 5.13 (a) shows that as the sample approaches to within 10 K of the Verwey

transition, the first-order magnetocrystalline anisotropy constant changes sign [211].

The cubic magnetocrystalline anisotropy energy according to Kittel is expressed

as “Ec
k = K1(α2

1α
2
2 + α2

2α
2
3 + α2

3α
2
1) + K2α

2
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2
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2
3 + ...”, where αi are the direction

cosines associated with the different magnetic easy axes and K1 and K2 are the first-
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and second-order magnetocrystalline anisotropy constants [146, 211]. Additionally,

the cubic first-order magnetocrystalline anisotropy constant according to Aragon

et al., is expressed as “K1 = 4(F [110] − F [100]))”, where F [110] and F [100] are

the Helmholtz potentials associated with certain crystallographic directions [230].

Since the crystal symmetry in Fe3O4 changes from cubic to monoclinic near the

Verwey transition temperature, this results in a change in the direction cosines and

Helmholtz potentials associated with the magnetocrystalline anisotropy energy and

first-and second-order constants. Therefore, this leads to a change in sign of the

first-and second-order magnetocrystalline anisotropy constants and a reorientation

of spins at the surface and a change in magnetisation direction from <110> to

<100>. The reorientation of spins is a smooth transition with temperature rather

than a sudden change and occurs as a two-stage process of: (1) nucleation of <100>

domains and (2) reorientation of other spins towards this axis [209]. This reorienta-

tion of spins has been observed using SPLEEM [209] as well as using unpolarised UV

He I α photons [214]. With the surface sensitivity of SPMEEM and the discovery

using this technique of significant spin canting at the clean Fe3O4(001) surface, it is

interesting as to what happens to the top-most surface spins through this transition.

Comparing the domain structures observed for the hydrogen-passivated Fe3O4(001)

surface at room temperature (Figure 5.5) to those at 148 K and 133 K (Fig-

ure 5.13 (b) and (c)), it can be seen that there is a clear change in the shape

and size of the domains observed OP. At room temperature, the domains observed

are small, and when moving down the image from top to bottom, appear to move di-

agonally from the left of the image to the right. However, at 148 K and 133 K, these

small domains have been replaced by much larger µm features which span across

almost the entire 100 µm diameter image. When moving down the image from top

to bottom for the OP image at 133 K (Figure 5.13 (c)), the domains appear to span

more horizontally across the image contrary to that observed at room temperature.

Furthermore, Figure 5.13 (b) and (c) show that between 148 K and 133 K, there is

a clear change in the shape and structure of the domains observed. This evolution

in the shape is more clearly reflected in the measured spin asymmetry for a set of

single pair images following 1 L exposure to naphthalene (Figure 5.11), where as the

sample is cooled, smaller domains observed at the right-hand side of the image are
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Figure 5.14: (a) Single raw images of I↑ IP and (d) OP from a 100 µm diameter

region after exposure to 1 L of naphthalene (image contrast highlighted by the white

circles is due to defects at the surface). (b) and (c) show the IP spin asymmetry at

148 K and 133 K and (e) and (f) show the corresponding OP images.

replaced by much broader domain structures. Notably, at temperatures lower than

143 K (Figure 5.11 (d)), there is a significant change in the shape and size of the

observed domains suggesting a transition temperature around this value.

This change in domain structure was not only observed OP but also IP as shown

in Figure 5.14. The measured spin asymmetry was observed for the same 100 µm

diameter region where a similar set of domains are seen for both quantisation axes at

148 K and 138 K. However, comparing this to room temperature measurements (Fig-

ure 5.3 and Figure 5.5), the domains observed IP and OP vary quite significantly

in shape and size. Therefore, SPMEEM shows that as temperature is decreased,

the shape and size of the domains change both IP as well as OP, where a similar

spin asymmetry is observed in both quantisation axes at low temperatures. The

broadness of the domains at 138 K and the transition in shape and size at temper-

atures particularly around 143 K is consistent with that previously reported by de
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Figure 5.15: 100 µm FOV OP images of 1 L of naphthalene on the Fe4O4(001)

surface following several cooling and heating cycles.

la Figuera et al. for the spin reorientation phase of magnetite using SPLEEM [209].

Therefore, SPMEEM shows evidence of a spin reorientation transition at the surface

of Fe3O4(001) supporting previous measurements made using SPLEEM.

Since OP spin asymmetry was observed at low temperatures, this is a strong indica-

tion that surface anisotropy still has a significant influence within this temperature

range. Due to the manipulator setup used for SPMEEM measurements, it was not

possible to reach the Verwey transition for this system, however, at temperatures as

low as 133 K, broad OP spin asymmetry was still observed as seen in Figure 5.13 (c).

Furthermore, whilst the reorientation of spins was observed for the Fe4O4(001) sur-

face following exposure to 1 L of naphthalene, as discussed above, a similar change

in the domain structure was observed for the hydrogen-passivated surface as seen in

Figure 5.13 (b) and (c).

It was found that this spin reorientation was repeatable and similar over multiple
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cooling and warming cycles as can be seen in Figure 5.15. Reducing to tempera-

tures below the Verwey temperature, Tv, has been reported to affect multidomain

remanence and the stability of closure domains [211]. Previous studies of cooling

Fe3O4(001) to below the Verwey transition temperature or heating to above the

Curie temperature, Tc, observed similar domain structures to that prior to lower-

ing or raising the temperature [213]. The same group led by de la Figuera et al.

suggest hematite inclusions (which are particularly prevalent in naturally occurring

magnetite) cause a “memory effect”, which results in repeatable domain structures

despite going above Tc or below Tv [213]. The reversibility of the observed spin

asymmetry in SPMEEM, as seen in Figure 5.15, is consistent with the idea of this

“memory effect” from hematite inclusions.

5.8 Summary

The work presented here shows the first results from the development of a spin-

polarised metastable emission electron microscope. In order to observe spin asym-

metry using SPMEEM, a single crystal of Fe3O4(001) was used where domains at

the surface were successfully characterised. In-plane and out-of-plane measurements

were performed revealing a significant spin canting effect. The OP spin asymmetry

was measured to be almost the same as that observed IP suggesting a spin canting

of 50% at the surface of Fe3O4(001), much larger than had been previously reported.

This strong spin canting effect is believed to be a consequence of the Dzyaloshinskii-

Moriya interaction which originates from the uniaxial surface anisotropy. Comparing

SPMEEM results to micromagnetic simulations performed using VAMPIRE, a value

of 1-2×10−3 Jm−2 has been estimated for the uniaxial surface anisotropy constant

of magnetite, providing a more accurate value than has been previously estimated

by Coey et al. [231]. SPMEEM results were compared to those obtained using

ultraviolet magnetic circular dichroism, with similar domain structures observed in

both techniques. The measured spin asymmetry using UVMCD enabled comparison

between top-most surface states to subsurface and bulk states. Further measure-

ments made using SPMEEM showed domains to be magnetised along the <110>

directions.
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Exposing Fe3O4(001) to 1 L of naphthalene at temperatures lower than 153 K was

found to significantly increase the spin asymmetry. It was found that shorter or

longer exposures to naphthalene did not further increase the observed spin asymme-

try. Exposures greater than 2 L resulted in a weaker spin asymmetry being observed

and by 25 L no spin asymmetry was observed at all which is consistent with the idea

that a multilayer has formed. The increase in the spin asymmetry following a 1 L

exposure is believed to be a result of He 23S atoms undergoing Auger de-excitation

(instead of RIAN) at the surface and is an indication of charge transfer between the

naphthalene monolayer and the Fe3O4(001) surface.

It was found that as the Fe3O4(001) surface approached the Verwey transition tem-

perature, the domains observed using SPMEEM changed gradually from being small

and distinct to broad, large features spanning tens of µm across. This change in

domain structure is a consequence of spin reorientation at the surface of Fe3O4(001)

which occurs as a result of a strong temperature dependence of the first-order mag-

netocrystalline anisotropy term. This was found to occur at similar temperatures

to what has been previously reported with a significant change in domain structure

observed at around ≈ 143 K.

The work in this chapter presents a new and powerful technique for measuring

the surface magnetic properties of materials. The significant influence of uniax-

ial surface anisotropy and spin canting at the surface of magnetite is highlighted

using SPMEEM complementing previous measurements made using SPLEEM. SP-

MEEM presents itself as a technique to possibly analyse the properties of magnetic

nanoparticles and other magnetic materials which will hopefully provide a greater

understanding of spin dynamics at the surface of such systems.
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Chapter 6

Activating Graphene on

6H-SiC(0001) Using Atomic

Hydrogen

Since the isolation of free-standing graphene in 2004 [10], there has been an increas-

ing drive for research into this material due to its unique electrical and mechanical

properties [9, 39]. As discussed earlier, many different methods have been developed

to fabricate graphene including the well-known scotch-tape method [10] and chemi-

cal vapour deposition [13]. Substrates of silicon carbide, a semiconducting material

composed of sp3 hybridised silicon and carbon atoms, also present a route to pro-

duction of high-quality graphene through thermal decomposition of the six and four

hexagonal polymorphs. What makes silicon carbide attractive is its large bandgap

of 3.02 eV (6H-SiC polytype) [88] as well as the ability to change the face polarity

of the substrate and the cutoff angle [89]. By controlling the preparation condi-

tions, it is possible to grow large regions of epitaxial graphene on the (0001) Si polar

face. As a material, there has been a wide amount of interest in utilising SiC for

a variety of electronic applications such as Schottky barriers [232] and in supercon-

ductivity [233]. In spintronics, graphene on SiC has been used as part of various 3D

stacked devices such as spin valves [234] and in combination with organic molecules

such as vanadyl phthalocyanine to generate molecular spin qubits [235]. Silicon car-

bide has also been of interest recently due to predictions of ferromagnetic behaviour
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as a result of induced vacancies within the lattice [236]. Yet various questions still

remain with respect to graphene grown on SiC such as whether the formation of the

(6
√

3 × 6
√

3)R30◦ is a Moiré pattern of graphite and the SiC substrate both in a

(1 × 1) cell [41, 237, 238] or if it is due a (6 × 6) carbon nanomesh [41, 239]. Al-

though some progress has been made to understand graphene growth on SiC as well

as other aspects such as the intercalation of atomic species underneath the buffer

layer, further efforts are required. Experimental methods which analyse changes in

the density of states of the valence band can be of use when wanting to further

understand the evolution of graphene growth on SiC or the effect of intercalation

of various atomic species such as hydrogen. The work presented in this chapter ex-

plores the first study of certain surface reconstructions of 6H-SiC(0001) using MDS

supported with measurements performed using XPS, UPS, LEED and LEED I/V

as well as ab initio calculations using CASTEP. Hydrogen decoration as well as

intercalation underneath the buffer layer are explored and some preliminary work

investigating intercalation of erbium is presented.

6.1 6H-SiC(0001)

The six-and four-hexagonal polymorphs of silicon carbide, 6H-SiC and 4H-SiC, are

crystal structures with the lattice stackings ABCABC and ABCB respectively. As

shown in Figure 6.2 (a), the primitive cell of 6H-SiC (as well as 4H-SiC) consists of

12 atoms (or 8 atoms) respectively, with each atomic layer alternating between Si

and C atoms.

6.1.1 Background of the
√

3 Surface Reconstruction

It has been previously found that by annealing 6H and 4H-SiC(0001)/(0001̄) surfaces

to temperatures around 1173 K, the result is the formation of the (
√

3 ×
√

3)R30◦

surface reconstruction [41, 89, 238]. This surface reconstruction forms on both

the silicon (0001) and carbon (0001̄) rich faces where the
√

3 periodicity has of-

ten been stated to originate from either carbon or silicon adatoms depending on

the face [240, 241]. Ab initio calculations for both the C-and Si-rich faces were
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Figure 6.1: (a) Plan and side view schematics of the adatom model used to explain

the (
√

3×
√

3)R30◦ periodicity for both the (0001) silicon-rich (Si(T4)) and (0001̄)

carbon-rich (C(T4)) faces of SiC (Si white, C black). Reproduced from Ref. [240]. (b)

Silicon vacancy model where silicon vacancies form the
√

3 periodicity as indicated

by the blue arrows, and purple arrows indicate the proposed bond flip mechanism

(Si orange, C grey reproduced from Ref. [242]).

performed by Sabisch et al., where it was determined that the most energetically

favourable location for both silicon and carbon adatoms is on the tetragonal T4

site [240], as shown schematically in Figure 6.1 (a). The silicon adatom termination

is generally a consequence of growth on the (0001) face whilst the (0001̄) direc-

tion results in a carbon adatom [89, 240]. The most significant difference between

the two terminations is the height at which the adatom is situated above the next

atomic layer which, correspondingly, affects the bond length as well as the bond

angle between this adatom and neighbouring atoms. The carbon termination has a

height of 0.73 Å (labelled d2 of C(T4) of Figure 6.1 (a)) above the next row of atoms

whilst the silicon adatom has a much larger distance of 1.71 Å above the next row

of carbon atoms (labelled d2 of Si(T4) of Figure 6.1 (a)).

There are also suggestions that the periodicity originates from an ordered array

of silicon vacancies instead of adatoms due to a “lack” of silicon at the surface of

SiC [89, 242]. Supported through STM and theoretical calculations, Wang et al.

suggest Si vacancies form the (
√

3 ×
√

3)R30◦ periodicity as seen in Figure 6.1 (b)

where this arrangement of atoms has a lower energy than the (1×1) unit cell. They
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propose a “bond flip mechanism” to help explain the origin of the silicon vacancies

as well as the graphitisation of SiC, where a carbon atom in the top layer swaps

with a silicon atom in the layer below resulting in a silicon vacancy and a “carbon

cluster” in the second layer. Both these models show possible reasons for the
√

3

periodicity, however, recent research has tended to favour the adatom model for this

surface reconstruction [241].

6.1.2 Background of the 6
√

3 Surface Reconstruction

Annealing SiC to temperatures above 1423 K will overcome the energy barrier

needed to break Si-C bonds leading to Si desorption at the surface. The carbon

left behind then condenses into graphene, with up to three atomic layers of the

crystal being involved in the process [89]. This results in a change in surface re-

construction from the
√

3 to the (6
√

3 × 6
√

3)R30◦ surface reconstruction for the

silicon-rich (0001) face. A variety of different reconstructions such as the (2 × 2)

structure occur for the carbon-rich (0001̄) face [89]. The silicon-rich surface is ac-

companied by a ‘buffer layer’ [41, 170] which has the same physical structure of

graphene and a distinct periodicity of (6
√

3× 6
√

3)R30◦. However, due to the pres-

ence of subsurface silicon atoms, 20 - 30 % of this layer is covalently bonded to the

substrate [243]. Due to this back-bonding, it does not exhibit linear dispersion at

the K-point. It is therefore only subsequent layers that grow on top of this buffer

layer as a result of further Si desorption that are considered to be graphene. The

distance between the subsurface silicon and the buffer layer as measured by X-ray

diffraction (XRD) has been determined to be 1.65± 0.05 Å [89, 244]. Different face

polarities result in a difference in the predicted bandstructure of the buffer layer. As

theoretically predicted by Mattusch et al. [245], growth on the (0001) face results in

a metallic-like phase with the (0001̄) face leading to a semiconducting-like phase.

Growth on the carbon-rich face is not accompanied by this buffer layer so that the

carbon layer behaves like an individual layer of graphene, weakly van der Waals

bound to the substrate [89]. The lack of a buffer layer makes the carbon-rich face

appear more suitable for growth of graphene and therefore device applications, how-

ever, due to this face having a lower surface free energy, it is more difficult to control
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the rate of Si desorption [89]. Predominantly, for device applications, work has in-

volved growth of graphene on the silicon-rich face with groups such as Maasen et

al. demonstrating graphene spin valves on the Si polar face [234]. However, the

amount of work investigating the enhancement of SOC in graphene on SiC is lim-

ited, with only a small number of reports appearing in the literature, such as that by

Marchenko et al. who observed Rashba-type SOC after the intercalation of gold [93].

6.2 Modelling the Base Cell

To understand the electronic states of the above surface structures that were probed

experimentally, the various stages of growth were modelled using the CASTEP

code [192]. The first step in modelling any surface reconstruction is to perform

a convergence test and determine the ideal k-point grid and cutoff energy to use.

This is done to ensure that the final ground state energy remains the same regardless

of a geometry optimisation calculation or a bandstructure calculation.

Previous studies used a (6 6 1) mp-grid and a cutoff energy of 650 eV for the

(6
√

3 × 6
√

3)R30◦ unit cell [245–247]. Using a primitive cell of 6H-SiC (consisting

of 12 atoms of Si and C stacked around the c axis with a total height of 15.1248 Å)

acquired from Ref. [248], the (
√

3 ×
√

3)R30◦ reconstruction with no adatom or

vacuum gap was constructed from cif2cell [249]. Convergence testing was performed

using a series of single-point calculations with the Perdew-Burke-Ernzerhof (PBE)

exchange correlation functional (a generalised gradient approach (GGA)). It was

found that, similar to the work in Refs. [245, 247, 250, 251], a (6 6 1) mp-grid spacing

and a cutoff energy of greater than 650 eV were needed for successful calculations.

To model a surface, the vacuum gap (distance between consecutive cells) also needs

to be varied until, once again, the final energy does not significantly change. The

vacuum gap must be large enough to ensure that the surface layer does not inter-

act with the bottom of the stack. This can be further prevented by passivating

any exposed states at the bottom of the stack with hydrogen. It was found that

at any distance greater than 12 to 15 Å the energy did not fluctuate or change

when increasing the separation, thus implying that such a gap is sufficient. For the
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Figure 6.2: (a) The primitive cell of 6H-SiC consisting of 12 atoms stacked along

the c axis at different lattice sites C and Si are represented by grey and orange,

respectively. (b) A single-point calculation using the PBE GGA of the bandstructure

and (c) PDOS show an indirect band gap of around 2 eV which is in close agreement

with that reported by Xie et al. [246].

remaining calculations, a vacuum gap of 15 Å was therefore maintained.

For the primitive cell, the calculated dispersion relation and partial density of states

(PDOS) can be seen in Figure 6.2 (b) and (c). Two aspects of these results are

worth highlighting. The first is that the bandstructure and PDOS calculations

closely match those by Xie et al. [246] which provides support for the validity of our

approach. Secondly, as expected, the system is predicted to be an indirect bandgap

semiconductor, with the bandgap calculated at around 2 eV. The measured bandgap

of undoped 6H-SiC is actually 3.02 eV [246]. Thus, simulations predict this gap to

be smaller than in reality which is expected for simulations carried out using DFT

which will typically underestimate this value. This arises due to the self-interaction

compensated by the exchange correlation energy which shifts the occupied states

upwards to lower energies, but not the unoccupied states since they do not contribute

to the electron density [192]. Consequently, this reduces the size of the bandgap from

its actual value. The peak separation between valence band states in the predicted

PDOS will not be influenced by the smaller bandgap calculated using DFT for this

system [192]. Since MDS and UPS only probe occupied states, the peak separation

in the obtained spectra will be similar to those predicted in the PDOS. Therefore,
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despite the smaller bandgap, for its purpose here, the results predicted using DFT

are fairly similar to that observed experimentally although shifted closer to the Fermi

level. To further improve the results presented here a hybrid functional could have

been used but the mixing of functionals would have to be changed between each

different surface.

6.3 The
√
3 Surface Reconstruction

6.3.1 Experimental Procedures

For the experiments performed here, wafers of n-type vanadium-and-nitrogen-doped

6H-SiC were purchased from Semiconductor Wafer Inc. These were then mounted

onto Omicron direct-current (DC) heating plates with the (0001) silicon-rich face

up. Each sample was initially outgassed at around 973 K before being annealed

for 30 minutes at 1223 K, 1323 K and 1473 K. Temperature was measured using a

Raytek infrared pyrometer (spectral response 8-14 µm) using an emissivity of 0.6.

For hydrogen intercalation experiments, molecular hydrogen of 99.999% purity was

cracked into atomic hydrogen using a 50 W tungsten filament bulb at close proximity

to the sample; a similar approach to that used in Ref. [32]. All measurements

were performed at room temperature after allowing the samples to slowly cool.

Annealing samples of 6H-SiC(0001) at temperatures around 1273 - 1323 K resulted

in a (
√

3 ×
√

3)R30◦ surface reconstruction as seen by the characteristic LEED

pattern shown in Figure 6.3 (b).

6.3.2 Formation of the
√

3 Surface Reconstruction

Relative to the Fermi level, four states are observed in the UPS spectrum at binding

energy peak positions of 1.3 eV, 2.3 eV, 4.3 eV and 6.9 eV (Figure 6.3 (a)). The state

labelled as (i) at 1.3 eV is associated with the dangling bond of the Si atoms exposed

to the vacuum (for the adatom case, this is the dandling bond of the Si(T4)) [252–

254]. The steep slope at 2.3 eV (iii) is the valence band maximum [254] and higher

energetic states (iv) at 4.3 eV and (v) at 6.9 eV are most likely a result of back-
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Figure 6.3: (a) Annealing to 1273 - 1323 K results in formation of the (
√

3×
√

3)R30◦

surface reconstruction which is indicated by a well defined surface state in the UPS

near the cutoff point (labelled (i)) and (
√

3 ×
√

3)R30◦ LEED pattern (b). As the

sample is brought to higher temperatures of, 1423 - 1473 K, Si starts to desorb and

the surface transitions to the (6
√

3× 6
√

3)R30◦ surface reconstruction indicated by

a change in LEED, (d), and UPS. LEED images were taken at 80 eV after annealing

the sample for 30 minutes at (b) 1323 K, (c) 1423 K and (d) 1473 K.

bonding states between the adatom and bulk as well as between Si and C in the

bulk at the T4 site [240]. This is supported by the PDOS calculations presented

below in Figure 6.5 (c) which show a large presence of Si and C p-states within this

energy range, as well as previous charge density maps of the Si(T4) site [240].

Corresponding MDS spectra are shown in Figure 6.4 with three distinct features

labelled (i) - (iii) appearing at kinetic energies of 17 eV, 13.9 eV and 11.5 eV,

respectively. The state labelled (i) most likely corresponds to the dangling bond

state near the Fermi edge. This state and the shoulder at 13.9 eV are broad as

a result of the RIAN de-excitation mechanism being dominant for this particular

144



Figure 6.4: The MDS spectra of the (
√

3×
√

3)R30◦ and (6
√

3× 6
√

3)R30◦ surface

reconstructions.

surface. Helped by comparison to the features observed in the UPS spectra, it can

be deduced that states (ii) and (iii) originate from the back-bonding state between

the adatom and the substrate. The peak separation between (ii) and (iii) is around

2.4 eV which is similar to the separation of states (iv) and (v) of the UPS spectrum.

Since the state observed at 11.5 eV is a sharp well-defined peak, it is possible that

AD is contributing to this state in addition to RIAN. For AD to occur, there needs

to be an effective overlap between the ground state of the metastable helium atom

and the relevant surface state. It is possible that the back-bonding state between the

Si(T4) and C atoms at the surface is effectively overlapping with the 1s state of the

He 23S resulting in an intense peak being observed at 11.5 eV. Further observation

of a sharp peak can be seen in the PDOS in Figure 6.5 (c), where, at 8 eV from the

Fermi level, there is an increase in the DOS due to C and Si p-states.

The only existing study that this MDS spectrum can be compared to is that for

a completely different silicon carbide surface structure which is the 3 × 3 surface

reconstruction [255]. In this study, Ikari et al. found that states prevalent at kinetic
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Figure 6.5: (a) The primitive
√

3 cell of 6H-SiC with no adatom (C is grey, Si is

orange, H is blue). (b) The dispersion relation and (c) the calculated PDOS. As a

result of exposed silicon surface atoms, there is a strong presence of states at the

Fermi level.

energies of 10 - 12 eV were associated with Si 3p states. It should be highlighted

that the 3 × 3 surface reconstruction is a silicon-rich surface reconstruction when

compared to the
√

3 reconstruction, and so the features observed will be different

from those observed in Figure 6.4 (b). However, based on PDOS calculations and

the peaks observed by Ikari et al., it is very likely that the state at 11.5 eV is a

consequence of a Si 3p - C 2p bonding state.

6.3.3 Modelling the Surface Reconstruction

Prior to modelling the (6
√

3 × 6
√

3)R30◦ surface reconstruction, the PDOS of the

(
√

3×
√

3)R30◦ unit cell (with no adatom) was explored, with the results shown in

Figure 6.5 (c). A strong presence of states at the Fermi level can be seen, particularly

due to Si p states which is a consequence of Si states exposed to the vacuum i.e. Si

dangling bonds (top of the stack of Figure 6.5 (a)). As seen earlier, this is mirrored

experimentally with the UPS showing a strong state near the Fermi level of the Si-

terminated (
√

3×
√

3)R30◦ surface reconstruction. However, as discussed, depending

on the face termination, this surface reconstruction originates from the presence of

Si or C adatoms which form the
√

3 periodicity [240]. The state observed through

UPS is due to the dangling bond from the Si adatom. Therefore, to truly model
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Figure 6.6: The (
√

3×
√

3)R30◦ silicon-rich surface reconstruction has two possible

adatom configurations, the T4 top site (bottom) or the hollow H3 site (top). The

heights of these adatoms were determined from a geometry optimisation calculation

using the exchange correlation functional LDA to be d1 = 2.41 Å, d2 = 1.77 Å,

d3 = 2.56 Å and d4 = 1.75 Å, which compare closely to the values predicted by

Sabisch et al. [240]. Plan views shown on the left and side views on the right.

the (
√

3×
√

3)R30◦ surface reconstruction, the adatom case needs to be considered.

Previous predictions for this surface reconstruction on the (0001) face ascribe the

adatom either to be due to a silicon atom on the T4 top site or H3 hollow site, as

shown schematically in Figure 6.6, predicting that the silicon-rich face favours the

T4 site [240]. To further confirm that this surface reconstruction is a result of Si(T4)

adatoms, a series of calculations for both sites were run using PBE (van der Waals

turned on) and LDA and revised PBE (van der Waals turned off). Table 6.1 shows

the final enthalpy values for the entire unit cell from a geometry optimisation for

both of these adatom sites. The same parameters were used (k-points and cutoff

energy) in all calculations based on a convergence test.

As can be seen in Table 6.1, the difference in total free energy per unit cell calculated
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Total Free Energy of Entire Unit Cell (eV)

System Si(T4) Si(H3) ∆E

PBE -18415.11 -18414.65 0.46

RPBE -18420.86 -18419.86 1.00

LDA -18259.20 -18258.34 0.86

Table 6.1: Different final enthalpies calculated using a variety of different functionals.

The change in energy marks the difference between the H3 and T4 sites.

here using the PBE exchange correlation functional is similar to previously predicted

values of 0.54 eV [256] and 0.6 eV [240]. This result reveals that the H3 hollow site

is less energetically favourable with respect to the T4 top site and this is the case for

all exchange correlation functionals used. It is worth noting that the mixing used

here was performed in Kerker (mixing amplitude 0.3), which helped ensure that the

calculation completed. Using Kerker mixing will lead to a small difference in the

final ground state energy compared to running a geometry optimisation calculation

without mixing specified where Pulay is used instead. Suggested further work would

be to vary this mixing parameter to see the difference in the final ground state energy

of the
√

3 reconstructions. Another extension to the work presented here would be to

both experimentally and theoretically explore the carbon-rich face and see whether

the C(T4) top site is still the most energetically favourable site.

6.4 Transition to the 6
√
3 Surface Reconstruction

Annealing of the SiC sample to temperatures above 1423 K will result in silicon

desorption from the surface and a transition to the (6
√

3 × 6
√

3)R30◦ surface re-

construction. This is indicated by a characteristic LEED pattern as seen in Fig-

ure 6.3 (d), with reciprocal lattice vectors S1 and S2 due to the SiC substrate and

G1 and G2 associated with the carbon layer (graphene) periodicity [180]. The LEED

I/V spectra of these spots can be used to differentiate between the number of layers

of graphene grown on SiC [41, 171], with distinctly different intensity curves for the
√

3 spot, buffer layer (6
√

3) growth and multilayer growth as seen in Figure 6.7.

148



Figure 6.7: LEED I/V curves for the
√

3 spot, the buffer layer (6
√

3) spot and

the bilayer graphene spot (left). Respective LEED images taken at 126 eV for the

different levels of graphitisation of SiC (right).

Previous work analysing the LEED I/V spectra of different layers of graphene show

similar results to those obtained in Figure 6.7 [171]. Peaks at 75 eV (P1), 110 eV

(P2), 138 eV (P3), 153 eV (P4) and 188 eV (P5) all have similar positions and

separation to those measured by Riedl et al. for the (6
√

3) buffer layer [171]. There-

fore, it appears that the annealing procedure discussed above results in buffer layer

graphene. It was also of interest to explore the LEED I/V of the
√

3 periodicity. As

seen in Figure 6.7, the
√

3 periodicity shows some characteristic Bragg peaks with

similar peak positions to those observed for the buffer layer. To date, this appears to

be the only LEED I/V spectra of this periodicity of the 6H-SiC system. A suggested

extension to this work would be to simulate the LEED I/V curves of the adatom

and vacancy model to see which one has a better fit with the experimental data

presented in Figure 6.7.

To further confirm whether a buffer layer had been achieved following this particular
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growth procedure, the workfunction of the surface was measured by offsetting the

UPS spectrum by -15 V. A previous measurement of the workfunction of the buffer

layer determined it to be 3.89±0.05 eV [178]. Here, the work-function was measured

to be φ6
√

3 = (3.82 ± 0.10) eV after having annealed the sample at 1473 - 1513 K

for 30 minutes, which agrees with the previously measured value (data not shown).

In comparison, monolayer and bilayer growth have much higher workfunctions of

4.16 and 4.3 eV respectively [178]. An alternative to determining the extent of

graphitisation is by measuring the LEEM reflectivity as can be seen for a bilayer of

graphene on SiC (Figure A.1).

As can be seen in Figure 6.3 (a), upon formation of the 6
√

3 surface reconstruction,

the UPS spectrum transitions from showing a surface state near the cutoff point

to one that has a shallow Fermi edge (vi) and a back-bonded state (ii) at 1.7 eV.

This transformation is seen quite clearly over two anneals at 1473 K (A and B)

where the dangling bond state of the Si adatom (i) becomes a more stable back-

bonded state and the valence band maximum is now replaced by a shoulder at

around 2.9 eV relative to the Fermi level (iii). This state near 3 eV is a consequence

of π-band electrons (sp2 hybridisation) at the M point in reciprocal space [257].

Since only up to 30% of the carbon atoms are back-bonded to the substrate in the

buffer layer [41, 243], the majority of carbon atoms are only bonded to three other

atoms and therefore within the buffer layer there is some presence of π-band states.

The higher energetic state (v) remains relatively unchanged as a consequence of the

transition in the surface reconstruction further indicating that this state is a result

of subsurface states in the SiC bulk.

The transition in surface reconstruction results in a significant change to the MDS

spectrum as seen in Figure 6.4. The well-defined state at a kinetic energy of 11.5 eV

has now been replaced by a broad shoulder at the same energy and an additional

broad peak is observed at 13.9 eV. In the MDS spectrum for graphite, a state is

observable at 8 - 9 eV from the cutoff point and this is associated with π hybridisation

at the Γ point in reciprocal space [122, 258]. A strong peak associated with this state

is observed as a consequence of effective overlap between the ground state of the He

23S atom and the 2pz orbital associated with the π hybridisation, which results in

Auger de-excitation [117]. This 2pz state dominates over in-plane σ-bands resulting
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in a sharp feature being observed in the MDS spectrum of graphite [258]. Since the

buffer layer is structurally similar to graphite, it is believed that the peak observed

at 11.5 eV is a consequence of the π-band. The slope observed at 13.9 eV correlates

strongly with σ-band states, with a similar spectrum being observed for graphene

on Ni(111) which is also known to back-bond to the substrate [60, 122]. Chambers

et al. associates this σ-band state to be a result of exposed edges of graphene islands

and the back-bonding between it and the substrate. This is therefore most likely an

indication that the MDS is possibly observing some regions where the buffer layer

has not fully formed across the SiC and the back-bonding state is being observed.

To summarise, using UPS, MDS and LEED, the work presented here shows that

annealing the SiC sample to temperatures above 1423 K leads to a change in the

surface reconstruction from
√

3 to 6
√

3 and the formation of a back-bonding state

from a Si surface state. Currently, it appears that this is the only work exploring

this transition in surface structure using all three techniques above. By showing

this evolution in DOS and SDOS using UPS and MDS respectively in combination

with fingerprint of structure using LEED I/V, the work presented here has helped

to hopefully provide a greater understanding of the graphitisation of SiC.

6.5 Intercalation/Decoration of the Buffer Layer

using Atomic Hydrogen

6.5.1 Background

It is only by intercalation of atomic species such as hydrogen that the back-bond

between subsurface silicon atoms and the buffer layer can be broken. The conse-

quence of successful hydrogen intercalation and breaking of the back-bond is the

formation of a “quasi-free standing layer of graphene” (QFSG) which displays linear

dispersion at the K-point [41, 178]. Currently, the way in which hydrogen inter-

calates is not fully understood but there have been attempts to find a solution to

this. For example, papers such as that by Gerber et al. [259] mention that in the

case of graphene grown on Ir(111), there is a dissociative chemisorption of hydrogen
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molecules on bare Ir(111) patches and subsequent diffusion of the hydrogen atoms

under the graphene flakes [259].

Additionally, in order to break the back-bond, it has been found the substrate must

be annealed at temperatures above 723 K [170] since the reaction barrier (energy

to break the bond) is very large at room temperature [260, 261]. Furthermore,

graphene also behaves like an effective impermeable barrier [170], and therefore it is

improbable for hydrogen to diffuse through the buffer layer at room temperature.

When the buffer layer is exposed to atomic hydrogen at room temperature, previous

studies have shown that the hydrogen will absorb on certain sites on top of the

buffer layer implying that it could be used as a system for hydrogen storage [262,

263]. STM work performed by Guisinger et al. showed that hydrogen tended to

favour carbon atoms which are either on opposite sides of the hexagonal ring or

at nearest-neighbour sites [263]. Exposure of atomic hydrogen was varied, with

low coverages resulting in dimers occurring preferentially on protruding areas of

the buffer-layer SiC surface [264] and higher coverages resulting in the formation

of hydrogen clusters [264]. Hydrogen decoration of the buffer layer also results in

increased chemical reactivity compared to QFSG [265].

Theoretical studies show that hydrogen preferentially absorbs on top of a threefold

C atom in the buffer layer [260] and that hydrogen prefers to absorb on the same

lattice sites when diffusing between graphene layers or to the buffer layer [266]. The

consequence of hydrogen decoration has been predicted to change the hybridisation

of carbon atoms to sp3 [243, 261, 265] resulting in more Si in the underlayer being

freed up due to the induced strain [243, 261]. More recent calculations by Liu et

al. [261] have suggested such hybridisation leads to buckling of the surface, lowering

the reaction barrier of the back-bond and increasing the likelihood of hydrogen

atoms diffusing under this layer. They suggest that for a sufficiently high hydrogen

exposure, it may be possible to break the back-bond at room temperature, or at least

at lower temperatures than have previously been measured [170, 261]. However,

at present, there has been no experimental observation of breaking the back-bond

at room temperature [267] and all evidence suggests that the buffer layer must

be annealed in order for hydrogen to intercalate. Reversibility of this hydrogen
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decoration has been reported at low temperatures of around 490 K [268] and results

in an overall dimming of the associated LEED pattern.

Graphene with a hydrogen atom attached to each atomic site of the lattice is com-

monly referred to as graphane. The adsorption of hydrogen changes the hybridi-

sation from sp2 to sp3, resulting in the formation of a bandgap at the K-point,

changing graphene from a zero-overlap semimetal to an insulator with an associ-

ated increase in resistivity by two orders of magnitude [269]. The first evidence

of graphane was by Nair et al. who created both graphane membranes as well as

graphane on SiO2 [269]. This material has been proposed for a variety of purposes

with the most common suggestion for its use being hydrogen storage.

6.5.2 Modelling the Intercalation and Decoration

To model the 6
√

3 surface reconstruction, a reduced unit cell was used due to the dif-

ficulty of modelling the actual surface reconstruction which consists of 169 graphene

unit cells and 108 SiC(0001) unit meshes [180]. The setup used was the same as

that reported by Markevich et al. [247] with a 2 × 2 graphene cell placed on a

(
√

3 ×
√

3)R30◦ unit cell of SiC. Here, three atoms in the carbon mesh are back-

bound to subsurface Si atoms in the underlayer modifying the electronic properties

of the graphene layer. It is worth noting that, whilst a reduced cell is used, its design

is almost identical to that of the 6
√

3 surface reconstruction such that the calcu-

lated PDOS and dispersion relation are in principle very similar. Therefore, this

model is an effective way of simulating the buffer layer, helping further support the

arguments made for the origin of the states observed in the UPS and MDS spectra.

After placing the carbon layer on top of the silicon-rich (0001) face, the PDOS and

dispersion relation shown in Figure 6.8 (a) and (b) were obtained. As a result of

the back-bond between the carbon atoms in the buffer layer and the subsurface Si

atoms, there is no observation of linear dispersion at the Fermi level at the K-point.

Furthermore, this dispersion relation shows the buffer layer to behave like a metal

with a relatively strong presence of states at the Fermi level which is consistent

with previous work by Mattusch et al. who report a similar dispersion relation for

6H-SiC [245].
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Figure 6.8: The PDOS and dispersion relation of, (a) and (b), the buffer layer, (c)

and (d), hydrogen-decorated buffer layer, and, (e) and (f), a quasi-free standing

layer of graphene. All calculations were performed using the PBE GGA, a k-point

grid spacing (6 6 1) and a cutoff energy of 650 eV.
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The observed PDOS, Figure 6.8 (a), shows a strong presence of states at the Fermi

level as well as at the edge of the valence band due to silicon and carbon p-states.

As discussed earlier, the state labelled (ii) of the UPS spectrum (Figure 6.3 (a)) is

believed to be a result of the back-bonding state. Comparing the UPS spectrum

for the 6
√

3 surface reconstruction to the PDOS shown in Figure 6.8 (a) reveals a

significant increase in the density of states at 1.5 - 2.0 eV below the Fermi level due

to both C and Si p-states. Since the back-bond is between a Si and C atom, the

increase in DOS in the UPS spectrum and the calculated PDOS at ≈ 1.5 eV below

EF appear to provide further evidence therefore that (ii) is a consequence of this

back-bonding state.

For the hydrogen-decorated case with a graphane-like buffer layer, hydrogen atoms

were placed on adjacent and opposite sites of the carbon ring which were not back-

bonded to subsurface silicon atoms, shown in Figure 6.9 (a). The resulting PDOS

and bandstructure displayed in Figure 6.8 (c) and (d) show a semiconducting-like

system but with a surface state at the Fermi level. At 8 - 9 eV from the Fermi level,

both C p-states and Si s-states increase in density as a consequence of hydrogen

adsorption on the surface of the buffer layer, which is similar behaviour to the PDOS

for QFSG. In both cases the origin of this increase is believed to be a result of the

freeing up of silicon atoms in the underlayer due to a buckling effect in the buffer

layer [243, 261]. By analysing the atomic positions of atoms in the cell following a

geometry optimisation of the graphane-like buffer layer, it was found that carbon

atoms bonded to hydrogen moved between 0.2 - 0.3 Å away from the underlayer due

to the change in hybridisation. This variation in height shows a buckling-like effect

in the buffer layer.

The bandstructure of the buffer layer following intercalation of hydrogen results in

the emergence of linear dispersion at the K-point where the dispersion relation seen

in Figure 6.8 (f) is consistent with previous DFT calculations presented in Ref. [247].

In this study, Markevich et al. remark that the intercalation of atomic hydrogen

and the formation of QFSG results in charge-neutral graphene [247]. However,

other ab initio calculations by Mammadov et al. have suggested that the QFSG

layer is p-doped on the Si polar face of 6H-SiC and occurs as a consequence of

the “spontaneous polarization” of the hexagonal SiC substrate [270]. The results

155



Figure 6.9: (a) For the graphane-like buffer layer, hydrogen atoms (white) were

placed on adjacent and opposite sites of the carbon ring (grey; N.B.: silicon in

the underlayer is orange). The PDOS of p-states for the carbon atoms shown were

calculated where C1 is a back-bonded carbon atom and C2 and C3 are non-back-

bonded atoms with C3 also bonded to a single hydrogen atom. (b) - (d) show the

PDOS for these carbon atoms for the buffer layer, graphane-like adsorption and

QFSG respectively.

presented here show a very small p-doping in the QFSG with the Fermi level sitting

0.035 eV away from the Dirac point within the valence band of the material. Whilst

this doping is small, it further supports previous predictions which suggest that the

QFSG is slightly p-doped. Furthermore, as a consequence of the intrinsic SOC in

graphene, only a small bandgap between the two bands is observed on the µeV scale.

As seen in Figure 6.8 (e), the PDOS of QFSG shows a small DOS at the Fermi

level as a result of the slight p-doping. Within the valence band, there are some

subtle changes to the overall shape of the PDOS of certain orbitals with the most

significant change being the formation of a sharp peak at around 8 eV for both C

p-orbitals as well as for Si s and p orbitals. The peak observed in the C p-states is
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a mixture of C π and σ bands whilst in the Si s and p states, the peak observed is

a consequence of the underlayer (subsurface) silicon now being freed up by the H-Si

bond shifting the overall DOS to a higher binding energy.

To more closely understand the origin of any features observed in the MDS spectra

presented below, the PDOS of three different carbon atoms were calculated (Fig-

ure 6.9 (a)). Only one of these carbon atoms (C1) is a back-bonded atom. For the

graphane-like buffer layer, C3 is decorated with atomic hydrogen and for QFSG,

the back-bond between C1 and the subsurface Si atom is broken. As can be seen

in Figure 6.9 (b), the PDOS of the buffer layer for C1 differs from C2 and C3 due

to its back-bond to the subsurface silicon. This differs for the hydrogen-decorated

buffer layer, Figure 6.9 (c), where the predicted PDOS for all three carbon atoms are

different. The surface state predicted to exist at the Fermi level is primarily a result

of the carbon atom, C1, that is only bound to three other carbon atoms. Whilst for

the hydrogen-bonded carbon atom, C3, there is a sharp increase in states at deeper

binding energies of 6 and 8 eV. This is most likely a result of the sp3 hybridisation

between the carbon atom, the hydrogen and three other carbon atoms. In contrast,

the PDOS of all three carbon atoms are the same for QFSG as expected, since it

behaves as an independent layer of graphene (Figure 6.9 (d)).

6.5.3 Graphane-like Buffer Layer

To experimentally prepare hydrogen-intercalated graphene on SiC, after growth of

the buffer layer, samples were exposed to atomic hydrogen by cracking high purity

hydrogen gas (99.999%) in close proximity to the sample using a hot tungsten fil-

ament. Exposures were measured using Langmuirs and the sample was at room

temperature. As seen in Figure 6.10 (a), exposing the buffer layer at room temper-

ature to 60 L of atomic hydrogen results in only small changes to the buffer layer

UPS spectrum. States (ii), (iii) and (vi) of the UPS spectra appear to be similar

to those observed prior to exposure but are less intense. Since the back-bonding

state (Figure 6.10 (a) (ii)) appears to not have been influenced significantly by 60 L

exposure whilst the sample is kept at room temperature, it is unlikely that much, if

any, of the atomic hydrogen has intercalated as is expected. Annealing the sample
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Figure 6.10: (a) UPS and (b) MDS spectra of buffer-layer carbon on SiC followed

by subsequent cycles of exposure to atomic hydrogen with the sample at room

temperature and annealing at 1473 K. The MDS spectra shows formation of an

intense peak at around 11.5 eV due to an effective overlap between the ground state

of the metastable helium atom and the sp3 hybridised C-H state.

at temperatures above 1473 K in order to remove the atomic hydrogen reverses this

influence on the spectrum. However, due to this annealing, even for short periods

of time, the sample undergoes further graphitisation. After two annealing cycles,

there is a stronger presence of states near the Fermi level indicating a transition to

a more metallic-like phase at the surface which is consistent with the formation of

graphite which is a known semi-metal [117].

Contrary to the UPS spectra, the corresponding MDS spectra show quite signifi-

cant differences between the clean surface and the hydrogen-decorated surface, as

seen by the reversibility of a distinct state at a kinetic energy of 11.5 - 12 eV (Fig-

ure 6.10 (b) (iii)), or approximately 8.3 - 7.8 eV from the cutoff point of MDS.

This state increases in intensity as a consequence of exposure to atomic hydrogen

and then significantly reduces after annealing which suggests that the emergence

of this state is most likely due to the adsorption of hydrogen on the surface. Fur-

ther evidence for hydrogen adsorption is supported by the fact that the pressure in
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the chamber increased by a small amount almost immediately upon annealing to

temperatures greater than 673 K where hydrogen has been previously reported to

desorb from the surface of the buffer layer [268].

The origin of feature (iii) in Figure 6.10 (b) is believed to be the same as for the MDS

spectra of graphite and graphene, where there is an effective overlap between the

ground state of the He 23S atom and out-of-plane orbitals of the surface. However,

for the graphane-like (hydrogenated graphene-like) case, instead of 2pz orbitals from

π bands, there are bonds which stick out of plane as a result of the sp3 hybridisation

which shield in-plane states within the carbon ring resulting in Auger de-excitation

which dominates over RIAN for this surface. Furthermore, since graphane is a

semi-insulating system, AD is more likely to be the dominant de-excitation mecha-

nism over RIAN which is consistent with the sharp distinct peak observed in Fig-

ure 6.10 (b) (iii). To confirm whether this state is due to the change of hybridisation,

the results obtained from MDS were compared to DFT simulations. As highlighted

earlier in Figure 6.9 (c), at 6 - 8 eV from the Fermi level, there is an increase in the

density of states for the carbon atom bonded to a hydrogen atom as a result of the

sp3 hybridisation for this atom. Therefore, the observed increase in the SDOS mea-

sured by MDS at 11.5 eV, Figure 6.10 (b) (iii), is most likely a result of formation

of these sp3 hybridised states across the surface between the carbon and the hy-

drogen atoms. These effectively overlap with the 1s state of the metastable helium

atom resulting in AD occurring instead of RIAN for in-plane states. Finally, the

origin of this state may also be evidence of some hydrogen intercalating underneath

the buffer layer at domain boundaries, breaking the back-bonded state resulting in

small regions of QFSG, since a similar peak is expected to appear as a result of the

π-band of the QFSG. However, since hydrogen exposure was performed with the

sample at room temperature, adsorption of atomic hydrogen on top of the buffer

layer is expected to be the dominant contributor to the results obtained.

6.5.4 Quasi-Free Standing Graphene Layer

In order to intercalate hydrogen beneath the buffer layer to form QFSG [41], the

sample must be annealed at temperatures above 723 K whilst exposing to atomic
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Figure 6.11: XPS of the C 1s core state (a) prior to exposing the buffer layer sample

to atomic hydrogen and (b) following a 60 L hydrogen exposure whilst annealing

the sample at 743 K. The C 1s peak can be deconvoluted into three peaks each

with a FWHM of 1.5, and after subtraction of a Shirley baseline. This yields peak

positions 283.1 eV, 284.3 eV and 285.3 eV which are assigned to SiC, graphene-like

and back-bond states respectively. (c) Shows the MDS spectra obtained over several

cycles of atomic hydrogen exposure and subsequent annealing at 1273 K.

hydrogen [170]. To achieve intercalation of hydrogen and breaking of the back-bond,

once the buffer layer had been formed as confirmed via LEED, the sample was first

annealed briefly at 1273 K to clean the sample. The temperature was then reduced

to around 743 K and exposed to 60 L of hydrogen. The settings of the hydrogen

cracker as well as the growth procedure were the same as used for formation of the

graphane-like buffer layer.

As seen in the XPS C 1s scans shown in Figure 6.11 (a) and (b), the result of exposing

the sample to atomic hydrogen whilst annealing the sample is a change in the C 1s

peak as a result of a change in chemical environments [170, 180]. After subtracting a

Shirley baseline function, the C 1s peak was deconvoluted into three peaks, one due

to the SiC bulk (283.1 eV), one due to carbon-carbon bands (labelled ‘G’, 284.3 eV)

160



and one attributed to be primarily a result of the back-bond (labelled ‘BB’, 285.3 eV)

based on previous XPS analysis of hydrogen intercalation by Virojandara et al. and

Riley et al. [170, 180]. Prior to hydrogen exposure, the relative intensity of G is

fairly low compared to BB and SiC. Following intercalation of atomic hydrogen,

the relative intensity of G has increased significantly in comparison to the SiC peak

whilst the BB peak has decreased in intensity, indicating an increase in the carbon-

carbon chemical environment. These changes to the relative intensity of these peaks

are consistent with the formation of a QFSG layer, since the Si back-bond has now

been broken freeing up more carbon atoms at the surface. The changes observed

were also seen in previous monochromated XPS measurements [41, 180]. Upon

annealing, it was found that this increase in peak G was reversed and this change

in the XPS was observed to be reversible over multiple cycles of exposure to atomic

hydrogen and annealing.

The reversal of the intercalation of atomic hydrogen is also represented clearly in

the MDS spectra as can be seen in Figure 6.11 (c). Before exposure to hydrogen,

the buffer layer MDS spectrum shows peaks at kinetic energies around 11.5 eV

and 13.9 eV due to π hybridisation at the Γ point and σ-band states respectively.

Following exposure to atomic hydrogen whilst annealing the sample, at 17.8 eV there

is a broad slope which can be attributed to the flat part of the π-band at the M

point. Based on previous MDS analysis of graphene [117], it would be expected that

this peak would be nearer to 16.8 eV rather than 17.8 eV, as the peak associated

with the M point has been observed and calculated to be 3 eV away from the Fermi

level. However, this considers charge-neutral graphene, where the Fermi level is at

the centre of the Dirac point. As discussed earlier, QFSG is slightly p-doped as

seen in CASTEP simulations (Figure 6.8 (f)) as well as previously measured by

ARPES [41]. If the QFSG is doped, then states such as the Mπ state will be shifted

closer to the cutoff point as is observed in Figure 6.11 (c). Furthermore, as seen in

Figure 6.9 (d), there is a sharp increase in the PDOS at a binding energy of 2 eV

which is a result of π-band states. Since the feature observed in the MDS spectrum

is also approximately 2 eV from the Fermi level and MDS only probes the topmost

surface states, i.e. carbon states in the buffer layer, then based on Figure 6.9 (d),

the observation of this state in the MDS is further evidence of formation of a QFSG
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layer. This feature is broad as a result of RIAN being the dominant de-excitation

process as has been previously observed for graphene on other substrates [122].

The other change to the MDS spectrum as a result of hydrogen intercalation is a

decrease in relative intensity of (ii) and evolution of a broader feature centred around

12 eV in kinetic energy. This is partially a result of the flat part of the π-band at the

Γ point as discussed earlier. However since this feature is broad, it is unlikely that

AD is the dominant de-excitation mechanism here and instead RIAN is believed to

more likely have occurred. Since RIAN appears to be the dominant de-excitation

mechanism here, the feature observed at 12 eV is a contribution from not only the

π-band state at the Γ-point but also in-plane σ-band states of QFSG [117]. Since

the intercalation of atomic hydrogen only results in a ‘quasi-free’ layer of graphene,

it is still more tightly bound to the substrate than successive layers of graphene and

it is believed that this has resulted in the 2pz states not overlapping as effectively

with the 1s state of the He 23S atom as it does for a single layer of graphene.

This broad feature seems to have shifted closer to the cutoff point which once again

appears to be further evidence of p-doping within the QFSG. Upon annealing at

1273 K, this broad feature and the Mπ state are reversed with re-observation of peak

(ii) suggesting the hydrogen has desorbed from the surface. Further intercalation

of atomic hydrogen was performed as shown by the indigo line labelled 60 L in

Figure 6.11 (c), where a similar set of changes to the spectrum were observed thus

showing the reversibility of QFSG formation [41].

The effect of hydrogen intercalation on the UPS spectra can be seen in Figure 6.12.

Following a 60 L exposure whilst annealing the sample, a decrease in the DOS at

1.3 eV is observed along with a stronger presence of states at around 2 eV and a

shift in states labelled (iii) further away from the Fermi level. Comparing this to

the UPS spectra presented in Figure 6.10 (a), none of the above changes to the

DOS were observed when the sample was at room temperature and exposed to

atomic hydrogen. Additionally, as discussed earlier, (ii) is the state associated with

the back-bond between the buffer layer and subsurface silicon atoms. A change in

the DOS at around this energy is therefore consistent with the idea that this back-

bonded state has been influenced by exposure of the buffer layer to atomic hydrogen.

Furthermore, as for the MDS spectra, the presence of states at 2 eV from the
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Figure 6.12: UPS spectra of the buffer layer following cycles of exposure to 60 L of

atomic hydrogen with the sample at 743 K and annealing at 1273 K.

Fermi level can be associated with the π-band at the M -point as a result of carbon

atoms whose back-bond has been broken forming Si-H bonds instead. Therefore,

the UPS spectra presented in Figure 6.12 appear to provide further evidence of

formation of QSFG when having annealed the SiC sample whilst exposing it to

atomic hydrogen. Upon annealing at 1273 K, these changes to the UPS spectrum

are reversed as expected and further exposure to atomic hydrogen results in the same

changes reappearing therefore further demonstrating the reversibility of QSFG as

has been previously reported [41].

In conclusion, the results presented here demonstrate the reversible formation of

QSFG. Both the MDS and UPS spectra show the QSFG layer to be p-doped which

is believed to originate from the “spontaneous polarization” of the hexagonal SiC

substrate. Formation of the Mπ state is observed in both the UPS and MDS spectra

when exposing the buffer layer to hydrogen and vanishes after annealing the surface

to temperatures above 1273 K. These results hopefully shed further light on how

the buffer layer can be activated so that it could then be be tailored for spintronic
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Figure 6.13: (a) UPS and (b) MDS spectra of a SiC sample following extensive

annealing at a temperature above 1573 K.

or hydrogen storage applications.

6.6 Graphitisation of SiC

Annealing to temperatures above 1573 K for even a small period of time results in

significant graphitisation of the sample due to a higher rate of Si desorption from the

surface [41, 238]. After annealing for two minutes at this temperature, the LEED I/V

curve is similar to that for a bilayer of graphene on SiC, as seen in Figure 6.7 [171].

Figure 6.13 shows that, after 30 minutes of annealing the SiC sample at 1573 K,

the UPS and MDS spectra are consistent with those observed for HOPG [117, 258].

Firstly, the UPS spectrum shows a strong presence of states at the cutoff point,

Figure 6.13 (a) (i). A sharper Fermi edge at the cutoff point is associated with

an electronic transition at the surface to a more metallic-like phase. Fairly sharp

features at 2 - 3 eV (ii) and at 8 eV (iii) are associated with π hybridisation at the

M and Γ points in reciprocal space. The observation of these states is consistent

with the formation of graphite at the surface of the SiC.
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Graphitisation of the sample is also clearly seen in the MDS, Figure 6.13 (b). At

around 3 eV from the cutoff point there is a clear shoulder which is associated with

the π-band state at the M point in reciprocal space. The broadness of this state

is consistent with previous MDS measurements of graphene, further demonstrat-

ing resonance ionisation and Auger neutralisation to be the dominant de-excitation

channel for this state [117]. At ≈ 8 eV from the cutoff point (11.5 eV) there is a

sharp peak which, as discussed, before is associated with Auger de-excitation occur-

ring for the flat part of the π band at the Γ point in reciprocal space. Both of these

peak positions are similar to those of charge-neutral graphene [258] when compared

to QFSG where the states are shifted closer to the Fermi level. Therefore, the re-

sults presented in Figure 6.13 (b) are consistent with the formation of multilayer

graphene/graphite further demonstrating that significant Si desorption can occur

by annealing SiC to temperatures above 1573 K for extended periods of time [238].

The graphitisation of this particular SiC sample was also visible due to a change in

the SiC crystal colour from green to black.

6.7 Intercalation of Erbium

To observe possible proximity-effect SOC in graphene grown on SiC, large SOC

of around 100 meV can be introduced through the intercalation of elements with

a large atomic number [93]. Rare earth metals (REs), with their high Z values,

present a possible way of introducing a large SOC within graphene. For this rea-

son, Anderson et al. investigated the intercalation of Eu between monolayers of

graphene and the buffer layer, observing that it could intercalate [90], as well as

the magnetic properties of different REs on graphene/SiC [271]. Two outstanding

questions relating to these systems are: which REs can intercalate, and do they

induce significant proximity-effect SOC within graphene? In this project, erbium

intercalation was explored with the interest of breaking the Si back-bond of the

buffer layer and enhancing the SOC within QFSG. Further motivation for using er-

bium and other REs is that monolayers of the lanthanide group have been grown on

silicon to form nanowire Schottky barriers providing applications within electronics

for fast-switching-action diodes [272, 273]. Additionally, rare earth metals combined
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with semiconducting substrates have been suggested to result in a variety of low-

temperature phase transitions such as charge density waves [274]. If erbium can

intercalate underneath the buffer layer and break the back-bond, it could result in

interesting electronic interactions with the buffer layer as well as possible formation

of a quasi-free standing layer of graphene.

6.7.1 LEED and LEED I/V

Following the formation of the buffer layer by annealing the sample at 1473 K for

30 minutes, the sample was then covered with 0.5 ML of erbium at room tempera-

ture (ρ = 8.795 gcm−3, thickness of an Er monolayer τ = 2.36 Å [275]). Following

deposition, none of the LEED spots were visible at any energy as indicated in Fig-

ure 6.14 (b) implying formation of an amorphous layer at the surface of the buffer

layer and significant electron scattering as a result of the erbium. By annealing

for 5 minutes in increasing 100 K steps, the 6
√

3 LEED pattern was eventually

recovered at 1073 K, with a similar LEED I/V curve to that prior to deposition,

Figure 6.14 (e). Partial recovery of the 6
√

3 periodicity is consistent with a propor-

tion of the surface now being exposed such that erbium has not changed/influenced

the surface structure of the buffer layer. Therefore, this would suggest that an-

nealing an Er/buffer layer sample to 1073 K either results in Er desorbing from

the surface, or alternatively, Er clustering at the surface. It is more likely that Er

clusters at the surface when annealing the sample to 1073 K since Anderson et al.

reported Eu to cluster at the buffer layer within a similar temperature range [90].

Annealing above 1073 K results in a significant change to the LEED and LEED I/V

as seen in Figure 6.14 (d) and (e), with the subsidiary spots of the 6
√

3 periodicity

being heavily suppressed over a range of beam energies and at 126 eV, the graphene

spot becoming much lower in intensity. This change in intensity of the graphene spot

at 126 eV is further reflected in the LEED I/V, where the intensity curve after having

annealed at 1273 K is significantly different from the non-deposited and post-1073 K

anneal curves. The most notable changes in the intensity curve are the suppression

of the Bragg peak at 110 eV and a change in the Bragg peaks observed between 70

- 80 eV. As mentioned earlier, the observation of these characteristic Bragg peaks

166



Figure 6.14: LEED images taken at 126 eV of (a) the buffer layer followed by (b)

0.5 monolayer deposition of erbium at room temperature. This 6H-SiC sample was

then annealed in increasing 100 K steps. Following an anneal at (c) 1073 K the

LEED spots are similar (although fainter) to those prior to deposition, but this

then changes at 1173 K where a suppression of the graphene spot and subsidiary

spots is observed and at (d) 1273 K there is a significant change to the overall

LEED pattern. (e) The change in LEED is reflected by a change in the LEED I/V

indicating a structural change at the surface of SiC after annealing above 1173 K.

is an indication of formation of buffer layer graphene. The suppression and change

of Bragg peaks around 70 - 110 eV of the LEED I/V spectrum are therefore a

strong indication of structural changes close to the surface (within the first few

atomic sublayers) based on the information depth of electrons within this energy

range (Figure 4.5). Changes to the LEED and LEED I/V appear to suggest that

erbium has either desorbed at 1273 K leading to vacancies at the surface, clustered

in a manner that is distorting the buffer layer, or has intercalated underneath the

buffer layer. Similar to Eu, it is believed that annealing the Er/buffer layer to

temperatures above 1273 K results in erbium intercalation and breaking of the Si-

C back-bond [90]. However, since the spots associated with the 6
√

3 periodicity

are still observable following an anneal at 1273 K, this suggests that if erbium

has intercalated, then it most likely has formed an amorphous layer underneath
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the buffer layer as a uniform layer of erbium is expected to result in considerable

electron scattering leading to even more significant changes to the observed LEED

pattern and LEED I/V spectra. Annealing the SiC sample to 1473 K for 5 minutes

shows a similar LEED I/V curve to that observed at 1273 K. This LEED I/V curve

is neither similar to the clean surface nor the bilayer LEED I/V curve (Figure 6.7)

and therefore strongly suggests that the erbium has remained after annealing at

such temperatures. This is somewhat unexpected since Anderson et al. observed

europium to “deintercalate” and desorb from the surface at 1473 K. However, they

also remark that REs were observed to only desorb after “prolonged annealing” at

1473 K [271]. Annealing SiC at temperatures above 1473 K for longer periods of time

leads to further graphitisation of the sample and therefore it is expected that this

would also result in any RE or adsorbed atomic species desorbing from the surface.

Since this sample was only annealed for a short period of time, it is believed that

erbium has still remained.

6.7.2 XPS of 0.5 ML and 2ML deposition

To confirm whether erbium had remained at the surface of buffer layer/6H-SiC fol-

lowing an anneal at 1473 K (as well as possibly having intercalated), the same sample

as discussed above, was removed from the LEED I/V UHV system and then placed

into the electron spectroscopy UHV system. A survey scan using monochromated

XPS revealed a weak presence of states at 450 eV and and a stronger presence of

states between 160 - 200 eV corresponding to the Er 4s and 4d core states respec-

tively, as is seen in Figure 6.15. Whilst there are states present between 160 - 200 eV

as a result of the Er 4d core state with a shoulder being observable at 168 eV, the

relative intensity of this peak is weak and aside from this, it is difficult to distin-

guish the entire multiplet structure from the SNR. It appears that erbium has still

remained at the surface of the sample despite it being taken out of vacuum as well as

being annealed at higher temperatures, but the amount of erbium present is small.

Additionally, the Er 4d core state exists at a similar energy to that of the electron

loss peak of the Si 2s core state from surface plasmons and therefore it is possible

that the observed feature in the XPS is a result of this peak and not a consequence
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Figure 6.15: (a) A monochromated XPS survey scan of the sample and (b) a detailed

scan of the Er 4d region (EB = 160 − 200 eV, 1 s dwell time, 0.05 eV step size) of

a SiC sample following deposition of 0.5 ML of Er, multiple annealing cycles and

after removal from the LEED I/V UHV system. Both the survey and detailed scan

reveal a weak Er presence.

of erbium.

To confirm whether the shoulder observed is a result of erbium, a fresh SiC sample

was inserted into the electron spectroscopy system and the buffer layer prepared

using the same conditions as before. A bespoke erbium evaporation source attached

to the preparation chamber of the electron spectroscopy system was used where a

current of ≈ 20 A is passed through a piece of erbium mounted in a tantalum boat.

Following an anneal at 1273 K to clean the buffer layer, the sample was allowed to

return to room temperature before deposition of 2 ML of erbium. A thicker coverage

of Er was chosen in order to provide an XPS reference signal for this material and

confirm whether the observed peaks for a 0.5 ML coverage were a consequence of

Er.

As can be seen in Figure 6.16 (a), the survey scan following deposition shows the

emergence of peaks at 160-200 eV (Er 4d), 325 eV (Er 4p), and 450 eV (Er 4s) as

well as peaks at lower binding energies associated with the Er Auger MVV state.
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Figure 6.16: In order to distinguish between the Si 2s and Er 4d core states, 2 ML

of erbium was deposited onto a clean buffer layer. The in situ survey scan (a), and a

detailed scan between 160 - 200 eV (b) reveal a strong presence of Er 4d core states

as well as the 4s and 4p core states at 450 eV and 325 eV.

Following deposition of 2 ML of Er, not only does the survey scan show a strong

presence of states between 160 - 200 eV from the Er 4d multiplet structure, but

also states at 450 eV and 325 eV associated with the Er 4s and 4p core states.

These states are much more apparent than for the 0.5 ML sample. The difference

in the region near the Si 2s core state between the clean surface and following

2 ML of deposition can be clearly seen in Figure 6.16 (b), with a strong shoulder at

approximately 168 eV. The thicker film of erbium also reveals clearer observation

of the 4d multiplet structure with states existing at 168 eV, 175 eV, 182.5 eV and

197 eV.

Comparing the spectrum in Figure 6.16 (b) to Figure 6.15 (b), the shoulder observed

at 168 eV for 0.5 ML is the same shape and energy as for the 2 ML case supporting

the idea that Er remained at the surface of the sample following an anneal at 1473 K.

Additionally, comparing the 0.5 ML spectrum to the clean spectrum, it can be seen

that the second peak in Figure 6.15 at 176 eV is a result of the electron loss peak from

the Si 2s core state. The intensity of the two peaks (168 and 176 eV) in Figure 6.15
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are similar, which is consistent with the idea that only a small amount of erbium is

present near or at the surface of the 0.5 ML sample. By having annealed at 1473 K,

it is possible that some of the erbium has desorbed from the surface as a result of

further graphitisation of the SiC which can occur at such temperatures. Therefore,

the XPS measurements made for the 0.5 ML case strongly suggest that once erbium

has been deposited on the sample, that it is extremely difficult to remove it by

annealing the sample without further graphitisation of the SiC.

To summarise, LEED, LEED I/V and XPS results appear to show that erbium

can intercalate underneath the buffer layer as a result of annealing the sample to

1273 K, where it is then believed to break the back-bond leading to formation of

QFSG. Similar to other REs, erbium, once intercalated, is difficult to remove without

further graphitisation of the SiC. To further develop on the work presented above,

it would be interesting to explore intercalation of Er using MDS and UPS as well

as perform SPMDS to see whether possible proximity-effect SOC is induced within

the QFSG layer.

6.8 Summary

In this chapter, 6H-SiC has been explored both experimentally and theoretically

in order to shed further light on graphene growth on this substrate, the influence

of intercalation of different atomic species on the buffer layer, and how it could

be tailored for spintronic applications. DFT simulations using CASTEP support

previous calculations, showing that the adatom-terminated (
√

3×
√

3)R30◦ surface

reconstruction favours the Si(T4) site over the Si(H3) site for the silicon-rich face.

The surface state from this adatom is clearly seen via UPS through intense emission

near the cutoff point. Furthermore, this surface reconstruction has been explored

for the first time using MDS showing a clear state at around 8 eV from the Fermi

level due to back-bonding between the adatom and the substrate.

Transitioning from the (
√

3×
√

3)R30◦ to the (6
√

3× 6
√

3)R30◦ surface reconstruc-

tion results in the surface state changing to a back-bonded state near the cutoff

point and development of a stronger Fermi edge in the UPS spectrum. The effects
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of decoration and intercalation of atomic hydrogen on the buffer layer were explored

using MDS and UPS with supporting calculations using CASTEP. Due to the sur-

face sensitivity of MDS, the decoration of atomic hydrogen resulted in an intense

peak being observed at approximately 8 eV from the cutoff point. To explain this,

PDOS of specific carbon atoms in the buffer layer were computed, with one back-

bonded and one decorated with atomic hydrogen. A similar peak in the PDOS is

predicted to exist at 8 eV due to carbon p states for the hydrogen-decorated carbon

atom. Comparing this to the literature, the origin of this peak can be explained as

an effective overlap between the sp3 hybridisation of the hydrogen-decorated carbon

and the 1s state of the He 23S atom resulting in AD occurring instead of RIAN.

MDS spectra of QFSG show a broad state at 2 eV and a broad shoulder at around

8 eV from the cutoff point as a result of π-band states at the M and Γ points in

reciprocal space. The broadness of the feature at 8 eV is most likely a result of RIAN

occurring instead of AD suggesting a mixture of the π-band state at the Γ point as

well as in-plane σ-band states within the buffer layer. These states are shifted closer

to the Fermi level as a consequence of p-doping of QFSG which is believed to origi-

nate from the “spontaneous polarization” of the hexagonal SiC substrate. Further

demonstration of formation of QFSG is seen by the deconvolution of the C 1s core

state where the back-bonded state decreases whilst the C-C chemical environment

increases as a consequence of exposure to atomic hydrogen.

Annealing to higher temperatures resulted in multilayer graphene, indicated by the

same characteristic peaks in the MDS spectra at 3 eV and 8 eV away from the cutoff

point as well as a sharp presence of states at the Fermi level of the UPS spectrum.

Contrary to QFSG, the observed states in the MDS are at binding energies associated

with charge-neutral graphene.

Finally, to try and enhance the SOC within graphene and break the back-bond of the

buffer layer, intercalation of Er was explored. Following deposition of 0.5 ML of Er, it

was found that no LEED spots were observable until 1073 K where the Bragg peaks

observed in the LEED I/V curve are at similar peak positions to those observed prior

to deposition. Annealing to temperatures above this resulted in a significant change

to the LEED I/V spectra and even after annealing at 1473 K, the LEED I/V curve

remained different from that measured prior to deposition. Monochromated XPS
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shows that this Er had remained near the surface after multiple annealing cycles

which therefore strongly indicates that, similar to Eu, Er can intercalate and break

the silicon subsurface back-bond. Furthermore, without further graphitisation of

the SiC, removal of Er appears to be extremely difficult.

By using a range of complementary techniques, this chapter has helped provide

a greater insight into the evolution of the 6H-SiC(0001) surface, formation of the

buffer layer, and how it can be activated. Understanding changes to the DOS of

the buffer layer as a result of adsorption or intercalation of hydrogen is crucial when

designing SiC devices for a variety of applications whether it be hydrogen storage or

spintronics. Additional evidence of the reversibility of the graphane-like buffer layer,

the QFSG layer, and the controlled nature of growth of graphene provide further

motivation for using SiC in both spintronic and hydrogen storage applications.
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Chapter 7

Formation of the LSMO/6T

Spinterface

One way of enhancing SOC in graphene through the proximity effect is by placing

it on a ferromagnetic or ferrimagnetic substrate. As for magnetite, proximity-effect

SOC has been observed in graphene on the ferromagnetic oxide LSMO [58] as a

result of the breaking of inversion symmetry in the graphene leading to Rashba-

type SOC [276]. LSMO is an attractive material for spintronic applications due

to its half-metallicity up to 350 K, colossal magnetoresistance and its easily ac-

cessible metal-to-insulator transition making it an ideal material for sensor appli-

cations [8, 277]. LSMO has also frequently been used as the bottom electrode in

organic spintronic devices, including the first demonstration by Xiong et al. of an

organic spin valve [278]. This has helped identify the importance of the interface

between organic molecules and ferromagnetic substrates in determining device oper-

ation and performance. Indeed, ‘spinterfaces’ are now considered separate spintronic

entities that can be activated to show unique phenomena such as interfacial mag-

netoresistance [279] and magnetic hardening [280]. As for 2D material spintronics,

understanding and engineering organic/ferromagnetic interfaces continues to be an

essential task in the pursuit of next-generation organic spintronic devices. This

chapter outlines an electron spectroscopy study of clean LSMO surfaces and the

formation of monolayers of the organic semiconductor, α-sexithiophene (6T).
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Figure 7.1: (a) LSMO has a perovskite crystal structure with La and Sr cations

occupying the vertices, O anions at each face-centre and a Mn cation at the centre

of the unit cell. (b) The Mn 3d orbitals are (c) split by the crystal field (1.5 eV)

into two doubly degenerate eg bands and three degenerate t2g bands. (d) Due to

Jahn-Teller distortion, the degeneracy of these states is further lifted and a single

eg state is occupied for the Mn3+ cation.

7.1 La0.66Sr0.33MnO3

La1−xSrxMnO3 or LSMO is a hole-doped manganite [281]. The chemical formula for

the manganite series is AMnO3, where if A is one of the following elements, then the

composition crystallises into a pervoskite structure: La, Ca, Ba, Sr, Pb, Nd, Pr [277].

As can be seen in Figure 7.1 (a), the crystal structure of LSMO is similar to that of

a face-centred cubic (FCC) lattice with La and Sr cations occupying the vertices of

the FCC lattice and oxygen anions at the face centres. However, additionally for any

of the manganites, a Mn cation (both 3+ and 4+) occupies the centre of the lattice

and so LSMO is considered a manganese perovskite oxide [281]. This perovskite

structure results in the formation of a rhombohedral or orthorhombic (the so-called

GdFeO3 type) lattice [282]. The type of lattice is governed by the tolerance factor

(t = rA + rO/
√

2(rB + rO)) where rO, rA and rB represent the average ionic size of

oxygen, strontium and manganese for LSMO; when t = 1, then the manganite is a

perfect cubic perovskite structure [282].
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In the bulk, the magnetic properties of LSMO originate from the Mn 3d orbital

(Figure 7.1 (b)). This orbital is split by the crystal field into two degenerate eg

states and three t2g states. Jahn-Teller distortion further lifts the degeneracy of

these states and lowers the crystal symmetry where, for the t2g triplet, all three

electrons are aligned parallel (S = 3/2) whilst in the the eg doublet, a single electron

occupies the 3z2− r2 level and this occurs only for the Mn3+ cation [277, 281]. The

Jahn-Teller interaction occurs as a result of the coupling between the manganese

cation 3d state and the oxygen anion 2p states. This leads to a distortion in the

crystal lattice, which is partially responsible for the magnetic behaviour of LSMO.

This ratio of La (1 − x) to Sr (x) drastically influences various properties within

LSMO. For example, the doping of Sr2+ cations within the crystal lattice results in

a conversion of manganese cations from Mn3+ to Mn4+ and a half-filling of electrons

in the conduction band. This half-filling results in holes in the valence band and

therefore LSMO is regarded as a hole-doped manganite [281]. Varying the doping

of divalent alkaline earth ions (Sr) also significantly influences the resistivity of the

manganite. Undoped LaMnO3 is an insulator and experiences antiferromagnetic or-

dering, but when doped (0.1 ≤ x ≤ 0.33), LSMO undergoes a metallic-ferromagnetic

phase transition. The origin of this ferromagnetic ordering is currently believed to

be a result of the ferromagnetic super-exchange interaction and not the double-

exchange interaction which had been previously postulated [282]. Whilst double-

exchange provides a qualitative explanation for metallic conduction below the Curie

temperature (Tc), it fails to explain certain phenomena such as the high temperature

phase [281]. The highest Tc (350 K) occurs when the ratio of Sr to La cations is 1/3

to 2/3. At higher levels of Sr (≤ 0.5) then LSMO will undergo an antiferromagnetic

phase ordering.

In hole-doped manganites, the Mn t2g states and the spin-up eg band are completely

separated from the minority bands by a large Hund’s energy (≈ 2.5 eV) whilst the

oxygen anion 2p states are fully occupied in both spin states [281]. Thus, the spin

polarisation at the Fermi level is entirely determined by the hybridisation between

the oxygen p states and the Mn eg state. Since there is an insulating band gap

between the oxygen 2p states and the minority spin states, only the majority spin-

state eg band at the Fermi level is occupied and hence LSMO is a half-metal [281].
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As a result of changing chemical composition at the surface, the half-metallicity of

LSMO breaks down at room temperature. Multiple measurement techniques includ-

ing XPS, XRD, atomic force microscopy (AFM) and low-energy ion scattering have

shown that at the surface of LSMO there is a strong Mn and Sr rich phase when

compared to the bulk [283, 284]. In particular, XPS results indicate that La 3d and

Mn 2p core states remain relatively unchanged whilst O 1s and Sr 3d core states

are significantly influenced by the angle of the X-ray on the LSMO thus indicat-

ing a strong presence of Sr at the surface [283]. Annealing at temperatures around

973 K results in further Sr segregation to the surface which consequently drastically

influences the electronic properties (such as the metal-to-insulator transition tem-

perature) of the material [284]. The result of this, in addition to oxygen vacancies,

is the destruction of the half-metallicity of LSMO, making it more difficult to incor-

porate in spintronic devices [285]. Furthermore, other dopants aside from Sr such

as Pb have also shown segregation to the surface as a result of annealing the man-

ganite and therefore when preparing the surface of LSMO for device applications,

the annealing temperature must also be taken into account.

7.2 α -Sexithiophene

α-sexithiophene (6T), shown schematically in Figure 7.2, is an organic molecule with

the molecular formula of C24H14S6 and is part of the oligothiophene group. Since

the first synthesis of thiophene oligomers in 1945 [287], there has been interest in

utilising 6T in electronics, for example, due to its large field-effect mobility at room

temperature [288]. Graphene combined with 6T has been used to create a field-effect

transistor [288], and in spintronics, due to the antiferromagnetic coupling between

6T and Fe3O4, monolayers of 6T sandwiched between two ferromagnetic layers has

been used to create a magnetic tunnel junction [289]. To form single crystals of

6T however, it has been found that without annealing the substrate, even after

heavy deposition of 6T, only Volmer-Weber (island-by-island) growth is achieved

and that it is only by annealing the substrate above 393 K that Stranski–Krastanov

(island-by-layer) growth can be realised and a lamellae of 6T formed [290]. In

order to fabricate 6T/magnetic layered devices for spintronic applications, further
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Figure 7.2: (a) α-sexithiophene (6T) is an organic molecule that is part of the olig-

othiophenes with the chemical formula C24S6H18. (b) The photoemission response of

6T from a 50 eV laser as the power of the laser is adjusted using a series of different

filters. (b) reproduced from [286].

understanding of the growth mechanism and electronic interaction it has with a

magnetic substrate is required.

7.3 Clean LSMO

Thin films of LSMO (La0.66Sr0.33MnO3) were supplied by Dr. Ilaria Bergenti of

the Institute for Nanostructured Materials (ISNM) at CNR-Bologna as a part of a

collaborative work on organic spinterfaces. These films were grown on NdGaO3(111)

substrates via channel spark ablation, with an average thickness of 40 nm and surface

roughness of around 0.6 nm; for more information on growth using charge spark

ablation, the reader is encouraged to look at the work by Graziosi et al. [291].

LSMO prepared in such a manner has been used in a variety of devices including
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memristors [292] and spin valves [293].

For the experiments described here, the LSMO samples were mounted onto e-beam

sample plates and then placed into the electron spectroscopy system with no prior

treatment. Monochromated XPS of an as-inserted sample was measured and com-

pared to the spectrum following three cleaning cycles. Cleaning of the sample was

performed by a gentle anneal at 503 K for 30 minutes using the pyrolytic boron ni-

tride heater in the analysis chamber. It has been previously reported that annealing

LSMO to temperatures as low as ≈ 500 K will result in oxygen vacancies at the

surface [294] and higher temperatures will result in strontium segregation as well,

which consequently modifies the electronic properties of the thin film [283]. LSMO

prepared by channel spark ablation has been found by Jong et al. to be mostly free

of carbon after annealing at 503 K with only a small contribution being measured

via XPS due to SrCO3 [294]. Furthermore, higher temperatures were seen not to

influence the relative concentration of carbon present [294] and therefore, based on

the literature, 503 K appeared to be a suitable temperature to clean the thin films

used in this project. Finally, before any measurements were made, the sample was

allowed sufficient time to cool to room temperature to prevent the metal-to-insulator

transition from influencing the spectroscopic results.

As seen in Figure 7.3, various peaks in the XPS survey scans of the LSMO thin

film become clearer following a couple of annealing cycles. The following peaks

are observed post anneal: O KVV (976 eV), La multiplet split 3d (834 eV), Mn

2s (773 eV), Mn multiplet split 2p (642 eV), O 1s (530 eV), C 1s (285 eV), La

4s (278 eV), Sr 3p (268 eV), Sr 3d (133 eV) and La 4d (102 eV). Firstly, following

annealing of the LSMO thin film, the relative intensity of the C 1s peak with respect

to all other peaks has decreased. This is consistent with previous XPS analysis of

channel spark ablation-grown LSMO thin films, where a small presence of carbon

is observed as a result of SrCO3 at the surface. Additionally, it can also be seen

that by annealing the LSMO thin film, this has resulted in the emergence of the

Mn 2s and La 4s core states, which prior to annealing are indistinguishable. The

reduction in carbon and emergence of these peaks is a good indication of the surface

being ‘clean’ and follows previous cleaning procedures used for preparation of LSMO

spintronic devices [293]. It is also worth noting that by annealing to 503 K, this is
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Figure 7.3: Monochromated XPS of a La0.66Sr0.33MnO3 as inserted from air into

UHV (black) and after three annealing cycles at 503 K for 30 minutes (red).

expected to have also resulted in oxygen vacancies and a more strontium-rich phase

at the surface as has been previously reported [283, 294].

Following a couple of annealing cycles, both UPS and MDS of the clean surface were

measured with the results shown in Figure 7.4. In the UPS spectrum, Figure 7.4 (a),

up to a binding energy 8 eV relative to the Fermi level, are four distinguishable

features. The state at the cutoff point is a result of the Mn eg band and the

shoulder at 2.6 eV is a result of the t2g bands based on previous UPS measurements

[285]. The shoulder associated with t2g states is not as well defined as in [285]

for a reference LSMO sample implying that there may be some level of defects

at the surface influencing the electronic properties of the thin film. As discussed

above, previous analysis of La0.66Sr0.33MnO3 thin films found that oxygen vacancies

occurred even after annealing at 500 K [294]. The observation of peaks at 5 eV

and 6.5 eV relative to the EF are associated with hybridisation between Mn t2g

and O 2p states. According to Picozzi et al. [285] who used He I α UV radiation

to analyse LSMO(0001) thin films, since the peak positions are at 5 and 6.5 eV

respectively, these hybridised states have been shifted to higher binding energies as
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Figure 7.4: The UPS (a) and MDS (b) spectra of LSMO following three cleaning

cycles at 503 K, each for 30 minutes.

a result of oxygen vacancies. This is therefore consistent with previous observations

which show that annealing LSMO will result in the formation of oxygen vacancies

at the surface [285].

The MDS spectrum of the clean surface, Figure 7.4 (b), can be compared to results

obtained by Sakai et al. when looking at graphene growth on LSMO [295]. They

reported that the features observed in the clean LSMO spectrum are a result of the

metastable helium atom undergoing Auger de-excitation. Previous reports further

support this statement with studies of other perovskite materials having similar

spectra to that from He I α UV radiation [117]. With respect to the data presented

in Figure 7.4 (b), a series of similar bands can be seen in the MDS compared to the

UPS implying that AD is the dominant de-excitation mechanism for this surface.

The broad peaks observed near the cutoff point (19.8 eV) at 19 eV and 17.3 eV can

be attributed to the Mn eg and t2g bands. Further away from the cutoff point, a

shoulder is observed at around 14.8 eV which, from comparison to the UPS, is a

result of the hybridised O 2p Mn 3d state. According to Harada et al., this will be

primarily due to the O 2p outer orbitals which effectively overlap with the 1s state of

the metastable helium atom [117]. Finally, at around 10.5 eV there is a very broad

181



shoulder which based on its peak position and previous literature, is a result of the

Mn 3d-derived satellite caused by the final-state effect [295]. The features observed

in Figure 7.4 (b) are less well defined than has been previously measured by Sakai

et al. which is most likely further evidence for oxygen vacancies at the surface of

these thin films.

7.4 6T Growth on LSMO

6T growth was calibrated based on AFM and XRD measurements made by Albonetti

et al. for 6T/SiOx [290]. Previously, it has been found that a 0.5 ML coverage has a

thickness of 13 Å and a 3.2 ML coverage has a thickness of 81 Å. Therefore, 1 ML of

6T forms between 24 Å and 26 Å, with quartz crystal microbalance (QCM) values of

ρ = 1.4 gcm−3 and Z = 1.0 (for more information on using a QCM, see Appendix B).

During deposition, the substrate was annealed at approximately 393 K. To anneal

the LSMO gently, the W/Th e-beam filament in the preparation chamber was used

(I=0.8 A) to heat the thin film through thermal radiation. α-sexithiophene molecules

were produced using a MBE-Komponenten NTEZ low temperature effusion cell by

heating a 6T powder supplied by Sigma-Aldrich. The melting point is 563 K, but

the powder was only heated to 493 K which according to Albonetti et al. equates

to a deposition rate ≈ 0.04 Ås−1, an ideal rate for growth of 6T monolayers [290].

7.4.1 AFM

AFM measurements were performed by Dr. Cristiano Albonetti at ISNM for 6T

deposited on LSMO as can be seen in Figure 7.5. It is worth noting that the same

samples presented in Figure 7.5 were also prepared by Albonetti, however, prepara-

tion/growth of 6T on LSMO as analysed using MDS, UPS and XPS was performed

by the author of this thesis instead. Using the same conditions described above,

AFM was performed for 0.5 monolayer (ML) and 6 ML deposition to demonstrate

the difference between submonolayer and multilayer coverages of 6T. The darker

regions in Figure 7.5 (a) are the LSMO substrate and the bright features are a re-

sult of islands of 6T. At 0.5 ML, during the nucleation stage of Stranski–Krastanov
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Figure 7.5: AFM of (a) 0.5 ML and (b) 6 ML of 6T on LSMO. Below each image

is a colour bar representing the height scale of that image. During deposition, the

sample was annealed at 393 K to ensure formation of lamellae of 6T since depositing

at lower temperatures results in Volmer-Weber growth.

growth, 6T islands can be seen which, similar to growth on SiOx, neither coalescence

nor undergo Ostwald ripening [290]. Since the surface of the thin film is not pat-

terned, round islands are formed with a random spatial distribution and a height of

40± 4 Å. The 6T molecules absorb preferentially along their long axis with respect

to the surface, diffusing favourably across regions of lower surface roughness [290].

Transitioning from submonolayer to thicker coverages of 6T whilst annealing the

thin film results in formation of µm lamellae across the surface. Small regions of

the LSMO substrate are still observed after 6 ML deposition of 6T (Figure 7.5 (b)),

which occur as the growth mechanism evolves from molecular diffusion at island

edges towards a diffusion limited aggregation scenario (formation of fractal struc-

tures) [290]. Similar to submonolayer growth, for thicker coverages of 6T, the

molecules stack preferentially along their long axis forming a monoclinic unit cell,

with a c-axis height of approximately 44 Å [287]. Without annealing the thin film

to temperatures around 393 K whilst depositing 6T, only Volmer-Weber growth will
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Figure 7.6: Normalised monochromated XPS of a La0.66Sr0.33MnO3 thin film after

being ‘cleaned’ (black), following deposition of 0.5 ML (red) and 3 ML (blue) of

6T whilst annealing the substrate at 393 K. As the coverage of 6T increases, the

relative intensities of the C 1s and S 2p peaks increase.

occur rather than Stranski–Krastanov growth [290]. The latter is important for the

fabrication of spintronic devices to ensure a smooth relatively defect free spinterface

between the organic molecules and the ferromagnetic substrate. Therefore, it is im-

portant that the LSMO thin film undergoes a gentle anneal whilst depositing 6T to

ensure formation of lamellae across the surface.

7.4.2 XPS

To further understand the difference between submonolayer and multilayer coverage

of 6T on LSMO, a similar approach was performed in the electron spectroscopy

system. Following three annealing cycles at 393 K, 0.5 ML and 3 ML of 6T were

deposited on the LSMO thin film and XPS survey spectra obtained (Figure 7.6).

As expected, increasing coverages of 6T results in the emergence of the S 2p core

state (164 eV) as well as an increase in the relative intensity of the C 1s core

state. Additional deposition of 6T was also accompanied by a reduction in the
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relative intensity of peaks associated with Mn, La, Sr and O. The reduction in

relative intensity of peaks associated with LSMO and increase in intensity of peaks

associated with 6T between the ‘clean’ spectrum and the 3 ML spectrum is consistent

with the idea of a thicker coverage of α-sexithiophene at the surface of LSMO. Since

Mn, Sr, La and O peaks are observable after 3 ML deposition in the XPS survey

spectrum, this is an indication that the coverage is within a few monolayers. For

thicker coverages of 6T, the XPS signal would not be able to probe core states

associated with the LSMO substrate as is seen similarly for increasing coverages of

C60 on LSMO [157].

Transitioning between the clean surface and submonolayer deposition is likely to

result in a change to the core state spectra observed due to a change in chemi-

cal environments present near the surface. Indeed this is the case when looking

at the C 1s core state as seen in Figure 7.7 (a), where there is a visible difference

between the ‘clean’ surface and following 0.5 ML deposition of 6T. Following sub-

traction of a Shirley baseline, the clean spectrum can be seen to be a convolution of

three Gaussian-Lorentzian peaks according to Jong et al., with positions 283.7 eV,

284.5 eV and 285.8 eV corresponding to the Sr-C, C-C and C-O/hydrocarbons chem-

ical environments respectively [294]. After 0.5 ML deposition of 6T, the linewidth

of the C 1s core state peak decreases and is shifted by approximately 0.2 eV to a

lower binding energy. This peak was found to be (not shown in Figure 7.7 (a)) a

convolution of two peaks with binding energies 284.9 eV and 283.9 eV corresponding

to the C-C and β-C (from C-S) chemical environments respectively [296, 297]. The

suppression of the C-O chemical environment and reduction in the linewidth of the

C 1s core state is consistent with the observation of 6T formation at the LSMO

surface. Increasing the coverage of 6T from submonolayer to multilayer results in

no further changes to the C 1s core state suggesting that no additional chemical

environments have been introduced. As shown in Figure 7.7 (b), transitioning be-

tween submonolayer and multilayer coverages of 6T appears to have not resulted

in any visible changes to the S 2p core state spectra. The S 2p core state can be

deconvoluted into three peaks at positions 164.7 eV (S2), 163.8 eV (S1) and 163.1 eV

(B). Peak B is a consequence of the ‘base’ C-S chemical environment, whilst, ac-

cording to Ohno et al., the other two peaks (S1 and S2) at a higher binding energies
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Figure 7.7: Normalised monochromated XPS spectra of the (a) C 1s and (b) S 2p

core states (0.05 eV step size) as a result of different thicknesses of 6T. Black is

the ‘clean’ surface following three annealing cycles, red following 0.5 ML deposition

and green after 3 ML deposition. After subtraction of a Shirley baseline, the C 1s

‘clean’ surface and S 2p 3 ML deposition were both fitted using a series of Gaussian-

Lorentzian peaks (blue) as described in the text. Arrows indicate the shift in the C

1s core state transitioning from the ‘clean’ surface to 0.5 ML deposition of 6T.

are a consequence of charge transfer between the 6T and the LSMO resulting in a

‘positively charged’ 6T molecule [296].

7.4.3 UPS and MDS

The result of depositing α-sexithiophene on LSMO is the observation of molecular

orbitals in both the UPS and MDS spectra as can be seen in Figure 7.8. Photoemis-

sion studies of 6T single crystals [286, 298] show a number of distinct peaks relative

to the Fermi level: HOMO, HOMO-1, HOMO-3 and π-band. The HOMO state is

a result of C 2p orbitals within the thiophene whilst the HOMO-1 state is due to

the hybridised π bond between the C 2p and S 3p states [298]. The HOMO-3 and

π-band states are due to more tightly bound π bonding states arising from a mixture
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Figure 7.8: Normalised (a) UPS and (b) MDS spectra following deposition of 0.5 ML

(black) and 3 ML (red) of 6T whilst annealing the sample at 393 K.

of S 3s and S 3p as well as C 2p states [286]. States at 6 eV and further away from

the Fermi level are due to σ bond states within α-sexithiophene.

Relative to the Fermi level, as highlighted in Figure 7.8 (a), HOMO, HOMO-1,

HOMO-3 and π-band states are observed at energies of 2.6 eV (HOMO), 3.4 eV

(HOMO-1), 4.1 eV (HOMO-3) and 5.4 eV (π-band) in the UPS spectra. In the

MDS spectra, the molecular state peak positions relative to the cutoff point are

1.2 eV, 2.0 eV, 2.7 eV and 4.1 eV. By subtracting the clean LSMO signal from the

UPS spectrum for submonolayer and multilayer coverages, these molecular orbitals

become more apparent as can be seen in Figure 7.9 (a). This technique has been

used previously to measure the difference in peak positions between channel spark

ablation-grown LSMO on different substrates (NdGaO3 and SrTiO3) [299]. As seen

in Figure 7.9, the shape and separation of the observed peaks are similar in both the

UPS and MDS spectra which is consistent with AD being the dominant de-excitation

mechanism for both islands and lamellae of 6T [117].

Comparing the peak positions of the MDS spectra to previous photoemission spectra

as well as DFT and Hartree-Fock calculations, the observed peaks are at similar

binding energies with respect to the Fermi level [286, 298]. Transitioning between
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Figure 7.9: Following subtraction of the clean LSMO spectrum from the deposited

6T spectra, the normalised (a) UPS and (b) MDS spectra show more clearly the

presence of molecular orbitals due to the 6T. The formation of multilayer 6T shows

a shift of 0.2 eV away from the Fermi level in the UPS spectra.

submonolayer and multilayer coverage shows a slight shift in the observed molecular

orbitals to higher binding energies (≤ 0.1 eV). As lamellae/single crystals of 6T form,

as discussed earlier, the molecules preferentially stack along their long axis, tilted

with respect to the surface arranging into a monoclinic unit cell [287]. According

to Harada et al., a shift in peak positions to higher binding energies in the MDS

spectra for organic monolayers is a result of the molecules tilting as the unit cell

forms [117]. This leads to site inhomogeneity of the top-layer molecules which then

occupy various nonequivalent positions on the second-layer molecules, resulting in a

slight shift in peak positions to higher binding energies [117].

By comparing the UPS spectra for submonolayer and multilayer coverages, it can be

seen that a thicker coverage of 6T has resulted in an energetic shift of 0.2 eV away

from the Fermi level. There are three possible reasons for this shift: (1) a change in

the molecule or structure conformation; (2) chemical bonding between 6T molecules

and the substrate; (3) electronic screening of the photoelectron from the hole pro-

duced from the photoemission process [286]. Using AFM and XRD, Albonetti et al.
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report no change in the molecule or structure conformation of 6T when grown on

SiOx, which therefore suggests that the observed shift in the UPS spectra is unlikely

to be a consequence of this. A change in chemical bonding seems unlikely as well

since as the surface transitions from submonolayer islands to multilayer lamellae of

6T, in principle, no further chemical environments are introduced. The most likely

possibility is electronic screening since, as discussed earlier, charge transfer between

the 6T and the LSMO is believed to leave the 6T molecules at the LSMO/6T inter-

face slightly positively charged [296]. This screening acts as a possible explanation

as to why the peak positions observed in the UPS exist at higher binding energies

(≈ 1.4 eV) than observed for MDS. Since metastable helium atoms only probe the

top-most states, the observed MDS spectra are unlikely to have been influenced by

electronic screening from states at the LSMO/6T interface. In comparison, UPS

probes both surface and subsurface states. This screening is also consistent with

the deconvoluted XPS core state spectra described earlier. Therefore, the data pre-

sented here provide further evidence of charge transfer between 6T molecules and

the LSMO surface.

7.5 Summary

The work presented in this chapter further explores the clean surface of thin films

of La0.66Sr0.33MnO3 as well as the growth of 6T monolayers on top of this surface

using a variety of electron spectroscopy techniques. The MDS, UPS and XPS results

shown here further demonstrate that the surface can be cleaned by annealing the

LSMO thin film to 503 K. It can be seen that more strongly bound carbon remains

at the surface despite multiple annealing cycles and, furthermore, annealing the

LSMO thin films leads to formation of oxygen vacancies at the surface. These

results show that channel spark ablation-grown LSMO films are good for growth of

organic monolayers but are not structurally perfect.

AFM results show that lamellae of 6T can be grown on LSMO thin films by annealing

the substrate to 393 K. Consistent with previous measurements made by Albonetti

et al., for non-patterned surfaces, submonolayer coverages of 6T result in islands

with random spatial distribution. Transitioning to multilayer coverages results in the
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formation of µm lamellae across the surface with 6T molecules stacking preferentially

along their long axis.

Thicker coverages of 6T show an increase in the relative intensity of the C 1s and

S 2p core states as expected. Analysis of the C 1s core state for a clean surface

and a submonolayer coverage of 6T reveals a reduction in the relative intensity of

the peak associated with C-O bonds and formation of C-C and β-C bonds from

the 6T molecule. The S 2p core state appears to be a convolution of three peaks

which according to Ohno et al. is evidence of positively-charged 6T molecules at

the LSMO/6T spinterface.

Submonolayer and multilayer coverages of 6T were explored using both UPS and

MDS. A shift in the peak positions to higher binding energies can be seen in both

spectra. The shift in the MDS is believed to originate from the slight tilting in the

6T molecules similar to that observed using AFM. In the UPS, the observed shift

of 0.2 eV is most likely a result of electronic screening from positively-charged 6T

molecules at the LSMO/6T interface.

The work presented in this chapter helps develop a greater understanding of the

LSMO/6T spinterface. Using AFM, the growth and formation of 6T single crys-

tals has been characterised and the combination of MDS, UPS and XPS shows

that charge transfer occurs at the interface. These results will help in designing

LSMO/6T spintronic devices such as spin valves.
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Chapter 8

Conclusions and Further Work

8.1 Conclusions

The work presented in this thesis demonstrates the first results from a spin-polarised

metastable emission electron microscope, an extensive theoretical and experimental

study of graphene on SiC and a brief study of α-sexithiophene molecules on LSMO.

Following an introduction, since a large part of this project focused on utilising 2D

materials for spintronic applications, Chapter 2 covers in detail how graphene can

be tailored for devices by enhancing the SOC through the proximity effect. As both

MDS and MEEM are uncommon techniques, Chapter 3 covers the various elements

of a He 23S beam and how it interacts with a surface. This includes the de-excitation

mechanisms of He 23S atoms, different methods of producing a metastable helium

beam, and how the beam can be spin-polarised. Chapter 4 focuses on the various

other experimental techniques which were used in this project.

In Chapter 5, Fe3O4(001) was used as test system to see whether SPMEEM could

map the surface spin polarisation of magnetic materials and image domain struc-

tures. By analysing the clean surface of magnetite, SPMEEM results revealed a

significant spin canting effect at the surface of Fe3O4(001), where the OP spin asym-

metry was measured to be effectively the same as that observed IP. This spin canting

effect at the surface is much stronger than previously reported and is believed to

originate from uniaxial surface anisotropy. By using micromagnetic simulations

and comparing pixel values of spin asymmetry measured IP and OP, the surface
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anisotropy constant is estimated to be 1 − 2 × 10−3 Jm−2. It was found that a

1 L exposure to naphthalene resulted in a significant increase in the measured spin

asymmetry by up to nearly ≈ 25%. This is believed to be a consequence of Auger

de-excitation and charge transfer between the Fe3O4(001) surface and the naphtha-

lene. Furthermore, SPMEEM has also been used to support previous measurements

of a spin reorientation phase at the surface of Fe3O4(001). The domains observed

using SPMEEM were found to change gradually from being small and distinct to

broad, large features spanning tens of µm across with a significant change in do-

main shape and size observed at ≈ 143 K. This is a consequence of the change of

the first-order magnetocrystalline anisotropy constant when approaching the Ver-

wey transition temperature. Overall, the work presented in Chapter 5 reveals a new

and powerful technique to characterise spin polarisation at the surface of magnetic

materials which will hopefully provide a greater understanding of spin dynamics at

the surface of such systems.

Based on the techniques described in Chapter 3 and Chapter 4, Chapter 6 explores

the growth of graphene on SiC. Both the (
√

3 ×
√

3)R30◦ and (6
√

3 × 6
√

3)R30◦

surface reconstructions of SiC have been explored for the first time using MDS and

compared to UPS, showing the transition between the adatom-terminated surface

and the buffer layer. By modelling the
√

3 reconstruction, the most stable adatom

configuration for the (0001) polar face was found to be Si(T4) top site, supporting

previous ab initio calculations. Using MDS, the reversibility of a state due to the

formation of a graphane-like buffer layer was observed and supported with DFT

calculations. The state observed is a consequence of the formation of the sp3 hy-

bridisation between the hydrogen and the carbon which effectively overlaps with

the ground state of the metastable helium atom. Reversibility of quasi-free standing

graphene was also explored, showing the formation of a state around 2 eV from the

cutoff point due to the π-band at the M -point in reciprocal space. This state is

closer to the Fermi edge as a consequence of p-doping which arises as a result of

the spontaneous polarisation of the SiC substrate. Preliminary work studying the

intercalation of erbium was carried out using LEED, LEED I/V and XPS. It was

found that following deposition of erbium on the buffer layer, annealing SiC samples

to temperatures greater than 1073 K resulted in significant changes to the Bragg
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peaks observed in LEED I/V, suggesting that erbium intercalates between 1173 -

1473 K. Furthermore, based on XPS and LEED I/V measurements it was found

that following intercalation of erbium, removal of it is extremely difficult without

further graphitisation of the SiC sample. The results presented in Chapter 6 further

demonstrate how the buffer layer can be activated so that it could then be tailored

for spintronic or hydrogen storage applications.

In Chapter 7, results from a study of thin films of La0.66Sr0.33MnO3 are presented

with both the clean surface and the growth of 6T monolayers investigated as part of a

collaboration with Dr. Ilaria Bergenti of ISMN, Bologna. Preparation of the ‘clean’

surface was characterised using UPS, MDS and XPS. These results showed that

channel spark ablation-grown LSMO films are good for growth of organic monolayers

but are not structurally perfect due to oxygen vacancies and strontium segregation

at the surface. Submonolayer and multilayer coverages of 6T were explored using

AFM, UPS, MDS and XPS. AFM results show that lamellae of 6T can be grown

on LSMO thin films by annealing the substrate to 393 K and electron spectroscopy

measurements suggest charge transfer between 6T molecules and LSMO resulting

in positively-charged 6T molecules at the LSMO/6T interface. The work presented

in this chapter develops a greater understanding of the LSMO/6T spinterface which

will help in designing LSMO/6T spintronic devices such as spin valves.

This thesis explores the surface properties of a number of different systems in order

to further highlight how they could be tuned for spintronic applications. Surface

sensitivity has been shown to be especially important in characterising 2D materials

and organic/magnetic spinterfaces and therefore the development of SPMEEM, a

new and extremely surface sensitive technique to map surface spin polarisation is

incredibly beneficial in analysing a variety of spintronic systems. Production of

high-quality graphene is key for 2D spintronic devices and since SiC presents itself

as a route to production of such, Chapter 6 helps to further shed light on the

graphitisation of SiC as well as activation of the buffer layer. Finally, considering

the interest in utilising organic/magnetic spinterfaces for applications such as spin

valves, Chapter 7 helps provide further insight into one such system and its electronic

properties at the interface.
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8.2 Further Work

Whilst SPMEEM was used to successfully characterise spin asymmetry at the sur-

face of magnetite, it would be of interest to explore a wider range of magnetic

surfaces and further compare results to those obtained from UVMCD. To achieve

this, magnetic surfaces with a lower workfunction are needed since the UV laser

is limited to 4.67 eV. Another interesting observation of the SPMEEM results was

spin reorientation at low temperatures. Whilst this was observable via SPMEEM,

unfortunately due to image drift and the long acquisition times for UVMCD, it

wasn’t possible at the time to obtain successful images of the magnetite surface at

low temperatures using this technique. To develop on this, one approach would be

to take multiple images and correlate this with an image tracking software to remove

the influence of drift.

With regards to other ferro/ferrimagnetic systems to explore, a starting point would

be to measure the spin asymmetry of the clean surface of nickel and then from there

attempt to measure spin asymmetry in a monolayer of graphene on Ni(110). Other

magnetic systems such as LSMO thin films could be explored as well, including its

interaction with molecules such as 6T. It would be interesting to see whether similar

to naphthalene, there is a significant influence to spin asymmetry as a result of for-

mation of a monolayer of 6T. Due to the surface sensitivity of SPMEEM, ultimately

it would be ideal to characterise spin asymmetry and possible spin accumulation at

the edges of graphene/TMD heterostructures as a result of the intrinsic spin-Hall

effect and then compare differences between different TMDs and their influence on

graphene.

Graphene grown on SiC has also been used in conjunction with growing TMDs in

order to observe charge-density waves (CDWs) [27, 300]. CDW states in TMDs

exhibit an intricate interplay with superconductivity [300–302] and tuning TMD

systems under extreme conditions can create an electronic instability such as a

metal-insulator transition [27, 303]. Considering current interest in TMD/graphene

heterostructures for spintronic and optoelectronic applications [25, 83], a suggestion

for how to continue the work performed in this project is to look at TMD growth

on the activated buffer layer, in particular to see whether there is a transition into
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CDWs at low temperatures [27, 300].

Another extension to the work presented in this project is to explore intercalation

of metallic species underneath the buffer layer of graphene or monolayer graphene

on SiC and measure possible proximity-like SOC within the graphene layer using

SPMDS. For this, further testing of the SPMDS system at York is needed which

requires setting up both Doppler cooling and optical pumping using resonant laser

light. This also requires checking the extent of spin-polarisation of the beam using

both the Stern-Gerlach analyser and the Mott polarimeter. Further testing of the

Mott polarimeter is also required such that SPMDS can be compared to SPUPS.

Finally, the work presented in this thesis shows some preliminary data of 6T grown

on LSMO thin films. The spectroscopic response was measured using MDS, but

no attempts were made to measure spin polarisation using SPMDS or SPMEEM.

Therefore an extension to the work presented in Chapter 7 would be to look at the

SPMDS and SPUPS response in the electron spectroscopy system and furthermore,

map the surface spin polarisation using SPMEEM since these 6T monolayers have

been seen to remain at the surface after the sample has been removed from vacuum.
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Appendix A

PEEM/MEEM/LEEM of SiC

Figure A.1: A 120 µm (a) PEEM and (b) MEEM image of graphene on SiC. A

30 µm (c) (left) LEEM image of the same feature as seen in PEEM and (right)

LEEM reflectivity curve of a bilayer of graphene on SiC.

An alternative to determining the thickness of graphene/extent of graphitisation of

SiC from thermal decomposition is by measuring the change in reflectivity of LEEM

as a function of the energy of the primary beam of electrons. Similar to LEED

I/V, the measured reflectivity curve varies depending on the number of layers of

graphene. A sample grown in York was analysed using PEEM and MEEM at NIMS
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as can be seen in Figure A.1 and then the same region found in a different system

equipped with SPLEEM. The difference in intensity of different regions observed

using PEEM/MEEM was believed to be a result of different thicknesses of graphene.

However the LEEM I/V curve for four different regions, both on and off of the spot,

are the same indicating that the thickness of graphene was uniform. This further

demonstrates the controlled nature of growing graphene on SiC resulting in high-

quality regions of epitaxial graphene.
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Appendix B

Quartz Crystal Microbalance and

Gas Exposure

A quartz crystal microbalance (QCM) consists of a vibrating piece of quartz at a

resonance frequency (f0) of 6 MHz. Upon arrival of mass from a deposition source,

the frequency of the crystal will change. Assuming that a rigid film of the deposited

material is formed, then for small frequency changes, where ∆f/f0 < 0.02, then

a linear relationship between change in frequency and mass can be assumed. This

linear relationship is known as the Sauerbrey equation:

∆f = − 2f 2
0

A
√
ρqµq

∆m (B.1)

where A is the active area of the crystal (0.25π cm2), ρq is the density of quartz

(2.648 gcm−3) and µq is the shear modulus of AT-cut quartz (2.947×1011 gcm−1s−2).

For much thicker films, the assumption that mf << mq is not true and this gives

rise to a systematic error which increases as the deposition increases. Therefore, the

relationship can no longer be assumed to be linear and thus the Sauerbrey equation

fails at large depositions. In this circumstance the Z-match equation should be used

instead:

∆m

A
=

Nqρq
πZfL

arctan

[
Z · tan

(
π
fU − fL
fU

)]
(B.2)

where fU and fL are the unloaded and loaded frequencies, Nq is a frequency constant
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for AT-cut quartz crystal (1.668×1012 Hz·nm). Z is known as the Z-factor and is

expressed as the following:

Z =

√
ρqµq
ρfµf

(B.3)

here ρf and µq are the density and the shear modulus of the film respectively. For

non-cooled crystals, the frequency will slightly change over time. This is known as

the drift rate and must be taken into account when measuring the deposition rate.

It is worth noting that certain values such as the material density will not be nec-

essarily the same for a thin film as they are for the bulk. This is especially true for

organic/aramatic molecules where the arrangement for a thin film is not the same

always as it is for bulk.

Finally, the thickness of a monolayer of a single atomic species is dependent on

the lattice constant which varies for different crystal structures, for example, face-

centred cubic, etc. The crystal structure grown is dependent on the plane in which

it is grown and therefore this must be taken into account when determining the

deposition rate.

In order to quantify the exposure of gas to a surface when using atomic hydrogen

to passivate the Si back-bond of SiC or oxygen atoms at the surface of Fe3O4(001),

the unit Langmuir was used. This is defined as the exposure of 1×10−6 Torr gas

to a surface in 1 s. Langmuir as a unit assumes that the sticking coefficient of the

gas molecule is 1 and behaves like an ideal gas. Therefore 1 L, can be equated to a

monolayer of gas present on the surface. However, the sticking coefficient is rarely 1

since certain molecular groups at the surface of a material may prevent absorption

of further atomic species. Therefore, more than 1 L is generally needed to achieve

a monolayer of the atom/molecule.
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Acronyms

2D two-dimensional.

2DEG 2D electron gas.

6H-SiC six-hexagonal silicon carbide.

6T α-sexithiophene.

AD Auger de-excitation.

AFM atomic force microscopy.

AN Auger neutralisation.

ARPES angle-resolved photoemission spectroscopy.

CASTEP Cambridge serial total energy package.

CEM channel electron multiplier.

CVD chemical vapour deposition.

DBT distorted bulk truncation.

DC direct-current.

DFT density functional theory.

DMI Dzyaloshinskii-Moriya interaction.

DOS density of states.

FCC face-centred cubic.
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FEL fast entry lock.

FOV field-of-view.

FWHM full width half maximum.

GGA generalised gradient approximation.

H-BN hexagonal boron nitride.

HOMO highest occupied molecular orbital.

HOPG highly-oriented pyrolytic graphite.

IP in-plane.

ISNM Institute for Nanostructured Materials.

LDA local density approximation.

LEED low energy electron diffraction.

LEEM low energy electron microscopy.

MBE molecular beam epitaxy.

MCD magnetic circular dichroism.

MCP microchannel plate.

MDS metastable de-excitation spectroscopy.

MEEM metastable emission electron microscopy.

NIMS National Institute for Materials Science.

OP out-of-plane.

PBE Perdew-Burke-Ernzerhof.

PDOS partial density of states.
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PEEM photoemission electron microscopy.

QCM quartz crystal microbalance.

QFSG quasi-free standing layer of graphene.

QSHE quantum spin-Hall effect.

REs rare earth metals.

RI resonance ionisation.

SCV subsurface cation vacancy.

SDOS surface density of states.

SNR signal-to-noise ratio.

SOC spin-orbit coupling.

SPMDS spin-polarised metastable de-excitation spectroscopy.

SPMEEM spin-polarised metastable emission electron microscopy.

STM scanning tunnelling microscopy.

TMDs transition metal dichalcogenides.

UHV ultra-high vacuum.

UPS ultraviolet photoemission spectroscopy.

UV ultraviolet.

UVMCD ultraviolet magnetic circular dichroism.

XMCD X-ray magnetic circular dichroism.

XPS X-ray photoemission spectroscopy.

XRD X-ray diffraction.
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[52] S. Majumdar, H.S. Majumdar, R. Österbacka, and E. McCarthy. Organic

Spintronics. In Reference Module in Materials Science and Materials Engi-

neering. Elsevier, 2016.

[53] C. M. Acosta, M. P. Lima, R. H. Miwa, A. J. R. da Silva, and A. Fazzio.

Topological phases in triangular lattices of ru adsorbed on graphene: Ab initio

calculations. Phys. Rev. B, 89:155438, Apr 2014.

[54] D. Marchenko, A. Varykhalov, M. R. Scholz, G. Bihlmayer, E. I. Rashba,

A. Rybkin, A. M. Shikin, and O. Rader. Giant Rashba splitting in graphene

due to hybridization with gold. Nat. commun., 3:3:1232, Nov 2012.

[55] P. Zhou and D. W. He. Modulating doping and interface magnetism of epi-

taxial graphene on SiC(0001). Chin. Phys. B, 25(1):017302, 2016.

208
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One-Dimensional Honeycomb Structures of Silicon and Germanium. Phys.

Rev. Lett., 102:236804, Jun 2009.

[117] Y. Harada, S. Masuda, and H. Ozaki. Electron Spectroscopy Using Metastable

Atoms as Probes for Solid Surfaces. Chemical Reviews, 97(6):1897–1952, 1997.

PMID: 11848894.

215



[118] H. W. Webb. The Metastable State in Mercury Vapor. Phys. Rev., 24:113–128,

Aug 1924.
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[219] A. Hubert and R. Schäfer. Magnetic Domains: The Analysis of Magnetic

Microstructures. Springer Berlin Heidelberg, 2008.

[220] R. F. L. Evans, W. J. Fan, P. Chureemart, T. A. Ostler, M. O. A. Ellis, and

R. W. Chantrell. Atomistic spin model simulations of magnetic nanomaterials.

J. Phys. Condens. Matter, 26(10):103202, feb 2014.

[221] E. Lima, A. L. Brandl, A. D. Arelaro, and G. F. Goya. Spin disorder and

magnetic anisotropy in Fe3O4 nanoparticles. J. Appl. Phys., 99(8):083908,

2006.

[222] P. Janos̃, M. Kormunda, O. Z̆ivotský, and V. Pilar̆ová. Composite
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K. Underwood, I. Marković, M. McLaren, A. Hunter, D. M. Burn, L. B.

234



Duffy, S. Barua, G. Balakrishnan, F. Bertran, P. Le Fèvre, T. K. Kim,
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