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Abstract

Binaural audio techniques have been used since the 1880s to create realistic and
convincing virtual audio experiences. However, loudspeaker binaural reproduction
generally involves an additional process to artificially increase the separation between
the left and right audio channels. This process can affect the quality of the listening
experience and complicate the reproduction setup. Therefore, a loudspeaker method
which avoids this process would be of significant interest. The approach proposed in
this thesis is to passively increase the left-right channel separation through suitable
loudspeaker placement.

Acoustic simulation enables investigation of more loudspeaker directions and dis-
tances for more subjects than is feasible using acoustic measurement. However, simula-
tion requires high-resolution meshes and considerable computational resources. Initial
thesis work focused on the development and validation of a suitable 3D mesh model
of the human form. A modified version of the mesh was created, comprising only the
head and shoulders region. This served to reduce computation time and so enabled
simulation of the performance of many loudspeaker positions without reducing the
maximum valid simulation frequency.

Loudspeaker positions were identified which exhibit left-right channel separation
greater than the threshold reported in the literature as required for robust binaural
reproduction. To additionally characterise the perceptual impact of loudspeaker place-
ment, the deterioration in interaural binaural cues associated with each loudspeaker
pair was determined. Using a conservative model, positions were identified where
deterioration was below the estimated threshold of perception for multiple subjects. A
small number of loudspeaker pairs at close radial distances met this requirement, but it
is likely that these are only a subset of the positions which would perform satisfactorily
in a real-world loudspeaker system. This indicates that a simplified binaural loudspeaker
reproduction system, capable of satisfactory performance for multiple listeners without
adjustment, is a viable possibility.



I’ve done all that I can,
and so I say hello.

Tegan and Sara, Hello
Yellow Demo (1998)
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Chapter 1

Introduction

We don’t know, so we only go forward.

Tegan and Sara, Hype
Under Feet Like Ours (1999)

All real-world sounds possess attributes which vary independently and over time.
These include loudness, frequency content, duration, direction and distance. The
auditory system is capable of interpreting these attributes and thus deriving meaning
from them. Of particular interest to this thesis is the ability of the auditory system to
determine the direction of a sound in space. Whilst this ability may have originated as
a life-preserving one (for example, knowing the direction of a roaring lion), with modern
technology it can be exploited to create extremely accurate and engaging virtual sound
experiences for use in gaming, cinema, and virtual and augmented reality media.

The mechanisms behind determining the direction of sound (sound localisation) are
generally well understood. Information from a number of cues is combined, including:
the differences between the signals at the ears; the filtering applied by the torso, head
and outer ear; and any available visual cues [1]. The cues which occur as a result of
interactions between the sound waves and the subject (the interaural differences and
spectral filtering) can be captured using in-ear measurement or simulation. They can
then be used to create realistic virtual audio experiences. This technique, commonly
referred to as binaural audio, aims to create the same signals at the eardrums as would
occur if a real sound source were present, and so is capable of a high degree of realism.

The first use of binaural technology has been traced to the 1881 Paris World Expo.
In a system later referred to as the Théâtrophone, Clément Ader placed 80 telephone
transmitters across the front of a stage, and performances were relayed to distant
headsets with a pair of tiny loudspeakers on each [2, 3]. The technology became very
popular across much of Europe, although The Théâtrophone Company ceased operations
in 1932 [4, 5]. The Chicago World Fair in 1933 saw the introduction of the first artificial
head-based binaural system, courtesy of Bell Labs [3]. Nicknamed ‘Oscar’, the artificial
head had a microphone mounted in each ear, and listeners were apparently astounded
by the experience of listening to what Oscar could hear [5]. Further experimentation
using binaural technologies continued through the next few decades, with the 1960s and
1970s sometimes considered a ‘golden age’ for binaural technology, particularly with
regards to understanding key principles and aspects of localisation [3].
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In 1978, Lou Reed released Street Hassle, said to be the first commercial pop album
recorded using binaural techniques [6]. Manfred Schunke, sound engineer and owner
of Delta Studio, had experimented with artificial head recordings and suggested using
the recording technique to achieve a natural and live sound. Binaural audio went on to
find favour across a range of material1, with some record labels such as Audiostax [7]
specialising in such recording techniques.

Today, use of binaural technology goes far beyond the reproduction of recorded
music and the creation of short demonstrations. Understanding the underlying theory
of binaural audio has given practitioners and researchers the tools to create virtual
sound experiences from the ground up, rather than relying on recorded material which
cannot subsequently be altered. This has enabled the inclusion of binaural audio in a
wide variety of applications, including broadcast [8], gaming [9], assistive technologies
[10] and many under the umbrella term of virtual reality for applications ranging from
entertainment [11] to heritage [12] and training [13].

It is easiest to reproduce binaural audio over headphones, as the necessary degree of
acoustic isolation between the left and right audio channels during playback can be more
readily guaranteed to ensure the correct binaural cues reach the correct ear. However,
headphones are not suitable in every listening situation, can be uncomfortable to wear
for extended periods of time, and can lead to a feeling of internalisation, whereby the
sound is perceived to come from inside the head [14].

Using a pair of loudspeakers to reproduce binaural audio avoids having to wear
headphones, but introduces additional problems. In particular, there is now an unwanted
acoustic path from the left loudspeaker to the right ear (and vice versa), referred to
as crosstalk, which interferes with the binaural cues at each ear and degrades the
listening experience. An additional processing step, referred to as crosstalk cancellation
(CTC), is generally implemented to ensure that enough separation is present between
the left-right channels to allow the binaural cues to reach the correct ear. However,
there are downsides associated with the implementation of CTC, including spectral
colouration (which may affect the experience of the listener) [15–17], and limitations
imposed on the reproduction system itself (which may affect the implementation) [18,
19].

For much of binaural reproduction over loudspeakers, loudspeakers operating in
the far-field have been used (those at a distance of greater than approximately 1 m
from the head), as in this case sound propagates from the loudspeaker to the listener
in an easily predictable manner. Recently, however, there has been an appreciable
drive to place loudspeakers closer to the listener in a variety of applications (gaming,
cinema, home theatre and vehicle seats, for example), but the potential of these types of
configuration for binaural playback has not been fully explored. Given that such systems
allow for a more compact and personalised listening experience without the invasiveness
of headphones, exploration of the potential for binaural reproduction over near-field
loudspeaker systems is a logical and worthwhile next step for immersive environments.

Due to near-field effects and the introduction of additional resonances, implementa-
tion of CTC within the near-field can be more difficult than in a far-field loudspeaker
system [20]. There is potential, however, for further simplification of the reproduction

1For some highly-regarded examples, see: https://hookeaudio.com/blog/music/best-bin
aural-albums/ and https://youtu.be/IUDTlvagjJA

26

https://hookeaudio.com/blog/music/best-binaural-albums/
https://hookeaudio.com/blog/music/best-binaural-albums/
https://youtu.be/IUDTlvagjJA
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system. Every loudspeaker position has an associated natural channel separation (NCS),
whereby the sound from the loudspeaker arriving at the nearer ear is generally at
a higher amplitude than it is arriving at the more distant ear due to the acoustic
shadowing effect caused by the head [19, 21] (assuming the loudspeaker is not centrally
positioned). CTC can be thought of as an active method for artificially increasing
the NCS. However, a method of increasing the NCS passively is simply to bring the
loudspeaker closer to the head to strengthen the acoustic shadowing effect . A small
amount of existing literature has indicated that sufficient levels of channel separation
for binaural reproduction can be achieved in this manner when the loudspeakers are
approximately 20 cm from the head [22, 23], but the literature is missing a systematic
investigation of the variation of NCS with both loudspeaker direction and loudspeaker
distance.

It is possible that the increase in channel separation achieved inherently through
the use of carefully-positioned loudspeakers in the near-field is sufficient to negate the
requirement for CTC. This has the potential to bring about a far simpler binaural
reproduction system. The identification of these loudspeaker positions forms the
motivation for the work presented in this thesis, which is expressed in the following
statement of hypothesis.

1.1 Statement of Hypothesis

It is hypothesised that:

It is possible to avoid the use of crosstalk cancellation when reproducing binaural audio
using loudspeakers through suitable placement of the loudspeakers in the near-field.

1.2 Objectives

The main objectives of this thesis are therefore:

1. To acquire or create a 3D mesh model of the human form suitable for acoustic
simulation of binaural loudspeaker reproduction;

2. To use the mesh in simulation of acoustic localisation cues for a large number of
loudspeaker directions and distances;

3. To determine whether any pairs of loudspeaker positions are capable of satisfactory
binaural reproduction without a CTC stage;

4. To extend this analysis to determine whether any loudspeaker pair positions exist
which perform satisfactorily for multiple subjects.

1.3 Thesis Structure

The thesis is organised as follows. To provide background information relevant to the
work presented in this thesis, Chapter 2 presents an overview of acoustic principles
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relevant to psychoacoustics and binaural technology, with an emphasis on the acquisition
and reproduction of the acoustic cues required for localisation of sound sources. Topics
covered include: the generation and propagation of sound waves; how the human
auditory system detects, perceives and localises sound; various techniques for the
capture of acoustic localisation cues; and methods of reproduction of these cues using
headphones and loudspeakers.

The acoustic cues are embedded in a set of acoustic filters known as head-related
transfer functions (HRTFs). A large number of these filters had to be generated in order
to investigate the impact of loudspeaker position on binaural reproduction. Chapter 3
describes the workflow developed to create a 3D mesh model of the human head and
torso suitable for use with acoustic simulation software and the subsequent numerical
and acoustic validation steps needed to ensure satisfactory simulation performance.
Chapter 4 focuses on the development of a simplified, but still topologically accurate,
3D mesh of the head and shoulders only, suitable for simulation using more limited
computational resources. Chapter 5 describes the generation of acoustic filters for many
loudspeaker directions and distances, using the mesh created in Chapter 4, and the
subsequent calculation of NCS for each loudspeaker position.

Chapter 6 details the process of creating a virtual test environment and use of it in
assessing the impact of loudspeaker placement on CTC-less binaural reproduction. Pairs
of loudspeaker positions are identified which are predicted to be capable of satisfactorily
reproducing binaural signals without CTC. The test environment is adapted in Chapter 7
to investigate the existence of loudspeaker pairs not requiring CTC for a variety of
other head and ear shapes, and to identify any common pairs between them. Chapter 8
discusses some limitations of the work presented in the thesis and proposes directions
for future research.

The thesis concludes in Chapter 9 with an overview of the research carried out and
revisits the hypothesis in light of the findings presented.

1.4 Contributions

The work presented in this thesis has resulted in the following novel contributions to
the field:

� Seven high-resolution 3D mesh models of the Knowles Electronics Manikin for
Acoustic Research (KEMAR), numerically and acoustically validated for use
with the BEM and valid up to audio frequencies not previously presented in the
literature;

� NCS values for 655,216 loudspeaker positions over 15 radial distances, within both
the near-field and the far-field;

� Identification of candidate pairs of loudspeaker positions capable of reproduc-
ing satisfactory binaural audio without requiring CTC across multiple subjects,
determined using a simulated environment.
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1.5 Conclusion

This chapter introduces the motivation for the work undertaken in this thesis and
presents the statement of hypothesis. The structure of the remainder of the thesis is
described and the novel contributions are listed. Building on the background discussed
here, Chapter 2 presents relevant theory and literature in order to contextualise further
the research undertaken.
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Chapter 2

Literature Review

It’s a top ten list of things that move me
the most.

Tegan and Sara, The First
This Business of Art (2000)

As indicated in Chapter 1, the work presented in this thesis builds on a number
of key principles within binaural audio. This chapter presents relevant literature in
several fundamental areas, including: the properties of sound and sound wave behaviour;
the anatomy of the auditory system; and the formation, capture and reproduction of
acoustic cues for the localisation of sounds in 3D.

2.1 Describing Auditory Space

The 3D space surrounding the listener is referred to as the auditory space, which can
be defined in terms of three perpendicular 2D planes passing through the origin at
the centre of the head. These are referred to as the principal anatomical planes: the
horizontal (also known as transverse) plane which separates top and bottom hemispheres,
the frontal (also known as coronal or dorsal) plane which separates front and back
hemispheres, and the median (also known as mid-sagittal) plane which separates left
and right hemispheres, as shown in Fig. 2.1. Planes which lie parallel to the median
plane but do not pass through the origin are referred to simply as sagittal planes.

(a) Horizontal plane (b) Frontal plane (c) Median plane

Figure 2.1: The three principal anatomical planes, indicated with dotted lines.
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The auditory space surrounding the listener can be described using a number of
coordinate systems, all with the origin at the centre of the head between the two ears.
In Cartesian space, a position is defined by a value along each of three perpendicular
axes: x, y, and z. The direction of each axis relative to the origin can vary, but in this
thesis, x is back-to-front, y is right-to-left, and z is down-to-up (each in a positive-going
direction). This is shown in Fig. 2.2. Therefore, the y-axis, the locus of points defined
by x = 0, z = 0, is also the interaural axis, i.e. the axis between the two ears.

y -ve+ve

x

-ve

+ve

(a) Horizontal plane view

x +ve-ve

z

-ve

+ve

(b) Median plane view

Figure 2.2: Views of the Cartesian coordinate system.

In a spherical coordinate system a position is again defined in terms of three numbers:
a radial distance r, an azimuth (horizontal) angle θ and an elevation (vertical) angle φ.
Two spherical coordinate systems exist. The vertical-polar coordinate system (Fig. 2.3a)
is favoured by most researchers, where azimuth is measured in a full circle in the
horizontal plane and elevation is measured in an arc between directly above and directly
below. The interaural-polar coordinate system (Fig. 2.3b), used by Algazi et al. [24]
and Brown and Duda [25] among others, defines azimuth as a frontal arc between the
left and right, and elevation in a full circle about the interaural axis. This results in a
common elevation value between the two systems, but differing azimuth values.

x
y

z

θ

φ

(a) Vertical-polar, where elevation angle is mea-
sured with respect to the origin.

x
y

z

θ

φ

(b) Interaural-polar, where elevation angle is mea-
sured with respect to the interaural axis.

Figure 2.3: The two spherical coordinate systems used in the literature.
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Within the vertical-polar system, azimuth can be defined using one of two systems,
as illustrated in Fig. 2.4. Black indicates azimuth defined as increasing in a counter-
clockwise direction, such that θ = 90° is on the left and θ = 270° is on the right. Red
indicates azimuth as increasing in a counter-clockwise direction and decreasing in a
clockwise direction, both from zero straight ahead, such that θ = 90° is on the left and
θ = −90° is on the right. For elevation, −90° is below and 90° is above.

x
0°
x
0°

x
+90°
x

90°
x
-90°

x
270°

Figure 2.4: The two common ways of defining azimuth angle within the vertical-polar coordinate
system. Black indicates azimuth defined as increasing in a counter-clockwise direction. Red
indicates azimuth as increasing in a counter-clockwise direction and decreasing in a clockwise
direction, both from straight ahead.

For the interaural-polar system, care must be taken to ensure that the correct
definitions of azimuth and elevation are applied, that is, whether θ = 90° is defined as
being on the left or the right, and whether φ = 90° is defined as being the top or the
bottom, as it varies within the literature.

Both coordinate systems are useful for different purposes. For example, interaural-
polar coordinates are a useful description of cones of constant azimuth1 or planes of
constant elevation.

In this thesis, the vertical-polar coordinate system will be used (Fig. 2.3a) with
azimuth increasing in the counter-clockwise direction (indicated in black in Fig 2.4), as
it is more appropriate here to relate each point to the centre of the head. In the case
where an alternate system is used in the literature, this will be noted.

2.2 Properties of Sound

It is useful to understand the formation of sound waves, as well as a number of associated
descriptive properties. Waves occur in a medium when the particles within that medium
vibrate in an oscillatory motion as a result of an applied force. The oscillatory motion of
one particle is coupled to the next according to the physical properties of the medium,
and so on through subsequent neighbours. This creates regions within the medium where
particles are squashed together (resulting in a higher pressure than equilibrium, known
as compression) and regions where particles are stretched apart (resulting in a lower
pressure than equilibrium, known as rarefaction) [26–28]. This behaviour is illustrated

1Section 2.5.3 explains that such cones are referred to as cones of confusion.
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in the upper portion of Fig. 2.5. This type of propagation, where the vibration of
the particles in the medium is parallel to the propagation of the wave, is described as
longitudinal. The variation in pressure, also referred to as the pressure wave (illustrated
in the lower portion of Fig. 2.5), is detected by the human auditory system as a sound
when the variation occurs at a rate between approximately 20 Hz to 20 kHz [29].

Time

Compression
Rarefaction

Compression
Rarefaction

P
re

ss
u

re

Figure 2.5: The vibration of particles in a medium results in regions of compression (higher
than equilibrium pressure) and rarefaction (lower than equilibrium pressure). The variation in
pressure, referred to as the pressure wave, is detected by the human auditory system.

The variation in pressure is directly proportional to the amplitude of the sound
wave, where pressures higher than equilibrium are represented by a positive amplitude
and pressures lower than equilibrium are represented by a negative amplitude [28]. The
amplitude can be described using a number of measurements as illustrated in Fig. 2.6,
but most commonly used is the root mean square (RMS) of the difference between the
instantaneous pressure and the equilibrium pressure [26, 30]. This quantity is defined in
IEC 801-21-20 [31] as the sound pressure p and has the standard unit of pressure, pascal
(Pa). When considering the propagation of sound in air, the equilibrium state (where
no displacement is present) is referred to as atmospheric, absolute or static pressure.
Although atmospheric pressure constantly changes slowly, a standard pressure of one
atmosphere is defined as 101,325 Pa.
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Figure 2.6: The amplitude of a sine wave can be described using a number of pressure metrics:
average over half the period, RMS, peak and peak-to-peak.

Corresponding values of this sinusoidally varying sound pressure are found at
regularly spaced points within the medium along the direction of wave propagation.
These points indicate the time or distance taken to complete one cycle. When measured
in terms of time, this quantity is the period T in seconds, and when measured in terms
of distance, this quantity is the wavelength λ in metres. These quantities are illustrated
in Fig. 2.7. T and λ are related to the number of cycles per second, the frequency f in
Hz, by:

f =
c

λ
(2.1)

f =
1

T
(2.2)

where c is the speed of the wave in m s−1.
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(a) The distance taken to complete one cycle is the wavelength, λ, measured in m.
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(b) The time taken to complete one cycle is the period, T , measured in s.

Figure 2.7: Cyclic quantities of sound waves: wavelength and period.

35



CHAPTER 2. LITERATURE REVIEW

In addition to the properties described above (frequency f , wavelength λ and period
T ), to fully characterise a sinusoid the starting phase Θ is also required. This denotes
where in the cycle the variation pattern begins at time zero (as it may not start at
equilibrium pressure), although the human auditory system is only sensitive to starting
phase under certain conditions [32]. The instantaneous amplitude of a sinusoid at time
t can be calculated using:

a(t) = A sin(2πft+ Θ) (2.3)

where A is a value associated with the maximum displacement from zero, f is the
frequency in Hz, t is the time point of interest in s, and Θ is the starting phase in °.
Through rearrangement of Equations 2.1 and 2.2, the speed of the wave in the medium
can be calculated if the distance travelled and time taken to travel this distance are
known:

c =
λ

T
(2.4)

c = λf (2.5)

The speed of the wave is also dependent on properties of the medium not explicitly
described in Equations 2.4 and 2.5. In fluids (which includes air), the primary properties
are the density ρ in kg m−3 and the bulk modulus K of the medium, both of which are
volumetric measures and are affected by temperature. To include these dependencies,
the speed can be given by the Newton-Laplace equation [33]:

c =

√
K

ρ
(2.6)

For air, ρ can be calculated using:

ρair =
P0

R̂air(TC + 273.15)
(2.7)

where TC is temperature in ◦C, P0 is one standard atmospheric pressure (101,325 Pa)
and R̂air is the molar-weight-specific gas constant for dry air (287 J kg−1 K−1), based
on a mean molar mass of 28.97 g mol−1. This formulation is derived from [33]; the full
derivation is given in Appendix A.

The speed of sound in air including temperature dependency can be calculated using
the following approximation [27]:

c = 331.4 + (0.6× TC) (2.8)

The widely accepted value for the temperature of dry air used in acoustic calculations
is 20 ◦C, giving a speed of 343.4 m s−1. Unless otherwise stated, this value of c will be
used throughout this thesis. In acoustics, generally the medium of concern is air, and it
is usually sufficient to consider the medium as having constant temperature.

The range of pressures that the human auditory system detects as sound is approx-
imately 20 µPa to 64 Pa [29]. This wide variation means that expressing pressure p
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directly can be inconvenient. The logarithmic scale, sound pressure level (SPL), defined
by IEC 801-22-07 [34] and measured in decibels (dB), addresses this by comparing p to
a reference pressure near the lower limit of human hearing in air:

SPL = 20 log

∣∣∣∣ ppo
∣∣∣∣ (2.9)

where p is the sound pressure in Pa and po is the reference value of 20 µPa. Mea-
surements expressed in dB relative to po are indicated using the notation dB SPL, with
a value in air of 0 dB SPL at 1 kHz.

2.3 Sound Wave Behaviour

In order to model and simulate the propagation of sound, it is useful to understand the
mechanisms of sound wave behaviour.

2.3.1 Propagation

The propagation of pressure waves through the medium can be represented by the
motion of wavefronts, which are lines of constant pressure that move with time. The
differential equation that governs the relationship between pressure and time, and
therefore the propagation of the wave, is known as the wave equation [27]:

c2O2p =
∂2p

∂t2
(2.10)

where

c2 = κ
P0

ρ0
(2.11)

and κ is the adiabatic exponent (for air, κ = 1.4), ρ0 is equilibrium density in kg m−3

and O2 represents the Laplacian operator. If the acoustical quantities are assumed to
depend only on time and a single direction (for example, the x direction of a Cartesian
coordinate system), Equation 2.10 can be written as [35]:

c2 ∂
2p

∂x2
=
∂2p

∂t2
(2.12)

The general solution of this is:

p(x, t) = F (ct− x) +G(ct+ x) (2.13)

where F and G are arbitrary functions for which second derivatives exist [35]. F
represents a wave travelling in the positive x direction with a speed c and G represents
a wave travelling in the negative x direction. These terms are both referred to as
plane waves, where the sound pressure p is constant in any plane perpendicular to the
direction of propagation (in this case, the x direction). The pressure amplitude does not
remain constant over distance, but decreases according to the inverse square law. The
ratio between sound pressure p and particle velocity vp in the direction of propagation
is frequency independent, and is referred to as the characteristic impedance z0:
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z0 =
p

vp
= ρ0c (2.14)

For dry air at 20 ◦C, the characteristic impedance has a value of 416 kg m−3 s−1 [35].
Equation 2.10 can also be rewritten using the spherical polar coordinates system by
assuming the acoustic quantities depend only on radial distance r and not direction
[35]:

∂2p

∂r2
+

2

r

∂p

∂r
=

1

c2

∂2p

∂t2
(2.15)

the solution of which is:

p(r, t) =
ρ0

4πr
Q̇
(
t− r

c

)
(2.16)

This represents a spherical wave produced by a point source at the origin (r = 0)
with the volume velocity Q (the rate in m3 s−1 at which fluid is expelled by the source),
where Q̇ represents partial differentiation of Q with respect to time [35].

The ratio of sound pressure and particle velocity in a spherical wave is complex-
valued and depends both on the radial distance r and the angular frequency ω = kc,
where k is the wave number (the number of wavelengths per unit distance). For large
radial distances when compared to the wavelength (kr � 1), the ratio is frequency-
independent and real, and tends asymptotically to the characteristic impedance z0 [27].
In this region, the wave can be considered as an approximation of a plane wave [35]
and the sound source can be treated as a distant point source. Although a plane wave
is an idealised wave type which does not exist in the real world, the region where waves
behave approximately as plane waves is commonly referred to as the far-field.

For small distances when compared to the wavelength (kr � 1), the wavefronts are
spherical [27]. This region is commonly referred to as the near-field. The distance at
which the near-field transitions to the far-field is debated in the literature, as it depends
on the frequency content of the source, but the majority of the literature agree on 1 m,
as defined by Brungart and Rabinowitz [36]. Spherical wavefronts can, therefore, be
thought of as tending towards plane waves as the distance increases [37].

2.3.2 Interaction

It is almost certain that, as sound waves propagate through a medium, an interaction
with a boundary to another medium will occur. The result of the interaction between the
wave and the boundary depends on properties of the propagation medium, properties of
the boundary material and the frequency of the wave. If there is an impedance mismatch
between the two mediums, some of the energy of the wave will be transmitted into
the boundary material and the remainder will be reflected back into the propagation
medium.

If the boundary is flat and any irregularities in the surface are considerably smaller
than the wavelength of the incident wave, specular reflections will occur, where the
angle of reflection is equal to the angle of incidence [37]. The alternative to this is
diffuse reflections, where the angles of reflection and incidence are not equal, and occurs
if the boundary has larger irregularities on its surface [38]. The shape of the boundary
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also has an effect on the reflections. If the boundary is parabolic in shape, the energy
will be focussed to a precise point. A concave boundary produces a point of variable size
depending on the shape. Reflections from convex surfaces scatter the energy, creating
diffusion of the wave [37]. A sound wave that repeatedly encounters boundaries will be
reflected and absorbed until the acoustic energy has dissipated and turned into heat.

An interaction at the edge of the boundary or around an object will cause diffraction
of the wave, as the variations in pressure cannot step abruptly to zero after passing an
edge [30, 39]. The wave appears to bend, and this enables sound to still be heard even
when the receiver has an obstructed path to the source. The amount of diffraction (that
is, how far round the corner the sound can still be heard) depends on the wavelength of
the sound wave compared with the size of the object. In general low frequencies tend
to diffract more than higher frequencies which behave more like a ray [28, 30].

2.3.3 Superposition

Sound waves in air obey the principal of linear superposition, where waves combine
such that the pressure at any given point is the sum of the pressures of the individual
wave components at that point [30]. Depending on the relative phase between each
of the components, constructive and destructive interference occurs, where the total
peak pressure is greater than any single component and less than any single component,
respectively. If two superimposed waves are of the same frequency and amplitude but
are of opposite phase, the total pressure will always be zero.

Linear superposition can also be used to explain a phenomenon referred to as
standing waves, which occur as a result of the interaction between a sinusoidal sound
wave and two reflective boundaries. If there is a relationship between the distance of
half a wavelength and the distance between the two boundaries, the wave repeatedly
traces the same path as it travels between the two boundaries, resulting in a wave that
appears to be stationary [30]. The superposition of these waves, travelling in opposite
directions and thus with opposite phase, results in pressure nodes (where the amplitude
is zero) and antinodes (where the amplitude is at a maximum). As the relationship
between the wave and the boundaries is based on half-wavelengths, any multiple of
half-wavelengths will cause the production of a standing wave. Theoretically, an infinite
set of frequencies exist at which standing waves can occur. Standing waves can also
occur between other arrangements of boundaries, including open and closed tubes, and
between more than one pair of boundaries. The only requirement is that the path taken
by the wave is a multiple of a half-wavelength. When the boundaries are walls in a
room, standing waves are referred to as room modes.

2.4 Fundamentals of the Auditory System

As well as understanding the fundamental properties of sound behaviour, it is helpful
for the purposes of this thesis to have a rudimentary understanding of how the human
auditory system processes incoming sound waves, both physiologically and perceptually.

39



CHAPTER 2. LITERATURE REVIEW

2.4.1 Physiology

The anatomical regions of the human auditory system are illustrated in Fig. 2.8. The
auditory system consists of three anatomical regions, each with a different role:

� the outer (or external) ear, comprising the pinna, concha, ear canal and eardrum;

� the middle ear, comprising the malleus, incus and stapes bones (the ossicles) and
the oval and round windows;

� the inner ear, comprising the cochlea and the auditory nerve.

Two other anatomical features are included in Fig. 2.8. The semicircular canals,
whilst part of the inner ear region, are involved with balance and, therefore, are part of
the vestibular rather than the auditory system. The Eustachian tube, which connects
the middle ear to the throat and nasal cavity, controls the pressure within the middle
ear to ensure it is equal to the pressure outside of the body. Of primary interest in this
thesis is the function of the outer ear, although the functions of the middle and inner
ear regions will be discussed briefly for completeness.

Figure 2.8: The anatomy of the auditory system. Reproduced from [40] with permission.

The primary function of the outer ear is to direct sound waves towards the eardrum,
and to aid in determining the position of a sound source as the folds in the pinna
variously amplify or attenuate some frequencies with respect to others as a function
of source direction. This aspect is discussed more in Section 2.5.4. The ear canal is
approximately 22.5 mm in length, and acts as a quarter-wavelength resonating tube
to amplify the frequencies relevant to speech [40]. The eardrum is a conical elastic
structure which converts the incoming pressure variations into mechanical vibrations. It
forms the boundary between the outer and middle ears. The eardrum comprises three
layers: the outer layer which continues the skin from the inside of the ear canal, the
central layer (the umbo) which deflects under force of the sound waves, and the inner
layer which continues the mucous lining of the middle ear [29, 41].
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The middle ear acts as an impedance transformer to reduce the impedance mismatch
between the air-filled ear canal and the fluid within the cochlea [41]. Three small bones
(the ossicles) connect the eardrum to the membrane at the oval window (part of the
boundary between the middle and inner ears). The lever moment of the bones about
their axes of rotation converts airborne sound waves into mechanical movements needed
for the inner ear [29].

The cochlea is a snail-like structure which sits within the inner ear, the function
of which is to convert the mechanical vibrations at the oval window to nerve firings to
be processed by the brain. A membrane within the cochlea (the basilar membrane) is
displaced in response to the mechanical vibrations, and performs a frequency analysis
as a consequence of its structure. It is roughly wedge-shaped, being narrow and thin at
the base and wider and thicker towards the apex. As a result, the basilar membrane is
displaced at different points along its length in response to waves of different frequencies.
The basilar membrane can be thought of as a bank of band-pass filters placed alongside
each other, where each filter responds to a different frequency region, depending on its
position [42]. This is known as the place theory of hearing.

The displacements are then transformed into electrical signals through hair cells
which trigger nerve firings when bent [29, 41]. The nerves from the hair cells form the
auditory nerve, which connects the cochlea to the cochlea nucleus in the brainstem.

2.4.2 Frequency Resolution

The displacement profile of the basilar membrane in response to a specific frequency
does not occur at an infinitely-small region. Some of the membrane on either side of that
point is also displaced, as shown in Fig. 2.9. The amount of displacement increases as
the amplitude of the input sound wave increases, and the displacement extends further
on the higher frequency side than on the lower frequency side [43]. This limits the
frequencies that can be detected above and below the original stimulus frequency, with
different phenomena occurring depending on the relationship between the frequencies
present.

When the frequency between two simultaneously-detected sounds is less than approx-
imately 12.5 Hz, a phenomenon known as beating occurs where one sound is detected
which appears to fluctuate in loudness [29]. As the difference between the two frequencies
increases, the sensation of beats gives way to flutter, then roughness, and eventually
two distinct smooth tones can be detected [29, 44]. These phenomena are due to the
interaction of displacement peaks on the basilar membrane. Two separate sounds can
be detected when two distinct peak displacements form rather than a single peak, and
the perceived roughness is a result of interaction between the two peaks. The frequency
difference at which two separate smooth tones can be heard is referred to as the critical
bandwidth, which varies with frequency [45].
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Figure 2.9: The idealised displacement of the basilar membrane at three frequencies, where
higher frequencies are towards the left. Reproduced from [29] with permission.

2.4.3 Sensitivity

The human auditory system is not equally sensitive at all frequencies or amplitudes,
and has a lower limit on the change in a stimuli that can be detected.

2.4.3.1 Sensitivity to Frequency

The frequency range of the human auditory system is often quoted as 20 Hz to 20 kHz.
However, this varies between individuals and deteriorates with age. A young child may
be able to hear up to 20 kHz; a 20-year old may have a reduced upper range of 16 kHz;
in the elderly this upper limit may have reduced to as little as 8 kHz [29]. However, the
auditory system is not equally sensitive to all frequencies. The threshold of hearing is
defined as the minimum sound pressure variation able to be detected by the auditory
system for a given frequency, as first measured by Fletcher [42] and later defined in ISO
226:2003 [46]. The threshold of hearing is lower (that is, signals of lower amplitude can
be detected) in the middle of the frequency range than at lower or higher frequencies,
as shown in Fig. 2.10. The lowest threshold occurs at approximately 4 kHz (chiefly due
to the ear canal resonance [29]), and the thresholds of hearing at 100 Hz, 1 kHz and
10 kHz are approximately 20 dB, 0 dB and 10 dB, respectively [29]. The threshold of
hearing increases sharply above approximately 14 kHz, with a number of possible causes
proposed. These include inefficient acoustic energy transmission to the inner ear [47,
48], decreasing sensitivity of the basilar membrane to high frequencies [47], and the
characteristics of the highest-frequency auditory channel of the cochlea [47, 49].
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Figure 2.10: The threshold of hearing between 20 Hz and 10 kHz, as defined in ISO 226:2003
[46].

2.4.3.2 Sensitivity to Amplitude

The perceived amplitude of a sound (the loudness) can be expressed using the phon
scale. The number of phons is equal to the sound pressure level in dB of a tone at a
frequency of 1 kHz which sounds equally loud. For example, a sound which is perceived
to be equal in loudness to a 1 kHz tone with an SPL of 30 dB SPL has a loudness of
30 phons. Tones at other frequencies which appear equally loud will, in general, have
different sound pressure levels. Equal loudness contours, also defined in ISO 226:2003
[46] and shown in Fig. 2.11, map the dB SPL of a sound source at a given frequency to
the perceived loudness in phons. The contours are a measure of sound pressure, such
that a listener perceives a constant loudness across tones of varying frequency. From
this, the amplitude limits of the auditory system are 0 phons (the threshold of hearing)
to approximately 120 phons (the threshold of pain).
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Figure 2.11: Equal loudness contours for phon levels of 0 to 120 in 10 phon steps, as defined
in ISO 226:2003 [46]. 0 phons (indicated by the dashed black line) is equal to the threshold of
hearing. 120 phons (indicated by the dashed red line) is equal to the threshold of pain.

2.4.3.3 Sensitivity to Change in Stimuli

Upper and lower thresholds of audibility for both frequency and amplitude exist for
the human auditory system, but these thresholds do not describe the sensitivity of the
auditory system to changes in stimuli. Ernst Weber observed in the 19th century that
the amount of change required before that change could be detected was proportional to
the initial magnitude. With Gustav Fechner, Weber established Weber’s Law (sometimes
referred to as the Weber-Fechner Law or the Weber fraction) [32]:

W =
∆x

x
(2.17)

where ∆x is the amount of change required in some stimulus value, x is the smaller of
the two values being discriminated, and W is a constant which varies with the modality
being studied, referred to as the value of the Weber fraction. More recently, the change in
stimulus is also referred to as different threshold or the just-noticeable difference (JND)
threshold. JND thresholds vary between individuals, and so values in the literature are
often calculated as an average across the sample of the population tested. Difference
thresholds are typically determined using a two-interval, two-alternative forced-choice
listening test paradigm using a correct response rate of 50 % or 75 % [50]. Despite this,
values vary across the literature.

With regards to discrimination of a change in frequency ∆f , the variation of the
Weber fraction changes between low and high frequencies. Zwicker et al. [51] reported
JNDs for pure tones of 3.5 Hz below a lower frequency of 500 Hz, which then increased
proportionally with respect to frequency at a Weber fraction of approximately 0.07.
However, more recently the Weber fraction has been shown to be generally independent
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of frequency below approximately 2 kHz, increasing with frequency above this range [32,
52]. Frequency discrimination is also dependent on the amplitude and duration of the
test signal, however, and requires extension of Weber’s Law to include these additional
dependencies [53]. Wier et al. [54] determined JNDs for sinusoids of varying amplitude,
and reported values ranging between 1 Hz (for a tone at 200 Hz with a sound pressure
level of 80 dB SPL) to 100 Hz (for a tone at 10 kHz with a level of 5 dB SPL). Moore
[55] determined JNDs for sinusoids of varying duration, and reported values ranging
from 500 Hz (for an 8 kHz tone of 10 ms duration) to 0.7 Hz (for a 250 Hz tone of 200 ms
duration).

For amplitude discrimination, the threshold ∆I decreases steadily as the magnitude
of the comparison increases [32, 43] and has a strong dependency on the type of signal,
the frequency, and the amplitude [29]. The JND for broad-band noise is generally
between 0.5 to 1 dB for signals between 20 to 100 dB SPL [29, 32, 56]. For pure tones,
the JND is at its lowest in the frequency region 1 to 4 kHz. However, it has been
suggested that once more than a few harmonics are present, the JND tends toward the
broadband case rather than the pure tone case [29].

2.5 Acoustic Cues for Localisation of Sound Sources

The aspects of the auditory system discussed so far can be described as monaural
abilities, in that the auditory system only requires a single input signal. However, a key
aspect of interest in this thesis is the localisation ability of the auditory system, i.e. the
ability to determine the direction of a sound source within the 3D space around the
listener. This ability requires both monaural and binaural (using two ears) listening.

The acoustic localisation cues can be grouped into two categories: interaural differ-
ence cues which originate from the differences between the signals that arrive at the
left and right ears (predominantly time and level, although there has also been some
evidence of the additional role of interaural spectral difference (ISD) in localisation [57,
58]), and spectral cues which originate from the direction-dependent spectral filtering
applied to the incoming sound by the outer ear, head and torso [1].

Whilst both groups contribute to localisation, the interaural difference cues are
sometimes referred to as binaural cues (as the signals at both ears are required in order
to determine the difference between them), whereas spectral cues are sometimes referred
to as monaural cues (as they are still evident when a signal is present at only one
ear). However, the term binaural can also be used in a more general sense to refer to
reproduction systems which make use of both interaural and spectral cues. Therefore,
for clarity, the acoustic localisation cues will be referred to as interaural difference cues
and as monaural spectral cues.

At this stage, it is useful to be able to refer individually to each side of the head,
and to refer to the head in relation to a point of interest. The terms ipsilateral and
contralateral are used to refer to the side closer to and further from a point of interest,
respectively.
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2.5.1 Interaural Time Difference

2.5.1.1 Theory

The difference in time between the arrival of the sound at the two ears, referred to
as the interaural time difference (ITD), occurs as a result of the increase in distance
required for a sound to reach the contralateral ear [59]. In the median plane, ITD is
approximately zero, as the distances to the two ears are similar. When the sound source
deviates from the median plane, a non-zero ITD occurs. This is illustrated geometrically
in Fig. 2.12, where plane waves from a sound source located to the left of the listener
reach the left ear before the right ear. An additional distance d (indicated in red) is
required to reach the contralateral ear:

d = aθ + a sin θ (2.18)

= a (θ + sin θ) (2.19)

where a is the radius of the head in m and θ is the azimuthal incident angle (°) of
the plane wave relative to the frontal direction. The time taken to travel the extra path
distance (and, therefore, the ITD) is:

ITD =
a

c
(θ + sin θ), 0 ≤ θ ≤ π

2
(2.20)

a
θ

aθ

a sin θ
d}

θ

Figure 2.12: The difference in path length d (indicated in red) between the ipsilateral and
contralateral signal paths creates an interaural time difference of arrival.

Equation 2.20 is known as the ‘Woodworth’ or ‘Woodworth-Schlosberg’ formula,
after publication in textbooks of the same name under both authors [60, 61]. Fig 2.13
plots ITD, calculated using Equation 2.20, for the horizontal plane in the left hemisphere
(0° ≤ θ ≤ 180°) with a = 8.75 cm, where a positive ITD indicates arrival at the left ear
first. 8.75 cm is the standard head radius used across the literature, after Hartley and
Fry [62] calculated the average value of ‘a number of individuals’ in the 1920s. Unless
otherwise stated, this value of a will be used throughout this thesis. The maximum
ITD (655 µs) occurs in this simple model at θ = 90°. As Equation 2.20 is only valid for
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values of θ between zero and π
2 , values from the frontal quadrant have been mirrored

for the rear quadrant. ITD, therefore, decreases with sound sources approaching the
rear, returning to zero at θ = 180°.

Figure 2.13: ITD calculated in the left hemisphere on the horizontal plane using Equation 2.20.
The maximum ITD (655 µs) occurs at θ = 90°. Values for the frontal quadrant have been
mirrored for the rear quadrant.

For a sinusoidal tone, an ITD can be expressed as a difference in phase between the
two ears, the interaural phase difference (IPD) [63]:

IPD =
ψL − ψR

2πf
(2.21)

where ψL and ψR represent the phase (°) of sinusoidal signals at the left and right
ears, respectively. For example, for a 500 Hz tone (period of 2000 µs), an ITD of 250 µs
is equal to an IPD of 45° (an eighth of a full cycle).

However, IPD (and, therefore, ITD) has an effective frequency range. High-frequency
stimuli produce an ambiguous localisation cue, as the phase difference between the ears
is greater than one phase cycle. For example, a 5 kHz tone has a period of 200 µs, and
so an ITD of 250 µs is equivalent to an IPD of 1.25 cycles. The auditory system cannot
determine between multiples of phase cycles [59], and so cannot differentiate between
a phase difference of 90° (0.25 of a cycle) and 450° (1.25 of a cycle). The ambiguous
nature of IPD starts to occur when the period of the stimulus is approximately twice
the maximum possible ITD, that is, when the path difference d is approximately half a
wavelength [1, 59].
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Fig. 2.14 demonstrates this, where red (dashed line, right y-axis) indicates the
difference in path length between the left and right ear signals (calculated using
Equation 2.18), and black (full line, left y-axis) indicates the frequency at which the
difference is equal to half a wavelength. The lowest frequencies occur for sound sources in
the more lateral directions. For a sound source at 90°, the path difference is 22.5 cm and
the corresponding half-wavelength frequency is 760 Hz. As the sound source approaches
the median plane, the half-wavelength frequency increases.

Head or sound source movement can help to resolve the phase ambiguities, but the
differences become highly ambiguous above 1.5 kHz [59, 64]. Therefore, the practical
maximum effective frequency of ITD is approximately 700 to 800 Hz.

Figure 2.14: The difference in path length (red, right y-axis) at azimuth angles in the left frontal
quadrant, and the corresponding frequency at which the distance equals half a wavelength
(black, left y-axis). The lowest frequency corresponds to the most lateral sound source (760 Hz
at θ = 90°).

2.5.1.2 Estimation of Real World ITD

The equations discussed here are based on a geometric approximation of the head in
the horizontal plane, and, therefore, do not accurately describe the full complexity of
real world ITD variation. ITD can also be estimated from signals captured at the ears
of subjects (methods for capture are discussed further in Section 2.6). There are three
groups of methods used to estimate ITD from such signals, which all produce slightly
different absolute values but which vary with azimuth in a similar way, as discussed by
Andreopoulou and Katz [65]:

� Onset detection: the onset in each signal is selected as the first point which exceeds
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a threshold relative to a pre-determined level, and the time delay is calculated
between the onsets (for example, as used by Kuhn [66] and Algazi et al. [67]);

� Cross-correlation: the time delay is determined by the lag at which the maximum
value of coherence between the two signals is obtained (for example, as used by
Kistler and Wightman [68] and Middlebrooks and Green [69]);

� Group delay: the phase difference between the two signals is estimated and
converted to time delay (for example, as used by Jot et al. [70] and Minnaar et
al. [71]).

The cross-correlation method was selected for use in this thesis, since physiological
studies have reported that neural responses are linked to the correlation between binaural
signals [72]. This method estimates the ITD as the time delay which produces the
maximum coherence of one signal with respect to the other, which is performed using
the interaural cross-correlation (IACC) function [73]:

ITD = argmax[IACC(θ, τ)], s.t. |τ | < 1 ms (2.22)

IACC(θ, τ) =

∫ t2
t1
eL(θ, t)eR(θ, t+ τ)dt√∫ t2

t1
e2
L(θ, t)dt

∫ t2
t1
e2
R(θ, t)dt

(2.23)

where eL and eR are the time domain signals at the left and right ears, respectively,
τ is the time shift in s, and the integration limits t1 and t2 are defined as zero and the
maximum length of eL and eR, respectively. Equation 2.22 determines the time delay τ
for which the two signals are most similar, where the magnitude of the IACC is the
measure of similarity.

As ITD is an effective cue below approximately 800 Hz, signals are typically low-pass
filtered before calculating the IACC. Fig. 2.15 shows ITD estimated for sound sources in
the horizontal plane (in 1° increments at r = 1.2 m) using the cross-correlation method
below 800 Hz (data from [74]). A positive ITD indicates that the left signal arrives first,
a negative ITD indicates that the right signal arrives first. The largest absolute value
of 735 µs occurs at θ = 270°.
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Figure 2.15: ITD estimated for sound sources in the horizontal plane (1° increments at r = 1.2 m)
using the cross-correlation method below 800 Hz (data from [74]). The largest absolute value of
735 µs occurs at θ = 270°.

2.5.2 Interaural Level Difference

2.5.2.1 Theory

The difference in sound pressure level between the sounds arriving at each of the two
ears, referred to as the interaural level difference (ILD), is caused predominantly by the
shadowing effect of the head [59]. This effect is illustrated in Fig. 2.16, where dotted
lines indicate the shadowed region. ILD is frequency dependent; as with ITD, this is
determined by the size of the human head. As wavelengths reduce below the approximate
diameter of the head, the shadowing effect increases. At wavelengths greater than the
size of the head (this corresponds to a frequency of less than approximately 2 kHz),
the head becomes increasingly transparent. This results in a high frequency range of
effectiveness for ILD, rather than a low frequency range as for ITD [1, 59].
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Figure 2.16: The head introduces an acoustic shadowing effect (indicated with dotted lines)
which creates a difference in sound level between the two ears.

Xie [64] estimated ILD as a function of both frequency and azimuth angle using a
spherical head model (discussed further in Section 2.6.2.1). Values ranged from 0.5 dB at
low frequencies (approximately 300 Hz) up to a maximum of 17.4 dB at high frequencies
(approximately 5 kHz). ILD increased with both azimuth angle and frequency, though
the increase in ILD was not monotonic. The maximum value of ILD did not appear at
the most extreme lateral source position due to constructive interference of the acoustic
paths around the head creating an acoustic bright spot at the contralateral side. ILD
has been shown to not act as an effective localisation cue until it varies with source
direction in a stable manner, from approximately 1.5 kHz upwards [1, 59].

Practically, ILD is calculated as the arithmetic mean of the difference between the
frequency spectra of the left and right ear signals (EL(f) and ER(f), more simply, EL
and ER) within some frequency region of interest:

ILDf =
1

Nf

Nf∑
j=1

20 log10

∣∣ELj − ERj

∣∣ (2.24)

where Nf is the number of points within the frequency band f . The ILD at a given
single frequency point (that is, Equation 2.24 at a single value of f) can also be referred
to as the interaural spectral difference (ISD).

2.5.2.2 Estimation of Real World ILD

As with ITD (see Section 2.5.1), ILD can be estimated from signals captured at the
ears of subjects (methods for capture are discussed further in Section 2.6). This is done
using Equation 2.24.
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As ILD is a localisation cue predominantly above 1.5 kHz (in the far-field, discussed
in Section 2.5.2), the data are often high-pass filtered before taking the FFT, or the
lower portion of the frequency information is discarded after taking the FFT. The
cut-off frequency is most typically around 1.5 kHz, and ILD calculated in this way is
referred to here as ILD>1.5kHz. When the entire audio frequency range is used (that
is, including frequencies below 1.5 kHz), the ILD is referred to as wideband. Wideband
ILD is less useful for describing localisation accuracy, but can be useful for describing
spectral features within the signals [75].

Fig. 2.17 shows ISD in black (2048 frequency points) and ILDf in blue (40 linearly-
spaced frequency bands with the boundaries indicated by vertical lines) over 200 Hz to
20 kHz estimated for an acoustically measured source sound at θ = 45°, φ = 0°, r = 1.2 m
(data from [74]). The wideband ILD (20 Hz to 20 kHz) is 15.1 dB and the ILD value
between 1.5 kHz and 20 kHz (ILD>1.5kHz) is 16.0 dB. An increase in both ISD and ILDf

with frequency is apparent, up to maximum values of 24.0 dB and 23.4 dB, respectively.

Figure 2.17: ISD and ILDf estimated for 40 linear frequency bands for an acoustically measured
sound source at θ = 45°, φ = 0°, r = 1.2 m (data from [74]). Frequency band limits (vertical
lines) are indicated. An increase in both ISD and ILDf with frequency is apparent.

ILD>1.5kHz for sound sources in the horizontal plane (1° increments at r = 1.2 m,
data from [74]) is plotted in Fig. 2.18, with the value corresponding to Fig. 2.17
indicated in blue. ILD>1.5kHz increases as the sound source moves away from the
median plane. The minimum value is 1.4 dB (θ = 0° and θ = 180°), the maximum value
is 23.9 dB (θ = 270°). There appear to be somewhat anomalous values at the most
lateral directions.
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Figure 2.18: ILD>1.5kHz estimated for sound sources in the horizontal plane (1° increments at
r = 1.2 m) (data from [74]). The value corresponding to Fig. 2.17 is circled in blue.

2.5.3 Resolving Source Directions with Identical Interaural Cues

As can be identified in Fig. 2.15 and Fig. 2.18, there exist multiple positions in auditory
space for which the ITD and ILD cues are similar, that is, where the ITD at some point
A is the same as that at a different point B, and the ILD at point A is also the same as
that at point B. These positions lie on a surface, and form what are referred to as cones
of confusion2 extending outwards from the ear, where any sound source located on the
cone of confusion gives rise to the same interaural differences as any other position on
the cone3 [76]. An extreme case of a cone of confusion is the median plane. Attempts
to localise sound sources on these cones can result in front-back or up-down confusion
errors. This is illustrated in Fig. 2.19, where sound sources located at points A and B
can be mistaken for each other (a front-back confusion) due to their identical ITD and
ILD cues. Rotation of the head helps to resolve these ambiguities, as the paths between
the sound source and each ear change differently depending on the rotation [77]. For a
sound source located at point A, a head rotation to the left would increase the path
length between A and the left ear, and decrease the path length between B and the
right ear. For a sound source located at point B, the converse is true.

2More technically, a cone of confusion is a hyperbolic surface of isometric ITD and ILD.
3This is true for sound sources located in the far-field, but does not hold for near-field sources due

to distance-dependent variation. This is elaborated on in Section 2.5.5.
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A

B

Figure 2.19: Sound sources at points A and B can be mistaken for each other (so called front-back
confusion), as they both lie on the indicated cone of confusion.

2.5.4 Spectral Cues

Interaural differences are not the only source of sound localisation cues. The elevation
localisation of the auditory system far exceeds that which can be predicted solely from
interaural difference cues and head movements [59]. Additionally, the human auditory
system can localise sound sources within a frequency region where neither interaural
cue is particularly effective (as ITD is most effective below approximately 800 Hz and
ILD is most effective above approximately 1.5 kHz). The dual nature of the interaural
difference cues was first proposed by Lord Rayleigh in 1907 [78] and is now known as
the duplex theory. To more fully describe the localisation ability of the auditory system,
a discussion of spectral cues is required. Sound waves interact with the torso, head
and ears, causing spectral filtering to occur before the waves reach the eardrums. The
reflection and diffraction effects within the folds of the pinnae (see Section 2.4.1) are
particularly influential. The filtering is direction-dependent (and, close to the head,
distance-dependent), and so creates a different transfer function for each source direction
in space. This provides the auditory system with additional information, particularly
with regards to resolving elevation [79, 80] and front-back confusion [75]. It is important
to note that the filtering is also ear-dependent, meaning that each listener has their
own unique set of these filters.

The filtering for a given direction is described in the time domain by a head-related
impulse response (HRIR), an example of which for both ears for a sound source at
θ = 45°, φ = 0°, r = 1.2 m is shown in Fig. 2.20. The frequency domain equivalent of
the HRIR is the head-related transfer function (HRTF). The HRTFs corresponding to
the HRIRs in Fig. 2.20 are shown in Fig. 2.21. The Fourier transform can be used to
interchangeably express the signal in the time and frequency domains. When taken
in pairs (and, therefore, maintaining the relationship between the left and right ear
signals), HRIRs also encapsulate the time and level interaural difference cues. For
clarity, in this thesis the terms HRIR and HRTF when used in the singular refer to a
single head-related filter (for example, to refer to the left channel of a left-right pair).
To refer to a left-right pair of such filters for a given source direction, the terms HRIR
pair and HRTF pair will be used.
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Figure 2.20: An example HRIR pair measured for a sound source at θ = 45°, φ = 0°, r = 1.2 m
by Armstrong et al. [74]. Top: left HRIR, bottom: right HRIR.

Figure 2.21: An example HRTF pair measured for a sound source at θ = 45°, φ = 0°, r = 1.2 m
by Armstrong et al. [74].

The features in HRTFs are directly related to the morphology of the pinnae, head,
shoulders and torso. Each of these anatomical parts contributes differently to the
features within a HRTF, e.g. to the peaks and notches visible in Fig. 2.21. The head
and torso tend to have acoustic effects at lower frequencies, particularly the introduction
of reflections due to the shoulders [79, 81, 82] and shadowing due to the torso at certain
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angles [83]. It is generally assumed that, due to their size, pinnae are responsible for
HRTF features (and, therefore, localisation ability) above approximately 5 kHz [29].
However, the relationship between pinna morphology and HRTF feature is complex.
The generation of peaks is generally attributed to resonant modes, whilst the generation
of notches is attributed to a combination of interference and diffraction effects [84,
85]. The impact of some specific features with respect to vertical localisation has been
investigated, particularly the contributions of the lowest frequency peak and notches
[64, 79, 82, 86–88].

As the spectral filtering is due to the morphology, and morphology varies between
individuals, each set of HRIRs and HRTFs is unique to the individual [59, 89]. Accord-
ingly, HRTFs are referred to as individualised if derived from a particular subject. There
are, however, similarities in spectral responses across listeners due to the underlying
characteristic features of human morphology. Fig. 2.22 shows HRTF pairs for one
listener (left) and for all subjects (right) for a sound source at θ = 90°, φ = 0°, as
reported by Møller et al. [90]. Whilst much of the inter-subject variation is above 8 kHz,
in accordance with the frequency range associated with the pinnae, there is a general
consistency in the spectra across subjects.

(a) For one subject (b) For all subjects

Figure 2.22: HRTF pairs for multiple subjects for a sound source at θ = 90°, φ = 0°. Both
inter-subject variation and inter-subject consistency is evident. Reproduced from [90] with
permission.
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The auditory system of each individual has, over the course of their lifetime, adapted
to the unique filtering arising from their morphology in order to determine the position
of a sound source. If HRTF pairs individualised to one subject are used to render and
present a binaural signal to another listener, a deterioration in localisation performance
occurs, most commonly resulting in increased front-back confusion and elevation errors
[59, 91]. This is due to the mismatch between the filters employed and those which the
listener is familiar with. However, there has been increasing evidence that it is possible
for a listener to adapt to a different set of filters, and that this ability is retained over
time [92–95].

HRTFs derived from an artificial head (such as the Neumann KU100 [96]) or a
head-and-torso simulator (HATS) (such as the Knowles Electronics Manikin for Acoustic
Research (KEMAR) [97], shown in Fig. 2.23) are often referred to as generic HRTFs.
KEMAR is reported to have acoustic properties approaching that of a median human, as
the dimensions were derived from statistical research across over 4,000 human subjects
[98]. Use of generic HRTFs is preferable to averaging, as creating a numerical average
HRTF from measured HRTFs tends to smooth the features and, therefore, creates a
filter response which does not resemble a HRTF [90].

Figure 2.23: An example of a HATS: the KEMAR model 45BC [97, 98]. Reproduced from [99]
with permission.
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2.5.5 Distance-Dependency of Localisation Cues

The far-field is defined in Section 2.3 as the region in which wavefronts approximate
plane waves (typically at large distances compared to the wavelength). The near-field is
defined as the region within which wavefronts are spherical. At audio frequencies, the
distance where the near-field transitions to the far-field is considered to be roughly 1 m
from the head, as defined by Brungart and Rabinowitz [36]. The near- and far-field
regions can also be referred to with respect to the subject as peripersonal space (within
reaching distance) and extrapersonal space (outside reaching distance) [100].

As the wavefronts are planar in the far-field, HRTFs measured in this region
are assumed to be independent of distance [36, 101, 102], although the author has
demonstrated elsewhere the existence of spectral changes with distance within the
far-field that may challenge this assumption [103]. Within the near-field, however,
HRTFs display substantial distance-dependent variation.

The magnitudes of the HRTFs generally increase with decreasing source distance,
according to the inverse square law. However, there is an additional increase in
magnitude with frequency on the ipsilateral side and a decrease with frequency on the
contralateral side [36]. Near-field HRTFs also exhibit much larger ILD values than
those found in the far-field as a result of increased head shadowing, particularly at
lower frequencies [36, 104]. For example, Brungart [102] found ILD values of 5 to 6 dB
at 500 Hz in the far-field, but greater than 15 dB in the near-field for the same source
angle at the same frequency.

The peaks and troughs within the frequency spectrum are also different between
near-field and far-field HRTFs for the same angle. Centre frequencies, amplitudes and
bandwidths of spectral features found in the far-field counterpart show considerable
variation with decreasing distance [105, 106], and additional peaks and notches appear
due to the proximity of the shoulders and pinnae [102, 104, 106]. The presence of a
parallax effect at close distances pushes HRTF features to more lateral positions [105,
107].

With regard to ITD, Brungart and Rabinowitz [36] demonstrated that ITD is roughly
independent of distance, although at very close distances in the front hemisphere the
facial features have an impact.

2.5.6 Localisation Accuracy

Localisation accuracy relates to the ability of the auditory system to determine the
position of a sound source, and can be characterised using an absolute or a referential
metric. Absolute localisation accuracy is tested when a listener is asked to indicate
where they perceive a sound source to be (an identification task) [108]. Referential
localisation accuracy is tested when the listener is asked to indicate when two stimuli
are perceived as spatially distinct (a discrimination task) [108]. Whilst these metrics
generally correspond, they are not truly interchangeable, as they make use of different
aspects of the auditory system. Absolute localisation accuracy is based on the accuracy
of the listener’s internal map of auditory space, while referential localisation ability is
based on the ability of the listener to discern the difference between two stimuli [109].

The principle aim of this thesis requires characterisation of the difference between two
sets of data (discussed further in Chapter 6 and Chapter 7). Therefore, the referential
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approach to localisation ability was selected as most appropriate. This is commonly
referred to as localisation blur or the angular JND (when quantifying localisation
accuracy with respect to the direction of a source). When discussing localisation ability
with respect to the binaural cues derived from a given sound source direction, it can
also be quantified in terms of JND for changes in ITD and ILD.

Using either approach, localisation accuracy varies as a function of source direction.
It is generally best in the frontal region, becoming worse as the sound source is moved
away from the front in azimuth and/or elevation [110, 111]. In [63], Blauert reports the
results of large-scale tests by Preibish-Effenberger [112] and Haustein and Schirmer [113],
wherein mean localisation blur values of ±3.6°, ±10° and ±5.5° were found at the front,
sides and rear of the head, respectively. Oldfield and Parker [114] observed that the 8
subjects in their study showed larger absolute localisation errors in the rear hemisphere
(110° ≤ θ ≤ 170°) and for the upper elevations tested (20° ≤ φ ≤ 40°). However,
localisation blur in terms of angle does not give an indication of the contribution of the
interaural differences cues. The calculation of JND threshold values for ITD and ILD
can give this further information. The lowest JND thresholds (and, therefore, defined
as 1 JNDITD and 1 JNDILD) are reached in the frontal region. For ITD, the smallest
change which can be perceived is around 16 µs (equivalent to localisation accuracy of 1°)
[111, 115–117], and whilst JND for ILD varies with frequency, the smallest perceivable
changes are around 1 dB [118, 119].

The variation in JND threshold as a sound source moves away from the frontal
region is different, however, between ITD and ILD. Whilst JND thresholds for both are
at a minimum in the frontal region, and the smallest perceivable change increases as the
sound source moves away from that region, the rate at which the thresholds increase
is different between ITD and ILD. This can be quantified by discussing the change in
source direction for which the JND threshold is a multiple of the minimum threshold.

For changes in ITD in the horizontal plane, Simon et al. [116] reported 2 JNDITD

to be reached by approximately 30°, and thresholds of up to 5 JNDITD at a source
direction of 90°. For changes in ILD, Tu et al. [120] demonstrated a roughly linear
relationship between ILD and JNDILD, where a change in ILD of 1 dB saw an increase
in JNDILD of 0.1 dB. An increase in ILD is analogous to a source moving away from
the median plane in the azimuth direction, and so 2 JNDILD can be said to be reached
by approximately 60° in azimuth [119, 120]. However, to the author’s knowledge, a
more complete analysis of the variation in JNDITD and JNDILD across many listeners
is absent from the literature.

Additionally, localisation accuracy varies between individuals, and has been shown
to be influenced by listening conditions, stimuli and the reporting method [63, 108].
Broadband stimuli typically produce a more accurate response as they are easier to
localise [89]. Because of these variations, JND values are often quoted as an average
value over the modality or subject group measured.

2.6 Capture of Acoustic Localisation Cues

A virtual sound source can be created by mathematically applying the localisation cues
to a mono sound source. This is known as a spatialised sound source. The creation and
reproduction of virtual spatialised sound sources are discussed further in Section 2.7.
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However, in order to spatialise a sound source, the acoustic localisation cues must
be known. Capturing these cues can be achieved in various ways, but the two most
common methods are based on acoustic measurement and on numerical computation.

2.6.1 Measurement-Based Methods

The earliest methods for capturing localisation cues used acoustic measurement, where
a known measurement signal is played through a loudspeaker and the result recorded at
the ears of the listener. Mathematical processing is then applied to extract the HRIRs
from the recorded signals. Usually, the acoustic measurement is performed in the time
domain, so the acoustic cues will be described in this section as HRIRs rather than
HRTFs.

2.6.1.1 Theory

A real-world acoustic filter is usually treated as a continuous linear-time invariant
(LTI) system, whereby the relationship between the input signal and output signal is
characterised as a convolution [121]:

g(t) = h(t) ∗ f(t) =

∫ ∞
−∞

h(x)f(t− x)dx (2.25)

where f(t) is the input signal, g(t) is the output signal, and h(t) fully characterises
the system response. Convolution (denoted by the ∗ operator) is a mathematical
operation performed on two time-domain functions to produce a third time-domain
function, where the third function expresses how one function is modified by the other
at each time step. The equivalent process in the frequency domain is to take the product
of the two frequency-domain versions of the time-domain functions [122]. Within the
measurement of HRIRs, f(t) is the signal from the loudspeaker, g(t) is the signal
recorded at the ears, and h(t) is the HRIR.

There are several ways to identify the system response h(t). If a Dirac delta function
δ(t) is input to the system, g(t) will equal h(t) and so h(t) can be recorded directly. If
the frequency response of both f(t) and g(t) are known (F (f) and G(f), respectively),
the frequency response H(f) (and, therefore, h(t)) can be determined through division.
Alternatively, with an appropriate inverse version of the input signal (typically time-
reversed and frequency-compensated), it is possible to extract only the characteristic of
the system via:

h(t) = g(t) ∗ finv(t) (2.26)

where finv(t) is the inverse of the input signal. Whilst this is strictly also a
convolution process, it is often referred to as deconvolution, where the system response
h(t) is deconvolved out of the recorded signal g(t).

2.6.1.2 Excitatory (Input) Signal Production

The excitation signal to be input to an LTI system can be one of several types, including
sinusoids and sine sweeps, impulses, random noise, or pseudorandom noise such as
maximal-length sequence (MLS) or a Golay code. An essential property of the signal
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is that it must contain energy at all frequencies of interest. For the measurement of
HRIRs, the signal is reproduced using a loudspeaker at the desired position within an
(ideally) anechoic room and the sounds arriving at the ears of the subjects are recorded.

The loudspeaker used to reproduce the excitation signal should have an approximately
flat frequency response over the desired bandwidth of the measurement, and ideally
should approximate a point source. Realistically, however, small or co-axial loudspeakers
are used (such as by Kearney and Doyle [123]) to ensure that the central radiating point
is common to all frequency components. If a non-co-axial loudspeaker is to be used, it
should be placed at a far-field distance to achieve adequate plane wave propagation.

In order to obtain HRIRs at many different source directions, the relative position
between the loudspeaker and the subject is altered. This can be done by: moving
either the loudspeaker or the subject; using many loudspeakers simultaneously; or by
some combination of these (for example, that used by Armstrong et al. [124]). An
alternative method is to make use of the principal of reciprocity (which states that the
transfer function from point A to point B is the same transfer function as that from
point B to point A), and place the loudspeaker in the blocked ear and the microphones
in the far-field, such as the measurement systems described by Zotkin et al. [125] and
Matsunaga and Hirahara [126].

2.6.1.3 Response (Output) Signal Capture

During HRIR measurement, the response of the acoustic system to the excitation signal
is usually captured via a pair of small microphones in the ears of the subject. The
microphones are placed either close to the ear canal entrance or close to the eardrum,
as the ear canal resonance affects the results if the measurement point is somewhere
in between [121]. A probe microphone is used to measure at the eardrum, but these
can be hazardous to the subject and difficult to use [121]. The ear canal does not
provide directionally-dependent information [127, 128] and so does not strictly need to
be included for HRIR capture. Techniques for measuring at the blocked entrance to the
ear canal (so-called ‘blocked meatus’ techniques) were introduced by Møller [129], and
subsequently became widely applied as the technique was safer and more convenient.
In this technique, a miniature microphone is mounted in a plug or putty (as used by
Armstrong et al. [74], see Fig. 2.24) and placed flush with the entrance to the ear canal
such that the ear canal is blocked.

The recorded signals are then convolved with the appropriate inverse of the excitation
signal to extract the raw HRIRs. HRIRs can also be measured using an artificial
head, such as the Neuman KU100, or a HATS, such as KEMAR, which have built-in
microphones in the blocked meatus position (see Fig. 2.25). The use of an artificial
subject generally results in smaller errors due to the absence of subject movement and
makes lengthier measurements possible as subject fatigue is not an issue.
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Figure 2.24: Knowles FG-23329-C05 microphone capsule in custom-designed 3D printed plug
(left) and positioned within the ear of a participant (right), as used by Armstrong et al. [74].
Reproduced from [74] under CC-BY-4.0.

(a) Left ear of KEMAR. (b) Left ear of Neumann KU100.

Figure 2.25: Microphones mounted inside artificial subjects in the blocked meatus position.
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An increasing number of databases of acoustically-measured HRIRs exist, to the
point where listing here every known instance is impractical. Databases are created with
a variety of applications in mind, with both individualised and generic HRTFs measured
under a variety of conditions and restrictions. Xie [121] describes and compares 15
databases from 1989 to 2012 across a range of methods, subjects, distances and angles,
including [24, 90, 130–141]. Examples of more recent databases can be found in [74,
142, 143].

2.6.1.4 Near-Field vs. Far-Field Measurement

HRIRs are usually measured in the far-field, as the binaural cues are assumed to
be independent of distance in this region due to the approximately planar nature of
the wave fronts [36, 101, 102], and so only one measurement distance is required. If
distance information is required in the reproduction stage, this can be implemented
using amplitude and time shifts or, in more complex scenes, by a change in the direct-
to-reverberant ratio or a high-frequency adjustment [144]. However, for true accuracy,
near-field HRIRs are required if virtual sound sources are intended to be placed close to
the head [102]. This presents several technical challenges in addition to those which exist
when making far-field measurement. These relate to the differences between near-field
and far-field acoustic cues (see Section 2.5.5).

As binaural cues vary greatly with distance when the source is within a metre of
the head, and loudness has been demonstrated to increase non-monotonically [145], in
order to represent distance information for close sources accurately more measurements
must be made [102, 104]. This can substantially increase the overall duration of the
measurements and the complexity of the system required. Additionally, any movement
of the subject has a greater impact in the near-field, so it is preferable to immobilise
the head of the subject as far as is practical [101].

Due to the proximity of the sound source to the head, a source smaller than a
standard loudspeaker is required in order to approximate a point source adequately [102].
Various methods have been proposed to address this, such as the tube and compression
system used by Brungart and Rabinowitz [36], the spherical dodecahedron source or
18 mm driver used by Yu et al. [104, 146] and the spark gap used by Qu et al. [147].

2.6.2 Model-Based Methods

The experimental procedure involved in acoustic measurement of HRIRs can be time-
consuming, complex and repetitive. With recent increases in computational power, a
viable alternative is to use computational methods. Model-based methods often operate
in the frequency domain, so the acoustic cues will be described in this section as HRTFs
rather than HRIRs.

2.6.2.1 The Spherical Head Model

The simplest approach for HRTF estimation is the spherical head model, where the
head is approximated as a rigid sphere with radius a without pinnae and torso, as
shown in Fig. 2.26. For a plane wave, the pressure P (Γ, f) on the sphere surface can be
calculated using the analytical solution for scattering on a sphere [148] (cited in [149]):
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P (Γ, f) = − Pw
(ka)2

∞∑
l=0

(2l + 1)jl+1Pl(cos Γ)
∂hl(ka)
∂(ka)

(2.27)

where Γ is the angle between the incident direction and the ray from the sphere
centre to the point on the sphere surface (in °, indicated in red), k = 2πf

c is the wave
number, Pw is the pressure magnitude of the incident wave, Pl(cos Γ) is the Legendre
polynomial of degree l, and hl(ka) is the spherical Hankel function of the second kind
of order l. For practicality, this infinite series is often truncated to an order L.

Γ

a x

Figure 2.26: The spherical head model, where the head is treated as a rigid sphere with radius
a. The pressure P (Γ, f) as the result of an incident wave can be calculated at a point on the
sphere surface (x) using Equation 2.27. Angle of incidence, Γ, is 50°.

Fig. 2.27 plots the frequency response at a point x on the sphere surface (a = 8.75 cm)
for a sound source at increasing angles of incidence Γ in the horizontal plane at a radial
distance of r = 1 m. A visual indication of the incident direction of the sound source
for increasing values of Γ is plotted in corresponding colours in Fig. 2.28, where Γ = 0°
indicates that the point x is aligned with the angle of incidence.

At low frequencies (below about 400 Hz), the response is not directionally dependent
and only exhibits a shift in amplitude. For higher frequencies, the response for low
angles of incidence increases noticeably and the response for greater angles of incidence
decreases. Interference ripples above 1 kHz are visible at all angles of incidence. The
response does not create a minimum at Γ = 180° due to an acoustic ‘bright spot’ caused
by constructive interference of waves arriving at this point from multiple directions.
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Figure 2.27: The frequency response of the spherical head for sound sources of varying angles of
incidence Γ in the horizontal plane. Interference effects introduce ripples and head shadowing
causes a general shift in level with direction at high frequencies.

x

Figure 2.28: The direction of the sound source for increasing values of Γ in the horizontal plane
with respect to the point x on the sphere surface. Colours correspond to those used in Fig. 2.27.

Xie [149] derives the equations for binaural signals at the left and right ears of a
spherical head by defining the positions of the points of interest as diametrically across
the head. For a sound source at incident angle θ (where 0° is the frontal direction), Γ
can then be defined for each ear:

ΓL = 90− θ (2.28)

ΓR = 90 + θ (2.29)
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The angular values discussed in [149] have been adjusted to match the convention
used in this thesis, where positive values increment in the counter-clockwise direction.
The HRTFs are then calculated by substituting these expressions for ΓL and ΓR into
Equation 2.27 in turn:

HL(θ, f) = − 1

(ka)2

∞∑
l=0

(2l + 1)jl+1Pl(sin θ)
∂hl(ka)
∂(ka)

(2.30)

HR(θ, f) = − 1

(ka)2

∞∑
l=0

(2l + 1)jl+1(−1)lPl(sin θ)
∂hl(ka)
∂(ka)

(2.31)

Without modelling the effect of the outer ear, however, the results are only valid for
low frequencies, as the pinnae begin to have an influence above approximately 5 kHz
[29]. Additionally, for a human subject, the ears are not located diametrically on the
sphere, but rather sit approximately 10° behind the interaural axis [63]. Using more
accurate ear positions increases the applicable frequency range of the model [149–151].

Duda and Martens [152] investigated the range dependence of the spherical head
model response, as Equation 2.27 is defined for plane waves (that is, a source at an
infinite distance). The pressure at a point on the sphere surface generated by a sinusoidal
point source at radial distance r is given by [148] (cited in [149]):

P (r,Γ, f) = −j ρaircQ0

4πa2

∞∑
l=0

(2l + 1)hk(kr)Pl(cos Γ)
∂hl(ka)
∂(ka)

(2.32)

where ρair is the density of air, and Q0 is the intensity of the point sound source.
Xie [149] plots the magnitude of HRTFs for sound sources varying in radial distance
for two incident angles. The findings are generally in keeping with those discussed in
Section 2.5.5 for near-field localisation cues. As the sound source approaches the sphere,
the response increases on the ipsilateral side and decreases on the contralateral side,
and ILD increases at low frequencies.

2.6.2.2 The Snowman Model

The spherical head was extended by Algazi et al. [153] to include the torso using the
‘snowman’ model. In this model, the head and torso are approximated by two spheres
SA and SB with radius values of aA and aB , respectively. The wave equation can then
be solved to find the pressure at a field point r′ which is generated by a sinusoidal point
source at r with intensity Q0 [148] (cited in [149]):

O′2P (r′, r, f) + k2P (r′, r, f) = −jkρaircQ0δ(r
′ − r) (2.33)

where δ(r′ − r) is the Dirac delta function, and O′2 is the Laplacian operator with
respect to field point r′. The Sommerfeld radiation condition requires that a wave
decays to zero as it travels infinitely far from the source [149]:

lim
r′→∞

r′
[
δP (r′, r, f)

δr′
+ jkP (r′, r, f)

]
= 0 (2.34)
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As with the spherical head model, only the two field points which correspond to the
two ears are of interest (and only one of these if symmetry is assumed). The snowman
model makes use of the principal of reciprocity, where exchanging the positions of the
source and field point yields the same results. The pressure can therefore be calculated
at an arbitrary source position r while the source is located on the head surface at r′,
which exchanges the positions of r′ and r in Equation 2.33 and Equation 2.34 to give:

O2P (r, r′, f) + k2P (r, r′, f) = −jkρaircQ0δ(r− r′) (2.35)

lim
r′→∞

r′
[
δP (r, r′, f)

δr
+ jkP (r, r′, f)

]
= 0 (2.36)

where O2 is the Laplacian operator with respect to field point r. A HRTF can then
be obtained by solving Equation 2.35 with the following boundary conditions, where
the normal derivative of P (r′, r, f) should be zero on the surface of both SA and SB,
as described by Xie [154]:

δP (r, r′, f)

δn

∣∣∣∣
SA

= 0 (2.37)

δP (r, r′, f)

δn

∣∣∣∣
SB

= 0 (2.38)

Algazi et al. [83, 153] calculated the HRTFs of a snowman model with a head and
torso of radii aA = 8.75 cm and aB = 23 cm, respectively. They reported notches for
elevated sources which were not present in the results for the spherical head model, and
attributed these to destructive interference between the direct sound and reflections
off the torso (the so-called ‘shoulder reflection’). The lowest frequency at which these
notches occur (approximately 1 kHz) corresponds to the longest path difference between
direct and reflected paths, which occurs for sources at approximately φ = 80°. The notch
centre frequency increases as the source elevation deviates downwards from φ = 80°,
and has been proposed as a cue for localisation of elevated sources [79]. For negative
elevation angles, a shadowing effect is produced by the torso. Sources outside of what
Algazi et al. [83] define as the ‘torso shadow cone’ produce a reflection, whilst those
within are shadowed by the torso, as shown in Fig. 2.29.
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Figure 2.29: Examples of the snowman model [153]. Elevated sources (left) produce a torso
reflection off the torso (indicated with a dashed line). Sources with lower elevation values (right)
are shadowed by the torso.

Gumerov et al. [155] also calculated HRTFs of a snowman model using the algorithm
discussed in [156, 157], with a ratio between the head and torso spheres of aB

aA
= 1.3253.

As Algazi et al. [153] did, they also reported the presence of notches and attributed
them to reflection interference.

2.6.2.3 The Boundary Element Method

Whilst simplified numerical approaches such as the spherical head and snowman model
give reasonable approximations of HRTFs, particularly at low frequencies (and, indeed,
have been used for low frequency modelling of acoustic measurements [123]), these still
lack the detail introduced by the pinnae at higher frequencies. Several computational
techniques exist which permit the calculation of sound propagation around more complex
geometries, among which the boundary element method (BEM) is the most commonly
used in HRTF calculation. Wave propagation through the object is ignored, meaning
that the BEM only requires subdivision of the boundary (as opposed to the subdivision
of the volume as required by other methods) and thus reduces the dimensions of the
problems from three to two [158]. Implementation of the BEM varies across research
groups and software packages, but the underlying mathematical principles remain the
same.

The BEM is suitable for use in any radiation and scattering problem where the wave
equation is solved on the boundary of an object. The calculation of HRTFs is only one
example of this; discussion of further applications of the BEM can be found in [159].
In the case of HRTF calculation, the boundary B is a surface mesh of the subject for
whom HRTFs are desired, the field points of interest correspond to the ears, and the
source is located at a position outside the mesh. A second boundary is located at an
infinite distance, at which the pressure satisfies the Sommerfield radiation condition
described by Equation 2.34 [149].
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There are two BEM techniques used in acoustic computation: direct and indirect
BEM (DBEM and IBEM, respectively). DBEM is based on the Helmholtz formula,
which relates the pressure in the fluid domain (in this case, air) to the pressure and its
normal on the boundary [160]. IBEM assumes that the pressure field is caused by a
monopole distribution on the boundary surface [160]. The choice of technique is based
on the problem size. The direct method is suited for meshes comprising more than a
few hundred faces as it is optimised for speed (but requires more storage), whereas the
indirect method is slower but requires less storage [128]. As the work in this thesis makes
use of meshes comprising more than a few hundred faces, and the software packages
used are based on the DBEM implementation, only the derivation for the DBEM-based
solution will be presented here, based on that derived by Xie [149].

The pressure at a field point in a volume V is a combination of two pressures: that
generated by the source and that caused by scattering and reflections off the boundary
B. The solution can be expressed as a Kirchhoff-Helmholtz integral equation:

C(r′)P (r′, r, f) = jkρaircQ0G(r′, r, f)+∫∫
B

[
G(r′, r′′, f)

∂P (r′′, r, f)

∂n′′
− P (r′′, r, f)

∂G(r′, r′′, f)

∂n′′

]
dB′′, (2.39)

C(r′) =


1/2 r′ ∈ B
1 r′ ∈ V
0 other

(2.40)

where n′′ is the outward normal direction, and G(r′, r, f) is the free-space Green’s
function of a point source defined as:

G(r′, r, f) =
1

4π|r′ − r|
e(−jk|r′−r|) (2.41)

Equation 2.39 and Equation 2.40 indicate that, for a given source intensity and
position, the pressure at the field point r′ is determined by the free-space Green’s
function of a point source, and the pressure and its normal derivative on the boundary
surface. However, the normal derivative of pressure is zero on a rigid boundary. More
generally, on a boundary surface with acoustic admittance Y (r′, f) = 1

Z(r′,f) , the

boundary condition can be written as [148] (cited in [149]):

δP (r′, r, f)

δn′

∣∣∣∣
B

= −j2πfρairvn′ (2.42)

= −jkρaircY (r′, f)P (r′, r, f) (2.43)

where vn′ is the normal velocity of the medium.

The boundary B is discretised into a mesh of β faces (Bm,m = 1, 2, ..., β), where
the central position of the mth element is specified by the vector r′ and within each
element, the pressure and velocity are assumed to be constants. Equation 2.42 can
be substituted into Equation 2.39, and Equation 2.39 can then be approximated as a
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summation over β faces:

C(r′)P (r′, r, f) = jkρaircQ0G(r′, r, f)−
β∑

m=1

∫∫
Bm

∂G(r′, r′′, f)

∂n′′
dB′′ + jkρaircY (r′m, f)

∫∫
Bm

G(r′, r′′, f)dB′′

P (r′m, r, f)

(2.44)

This is then converted into β linear equations to determine the pressure at each face
on the boundary surface. This is achieved by setting r′ = r′q and C(r′) = 1

2 , where r′q
with q = 1, 2, ..., β indicates the position of the centre of each element:

1

2
P (r′q, r, f) = jkρaircQ0G(r′q, r, f)−

β∑
m=1

[
Gnqm(f) + jkρaircY (r′m, f)Gqm(f)

]
P (r′m, r, f) (2.45)

where

Gnqm(f) =

∫∫
Bm

∂G(r′q, r
′′, f)

∂n′′
dB′′ (2.46)

Gqm(f) =

∫∫
Bm

G(r′q, r
′′, f)dB′′ (2.47)

q,m = 1, 2, ..., β (2.48)

The following matrices can be defined to enable reformulation of the set of β
equations defined in Equation 2.45:

Pβ =[P (r′1, r, f), P (r′2, r, f), ..., P (r′β, r, f)]T [βx1] (2.49)

Gβ =[G(r′1, r, f), G(r′2, r, f), ..., G(r′β, r, f)]T [βx1] (2.50)

[Y ] = diag[Y (r′1, r, f), Y (r′2, r, f), ..., Y (r′β, r, f)] [βxβ] (2.51)

where Pβ comprises the pressure on each face, Gβ comprises the values of the
free-space Green function’s at the position of each face for a point source at r, and [Y ]
comprises the acoustic admittance value Y (r′, f) at each face. Additionally, [Gn] and [G]
are defined, which represent two βxβ matrices comprising Gnqm and Gqm, respectively,
and [I] represents a βxβ identity matrix. Equation 2.45 can then be formulated as:{

1

2
[I] + [Gn] + jkρairc[G][Y ]

}
Pβ = jkρaircQ0Gβ (2.52)

From this, the pressure vector Pβ can be calculated at each required frequency f ,
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then substituted into Equation 2.44 to find the pressure Pr′, r, f) at a field point r′ by:

C(r′)P (r′, r, f) = jkρaircQ0G(r′, r, f)− {Gn
r′ + jkρaircGr[Y ]}Pβ (2.53)

where Gn
r′ and Gr′ are 1xM vectors with elements given by:

Gnr′,m(f) =

∫∫
Bm

∂G(r′, r′′, f)

∂n′′
dB′′ (2.54)

Gr′,m(f) =

∫∫
Bm

G(r′, r′′, f)dB′′ (2.55)

m = 1, 2, ..., β (2.56)

The first term on the right side of Equation 2.53 is the free-field pressure at field
point r′ generated by the point source r. The second term is the pressure at field point
r′ produced by the scattering and reflections off the boundary surface, and indicates
that this contribution is produced by the sum of scattered and reflected waves due to
the boundary faces.

Computational methods other than the BEM have been used for the simulation
of HRTFs, albeit less often. Such methods include the infinite-finite element method
(IFEM) [161], the finite-difference time-domain (FDTD) method [84, 162], and the
ultra-weak variational formulation (UWVF) [163, 164].

As the contribution of each boundary element is of crucial importance to the overall
result, the use of the BEM for HRTF simulation relies on high quality 3D meshes
of the subject in question. While meshes of varying resolution have been shown to
reduce computational requirements [165], the use of lower resolution meshes in the
important pinna regions has been shown to produce HRTFs which do not match
acoustically-measured results, particularly at higher frequencies [161, 166]. Scans of
subjects have been obtained using laser [160, 167], scattered light [168], photogrammetry
[169–171], infrared stereo imaging [172], magnetic resonance imaging (MRI) [80, 162]
and computerised tomography (CT) [173], sometimes in combination [106, 166, 174].
The resolution of the mesh (more specifically, the number of faces used to represent
the 3D object, and therefore the length of the edges in the faces used) determines the
maximum valid frequency of the resulting simulation, according to:

fmax =
c

dmax × η
(2.57)

where fmax is the maximum valid frequency in Hz, dmax is the length of the longest
face edge in m, and η is the number of edges per wavelength. Smaller faces, therefore,
give a higher valid maximum frequency, but can lead to meshes comprising large
numbers of faces and therefore requiring more storage. The optimum value of η for
HRTF calculation is discussed further with respect to mesh processing workflows in
Chapter 3. A value of η = 6 is most commonly used [175, 176], which gives a maximum
edge length requirement of 2.86 mm for results to be valid up to 20 kHz.

However, the requirement for high mesh resolution leads to high computational and
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storage costs for the simulation. The size of the set of linear equations increases with
maximum valid frequency, giving exponential relationships between the number of faces
β and the computational and storage costs of β3 and β2, respectively [149].

To reduce computational cost, an alternative formulation of the BEM, referred
to as the fast multipole BEM, has been proposed [166, 177, 178] and subsequently
implemented in various software packages such as Mesh2HRTF [179–181]. FM-BEM
also incorporates the principal of reciprocity, which further reduces computational cost
[128]. Without the use of reciprocity, a separate calculation is required for each source
position; exchanging the source and receiver positions reduces this to only two required
calculations. The computational cost and storage for FM-BEM are (βNiter) and β,
respectively, where Niter is the number of iterations in the calculation [149].

More recently, the added increase in computational speed of graphics processing
units (GPUs) has also been investigated with regards to HRTF calculation. As a result
of their parallel architecture, GPUs are capable of performing many calculations at once,
as opposed to the concurrent processing of central processing units (CPUs) [182]. Such
investigations have included both running the entire BEM solver on a GPU [183–185]
and running only the matrix calculations on a GPU [186], with reported increases in
speed of anywhere from 6 to 36 times, occasionally exceeding a 100-fold increase [183].
However, while the reported increases in speed are promising, use of GPUs for HRTF
calculation does not appear to have spread across the wider research area.

As computational resources have increased and the computational requirement of
the BEM has decreased, the use of the BEM within binaural research has grown, both
as a means of obtaining HRTFs and as a means of investigations not feasible using
acoustic measurements.

In the late 1990s, Kahana et al. [187] used the BEM to calculate HRTFs of a torso-
less KEMAR up to 6 kHz and demonstrated that, despite the computational limitations
imposed at the time, the results were consistent with measurements. In subsequent
work [161], the same authors calculated HRTFs of spherical and ellipsoidal heads, and
of KEMAR, to a higher maximum frequency of 10 kHz through simulation using half
the model and assuming symmetry. Later work investigated the resonant modes within
the pinnae [188] and the contribution of the pinnae to the HRTF [160]. The use of
meshes, and the ability to modify them, is one of the benefits of using computational
techniques such as the BEM. Investigations requiring removal of the pinnae, or the
isolation of the ear canal, as by Walsh et al. [189], are easily achievable using the BEM
but are clearly not practical with acoustic measurements using a real human subject.

Katz [128, 190] used the BEM to calculate individualised HRTFs with meshes
obtained through laser scanning, focussing on the contribution of head and pinnae
shape to the HRTF. The work was limited by available computational resources, with a
maximum valid frequency of 5.4 kHz. Katz also looked at the acoustic properties of the
skin and hair [191], finding the skin to be rigid and the hair to have an absorptive effect
that could be included to improve the accuracy of the results, although propagation
through hair is not able to be modelled using the BEM.

Gumerov et al. [166, 177] used FM-BEM to calculate HRTFs for several models,
including the spherical head and a number of artificial heads, up to a maximum valid
frequency of 20 kHz. Jin et al. [80] also used FM-BEM to calculate the HRTFs of a large
database of subjects scanned using magnetic resonance imaging (MRI), culminating
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in the Sydney-York Morphological and Recording of Ears (SYMARE) database. The
database contains meshes suitable for use within the BEM at a range of maximum valid
frequencies. It also includes the HRTFs calculated from the meshes (valid to 5.6 kHz
for the meshes including torso, valid to 16 kHz for the head-and-ears meshes), as well as
acoustically measured HRTFs. Good agreement is demonstrated between acoustic and
simulated data.

Not only has the BEM been used as a means of obtaining HRTFs, it is also being
widely used to conduct investigations more generally where acoustic measurements are
more difficult or time-consuming. Fels et al. [169] used the BEM to calculate the HRTFs
of children up to a maximum frequency of 6 kHz using meshes derived from photographs.
Otani et al. [106] simulated HRTFs of a Brüel & Kjær 4128C artificial head up to 20 kHz
at 291 radial distances between 0.1 and 3.0 m to examine the source-distance-dependency
of the features. Brinkmann et al. [192] used the BEM to simulate a high resolution
database of different head-above-torso transfer functions for a laser scanned FABIAN
head (maximum frequency of 22 kHz). Rui et al. [193] and Salvador et al. [194] both
made use of the BEM to simulate individualised near-field HRTFs up to 16 kHz, with
the meshes created from laser and CT scans. Much use of the BEM has also been made
in examining the relationship between morphology and spectral features [195–199].

Steady increases in computational power, particularly in cloud computing, combined
with the reduced computational demands of FM-BEM, have led to greater use of the
BEM in acoustics research. It has become increasingly feasible in recent years to
simulate full frequency range HRTFs using the BEM up to 20 kHz.

2.6.3 Other Capture Methods

A range of other techniques have been proposed as a means of capturing both generic
and individualised localisation cues without acoustic measurement or computational
modelling.

Genuit [200] (cited in [25]) proposed that, as incident sound waves arrive at the ears
via multiple paths as a result of interactions with the body, these interactions could
be modelled individually. Therefore, HRTFs could be represented by a combination
of filter structures, where each filter accounts for the contribution of a corresponding
morphological structure. It was also proposed that filter parameters could be adjusted
based on anatomical measurements, therefore allowing a generic HRTF to be adapted
to a particular listener. Brown and Duda [25] developed this further in creating a
time-domain structural model which comprised three stages, where an IIR filter was
used to represent the head shadow effect in the azimuth plane, and two FIR filters were
used to represent each of the pinna and shoulder contributions to the elevation cue. This
model was shown to give similar results to measured HRTFs, but was limited to the
frontal region. Algazi et al. [81] also created a structural model comprising functional
blocks for anthropometric values, with later work [201] focussed more specifically on
modelling the contribution of the pinnae.

Other potential shortcuts have also been proposed such as matching a subject
to existing HRTFs using morphological parameters [202, 203] and through auditory
matching [204], and of the manipulation of artificial head HRTFs by adjusting ITD to
match that of the listener [205]. Personalisation of existing databases via anthropometric
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measurements has also been proposed [206].

Neural networks and machine learning techniques are also being used to generate
individualised HRTFs. For example, Yamamoto and Igarashi [207] proposed an algo-
rithm which has been trained on the CIPIC database [24] to identify individualised
HRTF features. The system is capable of calibrating a HRTF generator to create
individualised HRTFs for a new subject through iterative user feedback. Additionally,
Yao et al. [208] proposed an algorithm to best match a subject to an existing database
using anthropometric features.

It has also been proposed that near-field HRTFs can be synthesised from those
measured in the far-field. Kan et al. [101, 209] developed a distance variation function
(DVF) which can be applied to far-field HRTFs to create a near-field representation
of the same angular position. The presented method creates a DVF for each angular
position and approximates the variation with distance across the frequency range.
Although calculated using a rigid sphere head model, and therefore missing any parallax
information introduced by the pinnae, the method was shown to be perceptually effective
and an improvement over simple intensity adjustments.

2.7 Reproduction of Acoustic Localisation Cues

Once the acoustic localisation cues for a given direction are known, using the cues to
spatialise a mono sound source gives a virtual audio experience similar to that which
the listener would have when listening to a real sound source located at that position.
This is performed using convolution (Equation 2.25) of a left-right HRIR pair and a
mono sound source:

bL(t) = hL(t) ∗m(t) (2.58)

bR(t) = hR(t) ∗m(t) (2.59)

where m is the single-channel sound source, hL and hR are the left and right of a
HRIR pair for a given direction, and bL and bR are the binaural signals to be presented
to the left and right ears, respectively. In matrix notation, this becomes:

[B] = [H]M (2.60)[
BL
BR

]
=

[
HL

HR

]
M (2.61)

Multiple instances of convolution (or the frequency-domain equivalent) of sound
source signals and HRIR pairs can be combined additively to create acoustic environ-
ments with multiple spatialised sound sources. Due to the computation of integration
required for time-domain convolution, it can be computationally less expensive to com-
pute the Fourier transforms, take the product, and take the inverse Fourier transform
to obtain the same result.

An alternative technique to obtain binaural signals is to record the signals intended
for reproduction directly using an artificial subject and the desired sound source at
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the desired position. This reduces the complexity of the reproduction system, but also
reduces the flexibility of the content.

The signals containing the spatialised sound sources bL and bR are then presented
to the listener using headphones or loudspeakers.

2.7.1 Reproduction over Headphones

The least complex method is to reproduce the virtual spatialised sound sources over
headphones, as each channel of the left-right pair can be presented to the intended ear
with only the effect of the headphones to compensate for. The effect of the headphones
is referred to as the acoustic transfer function matrix A, where the terms are the
headphone to ear canal transfer functions (HpTFs) for the left and right ears. The
signals at the ears eL and eR (EL and ER in the frequency domain) are therefore given
by:

[E] = [A][B] (2.62)[
EL
ER

]
=

[
ALL 0

0 ARR

] [
BL
BR

]
(2.63)[

EL
ER

]
=

[
ALL 0

0 ARR

] [
HL

HR

]
M (2.64)

where ALL and ARR are the acoustic paths corresponding to the left headphone to
left ear and right headphone to right ear, respectively (that is, the HpTFs), and BL
and BR are the left-right pair of binaural signals. Ideal headphones HpTFs would have
a flat frequency response and a linear phase response, allowing the binaural signals
to reach the ears with no colouration. In reality, as no headphone has a perfectly flat
frequency response, it is necessary to measure HpTFs and apply compensation using an
inverse transfer function matrix I [210]:

[E] = [I][A][B] (2.65)[
EL
ER

]
=

[
ILL 0
0 IRR

] [
ALL 0

0 ARR

] [
BL
BR

]
(2.66)[

EL
ER

]
=

[
ILL 0
0 IRR

] [
ALL 0

0 ARR

] [
HL

HR

]
M (2.67)

where the product of I and A should form an identity matrix:[
ILL 0
0 IRR

] [
ALL 0

0 ARR

]
=
[
1
]

(2.68)

Measurements can be taken of A using techniques similar to those discussed in
Section 2.6.1. Microphones are placed in the ears of the subject (whether human or
artificial). The headphones under test are placed on the subject, over the microphones,
and excitation signals are reproduced over the headphones. The microphones then
record the results which are processed to calculate the left-right HpTF pair. HpTFs are
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characterised by both the headphone response and the coupling between the headphones
and the ears [18, 210]. Removing and replacing the headphones typically alters the
transfer functions, particularly at the higher frequencies, which can make them difficult
to equalise reliably.

Møller et al. [211] measured HpTFs of 14 headphones on 40 human subjects,
and found that HpTFs are smooth below approximately 5 kHz. More variation is
present above this, as HpTFs are individualised in the same way as HRTFs, and
both inter-headphone and inter-individual variation was found. HpTFs measured by
Lindau and Brinkmann [212] were described to contain four approximate regions of
frequency magnitude response. Below 200 Hz, differences of ±3 dB were attributed to
leakage. From 200 Hz to 2 kHz, smaller differences of below 1 dB were observed, with
these differences reaching a value of ±3 dB by 5 kHz. This is in agreement with the
description given by Møller et al. [211]. Larger variations were observed above 5 kHz,
as a result of pinnae effects. As large differences between subjects are observed in most
measurements, Pralong and Carlile [213] suggested that individualised inverse filters
should be used, although, this is not always feasible.

Repeat measurements are often used in an attempt to cover as much variation in
headphone fit as possible, as inverse filters based on a single measurement have been
reported to not equalise headphone characteristics effectively and, in some cases, create
a worse result than with no equalisation [214]. The HpTF is then defined either as an
average of the repeated measures (as in [215]) or as a perceptual combination (as in
[18]). The terms of the inverse filter matrix I can then be derived using one of a number
of methods [216], and the signals to be reproduced over the headphones are:[

L′

R′

]
=

[
ILL 0
0 IRR

] [
BL
BR

]
(2.69)

2.7.2 Reproduction over Pairs of Loudspeakers

Rather than using headphones, it is also possible to reproduce virtual spatialised sound
sources using a pair (or more) of loudspeakers. This can give a more externalised
experience (where the sound is perceived to come from a source located outside of the
head) [16] and is less invasive, but more care must be taken to preserve the directional
information and the quality of the audio.

2.7.2.1 Theory

When binaural signals are reproduced using loudspeakers, not only are the signals
affected by the acoustic transfer function matrix A between each loudspeaker and its
corresponding ipsilateral ear, but additional crosstalk paths are present due to the
lack of isolation between the ears and the contralateral loudspeaker. This causes an
additional pair of signals to reach the wrong ears. The signals due to the crosstalk
paths, shown in Fig. 2.30 as ALR and ARL (that is, from left loudspeaker to right ear,
and vice versa), interfere with the intended signals and must be removed in order to
preserve the binaural information. The removal of the crosstalk signals is known as
crosstalk cancellation (CTC).
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Figure 2.30: Acoustic stages in a loudspeaker reproduction system. When binaural signals B
are reproduced over loudspeakers, unwanted crosstalk paths ALR and ARL are present. The
paths over which the binaural signals are reproduced are indicated in bold.

CTC was first investigated by Atal and Schroeder [217] in the 1960s. Reproduction
with a CTC stage is sometimes referred to as ‘transaural’ reproduction, after work
by Cooper and Bauck [218]. The aim of CTC is to allow the pair of binaural signals
to reach their intended ear without interference from crosstalk signal paths. It can
also compensate for the unwanted colouration of the acoustic transfer function on the
binaural signals; for example due to the response of the loudspeakers. In much the
same way as headphone reproduction requires an equalisation stage to compensate for
colourations due to the HpTFs, in loudspeaker reproduction the binaural signals are
filtered prior to reproduction to perform CTC and signal path equalisation.

The underlying principle of CTC can be described as follows, based on the derivation
by Xie [91]. The input binaural signals are denoted by BL and BR, the acoustic transfer
functions between the loudspeakers and the ears are represented by ALL, ALR, ARL and
ARR and the signals reproduced at the ears are EL and ER. For simplicity, the acoustic
transfer functions ALL to ARR can be considered to have flat frequency magnitudes and
linear phase responses, so that the paths do not apply colouration to the binaural signals.
Without CTC, the binaural signals BL and BR do not reach the ears as intended, as
they are contaminated by the signals created by the crosstalk paths ALR and ARL. In
this case, the signals at the ears EL and ER are given by:

[
EL
ER

]
=

[
ALL ALR
ARL ARR

] [
BL
BR

]
(2.70)[

EL
ER

]
=

[
ALL ALR
ARL ARR

] [
HL

HR

]
M (2.71)

To compensate for this, the binaural signals are filtered prior to reproduction using
CTC filters C11, C12, C21, and C22 to produce the pre-filtered loudspeaker signals L′

and R′, as illustrated in Fig. 2.31.
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Acoustic
transfer
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Figure 2.31: Acoustic stages in a loudspeaker reproduction system with crosstalk cancellation.
A cancellation matrix C removes the acoustic transfer function matrix A, so that the signals
produced at the ears E match the input binaural signals B.

This gives loudspeaker signals:[
L′

R′

]
=

[
C11 C12

C21 C22

] [
BL
BR

]
(2.72)

The signals reproduced at the ears can then be expressed as:

[
EL
ER

]
=

[
ALL ALR
ARL ARR

] [
L′

R′

]
=

[
ALL ALR
ARL ARR

] [
C11 C12

C21 C22

] [
BL
BR

] (2.73)

For E to equal B, the product of the two 2 x 2 matrices in Equation 2.73 must equal
an identity matrix: [

ALL ALR
ARL ARR

] [
C11 C12

C21 C22

]
=

[
1 0
0 1

]
(2.74)

Therefore, the required CTC filters are the inverse of the acoustic transfer functions
between the loudspeakers and the ears, and the signals output from the loudspeakers
are exactly reproduced at the ears. If A is non-singular, and therefore invertible, the
CTC filters required are calculated by:

[
C11 C12

C21 C22

]
=

[
ALL ALR
ARL ARR

]−1

=
1

ALLARR −ALRARL

[
ARR −ALR
−ARL ALL

] (2.75)
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Therefore, the signals to be reproduced at the loudspeakers can be given as:[
L′

R′

]
=

1

ALLARR −ALRARL

[
ARR −ALR
−ARL ALL

] [
BL
BR

]
(2.76)

If the binaural signals are to be obtained through convolution of a mono input signal
with a HRIR pair, the spatialisation and CTC stages can be combined. Substitution of
Equation 2.61 and Equation 2.75 into Equation 2.72 gives:[

L′

R′

]
=

1

ALLARR −ALRARL

[
ARR −ALR
−ARL ALL

] [
HL

HR

]
M (2.77)

This can be expanded to:

L′ = KLM R′ = KRM (2.78)

where

KL =
ARRHL −ALRHR

ALLARR −ALRARL

KR =
−ARLHL +ALLHR

ALLARR −ALRARL

(2.79)

It is also possible to derive the CTC filters in the time domain, as done by Kirkeby
et al. [219], which results in a decaying train of delta functions. This indicates that CTC
filters are inherently recursive [16, 217, 219], although this is not generally a problem
provided the inversion is causal and stable [219].

2.7.2.2 Channel Separation

A measure of the effectiveness of a CTC system is the achieved channel separation, that
is, how much suppression has been applied to the crosstalk signal [220–222]. Channel
separation (CS) is independent of the signals to be reproduced, and can be defined as
the magnitude ratio between the direct signal and the crosstalk at a frequency point f
[223]:

CSLf
=

∣∣∣∣ALLf

ALRf

∣∣∣∣ (2.80)

CSRf
=

∣∣∣∣ARRf

ARLf

∣∣∣∣ (2.81)

where ALRf
and ARLf

are the crosstalk paths at frequency point f , and ALLf
and

ARRf
are the direct paths. As CS is frequency dependent, an additional metric describes

the performance over a frequency region. The channel separation index (CSI) is defined
as the average CS over the frequencies of interest [224]:
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CSIL =
1

Nf

Nf∑
j=1

20 log10

∣∣CSLj

∣∣ (2.82)

CSIR =
1

Nf

Nf∑
j=1

20 log10

∣∣CSRj

∣∣ (2.83)

where Nf is the number of points in the frequency region of interest. In an ideal
CTC system, the CSI is very large, as the signal energy in the contralateral path should
be very small compared to the energy in the ipsilateral path. For a perfect CTC system,
CSI = ∞. Individualised CTC, where the filters have been calculated based on the
HRTFs of the subject, has been shown to achieve high levels of separation [225, 226].
However, as Masiero [227] notes, individualised CTC can actually be either matched
or un-matched, for example in the case where individualised HRTFs have been used
in CTC filter calculation but the acoustic transfer has changed slightly due to subject
movement. Individualised but unmatched CTC was shown to give similar localisation
performance to non-individualised CTC [227].

CS and CSI can either be quoted as a positive value, where 0 is no suppression and
+∞ is infinite suppression, or as a negative value, where 0 is no suppression and −∞
is infinite suppression. In this thesis, the positive convention will be used, which is in
agreement with Akeroyd et al. [226] but conflicts with the convention used by Lacouture
Parodi and Rubak [228] and Bai and Lee [223].

Natural channel separation (NCS) is the inherent acoustic isolation arising between
the ears for a sound source of a given direction, and occurs as a result of the acoustic
shadowing introduced by the head [19]. Since NCS effectively describes the channel
separation between the ears prior to the implementation of CTC, it is often the ground
truth value against which the success of a CTC system is measured. NCS varies as a
function of frequency, direction and distance [21, 229, 230]. The term has, however,
been used by researchers to mean both NCS calculated at a single frequency point
(analogous to CS) and NCS calculated as an arithmetic mean over a frequency range
(analogous to CSI) [21, 228, 231]. Here, the distinction is explicitly made between NCSf
(at a frequency point) and NCS (average over a frequency range). NCSf is calculated in
the same way as CS and CSI, as the ratio between the ipsilateral and crosstalk signals.
For a left-pair of loudspeakers (such as those shown in Fig. 2.30), NCSf is calculated as:

NCSLf
=

∣∣∣∣ALLf

ALRf

∣∣∣∣ (2.84)

NCSRf
=

∣∣∣∣ARRf

ARLf

∣∣∣∣ (2.85)
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NCSL =
1

Nf

Nf∑
n=1

20 log10 |NCSLn | (2.86)

NCSR =
1

Nf

Nf∑
n=1

20 log10 |NCSRn | (2.87)

In the log domain, this can be implemented as a subtraction:

NCSL =
1

Nf

Nf∑
n=1

20 log10 |ALLn −ALRn | (2.88)

NCSR =
1

Nf

Nf∑
n=1

20 log10 |ARRn −ARLn | (2.89)

Fig. 2.32 shows NCS as a function of frequency and loudspeaker angle, as reported
by Orduña-Bustamente et al. [21] for both a rigid sphere and for a Brüel & Kjær HATS.
Whether NCSf or NCS has been used is not reported; neither is distance. Low values
occur for low frequencies and loudspeaker positions towards the front, and increase
non-monotonically with both frequency and loudspeaker direction. Values for the Brüel
& Kjær HATS are broadly similar to those calculated for the spherical head, with
additional complexity as a result of the presence of pinnae. Masiero [227] calculated
NCS values as the average within the frequency band 200 Hz to 8 kHz for 8 subjects
across two sets of measured HRTFs for a loudspeaker at 45°. The values ranged from
13.8 to 16.4 dB, with the averages over the 8 subjects for the two HRTF measurements
as 14.8 dB and 14.5 dB, respectively.
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(a) Between two opposite points on a rigid sphere of radius 8.75 cm

(b) Between the ears of a Brüel & Kjær HATS

Figure 2.32: NCS as a function of frequency and loudspeaker direction, as presented by Orduña-
Bustamente et al. [21]. Higher values are exhibited for larger loudspeaker angles and higher
frequencies. Reproduced from [21] with permission.
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Ideal CTC aims to completely remove the crosstalk paths and create theoretically
infinite channel separation. However, it has been demonstrated that sufficient separation,
rather than infinite, enables the binaural cues to be preserved [226, 231]. Ahrens et
al. [17] used so-called ‘gentle’ CTC to create loudspeaker-based channel separation in
the order of 20 dB, which informal listening tests suggested was sufficient to achieve
lateralisation. In a headphone-based experiment which introduced crosstalk at increasing
levels, Lacouture Parodi and Rubak [228] determined that a minimum separation of
15 dB is required to maintain the binaural information for most stimuli, increasing this
threshold to 20 dB for broadband sources. These conclusions indicated that previous
suggestions of minimum requirements of 10 to 12 dB [223] could be increased, where the
20 dB limit is more suitable due to the broadband nature of most binaurally-reproduced
stimuli [228].

2.7.2.3 Limitations and Alternatives

There are downsides associated with the implementation of CTC, however. CTC can
introduce spectral colouration which strains the reproduction system and affects the
experience of the listener [15, 16]. Regularisation can be used to control this, but can
introduce undesirable artefacts such as narrow-band boosts at high frequencies and a
low frequency roll-off [16, 227]. To some extent, frequency-dependent regularisation can
be used to avoid this, but results in a more complex solution [16]. Errors can also be
caused by inversion problems, which can arise due to singular values in the filter design
[19].

In the same way that binaural reproduction gives the best listener experience
if individualised HRTFs are used, it has been shown that CTC is more effective if
individualised acoustic transfer functions are used [19, 225, 226, 232], with the impact
being more significant for sound sources located outside the loudspeaker span [227].
Akeroyd et al. [226] found that the system could not deliver enough cancellation to
reliably preserve the binaural cues when mismatched HRTFs were used; the filters
needed to be redesigned for each listener to be effective.

Exact CTC systems typically have a small ‘sweet spot’, the region in space where
the cancellation performs as expected and the system is robust. If the listener’s head
position deviates too far from this area (more than approximately 75–100 mm [233],
or 0.25–0.5 of a wavelength [91]) the difference between the cancellation filters and
the actual transfer functions becomes too great and the system deteriorates, often in
an unpleasant and distracting way [17]. However, head movement is important for
resolving front-back confusions that can occur with non-individualised binaural audio
[59] and so are important to account for.

Head tracking can be used to update the cancellation filters as required. This is
typically known as dynamic CTC, and requires either the storing of multiple acoustic
transfer functions to dynamically recalculate the filters, or interpolation between known
filters [232–235]. Latency is inevitable in a system that requires updating with each
movement, but Lentz [234] demonstrated that it is possible to keep latency at a low
enough value not to be noticeable. It is also possible to negate the requirement for
dynamic CTC by moving the sources with the head, such as in the wave field synthesis
(WFS) system developed by Theile, Fastl and colleagues [236–238], or the beamforming
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approach by Guldenschuh and Sontacchi [239].
An alternative to a dynamic CTC system is to determine optimal positions for

the loudspeakers to maximise robustness to head movement. Ward and Elko [240]
demonstrated that the ideal loudspeaker angle varies with frequency, with a smaller
span being more stable at high frequencies. This is the concept behind the stereo dipole
system [219], and subsequently, the optimal source distribution (OSD) system [220, 241,
242].

The stereo dipole, developed by Kirkeby et al. [219], consists of two closely-spaced
loudspeakers as shown in Fig. 2.33. This setup was shown to be robust to head
movement, but Lopez and Gonzales [221] concluded that using loudspeakers in this
formation removes any head shadowing effect present. In contradiction with Kirkeby et
al. [219], however, Prodi and Velecka [231] concluded that a 30° span was more robust
than a 10° span, although increasing the span further decreased robustness again. They
therefore proposed that an optimum span existed, after which the robustness decreased.
The OSD approach develops this further to create a practical solution for the dependence
of the ideal loudspeaker angle on frequency, where multiple loudspeaker pairs at different
spans are required, each reproducing a section of the frequency spectrum.

10°

Figure 2.33: The stereo dipole loudspeaker configuration uses a pair of loudspeakers with a
relatively small angular separation (shown here with a separation of 10°).

Han et al. [243] evaluated the robustness to head rotation of 52,650 loudspeaker
pairs (every paired combination of 325 positions). Loudspeaker positions above the
horizontal plane were found to be generally less susceptible to errors as a result of head
rotation, with the most robust pair of two loudspeakers being at θ = 100°, φ = 50°
and θ = 220°, φ = 80°. In general, robustness to head movement improved if the
two loudspeakers were positioned at azimuth values near to the listener’s ear (100° ≤
θ ≤ 110° and 210° ≤ θ ≤ 260°). The least robust loudspeaker pair was found to be at
θ = 0°, φ = 80° and φ = 90° (directly overhead, so no azimuth angle). Whilst these
results are interesting with regards to implementation, they bring into question the
practicality of loudspeakers paired in such asymmetric positions, particularly at higher
elevation angles.

It has been demonstrated, however, that it is possible to implement a binaural
reproduction system without including a CTC stage. As the loudspeakers approach the
head, NCS increases due to the greater head shadowing [19, 21, 22]. To take advantage
of this, some researchers have investigated binaural reproduction using loudspeakers
positioned close to the head.
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The Internet Chair [244–246] is a networked rotating chair which uses positional
information to inform input and output signal changes, such as vehicle driving simulators
with spatialised navigational instructions, or as part of a networked conference call.
Initial prototypes used headphone-based binaural reproduction, but later prototypes
used ‘nearphones’: small loudspeakers attached to the headrest, as shown in Fig. 2.34a
[245, 246]. CTC was not implemented as the shadowing provided by the head was large
enough to preserve the binaural cues [247].

Jones et al. [22] and Elliott et al. [23] used a pair of small loudspeakers mounted ap-
proximately ±90° to the head at a distance of approximately 20 cm (shown in Fig. 2.34b)
to investigate the effect of head movement in a near-field binaural system. Two CTC
approaches were implemented (exact and space-averaged), plus a gain adjustment to
account for head movement. The CTC implementations did not perform significantly
better than those using no processing at all, and listening tests indicated that CTC was
not subjectively necessary. As part of an earlier implementation of the project, Jones et
al. [22] briefly discuss the possible impact of headrest design on the results, and the
fact that no attempt was made to increase the channel separation using headrest design
in that particular study. It seems apparent that, for near-field binaural loudspeaker
reproduction, consideration of the design of the loudspeaker system itself, including
its mounting and the materials used, is of greater importance than it is for far-field
loudspeaker reproduction.

(a) Second generation prototype of the In-
ternet Chair, as used by Cohen et al. [245].
The white ‘nearphones’ can be seen either
side of the headrest. Reproduced from [245]
with permission.

(b) Near-field binaural experimental setup
used by Elliott et al. [23]. The loudspeakers
are placed approximately 20 cm from the
head. Reproduced from [23] with permis-
sion.

Figure 2.34: Examples of near-field loudspeaker implementation.
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Puomi et al. [20] investigated the potential of a commercial device for binaural
reproduction, the HUMU Augmented Audio CushionTM [248] (shown in Fig. 2.35).
Several CTC strategies were implemented in combination with the binaural reproduction
process, including CTC and ipsilateral-only cancellation. In this work, the use of near-
field HRTFs in the derivation of the CTC filters was reported to create strong and
unpleasant spectral colouration, and so the authors instead derived CTC filters using
far-field HRTFs measured at the same angles. While this approach reportedly produced
more stable filters, the assumption that far-field HRTFs and near-field HRTFs share
similar pinnae effects is questionable given the distance-dependent differences discussed
in Section 2.5.5, namely the variation in centre frequency, amplitude and bandwidth of
features [105, 106], the presence of additional features in the near-field [102, 104, 106]
and the presence of a parallax effect [105, 107].

Ipsilateral-only cancellation was additionally implemented on the basis that the
head would provide adequate acoustic shadowing to maintain the required channel
separation. Results indicated that CTC did not work effectively, probably because
any mismatch between CTC filters and HRTFs reduces the channel separation [226]
and, therefore, causes the binaural cues to break down. Ipsilateral-only cancellation
moved the virtual sound source away from the loudspeaker positions for some stimuli
and for some listeners. However, it did not have the desired effect of creating a frontal
virtual sound source. As the authors note, this was likely due to only 9 dB of natural
contralateral attenuation.

Figure 2.35: HUMU Augmented Audio Cushion investigated by Puomio et al. [20]. Reproduced
from [20] with permission.
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2.8 Conclusion

This chapter presents an overview of topics relevant to the work presented in this thesis
within the fields of acoustics and psychoacoustics, including: the mechanisms for the
production and propagation of sound; the anatomy and function of the human auditory
system; and the origin, capture and reproduction of acoustic cues used in the localisation
of sound sources. The principle aim of this thesis is to investigate the feasibility of
implementing a near-field binaural loudspeaker reproduction system in which CTC
is not required, with a particular focus on the impact of a listener’s morphology on
candidate loudspeaker positions. Therefore, the three key areas with respect to the
work presented in the remainder of this thesis are:

� the formation of individualised HRTFs as a result of acoustic interactions between
sound waves and the morphology of the listener;

� the theory and implementation of the BEM, and its use for calculating HRTFs;

� the possibility of avoiding the requirement for CTC through informed placement
of loudspeakers in the vicinity of the head.
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Chapter 3

Creation of a BEM-Suitable
Mesh Model of KEMAR

Every morning, it’s a cleanup.

Tegan and Sara, Underwater
If It Was You (2002)

3.1 Introduction

As discussed in Chapter 2, reproduction of binaural signals over loudspeakers has
typically required the use of crosstalk cancellation (CTC) to artificially increase the
channel separation and ensure that the correct information reaches the correct ear.
However, the channel separation increases naturally as loudspeakers are brought closer
to the head and this effect can be exploited. One of the aims of this research is to
identify loudspeaker positions which have a large enough channel separation to support
binaural reproduction without requiring CTC. In order to identify these positions,
a large number of pairs of head-related transfer functions (HRTFs) at a substantial
number of angles and distances is required. The large numbers involved necessitate
the calculation of these HRTFs by simulation using the boundary element method
(BEM). In these circumstances, the BEM is faster and more flexible than taking the
direct approach of making many acoustic measurements. As discussed in Section 2.6.2,
simulation using the BEM requires a 3D surface mesh of the subject for which the
HRTFs are required. The mesh must meet several requirements, including how the
mesh is defined, topological accuracy, and maximum edge length.

It was decided that it would be most useful to perform these simulations with the
Knowles Electronics Manikin for Acoustic Research (KEMAR), rather than a mesh
of a human subject or of a different artificial head such as the Neumann KU100 [96].
KEMAR is a mathematical median of over 4,000 humans [98] and, therefore, would give
results that would be indicative of a variety of listeners rather than one specific listener.
Additionally, the presence of shoulders and torso (which the KU100 does not possess) is
likely to have an impact in the near-field.

89



CHAPTER 3. CREATION OF A BEM-SUITABLE MESH OF KEMAR

Due to limitations present in existing KEMAR meshes resulting in the requirements
for BEM simulation not being met, it was decided that the creation of a new mesh from
which others could be derived was the most appropriate course of action. The goal was
to create a mesh model which was consistent with a physical binaural manikin, was
numerically valid for use within the BEM, and produced results consistent with acoustic
measurements. However, two limiting factors exist when considering the creation of a
mesh for computational simulation: the mesh acquisition method and the resolution.

This chapter describes the workflow designed to create a BEM-suitable mesh model
of KEMAR using various software packages. The mesh is numerically validated following
a workflow adapted from that described by Jin et al. [80], and acoustically validated
using comparisons between simulated and acoustically measured HRTFs.

3.2 Mesh Acquisition

Existing work using the BEM has used typically scanning techniques to create virtual
meshes of the manikin or subject in question. As discussed in Section 2.6.2, these
have usually been one of laser [106, 160, 167], scattered light [168], magnetic resonance
imaging (MRI) [80, 162] or computerised tomography (CT) [106, 173] scans, sometimes
in combination. Scanning techniques can have limitations, however. Those which rely
on optical triangulation are restricted to line-of-sight, which results in occluded areas
(such as pinna cavities and behind the pinna) being seen as filled unless extensive effort
is made to overcome this [106, 161, 168, 190]. Some techniques can require altering
the subject to improve the scanning results (for example, the application of white
paint to KEMAR [249]), or taking separate scans of pinnae using plaster casts taken
from the subject [168] or from multiple scans using different techniques [106, 161].
Scans can take a large amount of time, meaning any movement of the subject can
have a detrimental effect on the result [80], and all have differing average accuracy and
resolution specifications [250].

Scanning technologies can also require a large amount of processing to correct the
output of the scanner before any subsequent processing is performed to produce a mesh
suitable for the BEM. Much of this requires human input to confirm or correct mistakes,
including joining and closing meshes where the scan is incomplete, removing nebulous
vertices, filling holes, and coarsening or refining scan results [80, 128, 249], and in some
cases the alignment and merging of multiple scans [168, 249]. Whilst the mesh can
be processed to be numerically valid to a higher frequency by dividing the faces and,
therefore, shortening the edge lengths, the limitations introduced by the initial scan
may produce results which differ from those measured acoustically as the surface shape
is not accurate.

With the aim of avoiding many of these problems, a CAD file in STEP format (.stp,
defined by ISO 10303-21:2016 [251]) of the second generation KEMAR with large pinnae
was obtained from GRAS Sound & Vibration, the current manufacturer of KEMAR. By
circumventing the need to scan the physical manikin, the mesh model would not suffer
the disadvantages associated with some scanning techniques, and higher consistency
between reality and simulation would be possible1.

1Due to unavoidable mechanical tolerances, physical manikins produced from the CAD file will
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A mesh file describes the shape of a 3D object by breaking up the surface of the
object into a series of regions referred to as faces, which can be any shape and have
any curvature. The shape and curvature vary between mesh definitions and usage
requirements. The coordinates which define the corners of each face are referred to as
vertices, each vertex being shared between several faces. Thus, the boundary of a 3D
shape can be described using a series of coordinates (the vertices) and the connectivity
between them (the face edges). The CAD file defines the entirety of KEMAR using
2,812 large faces defined by Cartesian coordinate points and curved splines known as
boundaries, as shown in Fig. 3.1. However, this type of definition is unsuitable for use
with the BEM.

Figure 3.1: Head and shoulders portion of the KEMAR CAD file, defined using curved boundaries
(the white lines) and large curved faces. Reproduced from [99] with permission.

3.3 Mesh Resolution Requirements

For a mesh to be suitable for use within a BEM calculation, the surface must be closed
(no holes) and discretised into small, typically planar (having no curvature) faces. The
size of the faces (more specifically, the length of the edges) determines the maximum
valid frequency of the resulting simulation, according to Equation 2.57, reproduced here
for reference:

fmax =
c

dmax × η
(3.1)

where fmax is the maximum valid frequency in Hz, c is the speed of sound in m s−1,
dmax is the length of the longest element edge in metres, and η is the number of edges
per wavelength. Smaller faces, therefore, give a higher valid maximum frequency but
can lead to meshes containing large numbers of faces.

contain small additional differences. Importantly, however, the CAD file is likely to be the best
description of the surface which can be obtained.
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The optimal value of η is a subject of discussion within the literature. A value of
6 has long been established as the lower limit of acceptability for numerical accuracy
[175, 176]. This likely came about from an extension of Shannon’s sampling theorem, as
discussed by Schmiechen [252] (cited in [175]). Shannon’s sampling theorem states that
two points per wavelength are necessary to detect the frequency, however Schmiechen
stated that accuracy is improved with a factor of three to five, giving the lower limit
of six points per wavelength [252]. More recently, values as low as η = 3 have been
used, based on the numerical difference between η = 3 and η = 5 discretisation being
below the perceptual threshold of 1 dB [106]. Non-uniform edge lengths are increasingly
finding favour, particularly as a mechanism of reducing the time of computation [165,
253]. However, this complicates the calculation of maximum valid frequency over the
whole mesh and requires a different meshing procedure. It can also be computationally
more efficient to use multiple meshes at different maximum valid frequencies across
the frequency range [192, 193]. η = 6 is used in this work based on the numerical
validity shown in [175], and use of this value within Equation 2.57 is referred to as the
six-edges-per-wavelength rule of thumb.

Equation 2.57 shows that the maximum valid frequency of a mesh is also dependent
on the speed of sound within the medium. The speed of sound varies with temperature
(see Section 2.2), therefore, either the temperature or the speed of sound must be known
to correctly calculate the maximum valid frequency of a mesh. The generally-accepted
value for air temperature used in acoustic calculations is 20 ◦C, giving a speed of
343.4 m s−1. Unless stated otherwise, this value of c is used throughout this work. For
example, for a mesh to be valid to 20 kHz at c = 343.4 m s−1, the maximum edge length
anywhere in the mesh calculated using the six-edges-per-wavelength rule of thumb must
be below 2.86 mm. For 16 kHz validity, the limit increases to 3.58 mm.

Consequently, processing is required to produce a mesh with edge lengths that meet
a desired maximum frequency. A number of algorithms and software packages exist for
this purpose; for example, Kahana et al. [160] used a decimation algorithm by Johnson
and Hebert [254], and Jin et al. [80] used a series of software packages, including ACVD
[255, 256] and Geomagic Studio (discontinued, replaced by Geomagic Wrap [257]).

However, the number of faces permitted within a mesh has often been constrained
by the computational resources available to run the simulation. Meshes with smaller
faces (and, therefore, more of them) require more random-access memory (RAM) at
simulation. Historically, this has restricted the BEM to fairly low-frequency calculations:
5.4 kHz in the case of Katz [128], 5.6 kHz in the case of [80] and 10 kHz in the case of
[160]. Recent advances in computational power, particularly in supercomputers and
cloud computing services, have allowed calculation up to higher frequencies (for example,
to 16 kHz [194] or 20 kHz [167]), in addition to faster formulations such as fast multipole
boundary element method (FM-BEM) as discussed in Section 2.6.2. Therefore, as it
is now possible to use the BEM to simulate HRTFs up to 20 kHz, meshes which are
accurate to higher frequencies are needed.
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3.4 Conversion Process Workflow

A workflow was designed to process the KEMAR CAD file into a suitable format for use
within the BEM, with edge lengths short enough to allow a maximum valid frequency
of 20 kHz. Following the work of Jin et al. [80], a series of software applications were
used. Geomagic Wrap [257] was used to first convert the CAD file to a polygonal
mesh (referred to as the original-polygonal mesh) with 200,014 vertices and 400,001
faces. However, this produced a mesh with problematic face shapes and an irregular
distribution of the faces, with regions of larger and smaller faces. Whilst the majority
of edge lengths are below 5 mm, the maximum edge length in this mesh is 28.34 mm,
shown in Fig. 3.2. The presence of longer edges is due, in part, to the representation
of the flat underside of KEMAR with a relatively small number of larger faces, as is
shown in Fig. 3.3.

Figure 3.2: Distribution of edge lengths in the original-polygonal mesh. The shortest edge length
is 1.2× 10−3 mm, the longest is 28.34 mm and the median is 2.13 mm.
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Figure 3.3: Underside view of the original-polygonal mesh. Large faces define the flat underside.

Fig. 3.4 shows the distribution of angles between edges in the original-polygonal
mesh. The smallest angle is 0°, the largest is 180° and the median is 58.8°. A method
for calculating the angle between edges can be found in Appendix B.1. The wide range
of angles suggests the presence of skinny triangles which must be removed for optimal
BEM simulation.

Figure 3.4: Distribution of angles between edges in the original-polygon mesh. The smallest
angle is 0°, the largest is 180° and the median is 58.8°.
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The ‘Remesh’ tool within Geomagic Wrap was used to redefine the surface mesh
with a target edge length of 2 mm. This value was selected (rather than the slightly
larger value of 2.86 mm required for 20 kHz validity) as the remesh process uses this as
a target rather than a maximum, and so has the capacity to produce edge lengths over
the specified value. The remesh process resulted in a mesh with 388,587 vertices and
566,777 faces, referred to as the remeshed-2mm mesh. However, the process was found
occasionally to introduce artefacts, such as disconnected vertices and duplicated faces.
To ensure an efficient mesh, the cleaning features of MeshLab [258, 259] were used
to produce a mesh with a similar number of faces (566,759), but with fewer vertices
(283,397).

The range of edge lengths was much improved in this mesh (Fig. 3.5); 99 % are
under the desired maximum length of 2.86 mm. The longest is only 4.04 mm, giving a
maximum valid frequency of 14.2 kHz calculated using the six-edges-per-wavelength rule
of thumb. Additionally, edge lengths greater than 2.86 mm are distributed across the
mesh (Fig. 3.6), as opposed to being concentrated in any particular region, as before.
However, the shape of some faces is undesirable, as approximately equilateral triangles
improve the computational accuracy of the BEM [260]. Additionally, the ‘Remesh’
tool gives no control over the relative distribution of vertices and so has a tendency to
produce clusters of vertices across the mesh.

Figure 3.5: Distribution of edge lengths in the remeshed-2mm mesh. The shortest edge length
is 6.1× 10−3 mm, the longest is 4.04 mm and the median is 1.74 mm.
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Figure 3.6: Views of the remeshed-2mm mesh. Edges greater than 2.86 mm (indicated in black) are distributed over the whole mesh, rather than
being concentrated in specific regions.
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The open source software ACVD [255, 256] was used to create a more consistent
distribution of approximately-equilateral triangles across the mesh. ACVD redistributes
the vertices on a mesh using a target number of vertices and a ‘gradation factor’ (the
influence of local curvature, where zero is uniform sampling). A uniform distribution
was chosen despite evidence of computational gains from non-uniform distributions
[165] as this mesh was intended to be a ‘gold standard’ from which other meshes could
be derived. By maintaining a high uniform resolution and validity to 20 kHz using the
six-edges-per-wavelength rule of thumb, this mesh would be easy to downsample for
use at different analysis frequencies and to adapt to have a non-uniform distribution of
faces in the future. Thus, gradation was set to zero.

Using a target value of 360,000 vertices gave a mesh with 360,018 vertices and
720,015 faces, with an improved range of edge lengths (Fig. 3.7). This mesh is referred
to as the full-torso-20 mesh. The maximum edge length was reduced to 2.49 mm (valid
to 23.0 kHz using the six-edges-per-wavelength rule of thumb), with a median edge
length of 1.51 mm and a minimum of 0.24 mm. This value was chosen rather than the
intended value of 20 kHz as it allowed for a margin of error on future processing.

Figure 3.7: Distribution of edge lengths in the full-torso-20 mesh. The shortest edge length is
0.24 mm, the longest is 2.49 mm and the median is 1.51 mm.
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The region of the full-torso-20 mesh containing the left pinna is shown in Fig. 3.8b.
In contrast to the same region from the original-polygon mesh (Fig. 3.8a), the full-torso-
20 mesh contains consistently small equilateral triangles in a more uniform distribution.
This mesh is stored in PLY format (.ply, also known as Stanford Triangle Format) as
this permits easy definition of vertex coordinates and the connectivity between them.

(a) Prior to any processing (b) After processing

Figure 3.8: Regions of the original-polygon and full-torso-20 mesh around the left pinna. A
non-uniform face distribution and shape is visible in 3.8a but not in 3.8b.

3.5 Numerical Validation

To be suitable for use within the BEM a mesh must satisfy certain trigonometric,
numerical and topological conditions and it must be consistent with the actual physical
manikin.

3.5.1 Angle Requirements for BEM simulation

BEM solvers often have a minimum and maximum internal angle requirement for mesh
face edges to help avoid the inclusion of skinny triangles. For example, PAFEC-FE
from PACSYS [261] requires angles between edges to be between 15° and 150°. Fig 3.9
shows the distribution of angles between edges in the full-torso-20 mesh. The minimum
is 16.0°, the maximum 146.7° and the median is 58.2°. This suggests that a majority of
the triangles are approximately-equilateral.
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Figure 3.9: Distribution of angles between edges in the full-torso-20 mesh. The smallest angle
is 16.0°, the largest is 146.7° and the median is 58.2°.

3.5.2 Volumetric Consistency

To ensure that no stage of the conversion workflow introduced unwanted changes, the
volume of the mesh at each stage was calculated using Autodesk Inventor [262] as a
sanity check. Inventor was used as it allowed volume calculation of both the .stp and
.ply format meshes without requiring conversion. The volumes (in mm3) and their
percentage differences from both the original CAD file and from the stage prior are
shown in Table 3.1. There is a small loss of volume at each stage, with the largest
as a result of the conversion from curved CAD file to planar original-polygonal mesh.
The subsequent losses can be attributed to the slight rounding of sharp corners, as
demonstrated in Fig. 3.10.

Mesh Volume (mm3) From original (%) From previous step (%)

Original CAD file 28,492,978 0 0
original-polygonal 28,489,372 −0.0127 −0.0127

remeshed-2mm 28,488,486 −0.0158 −0.0031
full-torso-20 28,486,546 −0.0226 −0.0068

Table 3.1: Volume of the mesh at each stage of conversion workflow, showing the small reductions
in volume after each stage.
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(a) original-polygonal mesh (b) full-torso-20 mesh

Figure 3.10: The slight loss of volume is attributed to rounding at sharp corners during the
remeshing process, shown here at the base.

3.5.3 Topological Consistency

Although no direct comparison with the physical manikin was possible, the consistency
of the topology between the original-polygonal mesh and the full-torso-20 mesh was
calculated to ensure no region had been excessively distorted by the conversion workflow.
The metric for comparing the shape of two meshes was defined as the perpendicular
distance between the centre of each face on the full-torso-20 mesh and the point of
intersection of the centred face normal with the original-polygonal mesh. This was
calculated using the pseudocode algorithm in Algorithm 1, which combines the mathe-
matical steps described in Appendix B.2.

Using this method, no distance values greater than 0.63 mm were calculated, with
95 % less than 0.04 mm. Fig. 3.11 shows a region of the full-torso-20 mesh with the
perpendicular distances between the meshes plotted as a function of colour. Blue
represents 0 mm and yellow represents the maximum value of 0.63 mm. The median
and mean distances are 0.006 mm and 0.012 mm, respectively, with the difference as
a result of the long tail comprising a small number of relatively large distances, as is
shown in Fig. 3.12. These larger distances lie in regions such as the edge of the base and
within the eyes, where the radius of curvature is be relatively small and the shape has
been rounded during the workflow processes, as demonstrated in the example region in
Fig. 3.10.
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Load both meshes as matrices of vertices and of connectivity between those

vertices (faces).

As the numbers of faces are large, define a set of faces in mesh A to calculate

distances for. The process can be parallelised by doing this.

for each set of faces in mesh A do

for each face within the set do

Calculate the centroid and the centred normal vector of the face.

Define a 3D range to calculate distance over (for example, ±5 cm).
The intersection with the other mesh will be reasonably close to the

testing face, so this is more computationally efficient than testing the
entire mesh for each face.

Determine the faces in mesh B that are in the region of interest.

for each face in mesh B within the region of interest do

Calculate the intersection of the normal of the test face with the

plane of the face in mesh B.

Determine whether the intersection point is within the triangle of the

test face.

if intersection point is within the face then

Calculate the distance between the intersection and the centroid

of the test face.
else

Set the intersection and the distance to void.
end

end

Remove void intersections and distances.

if more than one distance is calculated per face then

Take the minimum distance.

This occurs, for example, in the pinnae, where several folds of the

boundary are close together in space.

end

end

end
Collate the outputs of parallel for loops to get distances for entirety of mesh A.

Algorithm 1: Pseudocode for calculating perpendicular distances between two
meshes (referred to as mesh A and mesh B), combining mathematical steps
described in Appendix B.2.
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Figure 3.11: Perpendicular distances in mm between the original-polygonal and full-torso-20
meshes, plotted on the final full-torso-20 mesh as a colourmap, where blue is 0 mm and yellow
is 0.63 mm.

Figure 3.12: Distribution of the perpendicular distances between the original-polygonal and
full-torso-20 meshes. The shortest distance is 0 mm, the longest is 0.64 mm, and the median
and mean are 0.006 mm and 0.012 mm, respectively.
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It is, arguably, most important with respect to HRTF simulation that the pinnae
of the mesh are accurate. Fig. 3.13 shows these important pinnae regions, again with
the perpendicular distances between the meshes plotted as a function of colour. Blue
represents 0 mm. In Fig. 3.13a and Fig. 3.13b, yellow represents the maximum value
within the region, whereas in Fig. 3.13c and Fig. 3.13d, yellow represents the maximum
value in the full mesh (0.63 mm). The largest distances occur at the sharp edge at
the entrance to the ear canal. The distribution of perpendicular distances in these
regions for each ear is shown in Fig. 3.14. The maximum distances were 0.385 mm and
0.411 mm for the left and right pinnae, respectively, and 95 % of the values were below
0.142 mm and 0.138 mm, respectively.

(a) Right ear, with a shading range normalised to
the region maximum value (0.411 mm).

(b) Left ear, with a shading range normalised to
the region maximum value (0.385 mm).

(c) Right ear, with a shading range normalised to
the maximum value in full mesh (0.63 mm).

(d) Left ear, with a shading range normalised to
the maximum value in full mesh (0.63 mm).

Figure 3.13: Perpendicular distances between the original-polygonal and full-torso-20 meshes in
the pinnae region, plotted on the full-torso-20 mesh as a colourmap where blue is 0 mm and
yellow is either the maximum value in the region (top row) or the maximum value in the full
mesh (bottom row).
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Figure 3.14: Distribution of the perpendicular distances between the original-polygonal and
full-torso-20 meshes in the pinnae regions, where grey bars indicate the left pinna and black
bars indicate the right pinna.

These findings indicate that the workflow is capable of producing a BEM-suitable
mesh which is consistent with the original CAD file. However, it cannot be yet said
whether the mesh is accurate enough for the intended purpose of replacing direct acoustic
measurements. Analysis of the difference between simulated and acoustically-measured
results is needed to fully validate the mesh. This is considered in the following section.

3.6 Acoustic Validation: Method

The numerical analysis demonstrated that differences between the topologies of the
mesh and the physical manikin are small. However, further validation is required to
ensure simulations using the mesh produce results sufficiently similar to direct acoustic
measurement.

3.6.1 Initial Mesh Adjustments

Within HRTF simulation, convention dictates that the origin of the coordinate system
lies at the centre of the head and that the y-axis lies on the interaural axis. To adhere
to these conventions, several adjustments were required, as the origin of the original
CAD file is located at the centre of the base with the y-axis in the median plane. The
mesh was rotated 90° around the z-axis, and translated −26 mm, −2 mm and −576 mm
in the directions of the x-, y- and z- axes, respectively, to locate the interaural axis
on the y-axis. Due to left/right asymmetries inherent within KEMAR, the points of
intersection of the y-axis with the eardrums are not mirror images of each other. Native
coordinates were converted from millimetres into metres.
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The full-torso-20 mesh includes ear canals, which may or may not be useful to
researchers, depending on the preference for blocked or open meatus HRTF measurement
techniques [129]. However, only blocked meatus-style measurements are possible with
the physical KEMAR manikin, so removal of the ear canals from the mesh was required
to match this.

The ear canals were removed from the original-polygonal mesh by selecting each ear
canal (ensuring the selection was flush with the surface of the concha at the opening),
deleting the faces and vertices, and filling the resulting hole using the ‘Fill Hole → with
Tangent’2 tool in Geomagic Wrap. The numerical centres of the holes prior to filling
were calculated and designated as the centres of the microphones (the coordinate values
for which are listed in Table 3.2). It should be noted that, due to taking the local
curvature into account when filling the hole, the numerical centres of the microphones
lie slightly off the surface of the mesh. Additionally, these centres do not lie on the
y-axis due to the left/right asymmetry of KEMAR. A visual comparison of meshes with
and without ear canals is shown in Fig. 3.15.

Ear
Coordinates (m)

x y z

Left -0.00035 0.06233 0.00175
Right -0.00024 -0.06920 -0.00149

Table 3.2: Coordinates of the centre of the microphone for each of the left and right ears.

After removing the ear canals, the edited mesh was subject to the remeshing process
as detailed in Section 3.4 to create two meshes without ear canals; one valid to 16.4 kHz
(referred to as the full-torso-noEC-16 mesh) and the other to 20.4 kHz (referred to as
the full-torso-noEC-20 mesh), both calculated using the six-edges-per-wavelength rule
of thumb. Numbers of vertices and faces are detailed in Table 3.3. The difference in
number of faces and vertices between the full-torso-noEC-20 and full-torso-20 meshes
is a result of different maximum frequencies. Whilst both are valid to 20 kHz, the
full-torso-20 mesh is valid to the slightly higher frequency of 23.0 kHz and so has shorter
edge lengths and more faces.

Mesh version Vertices Faces Max edge length (mm)

full-torso-noEC-20 271,561 543,118 2.81
full-torso-noEC-16 157,250 314,496 3.48

Table 3.3: Numbers of vertices and faces and the maximum edge length in the full torso
BEM-suitable meshes without ear canals.

2The ‘→’ icon is used to denote a choice of tool option within the software in question.
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(a) Frontal view, with ear canal (b) Frontal view, without ear canal

(c) Side view, with ear canal (d) Side view, without ear canal

Figure 3.15: Right pinna region of the processed KEMAR mesh with the ear canal (full-torso-20,
left) and without the ear canal (full-torso-noEC-20, right). The full-torso-noEC-20 mesh has
also been re-oriented such that the interaural axis lies on the y-axis.

3.6.2 Creation of the NEECK

At the time of simulation, computational resources in the AudioLab were not sufficient
to simulate either the full-torso-noEC-20 mesh or the full-torso-noEC-16 mesh. During
initial testing, it was determined that simulations using meshes containing more than
approximately 250,000 faces did not successfully complete. It is not that computational
resources do not exist anywhere which can handle meshes comprising so many faces
(for example, Coustyx from Ansol [263] is able to handle larger meshes), it is only that
such computational resources were not available for this work.

Since the head section of KEMAR is removable at the collar (shown in Fig. 3.16a),
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it is possible to perform acoustic measurements and the associated simulations on this
section of KEMAR alone. Slicing the processed mesh at this point produced a mesh with
approximately 60,000 faces; small enough to be simulated using AudioLab resources.
Using the head section alone, a simulation could be performed using a derivative of
the KEMAR mesh with a corresponding real-world counterpart to allow comparison
between measured and simulated results, and thus validate the conversion workflow.

A mounting unit for the head section was designed in conjunction with the Technical
Support Services (TSS) team in the Department of Electronic Engineering (Fig 3.16b).
Technical details and diagrams are available in Appendix C. The unit covers the ribbed
portion of the head unit that is shown in Fig. 3.16a, and allowed the head to be mounted
on a standard microphone stand as shown in Fig. 3.16c. The ribbed portion is part of
the mount for the mouth simulator inside the head of KEMAR; the mouth simulator
was removed, but the weight of the bracket increased stability and so was retained. The
head-and-neck mount configuration is known as the Neck-Extended Easily Computable
KEMAR, or NEECK.

(a) Head section of KEMAR (b) Mounting unit. (c) Head section of KEMAR
mounted on a microphone
stand.

Figure 3.16: Mounting unit used to take acoustic measurements of the head only portion of
KEMAR.

After initial testing indicated that a mesh representation of the NEECK would be
small enough to simulate using AudioLab facilities, an accurate mesh was created using
Geomagic Wrap and Autodesk 3DS Max [264]. Details of the creation of the mesh
representation are available in Appendix C.

The mesh representation of the NEECK was remeshed using the process described
in Section 3.4 to produce two NEECK meshes; NEECK-16, valid to 16.5 kHz, and
NEECK-20, valid to 20.2 kHz. Both frequency limits were calculated using the six-
edges-per-wavelength rule of thumb. ACVD target values of 40,000 and 62,000 vertices,
respectively, were used for these two meshes. The numbers of vertices and faces are
detailed in Table 3.4.
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(a) Mesh of head section of
KEMAR

(b) Mesh of mounting unit. (c) Mesh of complete NEECK
unit.

Figure 3.17: Mesh representation of the NEECK.

Mesh version Vertices Faces Max edge length (mm)

NEECK-20 62,000 123,996 2.83
NEECK-16 40,000 79,996 3.46

Table 3.4: Numbers of vertices and faces and the maximum edge length in the NEECK meshes.

3.6.3 Measurement of HRTFs

To match the closed mesh NEECK-20, the open mouth of the physical NEECK was
blocked with putty and shaped to correspond to that region of the mesh (Fig. 3.18a).
HRTFs of the NEECK were measured using the sequential logarithmic sine sweeps
method [265] (200 Hz to 20 kHz sweeps of 10 s duration) in a fully anechoic chamber
at the AudioLab. Reaper [266] was used with an RME Fireface 800 and a MacBook
Pro 2014 running macOS Sierra 10.12.6 for playout and recording. A Cougar C-
500.6 amplifier provided loudspeaker signals to five Tectonic Elements BMR drivers
(TEBM46C20N-4B) [267]. The drivers were mounted on an arc of five aluminium bars
(technical details and diagrams are available in Appendix C) and suspended from the
ceiling of the anechoic chamber to reduce vibrations and the impact of the suspended
sprung-wire floor.

The NEECK was placed on an Outline ST2 electronic turntable and aligned using
Stanley Cubix Self-Levelling Laser Levels. This setup is shown in Fig. 3.18b. The
turntable was driven using an Outline ET2 automatic control unit and a pulse generator
built by TSS to convert an impulse into the control data required by the ET2. This
allowed for the playout system to also control the position of the turntable according to
the increment set on the ET2 unit. All reflective surfaces were covered with acoustic
foam.
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(a) The mouth of the NEECK blocked with
putty to emulate the NEECK-20 mesh.

(b) The NEECK HRTF measurement rig in
situ in the anechoic chamber.

Figure 3.18: HRTF measurement setup for the NEECK.

Using pink noise, the loudspeakers were level-matched to 70 dB SPL (A weighted)
at the centre of the rig. In accordance with the vertical-polar system defined in
Section 2.1, θ increases counter-clockwise from zero in the frontal direction, such that
θ = 90° is on the left and θ = 270° is on the right. φ is measured with respect
to the horizontal plane containing the interaural axis, where φ = 90° describes a
source directly above the head and φ = −90° is directly below. Radial distances
(r) are measured relative to the origin (the mid-point of the interaural axis) and
each ear lies approximately 65 mm from the origin along the interaural axis. Five
elevations (φ = −30°, 0°, 30°, 60°, 90°) were measured at azimuthal steps of 5° in the
frontal hemisphere (0° ≤ θ ≤ 90°, 270° ≤ θ ≤ 359°) at a radial distance of 1.2 m to give
a total of 185 positions (shown in Fig. 3.19), referred to as the set SPNEECK

sparse . This can
be written using set notation as:

SPNEECK
sparse = {v | v ∈ R3} (3.2)

in that SPNEECK
sparse is a set with members v, such that each member v is a three-
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dimensional, real-valued column vector3.

Figure 3.19: Cartesian coordinates of the SPNEECK
sparse set of positions used in the acoustic

measurement of HRTFs of the NEECK. The origin (x) is indicated.

The measurements were free-field equalised using minimum-phase inverse filters.
The filters were calculated from measurements made with each microphone at the
centre of the system in the absence of the NEECK using an implementation of the
least-mean-square regularisation method outlined by Kirkeby et al. [269] with no octave
smoothing. The frequency range of regularisation was 50 Hz to 16 kHz, with in-band
and out-of-band regularisation values of 20 dB and −12 dB, respectively (when applying
inverse filters for use in auralisation, a lower regularisation value may be used to avoid
the introduction of audible artefacts. The aim here, however, is numerical accuracy,
so the usual regularisation constraints were relaxed). The frequency spectra of two of
the inverse filters used are shown in Fig. 3.20 for the left and right microphones for
the loudspeaker at θ = 0°, φ = 0°. In the frequency domain, the sum in dB of the two
magnitudes is approximately zero.

3For further information on set notation, the reader is directed to dedicated works such as [268].
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Figure 3.20: Frequency spectra of freefield measurements, inverse filters and their respective
sums, generated for the left and right microphones for the loudspeaker at θ = 0°, φ = 0°.

3.6.4 Simulation of HRTFs

HRTFs for the NEECK were simulated using the NEECK-20 mesh and multi-level
FM-BEM, as implemented in the open source software Mesh2HRTF [179–181]. To
match the ambient air temperature of 11 ◦C measured in the anechoic chamber, the
simulation parameters for the speed of sound and air density were calculated using
Equations 2.7 and 2.8 and set to c = 338.0 m s−1 and ρ = 1.24 kg m−3, respectively. As
the change in temperature slightly affects the maximum valid frequency of the mesh,
the maximum valid frequency is recalculated here using the six-edges-per-wavelength
rule of thumb as 19.91 kHz.

To enable correction for possible misalignment in the measurement rig, additional
simulation positions were defined on a 1° grid extending to ±5° in azimuth and in
elevation around each position in SPNEECK

sparse . This gave a set of 10,205 positions (shown

in Fig. 3.21) referred to as the set SPNEECK
dense . This can be written using set notation

as:

SPNEECK
dense = {v | v ∈ R3} (3.3)

in that SPNEECK
dense is a set with members v, such that each member v is a three-

dimensional, real-valued column vector. The evaluation grid of source positions was
prepared using Delaunay triangulation in MATLAB [270, 271] and the preprocessing
was performed in Blender [272] as required by Mesh2HRTF.
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Figure 3.21: Cartesian coordinates of the SPNEECK
dense set of positions used in the simulation of

HRTFs. The origin (x) is indicated.

The 10,205 HRTF pairs were computed at 199 frequency points (200 Hz to 20kHz
in 100 Hz steps). The simulation ran on an Ubuntu 16.04.2 machine with 24 central
processing units (CPUs) clocked at 2.60 GHz, each accessing 10 GB of RAM. The
vibrating element in the ear was chosen as the element nearest to the previously
calculated centre of the microphone, since matching the acoustic and simulation set-ups
as closely as possible was important to be able to compare the results. Using the principle
of reciprocity, discussed in Section 2.6.1, the 24 concurrent threads cumulatively took
approximately 120 hours at an average of 5 hours per thread. The maximum time for
any thread, and therefore the actual length of time the simulation took to complete
as all threads ran simultaneously, was 5.4 hours. The additional MATLAB processing
stage as required by Mesh2HRTF (Output2HRTF) took approximately 5 minutes.

3.7 Acoustic Validation: Results

The measured and simulated data were compared for consistency using several metrics:

1. ∆ITD: the unsigned difference between interaural time difference (ITD) values
below 800 Hz at the same source position;

2. SDf : the unsigned mean spectral difference between corresponding monaural
responses, calculated using 40 linear frequency bands over the frequency range
200 Hz to 18 kHz;

3. ∆ISD: the unsigned difference between interaural spectral difference (ISD) values
calculated over the frequency range 200 Hz to 18 kHz in approximately 10 Hz steps
at the same source position.

For positions at an elevation value of φ = 90°, small values were found for the metrics
as a result of the small interaural differences values. As these results did not provide
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particularly meaningful conclusions due to the small ranges, only source positions up to
and including elevation values of φ = 60° are included in the following analysis.

3.7.1 Comparison of ITD

The ITD below 800 Hz for each SPNEECK
sparse position was calculated using the cross-

correlation method (see Section 2.5.1) for both measured and simulated head-related
impulse responses (HRIRs). The ITDs have been divided by elevation band, plotted
in Fig. 3.22. The ITD curves for measured and simulated responses show the same
trend, but there appears to be an offset between them. Values with anomalously large
magnitudes are apparent in the measured responses for four azimuth angles at an
elevation value of φ = −30°: θ = 60°, 65°, 290°, 295°. Further investigation indicates
that the ITD estimation method used a later peak in the measured contralateral response
than in the simulated contralateral response, as shown in Fig. 3.23 for φ = −30°, θ = 60°.
The IRs have been time-aligned for visualisation; the offset is due to the simulation
software implementation. The peaks used for ITD estimation are indicated.

Values for the unsigned difference between ITD values, ∆ITD, in each elevation
band across azimuth are shown in Fig. 3.24, with the distribution of values shown as
boxplots in Fig. 3.25. In this thesis, boxplots are defined as in [273], where the central
mark indicates the median value. The median, mean and 95 % interval are listed for
each elevation band in Table 3.5. The unexpectedly large values in φ = −30° are also
apparent here, with a maximum ∆ITD value of 229.2 µs appearing as an outlier.
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Figure 3.22: ITD plotted in 5° increments across azimuth for each elevation band analysed.

Figure 3.23: Measured (top) and simulated (bottom) IRs for θ = 60°, φ = −30°, with the peaks
used for ITD calculation indicated with a marker and a line. The IRs have been time-aligned
for visualisation. The peak used in the measured contralateral response is later than in the
simulated contralateral response, producing a larger ITD value.
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Figure 3.24: ∆ITD plotted in 5° increments across azimuth for each elevation band analysed.
Differences across elevation bands are apparent.

Figure 3.25: Distribution properties of ∆ITD for all azimuth and elevation positions combined
(left) and separated into elevation bands (right). The difference across elevation band is clearly
visible.
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Median (µs) Mean (µs) 95 % interval (µs)

φ = −30° 60.4 63.4 127.1
φ = 0° 58.3 59.8 82.3
φ = 30° 50.0 48.3 72.9
φ = 60° 29.2 24.4 37.5

All Positions 53.1 49.0 80.2

Table 3.5: Median, mean and 95 % interval for ∆ITD for all azimuth positions, separated into
elevation bands (first four rows) and for all azimuth and elevation positions combined (bottom).

Smaller ∆ITD values exist at φ = 60° than at other elevation values. This may be
attributable to the construction and support of the measurement rig. Whilst care was
taken to minimise distortion of the aluminium arc under the load of the loudspeakers, it
was only possible to support it at four points: at φ = 90°, between φ = 90° and φ = 60°,
between φ = 60° and φ = 30°, and between φ = 30° and φ = 0°. These support points
are shown in Fig 3.18b and indicated in Fig. C.1. It is, therefore, possible that the lower
section of the arc distorted slightly under gravity (illustrated in Fig. 3.26). This may
have created greater differences between measurement and simulation responses at low
elevations. There also appears to be greater similarity for positions on the right-hand
side (270° < θ < 360°), perhaps due to small differences between seating of the two ears
during the NEECK measurements.

Figure 3.26: Lower segments of the measurement rig may have distorted under gravity (indicated
in red) from its original position (indicated in black) and resulted in greater differences between
measurement and simulation responses at low elevations. The origin (+) is also indicated.

The offset visible in Fig. 3.22 suggests the presence of a misalignment between
measured and simulated responses. Analysis of the simulations made at the SPNEECK

dense

positions indicates that the highest similarity occurs when an azimuthal rotation of 5° to
the left is applied to the simulation results. This rotational discrepancy was most likely
caused by misalignment of the NEECK during the acoustic measurements. Fig. 3.27
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and Fig. 3.28 show ∆ITD values after correcting for this azimuthal error. Table 3.6
lists the median, mean, and 95 % interval values..

Figure 3.27: ∆ITD plotted in 5° increments across azimuth for each elevation band analysed
after applying an azimuthal correction of 5°. This correction reduces the differences.

Figure 3.28: Distribution properties of ∆ITD for all azimuth and elevation positions combined
(left) and separated into elevation bands (right) after applying an azimuthal correction of 5°.
The differences across elevation band have been reduced but are still visible.
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Median (µs) Mean (µs) 95 % interval (µs)

φ = −30° 25.0 37.3 99.0
φ = 0° 22.9 23.0 38.5
φ = 30° 27.1 24.4 39.6
φ = 60° 10.4 11.2 17.7

All Positions 20.8 24.0 40.6

Table 3.6: Median, mean and 95 % interval for ∆ITD for all azimuth positions, separated into
elevation bands (first four rows) and for all azimuth and elevation positions combined (bottom),
after applying an azimuthal correction of 5°.

The rotational correction reduces the differences, bringing the ∆ITD values further
into the range of just-noticeable-difference (JND) values, which typically range from 10
to 75 µs [111, 115–117]. This indicates that, whilst numerical differences do exist between
the ITD values for measured and simulated response, these differences are unlikely to be
perceivable by most listeners. These values are also similar to ITD differences found by
others when looking at HRTF databases of KEMAR measured at different institutions
over various lengths of time (30 to 235 µs according to Andrepoulou et al. [173]) and
slightly larger than values found between databases of KEMAR measured at the same
institution over a short period of time (maximum values of 30 µs and 25 µs reported by
Andrepoulou et al. [173] and Rugeles Ospina et al. [274], respectively). The analysis in
the following sections is performed including the azimuthal correction of 5°.

3.7.2 Directional Processing

Acoustic measurements of KEMAR have been shown to exhibit an exaggerated peak
at approximately 4 kHz which has been attributed to ear canal resonance [74]. This
physical phenomenon is not as apparent in the simulated data, as the vibrating element
in the simulation is on the surface of the smoothly-occluded concha region of the mesh,
whereas the microphone mounted in the physical KEMAR is set approximately 1 to
3 mm below the concha surface within the ear canal, depending on seating. In an
attempt to account for this difference, the directional components alone of both the
measured and simulated data were extracted. In the time domain, this is referred to as
the directional impulse response (DIR). In the frequency domain, it is referred to as the
directional transfer function (DTF). In order to minimise the introduction of distortion,
the directional components were extracted in the first instance in the domain the results
were obtained in. Hence, DIRs were calculated for the acoustic measurements and the
fast Fourier transform taken to produce DTFs, whilst the DTFs were directly calculated
for the simulated results as the BEM solver operates in the frequency domain.

The average response of any set of results contains the non-directional information.
To produce a DIR or DTF, this average response must be calculated and removed from
the results. In the time domain, this requires the calculation of an inverse filter from
the average IR and the filtering of each measurement with this inverse filter [69]. In the
frequency domain, the equivalent process is to calculate the average complex-valued
response and divide each measurement by this value.

For the acoustic measurements, the average IR was calculated for each of the left
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and right ears. Minimum-phase inverse filters were generated from these using the same
implementation of the least-mean-square regularisation method outlined by Kirkeby et
al. [269] as for the measurements, using in-band regularisation of 20 dB between 50 Hz
to 16 kHz and out-of-band regularisation of −12 dB with no octave smoothing. The
inverse filters were applied to each free-field equalised left and right measurement before
also calculating each corresponding DTF.

As only the spectral magnitude was of interest in this analysis, the averages of the
magnitudes in decibels (rather than of the complex-valued responses) were calculated for
the left and right simulated HRTFs. To ensure each magnitude contributed equally to
the average, only SPsparse source positions were included. Each HRTF magnitude was
converted into the corresponding DTF by subtracting the appropriate left or right log
average response. The average magnitudes are shown in Fig. 3.29, where the differences
in frequency content as a result of the different environments is apparent.

Figure 3.29: Average responses for measured (full line) and simulated responses (dashed line)
used to calculate DTFs. The differences in frequency content as a result of the different
environments is apparent.

The DTFs are used in subsequent analysis instead of the free-field equalised measured
HRTFs and direct simulated data. The analysis was restricted to the frequency range
200 Hz to 18 kHz. Upon visual inspection, measured and simulated DTFs show good
agreement. Fig. 3.30 shows the horizontal plane responses, with the corresponding
results for other elevation values displaying the same level of similarity.
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Figure 3.30: Measured (left) and simulated (right) DTF magnitude grayscale plots for both ears
(left at the top, right at the bottom) in the horizontal plane. Dark bands indicate where data
does not exist (above 18 kHz in measured, below 200 Hz in simulated).

3.7.3 Comparison of Monaural Spectra

The unsigned mean spectral difference between two signals within a frequency band,
SDf (see Equation 3.4), was used to evaluate the difference in monaural spectral content
for corresponding directions between measured and simulated DTFs.

SDf (θ, φ, ζ) =
1

Nf

Nf∑
j=1

∣∣∣Dmeas(θ,φ,ζ)j
−Dsim(θ,φ,ζ)j

∣∣∣ (3.4)

where Nf is the number of points within the band f , ζ denotes whether the left or
right signal is currently being used, and Dmeas and Dsim are the DTFs (in dB) of the
measured and simulated result.

SDf was calculated using 40 constant bandwidth frequency bands (each with a
bandwidth of 445 Hz) over 200 Hz to 18 kHz. Constant bandwidth bands were chosen
to allow comparison with existing literature. This gives 11,840 data points across all
DTFs, comprising all combinations of 2 ears, 4 elevation angles, 37 azimuth angles and
40 frequency bands. Values for all responses in each frequency band, plotted against
centre frequency, are shown as a boxplot in Fig. 3.31. The values for mean, median
and 95 % interval SDf values are shown in Fig. 3.32. SDf varies with frequency and
displays a gradual rising trend, together with some local peaks, particularly in the 8 to
10 kHz region and above 15 kHz. The general increase in SDf in upper-frequency bands
is to be expected, as the generation of peaks and notches in this frequency region by
the pinnae is highly sensitive to small errors [84, 173]. The mean and median values do
not exceed 6 dB in any frequency band.
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Figure 3.31: Distribution properties of SDf for all responses in 40 frequency bands. A gradual
rising trend is apparent, with some local peaks.

Figure 3.32: Mean, median and 95 % interval of SDf for all responses in 40 frequency bands.
Again, a gradual rising trend is apparent.

To generalise across frequency bands, the 11,840 data points are treated as one data
stream. The mean SDf across all bands is 1.9 dB (median 1.1 dB), and 95 % of the
values are less than 6.7 dB. Fig. 3.33 shows SDf values for all frequency bands in the
left panel. In the right panel, the data is split at 6 kHz to enable comparison with the
literature.

121



CHAPTER 3. CREATION OF A BEM-SUITABLE MESH OF KEMAR

Below 6 kHz, SDf values are close to the generally-accepted JND for spectral
amplitude of 1 dB [44, 118]. The mean is 0.9 dB (median 0.6 dB), and the 95 % interval
is 2.2 dB. Above 6 kHz, SDf values increase: mean 2.5 dB, median 1.6 dB, 95 % below
7.8 dB. These results are similar to (and in some cases more favourable than) findings
by others. For example, Andrepoulou et al. [173] reported inter-database variation
of the same KEMAR unit of 2.5 to 6.7 dB below 6 kHz and 2.8 to 6 dB below 10 kHz.
In a similar study, Zhong et al. [275] reported variation of 1 dB below 5 kHz and 5 dB
above 5 kHz. The 90 % interval of differences between measured and simulated HRTFs
reported by Brinkmann et al. [276] is 2 dB below 6 kHz and 10 dB above 6 kHz.

Figure 3.33: Distribution properties of SDf across all responses, calculated for 40 frequency
bands, for all frequency bands (left) and divided at 6 kHz (right). There is an appreciable
difference between the values either side of the divide.

Fig. 3.33 indicates the existence of outliers with large SDf values (maximum of
23.3 dB). These typically occur in deep notches where a small shift in notch frequency
can result in a large numerical difference in spectral magnitude, despite its likely small
perceptual impact [277]. Fig. 3.34 displays an example of this for the right ear signal
at θ = 335°, φ = 30°. The SDf in each frequency band is plotted on the right y-
axis. The notch at approximately 9.7 kHz in the simulated data has been recorded
as approximately 10 kHz in the measured response, producing a larger SDf for that
frequency band of 11.5 dB. It is worth noting that these outliers occur for a small
number of notches only.
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Figure 3.34: The misalignment of the notch at 9 to 10 kHz between measured and simulated
right ear signals at θ = 335°, φ = 30° causes a large numerical difference in spectral magnitude
(indicated in purple), but likely a small perceptual difference.

As in the case of the ∆ITD analysis in Section 3.7.1, SDf can be split by elevation
band (shown in Fig. 3.35). The median, mean and 95 % interval values are listed in
Table 3.7. A similar trend to that shown for ∆ITD is evident, in that the highest
elevation band (φ = 60°) produces the smallest SDf values. The patterns of variation
with increasing elevation are less consistent, with a fluctuation in mean values, a small
rise in median values, and a drop in 95 % interval. It may be the case that spectral
differences across frequency essentially dwarf the differences across elevation band.

Elevation Band Median (dB) Mean (dB) 95% interval (dB)

φ = −30° 1.5 2.3 7.1
φ = 0° 0.8 1.8 7.4
φ = 30° 1.0 1.9 7.2
φ = 60° 1.2 1.7 4.4

Table 3.7: Median, mean and 95 % interval for SDf for all directions, separated into elevation
bands. Less of a trend across elevation is visible than in the ∆ITD data.
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Figure 3.35: Distribution properties of SDf for all directions, separated into elevation bands.
Less of a trend across elevation is visible than in the ∆ITD data (Fig. 3.28).

3.7.4 Comparison of ISD

As discussed in Section 2.5.2, the interaural level difference (ILD) at a single frequency
point is often referred to as the interaural spectral difference (ISD). Hence, here the
unsigned difference between the spectra of the DTFs at a frequency f , ISDf is calculated
by:

ISDf (θ, φ) =
∣∣DLf

(θ, φ)−DRf
(θ, φ)

∣∣ (3.5)

where DLf
and DRf

are the DTFs at frequency point f in dB for the left and
right ears, respectively. The unsigned ISD in dB was calculated for the measured and
simulated results at each SPNEECK

sparse position over the frequency range 200 Hz to 18 kHz
in approximately 10 Hz steps (1765 frequency points), and the difference between the
two, ∆ISD, was used to determine similarity. This gives 261,220 data points comprising
all combinations of 4 elevation angles, 37 azimuth angles and 1765 frequency points.

The distribution of results is shown in Fig. 3.36. 95 % of the values are below
9.0 dB and the overall mean is 2.4 dB (median 1.2 dB). The median is close to, but
above, the reported JND of 1 dB [118]. As with the monaural spectral comparison,
outliers are present with large ∆ISD values, in this case, up to 38.9 dB. As before, these
are attributable to the misalignment of notches between the measured and simulated
responses, as shown in Fig. 3.34.
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Figure 3.36: Distribution of ∆ISD values for all directions and frequencies. The median, mean
and 95 % interval are 1.2 dB, 2.4 dB and 9.0 dB, respectively.

Fig. 3.37 shows the mean, median and 95 % interval for ∆ISD values for all directions
as a function of frequency. Similar trends to those for monaural spectral comparison are
apparent, with higher values in regions between 8 to 10 kHz and above 15 kHz. Again,
mean and median values do not exceed 6 dB for any frequency point. Fig. 3.38 shows
∆ISD values for all frequency points in the left panel, and split at 6 kHz in the right
panel. The median, mean and 95 % interval values in the frequency range below 6 kHz
are 0.5 dB, 0.7 dB and 2.2 dB, respectively. The median, mean and 95 % interval values
in the frequency range above 6 kHz are 2.0 dB, 3.2 dB and 10.4 dB, respectively.
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Figure 3.37: Mean, median and 95 % interval for ∆ISD for all directions, as a function of
frequency. Trends similar to those displayed for monaural spectral comparison (Fig. 3.32) are
apparent.

Figure 3.38: Distribution properties of ∆ISD across all directions, for both all frequency points
(left) and divided at 6 kHz (right). As for monaural spectral comparison (Fig. 3.33), there is an
appreciable difference between the values either side of the divide.
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As with ∆ITD and SDf , ∆ISD has also been split by elevation band. This is shown
in Fig. 3.39 and median, mean and 95 % interval values are listed in Table 3.8. As
previously observed with ∆ITD and SDf , the highest elevation band (φ = 60°) produces
the smallest ∆ISD values. As with SDf , the variation with increasing elevation is less
consistent than that observed with ∆ITD.

Figure 3.39: Distribution properties of ∆ISD for all directions, separated into elevation bands.
As with monaural spectral comparison (Fig. 3.35), less of a trend across elevation is visible than
in the ∆ITD data (Fig. 3.28).

Elevation Band Median (dB) Mean (dB) 95% interval (dB)

φ = −30° 1.6 2.9 9.7
φ = 0° 1.2 2.5 9.3
φ = 30° 1.2 2.6 9.3
φ = 60° 1.0 1.7 6.8

Table 3.8: Median, mean and 95 % interval for ∆ISD for all frequencies, separated into elevation
band. As with monaural spectral comparison, less of a trend across elevation is visible than in
the ∆ITD data.

3.8 Conclusion

This chapter describes the process of converting a CAD file of KEMAR into a format
suitable for use within the BEM. Numerical and acoustic validation is described which
validates the workflow for generating BEM-suitable meshes and confirms the consistency
between simulation data from the processed mesh and acoustic measurements using the
physical manikin. Five meshes have been created as a result of this process:
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1. full-torso-20 : full torso mesh with ear canals, valid for BEM simulation up to
23.0 kHz

2. full-torso-noEC-20 : full torso mesh without ear canals, valid for BEM simulation
up to 20.4 kHz

3. full-torso-noEC-16 : full torso mesh without ear canals, valid for BEM simulation
up to 16.5 kHz

4. NEECK-20 : NEECK mesh, valid for BEM simulation up to 20.2 kHz

5. NEECK-16 : NEECK mesh, valid for BEM simulation up to 16.5 kHz

These maximum valid frequencies were calculated for a dry air temperature of 20 ◦C
(therefore a speed of sound of c = 343.4 m s−1) using the six-edges-per-wavelength rule
of thumb. Two intermediate-stage meshes have also been created during the conversion
workflow:

1. original-polygonal : polygonal mesh form of the original CAD file of KEMAR

2. remeshed-2mm: original-polygonal mesh, remeshed to a target edge length of
2 mm

Numerical topological comparisons between the full-torso-20 mesh and the polygonal
form of the original CAD file (original-polygonal) suggest the conversion workflow is
adequate. Processing through all stages resulted in the accumulation of small errors in
volume (an overall reduction of 0.02 %) and topology of the mesh (a median distance
between the meshes of 0.006 mm and maximum distance of 0.63 mm).

To assess the perceptual impact of these errors, an acoustic validation was conducted
using a head-and-shoulders representation of KEMAR referred to as the NEECK.
The NEECK allowed comparison between acoustic measurement and the equivalent
computational simulation using the same subject. A good match was generally observed
between the simulations and the measurements. A rotational misalignment between
measured and simulated results was discovered: applying a compensatory rotation of 5°
in the horizontal plane to the simulated results reduced the systematic error.

The median of the differences between ITD values, ∆ITD, is 20.8 µs, with 95 % of
differences below 40.6 µs. This is in the range of 1 JND for ITD (typically between 10
and 75 µs [117]), suggesting that these differences are unlikely to be perceived by most
listeners. A small number of outliers exist for the lowest elevation band, which can be
attributed to an unexpectedly large ITD calculation for the small number of measured
results. Additionally, an increase in ∆ITD with a decrease in elevation is apparent,
possibly due to a mechanical distortion of the measurement arc.

The median monaural spectral difference, SDf , is 1.1 dB across all frequency bands,
with 95 % of the values below 6.7 dB. Whilst this is above the lowest JND value for
spectral amplitude of 1 dB [32, 118], a considerable variation across frequency is apparent.
Below 6 kHz the median and mean values are similar (0.6 dB and 0.9 dB, respectively),
and 95 % of the values are below 2.2 dB. Above 6 kHz, a gradual rising trend is apparent,
with local peaks around 8 to 10 kHz and above 15 kHz. In this region, the median and
mean values are more different (1.6 dB and 2.5 dB, respectively) and the 95 % interval
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is much larger at 7.8 dB. A small number of outliers exist as a result of misaligned
notches, where a small shift in notch frequency results in a large numerical difference.
The largest of these is 23.3 dB. However, the perceptual relevance of differences at
higher frequencies is questionable. The use of a perceptual spectral difference model
such as that proposed by Armstrong et al. [277] may go some way to analysing these
differences perceptually rather than just only numerically. Separating the SDf values
by elevation band does not reveal as much of an influence of the measurement rig as
with the ∆ITD values. The highest elevation band produces the smallest SDf values,
but the pattern of variation with increasing elevation is less consistent.

The median of the difference between ISD values, ∆ISD, is 1.2 dB, with 95 % of the
values below 9.0 dB. This is also above the lowest reported JND value of 1 dB [32, 118].
∆ISD values display a similar trend to the SDf results, with low values in the frequency
range below 6 kHz (median of 0.5 dB), a gradual increase with frequency, and local
peaks around 8 to 10 kHz and above 15 kHz. The outliers present in the SDf analysis
are also produced in ∆ISD analysis, where a small shift in notch frequency results in a
large numerical difference. In this instance, the largest difference is 38.9 dB. Separation
across elevation band reveals a trend similar to that shown with the SDf values: the
highest elevation band produces the lowest ∆ISD values, but variation with increasing
elevation is less consistent.

The differences shown between measured and simulated results using these three
metrics, whilst not wholly within perceptual limits, are mostly within the ranges
reported by other studies [173, 274–276]. This suggests that a simulation using this
mesh is unlikely to produce discrepancies from the ‘true’ HRTF larger than those
introduced using direct acoustic measurement. For example, in this work, the presence
of a rotational misalignment and the differences found across elevation bands suggests
that the human operator and/or the mechanics of the system has affected the measured
HRTFs. While the impact of external forces can be reduced with more elaborate
measurement systems with higher precision and validation mechanisms (for example,
that used by Armstrong et al. [124]), simulation still has the potential to avoid such
problems.

Overall, these findings suggest that simulations using derivations of the full-torso-20
mesh can safely be used in place of acoustic measurement when small discrepancies
close to the threshold of perception are acceptable. The inability to simulate HRTFs
for the full-torso-20 mesh is an obvious drawback of this work. However, through
numerical confirmation of the workflow and acoustic validation using the NEECK, it is
a reasonable step to extend the assumption of validity from just the most salient portion
of the mesh to the full torso. It may also be the case that the observed discrepancies
are as a result of differences between the CAD file and the physical KEMAR due to
manufacturing tolerances. However, these differences would be difficult to quantify and
are likely to be small.

Despite the usefulness of the NEECK for acoustic validation here, it is not an
accurate representation of a human listener as it has no shoulders or torso and has an
unrealistic extended neck. Therefore, an alternative mesh is required to allow simulation
of HRTFs that more closely match those from a real listener, whilst also being small
enough to be simulated using the AudioLab computational facilities. The creation of
such a mesh is discussed in Chapter 4.
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Chapter 4

Creation of a Half Torso
KEMAR Mesh

What do you do with the leftover you?

Tegan and Sara, Where Does The Good Go
So Jealous (2004)

4.1 Introduction

Evaluating the acoustic properties of a physical system using computational simula-
tion techniques can be preferable to undertaking real measurements, particularly as
simulation provides the ability to perform large numbers of measurements with small
alterations to one or more parameters. In this research, one of the aims is to identify
pairs of near-field loudspeaker positions that can satisfactorily reproduce binaural signals
without the use of crosstalk cancellation (CTC). This involves the analysis of a very
large number of loudspeaker positions and the computation of a variety of performance
measures for each one; a task for which simulation is well suited.

A mesh of the Knowles Electronics Manikin for Acoustic Research (KEMAR),
suitable for simulation using the boundary element method (BEM), was created in
Chapter 3. However, as discussed, at the time of writing the full torso mesh of KEMAR
was too large to be used in BEM simulation software at the AudioLab, and so a head-only
section known as the NEECK was used in acoustic validation. However, the NEECK is
not an accurate representation of a listener as it has no shoulders and an unrealistic
extended neck. An alternative mesh is, therefore, required to generate results more
similar to those from a human listener, as the shoulders play an important role in the
localisation of sound, particularly for elevated sound sources [79].

This chapter describes the creation of a mesh of KEMAR which is small enough to be
computed using the facilities available in the AudioLab whilst maintaining topological
accuracy. As the lower torso has a relatively weak effect [79, 153, 178], removal of the
lower torso to reduce the overall size of the mesh would retain the important shoulder
region and avoid interference patterns observed with the sharply-truncated full-torso
KEMAR [153, 278]. After initial testing, it was determined that a so-called ‘half torso’
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mesh of KEMAR would have a small enough number of faces to be simulated using the
available BEM facilities (an estimated limit of approximately 250,000 faces). This mesh
would also require processing using the workflow described in Chapter 3 to produce a
mesh suitable for use within the BEM. The following steps are discussed in this chapter
in relation to the creation of the half torso mesh:

1. Slicing the mesh to remove the torso;

2. Defining a Bézier curve with which to round the abrupt edge to reduce the
diffraction artefacts;

3. Creating an additional rounded mesh section using the Bézier curve (more specifi-
cally, performing this within Blender [272]);

4. Joining the two sections together to form one mesh;

5. Processing the new mesh to make it suitable for use in the BEM.

4.2 Mesh Slicing

The original-polygonal mesh was used as the starting point for this process, as in the
workflow described and validated in Chapter 3. After translation of the mesh and
removal of the ear canals (Section 3.6.1), the ‘Trim with X-Y Plane’ tool in Geomagic
Wrap [257] was used (with ‘create boundary’ enabled and ‘close intersection’ disabled)
to slice the full torso mesh at z = −0.2376, where the z-axis is vertical. This produced
the head-and-shoulders-sliced mesh with 192,851 faces and 97,018 vertices, shown in
Fig. 4.1a. The z position of the plane was chosen to align with the top of the underarms
to create a single edge loop (shown in Fig. 4.1b). In addition, slicing at this z position
produced a mesh with a similar shoulder and torso region to those in the SYMARE
database [80] which was intended for inclusion in later work in this thesis.
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(a) head-and-shoulders-sliced mesh (b) Edge loop of the head-and-shoulders-sliced
mesh

Figure 4.1: The original-polygonal mesh, sliced with an X-Y plane at z = −0.2376 to create a
head-and-shoulders portion (a) with a single open edge loop (b).

4.3 Bézier Curve Definition

To avoid the introduction of excessive edge artefacts, such as those discussed by
Ziegelwanger et al. [278] and Algazi et al. [153], a Bézier curve was used to close the
open base of the head-and-shoulders-sliced mesh with a rounded additional mesh section
rather than an abrupt edge (the final result of this is shown in Fig. 4.6b). A 2D 3rd-order
50-segment Bézier curve was defined using Blender [272], the basic mathematics of
which are outlined next before discussion of the Blender-specific implementation.

4.3.1 Mathematical Description

A Bézier curve is derived from a set of coordinates referred to as control points, and
can be calculated from these using [279]:

B(α) =
N∑
n=0

bn,N (α)CP n

bn,N (α) =

(
N

n

)
αn(1− α)N−n, n = 0, ..., N

(4.1)

where B(α) is the Bézier curve, the polynomials bn,N (α) are Bernstein basis polyno-
mials of degree N where

(
N
n

)
are the binomial coefficients and the points CPn are the

coordinates of the control points for the Bézier curve.
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The control points can be separated into two groups based on function: anchored
end control points (of which there are two) and intermediate control points (of which
there can be any number). The order of the Bézier curve is given by the number of
control points minus one. Unlike a polynomial curve, a Bézier curve does not pass
through all the points used to define it. Instead, the intermediate control points affect
the curvature of the line as it moves from the starting point CP0 to point CPn. The
polygon formed by connecting the control points starting at CP0 and ending at CPn is
referred to as the Bézier (or control) polygon. The convex hull is formed by joining the
first and last points in the Bézier polygon.

The coordinates for the Bézier curve used in this work were determined using an
iterative testing process. A curve was required that was compatible with both the steep
gradient at the front of the mesh and the more shallow gradient at the back of the
mesh, that is, a curve that did not create a sharp change in surface topology at the
join between the head-and-shoulders-sliced mesh and the additional rounded portion. A
visual representation of the Bézier curve using 50 segments is shown in Fig. 4.2. The
coordinates used are listed in Table 4.1.

Figure 4.2: Visualisation of the 2D 3rd-order 50-segment Bézier curve used to round the head-
and-shoulders mesh. Control points CP0 to CP3 (x) are indicated, in addition to the control
polygon (dotted line) and the convex hull (dashed line).
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Control Point
Coordinates (m)
x y

CP0 0.000 0.000
CP1 −0.005 −0.020
CP2 0.007 −0.040
CP3 0.040 −0.040

Table 4.1: 2D coordinates for the control points used to define the Bézier curve.

4.3.2 Blender Implementation

For clarity and completeness, the process of creating a 3rd-order Bézier curve in Blender
is included here. The ‘Add’ → ‘Bézier Curve’1 operation was used to create the initial
curve. The resolution of the curve is given by the ‘Resolution’ value: in this case, a
value of 50 was used to create a high-resolution curve that did not introduce additional
diffraction artefacts due to corners arising between segments of the curve.

Blender uses slightly different terminology when implementing the control points,
CPn (as listed for this curve in Table 4.1). In Blender, CPn are implemented as points
which are referred to as control points and handles. Control points are the anchored
end points, whilst the handles determine the curvature of the line between the end
points (and are, therefore, functionally the same as the intermediate control points
described above). Handles are visually connected to their respective end control point
and operate as a pair of points with one on either side. Moving one handle of a pair
moves the other, with the pivot at the control point. The handles within the convex
hull have an influence on the curvature; handles outside the convex hull are merely for
visual feedback as to the position of those inside the convex hull.

The Bézier curve used in this work is shown in Fig. 4.3; the similarity with Fig. 4.2
is apparent. For clarity, the control points are indicated with squares, the left handles
with diamonds, and the right handles with circles. Control points CP0 to CP3 are
labelled for comparison with Fig. 4.2, although these labels have no meaning within
Blender. The trajectory of the line behind the end points is indicated with arrows. The
left handle of CP0 and the right handle of CP3 are outside the convex hull, and so have
no effect on the curvature. A particularly long right handle on CP3 was used to ensure
that the Bézier curve would make contact smoothly with a flat plane.

1The ‘→’ icon is used in this chapter to denote a choice of tool option within the software in question.
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Figure 4.3: Visualisation of the 2D 3rd-order 50-segment Bézier curve as implemented in Blender.
Control points are indicated with squares, left handles with diamonds, and right handles with
circles. Control points CP0 to CP3 are labelled in accordance with the algebraic derivation,
although these labels have no meaning within Blender.

4.4 Rounded Mesh Creation

To create the rounded section which was required to close the base of the mesh, the
Bézier curve in Fig. 4.3 was applied to each vertex in the loop shown in Fig. 4.1b. The
‘bevel’ modifier in Blender is normally used to apply a bevel to the corner of an object.
However, in this instance, it can be used to create a 3D entity with the desired shape
taken from a 2D loop. The Bézier curve is applied to each vertex in the loop in turn,
and new vertices are created along the curve. This required several steps, outlined
below for clarity and completeness.

The edge loop of vertices of the head-and-shoulders-sliced mesh (Fig. 4.1b) was
selected and a new entity created so as to apply the modifier only to the loop. It is
not possible to apply a modifier to a mesh, so the separated loop was converted to
an object. The Bézier curve was then applied to the object using the ‘Bevel Object’
modifier to create the additional rounded section, which was then converted back to a
mesh to create the additional faces. The user interface operations required for these
steps are described in Fig. 4.4.

Additional processing using the ‘Mesh Doctor’ tool in Geomagic Wrap was required
to clean the mesh. In some regions with a large radial change between neighbouring
vertices, the length of the Bézier curve meant that some self-intersections and duplicate
vertices were created (for example, between the shoulder blades as shown in Fig. 4.5)
which required removal for mesh optimisation.
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Edit mode

‘Mesh’

‘Edges’

‘Edge Loops’

(a)

‘Mesh’

‘Vertices’

‘Separate’

‘Selection’

(b)

Object mode

‘Object’

‘Convert To’

‘Curve from
Mesh/Text’

(c)

Object
Data panel

‘Bevel
Object’

select the
Bézier curve

(d)

Object mode

‘Object’

‘Convert To’

‘Mesh from
Curve’

(e)

Figure 4.4: The user interface operations used in Blender to create the initial rounded mesh
section: a) selecting the edge loop, b) separating the edge loop, c) converting separate loop
to a object, d) applying the Bézier curve using the ‘Bevel Object’ modifier, e) converting the
rounded curve object to a mesh.

Figure 4.5: Problematic self-intersections (indicated within the ring) created at regions of high
radial curvature as a result of overlapping neighbouring Bézier curves. These were removed for
optimal BEM performance.

The ‘Fill Hole → with Tangent’ tool in Geomagic Wrap was used to fill the planar
hole on the underside to create the complete rounded section with an open top shown
in Fig. 4.6a, referred to as the rounded-portion mesh. This section has 85,437 faces
and 48,008 vertices. Face normals were corrected to be all exterior rather than interior,
as, although the face normal has no influence on the appearance on the mesh, the
BEM simulation requires that face normals point towards the acoustic medium. The
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rounded-portion mesh was aligned with the head-and-shoulders-sliced mesh in Blender
and the two sections joined using the ‘Edit Geometry → Attach’ tool to create a closed,
rounded, half-torso mesh consisting of 278,288 faces and 145,026 vertices (shown in
Fig. 4.6b, referred to as the joined mesh). The rounded-portion mesh extended the
head-and-shoulders-sliced mesh in the negative z direction by 40 mm.

(a) rounded-portion mesh (b) joined mesh. The join can be seen as a
result of a small surface orientation discon-
tinuity at the join.

Figure 4.6: The rounded-portion mesh (a) created from the edge loop of the head-and-shoulders-
sliced mesh, attached to the head-and-shoulders-sliced mesh to form (b) the joined mesh.

4.5 Processing for BEM Use

The joined mesh is not optimised for BEM simulation with regards to edge length,
face shape and face distribution. The maximum edge length is 28.34 mm, with 53,112
edges longer than the 2.86 mm limit for simulation to 20 kHz (12.7 %) and 11,466 longer
than the 3.58 mm limit for 16 kHz (2.7 %). The distribution of edge lengths is shown in
Fig. 4.7, where the median value is 1.98 mm.

The distribution of angles between edges is shown in Fig. 4.8. The large frequency
of occurrence in the region of 90° is a result of the arrangement of triangles in the added
rounded portion. The smallest angle is 0°, the largest is 180° and the median is 59.8°.
These values indicate the presence of long skinny triangles, and so processing is required
for BEM suitability as uniformly-distributed approximately equilateral triangles are
computationally advantageous [260]. The variation in edge length and face shape and
size are visible in the left shoulder portion of the joined mesh shown in Fig. 4.9, in
addition to the high number of right-angled triangles in the rounded portion.
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Figure 4.7: Distribution of edge lengths in the joined mesh. The shortest edge length is
9.98× 10−4 mm, the longest is 28.34 mm and the median is 1.98 mm.

Figure 4.8: Distribution of angles between edges in the joined mesh. The smallest angle is 0°,
the largest is 180° and the median is 59.8°.
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Figure 4.9: The left shoulder region of the joined mesh, showing the variation in edge length
and face shape and size.

The workflow described and validated in Chapter 3 (and recapped briefly here) was
used to process the joined mesh for use within the BEM. The ‘Remesh’ tool within
Geomagic Wrap was used to redefine the surface with a target edge length of 2 mm,
resulting in a mesh with 248,932 faces and 124,468 vertices with a maximum edge length
of 3.19 mm. The open source software ACVD [255, 256] was then used to redistribute
the vertices more uniformly across the surface. Two versions of the half torso mesh were
created using target vertices values of 140,000 and 90,000, respectively: half-torso-20
mesh valid to 20.7 kHz and half-torso-17 mesh valid to 17.1 kHz, both calculated for
a speed of sound of c = 343.4 m s−1 and the six-edges-per-wavelength rule of thumb.
Numbers of faces, vertices and maximum edge lengths for these two meshes are listed
in Table 4.2. Fig. 4.10 shows the same region as that shown in Fig. 4.9, but for the
half-torso-17 mesh. The faces are more uniform in both shape and distribution across
the surface. The distributions of edge lengths and angles between edges for both meshes
are shown in Figs. 4.11–4.14. The full half-torso-17 mesh is shown in Fig. 4.15.

Mesh version Vertices Faces Max edge length (mm)

half-torso-20 140,100 280,196 2.77
half-torso-17 90,000 179,996 3.35

Table 4.2: Numbers of vertices, faces and maximum edge lengths in the half torso BEM-suitable
meshes.
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Figure 4.10: The same left shoulder region as shown in Fig. 4.9 from the half-torso-17 mesh,
showing the more regular distribution of face shape and size after processing for use within the
BEM.

Figure 4.11: Distribution of edge lengths in the half-torso-20 mesh. The shortest edge length
is 0.93 mm, the longest is 2.77 mm and the median is 1.72 mm. The maximum edge limit of
2.86 mm for 20 kHz validity is indicated (dashed line).
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Figure 4.12: Distribution of edge lengths in the half-torso-17 mesh. The shortest edge length
is 1.25 mm, the longest is 3.35 mm and the median is 2.13 mm. The maximum edge limit of
3.58 mm for 16 kHz validity is indicated (dashed line).

Figure 4.13: Distribution of angles between edges in the half-torso-20 mesh. The smallest angle
is 26.2°, the largest is 124.1° and the median is 58.3°.
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Figure 4.14: Distribution of angles between edges in the half-torso-17 mesh. The smallest angle
is 26.1°, the largest is 126.0° and the median is 58.3°.

(a) Front view (b) Left view

Figure 4.15: The half-torso-17 mesh.
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4.6 Conclusion

This chapter describes the process of creating a half torso mesh of KEMAR for the
purposes of reducing computational requirements for BEM simulation. Geomagic Wrap
and Blender were used to slice the mesh and create an additional rounded mesh portion
to reduce diffraction artefacts such as those described by Ziegelwanger et al. [278] and
Algazi et al. [153]. This additional portion is based on a Bézier curve. The two portions
have been aligned, attached and processed to produce a mesh suitable for simulations
using the BEM. Two meshes have been created as a result of this process:

1. half-torso-20 : head and shoulders mesh, processed using the workflow validated
in Chapter 3, valid for use in BEM simulation up to 20.7 kHz.

2. half-torso-17 : head and shoulders mesh, processed using the workflow validated
in Chapter 3, valid for use in BEM simulation up to 17.1 kHz.

These maximum valid frequencies were calculated for a dry air temperature of 20 ◦C
(therefore a speed of sound of c = 343.4 m s−1) using the six-edges-per-wavelength rule of
thumb. Three intermediate-stage meshes have also been created during the conversion
workflow:

1. head-and-shoulders-sliced : the original-polygonal mesh as described in Section 3.4,
sliced with an X-Y plane positioned at the top of the underarms.

2. rounded-portion: an additional rounded section of mesh created using a Bézier
curve.

3. joined : the rounded-portion mesh and head-and-shoulders-sliced mesh, aligned
and attached.

Reducing the mesh by removing the lower torso in this manner was intended
to reduce the number of faces to allow simulation using AudioLab BEM facilities.
The three full torso meshes discussed in Chapter 3 all contain more faces than the
approximate limit for simulation found during initial testing, as discussed in Section 3.6.2
(720,015, 543,118 and 314,496 faces, respectively). Correspondingly, these meshes are
not suitable for simulation using the BEM facilities at the AudioLab. The NEECK
mesh contains 123,996 faces, and is therefore suitable for simulation, but is not an
accurate representation of a human listener and so has limited use. Of the two head
and shoulders meshes discussed in this chapter, only the half-torso-17 mesh has been
successfully used in BEM simulation, as the half-torso-20 mesh has more faces than
can be handled by the AudioLab’s simulation software. This is not regarded as a
hindrance, however, as 16 kHz is on the limit of perception for the adult human hearing
system [280, 281]. Accordingly, the half-torso-17 mesh is used in this work from this
point onwards. In order to begin to examine the impact of loudspeaker position on the
binaural reproduction, Chapter 5 describes using the half-torso-17 mesh to simulate a
large number of HRTFs using the BEM.
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Chapter 5

Variation of Natural Channel
Separation with Source Position

I’m up and doing circles.

Tegan and Sara, Are You Ten Years Ago
The Con (2007)

5.1 Introduction

As discussed in Chapter 2, binaural reproduction over loudspeakers typically requires
crosstalk cancellation (CTC) to produce the necessary channel separation [231, 233].
This is sometimes known as ‘transaural’ reproduction [218], and ensures that the left
channel signal arrives only at the left ear and that the right channel signal arrives only
at the right ear. It does this by cancelling out the interfering signal reaching the left
ear from the right loudspeaker and the interfering signal reaching the right ear from
the left loudspeaker, therefore increasing the channel separation between the two ears.
However, inclusion of CTC can introduce unwanted artefacts (see Section 2.7.2).

Channel separation also occurs inherently, as a result of the presence of a head
between two ears. This natural channel separation (NCS) is a measure of the acoustic
isolation which exists between the ears for a sound source in any given direction [19]. It
is produced by the acoustic shadowing provided by the head and torso, and is often
used as the ground truth value against which the success of CTC systems are measured.
Irrespective of the method of generation, a channel separation of 20 dB has been reported
to be sufficient for preserving the ability of a listener to localise sounds in reproduced
binaural signals [17, 228].

Since acoustic shadowing increases as the radial distance of the source sound
decreases, so does NCS [230]. It follows, therefore, that as a sound source approaches
the head, the associated channel separation may become large enough to support
binaural reproduction without the need for CTC. A number of studies have investigated
NCS at specific directions and distances (for example: [19, 22, 23, 231]), but to the
author’s knowledge, a systematic study of the variation of NCS with both direction and
radial distance has not previously been published.
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This chapter describes such a study into the variation of NCS with direction and
radial distance. The study utilises the half-torso-17 mesh created in Chapter 4 in
simulating a large number of head-related transfer functions (HRTFs) across 15 radial
distances, from which the NCS is calculated and the variation with loudspeaker direction
and radial distance is discussed. Source positions are identified which exhibit NCS
greater than the 20 dB threshold and which are, therefore, candidate positions for
binaural reproduction without the use of CTC.

5.2 Methods

The intention of this study was to examine the variation of NCS over a very large
number of directions and a range of radial distances in both the near-field and far-field.
In order to calculate NCS, a pair of HRTFs between each desired sound source and the
two ears is needed. Simulation using the boundary element method (BEM) lends itself
to this type of task.

5.2.1 Simulation of Near-Field HRTFs

HRTFs were simulated using the half-torso-17 mesh of the Knowles Electronics Manikin
for Acoustic Research (KEMAR) described in Chapter 4 and multi-level fast multipole
boundary element method (FM-BEM) as implemented in the open source software
Mesh2HRTF [179–181]. 655,214 HRTF pairs were simulated in 14 spherical domes with
46,801 points at each radial distance (listed in Table 5.1). As in previous chapters,
azimuth (θ) increases counter-clockwise from zero in the frontal direction, such that
θ = 90° is on the left and θ = 270° is on the right. Elevation (φ) is measured with
respect to the horizontal plane containing the interaural axis, where φ = 90° describes a
source directly above the head and φ = −90° is directly below. Radial distances (r) are
measured relative to the origin (the mid-point of the interaural axis) and each ear lies
approximately 65 mm from the origin along the interaural axis.

Value Bounds Increment

θ 0 to 359° 1°
φ -40 to 90° 1°

r
0.15 to 0.50 m 0.05 m
0.60 to 1.00 m 0.10 m

1.50 m N/A

Table 5.1: The 655,214 source positions in domes used in the simulation. The source position at
φ = 90° exists only at θ = 0° for each radial distance for computational efficiency.

For computational efficiency, the source position at φ = 90° exists only at one
azimuth value (θ = 0°) for each radial distance, and therefore each dome used in the
simulation consists of (360× 130) + 1 positions. The 14 radial distances were chosen to
allow analysis within the region commonly referred to as the near-field [36, 102] as well
as a small number of radial distances in the far-field. An additional two positions were
simulated at r = 0.10 m, directly outside each ear (φ = 0°, θ = 90° and φ = 0°, θ = 270°).
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These were included to act as somewhat of a reference, as these positions are likely to
be subject to the greatest amount of head shadowing.

Elevation angles below −40° were omitted as many of these positions lie inside the
half-torso-17 mesh for radial distances less than r = 0.40 m and are, therefore, not valid
for simulation or analysis. Examples of the spherical domes for the cases of r = 0.15 m,
r = 0.50 m and r = 1.50 m are shown in Fig. 5.1. Inner domes have been removed for
the purpose of visualisation. A dome was not used at r = 0.10 m, as many of these
positions were also not valid for simulation or analysis. The evaluation grid of 655,216
source positions was prepared using Delaunay triangulation in MATLAB [270, 271] and
the pre-processing steps were performed in Blender [272] to satisfy the requirements of
Mesh2HRTF.

(a) r = 0.15 m (b) r = 0.50 m (c) r = 1.50 m

Figure 5.1: Three of the spherical domes, each comprising 46,801 positions, used in the simulation
of HRTFs of the NEECK for three radial distances: a) 0.15 m, b) 0.50 m and c) 1.50 m. Where
they exist, inner domes have been removed for the purpose of visualisation.

As discussed in Section 2.6.2, BEM solvers require knowledge of the speed of sound
and the density of the medium. The results from this simulation were not intended for
comparison against real-world, acoustically-measured results, as was done in Chapter 3.
Therefore, software default values were used for the speed of sound and the density of
air (c = 343.0 m s−1 and ρ = 1.21 kg m−3, respectively). This gives a maximum analysis
frequency for the mesh of 17.1 kHz, calculated using Equation 2.57 with a maximum
edge length of dmax = 3.35 mm and the six-edges-per-wavelength rule of thumb (η = 6).
The vibrating element in the ear was chosen as the element nearest to the centre of the
microphone as calculated in Section 3.6.1.

The 655,216 HRTF pairs were computed at 159 frequencies in 100 Hz increments
from 200 Hz to 16 kHz. As in Chapter 3, the simulation ran on an Ubuntu 16.04.2
machine with 16 central processing units (CPUs) clocked at 2.60 GHz, each accessing
16 GB of random-access memory (RAM). Using the principle of reciprocity (discussed in
Section 2.6.2), the 16 concurrent threads cumulatively took approximately 964 hours at
an average of 60.3 hours per thread. The maximum time for any thread, and therefore
the actual simulation time as all threads ran simultaneously, was 62.4 hours. The
additional MATLAB processing stage as required by Mesh2HRTF (Output2HRTF)
took approximately 69 hours, giving an overall time of 130 hours.

In [190], Katz suggests that increasing the number of simulated HRTF positions has
a negligible impact on computation time. Whilst this may be true for smaller numbers
of additional positions, it is evident here that substantial computational overhead is
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involved when increasing the number of positions to 655,216. This may be due, in part,
to the simulation software used. Of the three calculation stages within Mesh2HRTF
(‘assembling’, ‘solving’ and ‘post processing’), only the third stage substantially increased
in duration with larger numbers of simulation positions. The length of time for the
required additional MATLAB processing stage also increased linearly with the addition
of more positions.

5.2.2 Calculation of Natural Channel Separation

NCS as a function of direction and radial distance has been calculated as the arithmetic
average spectral magnitude difference within a frequency range for each source position,
as defined in Section 2.7.2.2:

NCS =
1

Nf

Nf∑
j=1

∣∣∣Aipsij −Acontraj ∣∣∣ (5.1)

where Nf is the number of points in the frequency range, and Aipsi and Acontra
are the ipsilateral and contralateral HRTF magnitudes in dB for a source at direction
θ, φ, r. 20 dB of channel separation has been reported to be the lower threshold
for robust binaural reproduction [17, 228]. Since the NCS calculations performed by
Lacouture Parodi and Rubak [228] (and in other related work) used a frequency range of
200 Hz to 8 kHz, and the inclusion of higher frequencies can lead to a larger value of NCS
[229], the same range has been used here to facilitate comparison. The values of NCS
calculated using this method and frequency range are comparable with corresponding
values reported by others, as listed in Table 5.2.

Source Position
(θ, φ, r)

Reported NCS (dB) Calculated Here (dB)

Prodi and Velecka [231] 5°, 0°, 1 m <5 1.7
Prodi and Velecka [231] 15°, 0°, 1 m 6 5.8
Prodi and Velecka [231] 30°, 0°, 1 m 10 11.6

Masiero [227] 45°, 0°, N/A 13.8 to 16.4 16.7
Elliott et al. [23] 90°, 0°, ≈ 0.2 m 20 30.3

Table 5.2: NCS reported by others and calculated here under comparable conditions. Radial
distance is not provided in [227], therefore, a far-field distance of 1 m was used for the comparable
calculation. Radial distance in [23] is indicated as approximate, as the exact distance is not
provided.

5.3 Results

The variation in NCS has been analysed in three ways in the following sections: as
a function of direction, as a function of radial distance, and within each of the three
anatomical principal planes (horizontal, median and frontal).

As Mesh2HRTF calculates only one value at φ = 90° for computational efficiency,
an azimuth of θ = 0° was used and the simulated data for that source position has been
duplicated across all 360 azimuth positions to aid in visualisation and analysis. This
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gives a total number of 47,160 positions at each radial distance. This set of 660,240
source positions (47,160× 14) is referred to as the set SPKEMAR, which can be written
using set notation as:

SPKEMAR = {v | v ∈ R3} (5.2)

in that SPKEMAR is a set with members v, such that each member v is a three-
dimensional, real-valued column vector.

5.3.1 Variation as a Function of Direction

As expected, the two largest NCS values occurred at the reference directions: 43.2 dB
at θ = 90°, φ = 0°, r = 0.10 m and 45.9 dB at θ = 270°, φ = 0°, r = 0.10 m. The
global minimum is 0.2 dB, which occurs at θ = 183°, φ = −16°, r = 0.15 m. This gives
a range of 45.6 dB across all source positions. To look at the variation as a function of
direction, intensity surfaces of NCS for all domes within SPKEMAR (therefore excluding
r = 0.10 m) are plotted in Fig. 5.2. Larger versions are included in Appendix D, Fig. D.1.

(a) r = 0.15 m (b) r = 0.20 m

(c) r = 0.25 m (d) r = 0.30 m

(e) r = 0.35 m (f) r = 0.40 m

Figure 5.2: NCS plotted as intensity surfaces for domes within SPKEMAR for radial distances
0.15 m to 0.40 m. Figure continued overleaf.
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(g) r = 0.45 m (h) r = 0.50 m

(i) r = 0.60 m (j) r = 0.70 m

(k) r = 0.80 m (l) r = 0.90 m

(m) r = 1.00 m (n) r = 1.50 m

Figure 5.2: NCS plotted as intensity surfaces for domes within SPKEMAR for radial distances
0.45 m to 1.50 m. The variation as a function of azimuth and elevation is apparent in each
surface.

Whilst variation as a function of radial distance is evident (discussed further in
Section 5.3.2), general patterns with direction remain. Smaller NCS values occur when
the source lies on or close to the median plane. In this region, the transfer functions
from the source to each eardrum are very similar and are characterised by an absence
of head shadowing. Below elevation angles of around φ = 50° and in the azimuth range
of ±40° of the interaural axis, larger values of NCS appear. The largest values occur
in the vicinity of the interaural axis, where ipsilateral and contralateral differences
are at their greatest. This is in agreement with Lundkvist et al. [19], who found
that loudspeakers positioned behind or above the head had larger values of NCS than
loudspeakers positioned in front.

The position of the single maximum value within a dome is not particularly infor-
mative. A more useful position might be the centroid of each region for which NCS
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lies above a specified threshold based on the values of the data, as generated by a
contour plot. Fig. 5.3 shows contour plots of NCS across each dome within SPKEMAR,
plotted in increments of 5 dB. Larger versions are included in Appendix D, Fig. D.2.
The centroid of the region of highest threshold value in each plot, calculated using the
MATLAB ‘regionprops’ function [282], is indicated with a red cross and listed in Ta-
ble 5.3. Where two or more separate regions exist for that threshold value, the centroid
for the largest region has been listed. For radial distances greater than r = 0.50 m, the
variation pattern divides into two distinct regions of approximately-equal size. Thus,
two centroid values are included at these radial distances.

The position of the centroid is stable within these two ranges of radial distance. For
distances up to and including r = 0.50 m, the centroid is slightly behind and below the
interaural axis. Beyond r = 0.60 m, there is one region below and slightly behind the
interaural axis, with a second region below and 20° in front of the interaural axis.

(a) r = 0.15 m (b) r = 0.20 m

(c) r = 0.25 m (d) r = 0.30 m

(e) r = 0.35 m (f) r = 0.40 m

Figure 5.3: NCS plotted as contour plots (increments of 5 dB) for domes within SPKEMAR for
radial distances 0.15 m to 0.40 m. The centroid of each region with the largest threshold value
is indicated with a red cross. Figure continued overleaf.
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(g) r = 0.45 m (h) r = 0.50 m

(i) r = 0.60 m (j) r = 0.70 m

(k) r = 0.80 m (l) r = 0.90 m

(m) r = 1.00 m (n) r = 1.50 m

Figure 5.3: NCS plotted as contour plots (increments of 5 dB) for domes within SPKEMAR for
radial distances 0.45 m to 1.50 m. The centroid of each region with the largest threshold value
is indicated with a red cross. Where two separate regions exist, two centroids are indicated.
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r (m)
Left Hemisphere Right Hemisphere

Centroid (θ, φ) Threshold (dB) Centroid (θ, φ) Threshold (dB)

0.15 93°, 0° 35 269°, −3° 35
0.20 93°, −1° 35 268°, −6° 30
0.25 95°, −3° 30 268°, −6° 30
0.30 97°, −4° 25 267°, −7° 25
0.35 97°, −5° 25 266°, −9° 25
0.40 97°, −6° 25 266°, −9° 25
0.45 97°, −7° 25 265°, −10° 25
0.50 98°, −7° 25 277°, −10° 20

0.60
72°, −6°
101°, −3°

20
264°, −9°
289°, −9°

20

0.70
72°, −3°
101°, −5°

20
264°, −10°
289°, −11°

20

0.80
72°, −2°
100°, −7°

20
264°, −10°
291°, −8°

20

0.90
72°, −7°
100°, −7°

20
264°, −10°
291°, −8°

20

1.00
72°, −6°
100°, −8°

20
262°, −13°
291°, −8°

20

1.50
72°, −6°
100°, −9°

20
264°, −13°
291°, −8°

20

Table 5.3: Positions of the centroids of each region of maximum threshold at each radial distance.
The positions are consistent across two ranges of radial distance: r ≤ 0.50 m and r ≥ 0.60 m, as
indicated by the dotted line.

There is also a difference between the left and right hemispheres at each radial
distance, which can be most likely attributed to asymmetry in the morphology of
KEMAR. Fig. 5.4 shows the signed difference between the left and right hemispheres
for the cases of r = 0.15 m and r = 1.50 m, where a positive value indicates that the
left hemisphere value is larger and a negative value indicates that the right hemisphere
value is larger.

The global maximum difference is 7.9 dB, and the global minimum difference is
−6.7 dB. The NCS in regions above φ = 45° and behind θ = 120° is generally larger
in the left hemisphere (a range of approximately 2 to 4 dB for r = 0.15 m, and a range
of approximately 1 to 2 dB for r = 1.50 m), whilst the region in front and below (the
bottom left quadrant of the figure) is generally larger in the right hemisphere (a range of
approximately −2 to 1 dB for r = 0.15 m, approximately −1.5 to 0 dB for r = 1.50 m).
The signed difference between hemispheres generally reduces with an increase in radial
distance, with the exception of bright and dark regions in the vicinity of the interaural
axis. These regions maintain their values over radial distance (approximately 8 dB and
−4 dB, respectively) and are mostly likely due to the slight difference in the angular
positions of the highest NCS values in each hemisphere, as a result of the anthropometric
asymmetries in KEMAR.
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(a) r = 0.15 m (b) r = 1.50 m

Figure 5.4: Difference between NCS in the left and right hemispheres for the cases of: a)
r = 0.15 m and b) r = 1.50 m. Larger values occur in the upper and rear regions, smaller
values occur in the frontal lower region, and the values generally decrease with increasing radial
distance.

5.3.2 Variation as a Function of Radial Distance

Fig. 5.2, Fig. 5.3 and Table 5.3 show that the maximum NCS within each dome decreases
with an increase in radial distance. This is shown in Fig. 5.5, which plots the distribution
properties of NCS at each radial distance. For ease of comparison, the mean, median
and maximum values for each radial distance are shown in Fig. 5.6.

Figure 5.5: Distribution properties of NCS at each radial distance. The decrease in maximum
NCS with increasing radial distance are apparent.
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Figure 5.6: Maximum, mean and median NCS as a function of radial distance. All three
measures plateau after approximately r = 0.50 m.

All three measures rise at an increasing rate as the source approaches the head, with
the largest values calculated for the smallest radial distance: 44.5 dB, 44.5 dB, 45.9 dB
for mean, median and maximum, respectively. The mean and median for r = 0.10 m
are meaningless as only two positions have been calculated at this radial distance and
they have, therefore, been omitted from the plot. The mean and median values for the
smallest radial distance at which many positions have been calculated (r = 0.15 m) are
14.3 dB and 13.5 dB, respectively.

All three measures plateau beyond approximately 0.50 m. Between r = 0.15 m and
r = 0.50 m, there are changes of −11.6 dB, −5.0 dB and −5.0 dB for maximum, mean
and median values, respectively. An independent-samples t-test indicated that NCS
values at the smaller radial distance were significantly larger than those at r = 0.15 m:
t(94, 318) = 98.02, p < 0.001 with an effect size of d = 0.64. Between r = 0.50 m
and r = 1.50 m there are much smaller changes of −3.3 dB, −1.3 dB and −1.3 dB
for maximum, mean and median, respectively,however, an independent-samples t-
test between the data at these radial distances also indicated a significant difference:
t(94, 318) = 35.60, p < 0.001 with an effect size of d = 0.23. The minimum value at
each radial distance is stable, ranging from 0.2 dB to 0.4 dB.

Variation in absolute NCS shows the global effect of radial distance on NCS. However,
it is also useful to consider the variation in the normalised NCS value. Normalising each
intensity surface in Fig. 5.2 with respect to the corresponding maximum value highlights
whether radial distance has an impact other than a global decrease with distance.

Fig. 5.7 shows intensity surfaces of NCS normalised with respect to the corresponding
maximum value in each surface. Larger versions are included in Appendix D, Fig. D.3.
Whilst the patterns of variation in NCS are similar across all surfaces, there are some
differences. The regions of larger NCS are more continuous at smaller radial distances
and become more fragmented as radial distance increases. After normalising for the
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decrease in maximum value, there is still some reduction in NCS with increasing radial
distance, as shown in Fig. 5.8. The dashed line indicates the median value of the largest
radial distance (0.3 at r = 1.50 m). This suggests that the relationship between the
maximum value and all other values in a dome is not invariant with distance, that is, it
is not only a simple global reduction.

(a) r = 0.15 m (b) r = 0.20 m

(c) r = 0.25 m (d) r = 0.30 m

(e) r = 0.35 m (f) r = 0.40 m

(g) r = 0.45 m (h) r = 0.50 m

(i) r = 0.60 m (j) r = 0.70 m

Figure 5.7: NCS normalised with respect to the corresponding maximum value, plotted as
intensity surfaces for domes within SPKEMAR for radial distances 0.15 m to 0.70 m. Figure
continued overleaf.
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(k) r = 0.80 m (l) r = 0.90 m

(m) r = 1.00 m (n) r = 1.50 m

Figure 5.7: NCS normalised with respect to the corresponding maximum value, plotted as
intensity surfaces for domes within SPKEMAR for radial distances 0.80 m to 1.50 m. Variation
exists between surfaces despite normalising for radial distance.

Figure 5.8: Distribution properties of normalised NCS at each radial distance, showing the
non-invariant relationship between maximum value and all other values in a dome. The dashed
line indicates the median value of the largest radial distance (0.3 at r = 1.50 m).

5.3.3 Variation within Principal Anatomical Planes

NCS has been shown to vary as a function of both radial distance and direction.
However, the contributing factors to the more subtle variations in NCS are also worthy
of investigation. These variations can be conveniently observed in the three principal
planes: horizontal, median and frontal.
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5.3.3.1 Horizontal Plane

Fig. 5.9 shows NCS in the horizontal plane at all radial distances within SPKEMAR.
To assist with visualisation, results are interpolated between scattered data points using
the MATLAB ‘griddata’ function [283]. The region within ±0.50 m of the origin is also
presented. A pattern of local maxima and minima is apparent which remain stable
across radial distance. The largest NCS values for radial distances up to r = 0.50 m
occur close to the interaural axis: slightly behind for the left hemisphere and slightly
in front for the right hemisphere. This left-right difference is most likely due to the
difference in pinna flare angle (as defined by Algazi et al. [24]) between the two pinnae.
The global largest NCS value is 37.1 dB at θ = 93°. However, the azimuth angle of the
largest local maximum appears to change with radial distance. For radial distances
beyond r = 0.50 m, the local maximum located approximately 20° behind the interaural
axis becomes larger than the local maximum close to the interaural axis.

An asymmetry between front and rear hemispheres is also particularly evident, with
higher NCS values (more yellow and green than blue) appearing in the front hemisphere.
This indicates that NCS for rear SPKEMAR positions (90° ≤ θ ≤ 270°) decreases more
as a function of azimuth than for corresponding frontal directions, with this effect being
more pronounced at smaller radial distances. As an example, in the left hemisphere at
r = 0.15 m, an azimuthal increase of 42° (towards the rear) is required to reach half the
maximum value, whereas a numerically-larger azimuthal change of 60° is required to
reach the same value in the frontal hemisphere. This is most likely due to the increase in
acoustic shadowing caused by extreme proximity to the facial features, in combination
with the slightly rearward placement of the outer ear (on KEMAR, the interaural axis
is 0.13 m from the tip of the nose, as opposed to 0.08 m from the nape of the neck).
This has the effect of increasing shadowing at the contralateral ear for close frontal
sources and therefore generates larger NCS.
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(a) Over the full range of radial distances.

(b) A close up of the region within ±0.50 m of the origin.

Figure 5.9: Interpolated NCS in the horizontal plane. θ in increments of 45° are also shown.
The largest NCS values occur in the vicinity of the interaural axis. Local maxima and minima
are present which remain stable over radial distance.

159



CHAPTER 5. NCS VARIATION WITH SOURCE POSITION

5.3.3.2 Median Plane

Fig. 5.10 shows NCS in the median plane for all radial distances within SPKEMAR. It
has been produced using the same interpolation method applied in the horizontal plane
analysis of Section 5.3.3.1. For ease of discussion, elevation angles here will be discussed
starting at zero in the frontal direction and increasing through 90° directly above, 180°
at the rear and 270° directly below. As discussed in Section 5.3.1, generally low values
of NCS exist in the median plane as a result of the similarity between left-right transfer
functions in this region. However, some variations are still apparent. Three regions of
relatively larger values exist (85° ≤ φ ≤ 110°, 190° ≤ φ ≤ 210° and 320° ≤ φ ≤ 359°),
with the maximum value of 2.5 dB occurring at φ = −19° at r = 0.35 m.

In the region between φ = 320° (40° below the horizontal plane) and φ = 0°, the
pattern is unstable for radial distances under r = 0.50 m. NCS ranges from 0.7 dB to
2.5 dB, and there are a high number of local maxima and minima. This is perhaps
due to interaction with the facial features in this region, mainly the lips and chin,
in combination with the left-right asymmetry inherent within KEMAR. Above the
horizontal plane, the maximum value is 2.1 dB, which occurs at φ = 96°. This slight
increase in NCS just above the head at small radial distances may be attributable to
the influence of the curvature of the top of the pinnae, which might be expected to
become negligible at larger radial distances.
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(a) Over the full range of radial distances.

(b) A close up of the region within ±0.50 m of the origin.

Figure 5.10: Interpolated NCS in the median plane. φ in increments of 45° are also shown.
Local maxima and minima are present which do not remain stable over radial distances under
0.50 m.
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5.3.3.3 Frontal Plane

Fig. 5.11 shows NCS in the frontal plane at all radial distances within SPKEMAR.
Again, the interpolation processing applied in Section 5.3.3.1 has been used here. For
ease of discussion, elevation angles here will be discussed starting at zero at the right and
increasing through 90° directly above, 180° at the left and 270° directly below. The two
halves of the figure are roughly symmetrical, as would be expected. The largest NCS
values in each of the left and right hemisphere are 37.6 dB and 36.5 dB, respectively,
and are generated in the vicinity of the interaural axis. The slight difference in angle of
the maximum values in each hemisphere may be due to the orientation of the pinna
as, in this plane, the right pinna appears to have a greater protrusion (as defined by
Nishino et al. [135]).

A similar pattern of variation with elevation is evident for all radial distances,
with local maxima and minima occurring at approximately the same elevation angles
across radial distances. A second local maximum in each hemisphere can be seen at
approximately 35° ≤ φ ≤ 55° and 125° ≤ φ ≤ 145°, respectively. These regions may
be related to the curvature of the top region of the pinnae increasing the shadowing
slightly at the ipsilateral ear and therefore increasing the NCS.

It is evident from observing NCS in the three principal anatomical planes that
smaller-scale morphological features (including the rear offset of the ears, the pinnae
folds, angle of the pinnae relative to the head, and the facial features) contribute to the
generation of NCS at each source position. However, a more detailed analysis of the
specific contribution of each feature to the NCS at any given SPKEMAR position is
outside the scope of this thesis, although a brief investigation is described in Chapter 8.
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(a) Over the full range of radial distances.

(b) A close up of the region within ±0.50 m of the origin.

Figure 5.11: Interpolated NCS in the frontal plane. φ in increments of 45° are also shown. The
largest NCS values occur in the vicinity of the interaural axis. Local maxima and minima are
present which remain stable over radial distance.

163



CHAPTER 5. NCS VARIATION WITH SOURCE POSITION

5.4 Source Positions with Sufficient NCS

NCS has been shown to vary with radial distance, azimuth angle and elevation angle.
At smaller radial distances, there is greater variation in NCS and relatively large values
can be achieved. At larger radial distances, NCS values are more stable and generally
smaller. Of particular interest for this thesis are those SPKEMAR positions with NCS
exceeding the reported 20 dB threshold required for binaural robustness [17, 228]. This
subset is referred to as SPKEMAR

20 , and can be defined using set notation as follows.

As the set SPKEMAR has been previously defined in Equation 5.2 as:

SPKEMAR = {v | v ∈ R3} (5.3)

a function f : SPKEMAR → R can be defined such that, if sp ∈ SPKEMAR:

f(sp) = NCS (5.4)

where the function operating on each member sp in SPKEMAR is analogous to the
calculation of the NCS value at that source position. The subset SPKEMAR

20 can then
be defined as:

SPKEMAR
20 =

{
sp ∈ SPKEMAR | f(sp) < 20

}
(5.5)

The percentage of SPKEMAR
20 within SPKEMAR at each radial distance is plotted

in Fig. 5.12 and listed in Table 5.4. Many of these positions are found closer to the head:
30.9 % of source positions (14,576) at r = 0.15 m exist in SPKEMAR

20 , while only 0.3 %
(158) do at r = 1.50 m. This echoes the plateauing observed in Fig. 5.6; a percentage
change of 26.8 % from 0.15 m to 0.50 m, but only 3.8 % from 0.50 m to 1.50 m.

Figure 5.12: Percentage of SPKEMAR
20 positions which exist in SPKEMAR at each radial

distance. Many more positions exist in the region closest to the head.
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r (m)
SPKEMAR

20

Number %

0.15 14,576 30.9
0.20 10,808 22.9
0.25 8,115 17.2
0.30 6,326 13.4
0.35 4,759 10.1
0.40 3,481 7.4
0.45 2,611 5.5
0.50 1,942 4.1
0.60 1,146 2.4
0.70 774 1.6
0.80 575 1.2
0.90 445 0.9
1.00 348 0.7
1.50 158 0.3

Table 5.4: Number and percentage of SPKEMAR
20 positions within SPKEMAR at each radial

distance.

Fig. 5.13 shows the regions of SPKEMAR
20 positions (indicated in black). Larger

versions are included in Appendix D, Fig. D.4. For r = 0.15 m, SPKEMAR
20 positions lie

in the azimuth regions θ = 90± 40° and θ = 270± 40° and in elevation below φ = 60°.
Differences between front and rear hemispheres are apparent. These are to be expected
due to the large morphological differences between the front and back of the head.
There are also more subtle differences between the left and right hemispheres due to the
small morphological asymmetries of KEMAR (discussed in Section 5.3.3). As suggested
by previous figures, the dark regions reduce in size with an increase in radial distance.

(a) r = 0.15 m (b) r = 0.20 m

(c) r = 0.25 m (d) r = 0.30 m

Figure 5.13: Regions of SPKEMAR
20 positions (indicated in black) for domes within SPKEMAR

for radial distances 0.15 m to 0.30 m. Figure continued overleaf.
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(e) r = 0.35 m (f) r = 0.40 m

(g) r = 0.45 m (h) r = 0.50 m

(i) r = 0.60 m (j) r = 0.70 m

(k) r = 0.80 m (l) r = 0.90 m

(m) r = 1.00 m (n) r = 1.50 m

Figure 5.13: Regions of SPKEMAR
20 positions (indicated in black) for domes within SPKEMAR

for radial distances 0.35 m to 1.50 m. SPKEMAR
20 positions exist at all radial distances.

In addition to decreasing in size with increasing distance, the regions also decrease
in homogeneity. A continuous region is present in each left-right hemisphere for radial
distances up to r = 0.30 m, then several ‘holes’ develop up to r = 0.50 m. Beyond
that, the regions become increasingly fragmented either side of the interaural axis. The
number of separate regions at each radial distance is listed in Table 5.5. At r = 0.60 m
and beyond, the number of fragments stabilises. The fragments then reduce in size
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around their respective central points. Whilst SPKEMAR
20 positions do exist at larger

radial distances, it is suspected that reliably identifying a source position within such a
sparse set would be impractical in a real-world system.

r (m) Regions

0.15 2
0.20 2
0.25 2
0.30 3
0.35 3
0.40 4
0.45 5
0.50 6
0.60 11
0.70 13
0.80 12
0.90 11
1.00 13
1.50 12

Table 5.5: Number of separate regions of SPKEMAR
20 positions at each radial distance. A sudden

increase in the number of fragments occurs at r = 0.60 m.

The existence of source positions which exhibit channel separation that is large
enough for successful binaural reproduction indicates that, when used in combination,
left-right pairs of loudspeakers at these positions may be capable of reproducing binaural
signals without the need for CTC.

5.5 The Impact of Calculation Frequency Range on NCS

NCS has been calculated over the frequency region 200 Hz to 8 kHz to enable comparison
with existing literature. However, since simulated HRTF data has been obtained up to
16 kHz, it is of interest to look at the consequences of extending the upper frequency
bound of the NCS calculation. It is also of interest to determine source positions
with sufficient NCS for binaural reproduction with NCS calculated using a number of
frequency bands.

5.5.1 Extending the Upper Frequency Bound

Contralateral HRTFs exhibit a general decrease in magnitude with increasing frequency,
resulting in larger values of NCS calculated for the same source position when using
a larger frequency range [21, 229]. Fig. 5.14 shows the HRTF pair for a source at
θ = 90°, φ = 0°, r = 0.15 m, with the 8 kHz limit for NCS calculation indicated in
purple. The contralateral (in this case, right) HRTF has a general downward trend with
increasing frequency. For a visual aid, the linear trend line (the equation for which is
y = −1.4681x+ 8.5730) is indicated in green. For this source position there is a 3.2 dB
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difference between the NCS values calculated using the frequency range 200 Hz to 8 kHz
(NCS8k = 34.3 dB), compared with the range 200 Hz to 16 kHz (NCS16k = 37.5 dB).

Figure 5.14: The HRTF pair for a source at θ = 90°, φ = 0°, r = 0.15 m. The 8 kHz limit used in
NCS calculation (dotted purple) and the general downward trend of the contralateral HRTF
(dashed green) are indicated.

To investigate the impact of using a larger frequency range on the value of NCS
obtained for a given source direction, NCS was additionally calculated for all SPKEMAR

positions using a frequency range of 200 Hz to 16 kHz. The signed difference between
the two NCS values at each SPKEMAR position is referred to as ∆NCS:

∆NCS = NCS16k −NCS8k (5.6)

Fig. 5.15 shows the signed variation in ∆NCS for the cases of r = 0.15 m and
r = 1.50 m, where a positive value indicates a larger value in NCS16k and a negative
value indicates a larger value in NCS8k. The numerical difference between NCS values
calculated with different frequency ranges varies in a complex way. The range of values
at r = 0.15 m is −2.2 dB to 10.8 dB, and at r = 1.50 m is −3.2 dB to 9.4 dB. The
distribution of values at each radial distance also varies. The largest ∆NCS values
at r = 0.15 m occur in arcs beginning approximately 10° behind the interaural axis
at φ = 0° and ending approximately 40° in front of the interaural axis at φ = 45°, as
well as around θ = 80°, φ = 20°. However, at r = 1.50 m the larger ∆NCS values are
predominantly in the rear hemisphere.
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(a) r = 0.15 m

(b) r = 1.50 m

Figure 5.15: ∆NCS plotted as intensity surfaces for the cases of: a) r = 0.15 m and b) r = 1.50 m.
Regions of larger ∆NCS values are visible in the vicinity of the interaural axis for the smaller
radial distance, but predominantly in the rear hemisphere for the largest radial distance.

Fig. 5.16 shows the distribution properties of ∆NCS at each radial distance. The
distribution of values changes slightly with radial distance, showing a small reduction
in maximum and median values as the distance increases. The dashed line indicates the
median of the furthest radial distance (1.5 dB at r = 1.50 m). Nevertheless, the range
of ∆NCS values at the largest radial distance, r = 1.50 m, remains substantial, ranging
between −3.2 dB and 9.4 dB. This emphasises the importance of using the frequency
range which corresponds to that used in the literature if comparisons are to be made.
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Figure 5.16: Distribution properties of ∆NCS at each radial distance within SPKEMAR. A
small reduction in median and maximum value is visible with an increase in radial distance, but
∆NCS values between −3.2 dB and 9.4 dB still exist at the largest radial distance. The dashed
line indicates the median of the furthest radial distance (1.5 dB at r = 1.50 m).

5.5.2 Source Positions with Sufficient NCS in Frequency Bands

To investigate the existence of SPKEMAR
20 positions within different frequency bands,

NCS was additionally calculated using four 4 kHz frequency bands (excluding the first
frequency band, which has a bandwidth of 3.8 kHz). Fig. 5.17 shows the distribution
properties of NCS for each frequency band at each radial distance. A non-linear x-axis
has been used to avoid unnecessarily squashed boxes with large amounts of white space.
The decrease in NCS with an increase in radial distance is visible (as discussed in
Section 5.3.2) and, in accordance with the variation in NCS discussed in Section 5.5.1,
NCS increases across the frequency bands at each radial distance. The maximum NCS
(55.8 dB) occurs within frequency band 12 to 16 kHz at radial distance r = 0.15 m.

Using the analysis methods described in Section 5.4, source positions with NCS
exceeding 20 dB were determined for each frequency band (defined as the SPKEMAR

20f

sets). The percentage of SPKEMAR
20f

within SPKEMAR at each radial distance is plotted
in Fig. 5.18 and listed in Table 5.6. Excluding the lowest frequency band, all percentage
values are larger than the corresponding values in Table 5.4 for each radial distance by
between 8.3 % and 21.8 %.
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Figure 5.17: Distribution properties of NCS for each frequency band at each radial distance.
Note the non-linear axis to avoid unnecessarily squashed boxes.

Figure 5.18: Percentage of SPKEMAR
20f

positions which exist in SPKEMAR for each frequency
band f at each radial distance.
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r (m)
SPKEMAR

20f
(%)

200 Hz to 4 kHz 4 kHz to 8 kHz 8 kHz to 12 kHz 12 kHz to 16 kHz

0.15 18.1 39.2 45.9 48.6
0.20 3.5 32.2 38.6 43.8
0.25 0.6 28.0 33.5 38.8
0.30 0.1 25.0 30.7 35.1
0.35 0 22.9 28.3 31.9
0.40 0 21.2 26.3 29.2
0.45 0 19.8 24.6 27.0
0.50 0 18.7 23.3 25.1
0.60 0 17.2 21.1 22.0
0.70 0 16.2 19.5 20.0
0.80 0 15.5 18.3 18.6
0.90 0 15.0 17.3 17.8
1.00 0 14.5 16.7 17.0
1.50 0 13.1 14.6 14.8

Table 5.6: Percentage of SPKEMAR
20f

positions within SPKEMAR for each frequency band f at
each radial distance.

Fig. 5.19 shows the regions of SPKEMAR
20f

positions for the smallest radial distance
(indicated in black). The regions for all radial distances analysed are included in
Appendix E. The increase in number of source positions with frequency band is visible.
As radial distance increases, the regions of SPKEMAR

20f
positions for each frequency

band reduce in size and become less homogeneous with increased numbers of holes and
fragments, particularly in the uppermost frequency band (12 to 16 kHz). Beyond radial
distance r = 0.35 m, zero SPKEMAR

20f
positions exist for the lowest frequency band.

(a) 200 Hz to 4 kHz (b) 4 to 8 kHz

(c) 8 to 12 kHz (d) 12 to 16 kHz

Figure 5.19: Regions of SPKEMAR
20f

positions (indicated in black) within SPKEMAR at r =
0.15 m for the four frequency bands used in analysis.
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Binaural spectral cues are known to operate above approximately 5 kHz (see Sec-
tion 2.5.4). The SPKEMAR

20f
sets for frequency bands above this value are larger than

the corresponding SPKEMAR
20 set at each radial distance. This indicates that, if re-

production of only certain frequency regions is desired, more left-right loudspeaker
pairs may be capable of accurate binaural reproduction without the need for CTC than
suggested when using the frequency range described in the literature (200 Hz to 8 kHz).
However, without values of sufficient NCS within these frequency ranges with which to
compare, this is only speculation.

5.6 Conclusion

This chapter describes a study into the variation of NCS with loudspeaker direction
and radial distance. In order to calculate NCS, a HRTF pair between each desired
loudspeaker position and the two ears is required. Due to the large numbers of positions
involved in this study, simulation using the BEM was the most appropriate method of
HRTF acquisition. HRTFs of the half-torso-17 mesh of KEMAR created in Chapter 4
were computed using the BEM for 655,216 source positions (referred to as the set
SPKEMAR) organised predominantly in spherical domes across 15 radial distances
between 0.10 m and 1.50 m. NCS, defined as the average spectral difference between the
ears over the range 200 Hz to 8 kHz and caused by the acoustic shadowing of the head
and torso, was calculated for each SPKEMAR source position. Inclusion of frequencies
above this threshold leads to NCS values which are not comparable to values discussed
in the literature, where a channel separation of 20 dB has been reported as the threshold
for binaural robustness [17, 228].

The variation in NCS has been investigated as a function of both direction and radial
distance. In general, larger NCS is observed for sound sources close to the head, in the
vicinity of the interaural axis and away from the median plane. This is to be expected,
as this is where acoustic head shadowing effects are greatest. The global maximum
NCS was 45.9 dB, and occurs for a sound source at θ = 270°, φ = 0°, r = 0.10 m. The
global minimum was 0.2 dB, and occurs at θ = 183°, φ = −16°, r = 0.15 m.

Distinct patterns of NCS are observed which vary in a stable and consistent way with
increasing radial distance. Whilst values generally decrease with increasing distance,
the direction of highest NCS remains approximately the same: slightly behind and
slightly below the interaural axis. Left-right hemisphere differences can be attributed
to the small asymmetries inherent in KEMAR. The much larger front-back hemisphere
differences are due to the differences in head morphology between the front and the
rear of the head of KEMAR (and, indeed, of any human head), for example the rear
offset of the ears and the concave nape of the neck.

The maximum, mean and median values for each spherical dome within SPKEMAR

all decrease with increasing radial distance, effectively reaching a plateau beyond
approximately 0.50 m from the head. The maximum NCS at r = 0.15 m is 37.6 dB, at
r = 0.50 m is 26.0 dB and at r = 1.50 m is 22.7 dB. The median and mean values follow
the same trend. The minimum value at each radial distance remains approximately the
same, ranging from 0.2 dB to 0.4 dB. An additional impact of radial distance can be
examined by normalising the NCS values in each spherical dome with respect to the
maximum value for that dome. There is not only a global decrease as radial distance
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increases: larger radial distances contain more of the lower NCS values whilst smaller
radial distances possess a greater proportion of the higher NCS values.

There are many positions at smaller radial distances which exceed the 20 dB of
channel separation reported to maintain binaural robustness (referred to as the set
SPKEMAR

20 ). 30.9 % of source positions at the smallest radial distance (0.15 m) exhibit
NCS values greater than 20 dB, but only 0.3 % of positions at the furthest distance
(1.50 m) do so. For the smallest radial distance, these positions are located approximately
at azimuth angles of θ = 90± 40° and θ = 270± 40°, and below φ = 60° in elevation.

These findings suggest that source positions exist which, numerically, produce
channel separation that is large enough for successful binaural reproduction. When
used in combination, left-right pairs of loudspeakers at these positions may be capable
of reproducing binaural signals without the need for CTC. However, these results
alone do not indicate success in perceptual terms, only in numerical terms. Simulation
and analysis of the perceptual performance of left-right pairs of loudspeakers at these
candidate source positions via the use of a virtual reproduction system for binaural
reference signals is discussed in Chapter 6.
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Chapter 6

Simulation of the Perceptual
Performance of Candidate
Loudspeaker Pairs with respect
to KEMAR

Discard [it] and discover a brand new way.

Tegan and Sara, Hell
Sainthood (2009)

6.1 Introduction

Loudspeaker-based binaural reproduction typically requires the use of crosstalk can-
cellation (CTC) to ensure that information from the relevant binaural channel reaches
each ear from the closest loudspeaker without degradation as a result of interference
from the other loudspeaker. The success of a CTC system is often measured in terms
of the channel separation (CS) achieved; that is, how much the interfering channel is
suppressed [220–222]. However, CS occurs naturally as a result of the acoustic shadowing
produced by the head and torso, and increases as the sound source is brought closer to
the head [19, 21]. The values of this natural channel separation (NCS), determined in
Chapter 5, indicate the likely existence of loudspeaker positions which do not require
a CTC stage to achieve the CS necessary for binaural reproduction. However, some
form of perceptual testing of these candidate loudspeaker positions when used within
a binaural reproduction system without CTC is required. This method of binaural
reproduction (reproduction over a left-right loudspeaker pair without the use of a CTC
stage) is referred to in this work as CTC-less binaural reproduction.

This chapter describes the process of creating a virtual test environment and its use
in assessing the impact of loudspeaker placement on CTC-less binaural reproduction.
As it is not yet known in the context of this work whether NCS is an accurate indicator
of perceptual binaural performance, all loudspeaker positions originally defined in
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Section 5.2.1 are tested, not only the subset identified in Section 5.4 as candidate
positions.

Due to the large number of loudspeaker positions under test, it was not feasible to
conduct this study using acoustic reproduction and human subjects in a listening test.
Objective binaural cue analysis, as opposed to a series of listening tests with human
subjects, also has the benefit of avoiding the introduction of additional errors due to
differences between the transfer functions used in the reproduction system and those
of each subject. Therefore, a virtual reproduction system (referred to as the VRS)
was implemented to simulate the signal paths that occur in a two-loudspeaker acoustic
binaural reproduction system.

Simulation using the VRS enabled the comparison of two pairs of left-right head-
related impulse response (HRIR) pairs for each loudspeaker pair under test, referred
to as reference HRIRs and modified HRIRs. The reference HRIRs are those which
would be used to spatialise a mono sound source to create a binaural sound source (at a
specific direction and distance) under ideal circumstances (for example, over equalised
headphones as discussed in Section 2.7.1). In Equation 2.67, HL and HR would be the
reference HRIR pair.

The modified HRIR pairs are the result of reproducing the reference HRIR pairs
over a simulated loudspeaker pair, as discussed in Section 2.7.2. In Equation 2.71, the
modified HRIR pair is represented by the product of the two matrices A (the acoustic
transfer functions between the loudspeakers and the ears) and H (the reference HRIR
pair), in that the modified HRIR pairs are the result of the reference HRIR pairs having
been modified by the system-specific transfer functions, including any crosstalk paths
that may be present: [

ALL ALR
ARL ARR

] [
HL

HR

]
(6.1)

In this work, these modified HRIRs are created as a result of inputting the reference
HRIRs to the VRS. The modified HRIR pairs for 18 reference HRIR pairs were simulated
for each of the 325,780 loudspeaker pairs under test.

To determine the impact of the loudspeaker placement on the binaural cues re-
produced using CTC-less binaural reproduction, the difference between the estimated
interaural binaural cues for the reference HRIR pair and for each corresponding modified
HRIR pair was calculated for each loudspeaker pair under test. A perceptual model is
devised here to relate the numerical differences to perceptual impact. This approach
provides a means of identifying positions where loudspeaker pairs exhibit deterioration
between the reference and modified HRIR pairs below the threshold of perception.
These loudspeaker pair positions are, additionally, compared to positions which exhibit
an NCS of greater than 20 dB to investigate the degree to which NCS is a predictor of
satisfactory binaural reproduction performance.
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6.2 Methods

A means of approximating and analysing the perceptual performance of the loudspeaker
positions in a virtual test environment was required. A virtual reproduction system
(henceforth referred to as the VRS) was implemented using the simulated HRIRs
discussed in Chapter 5 as the loudspeaker acoustic paths. This allowed comparison
between 18 left-right reference HRIR pairs and corresponding left-right modified HRIR
pairs created as a result of reproducing the reference HRIR pair using each loudspeaker
pair under test. No audible stimuli were used in this reproduction system.

For clarity, and in accordance with the conventions set out in Section 2.7, the impulse
responses (IRs) and transfer functions are referred to using the following:

� the system IRs for the loudspeaker pair under test are referred to as a, where the
intended paths are aLL and aRR, respectively, and the crosstalk paths are aLR
and aRL, respectively (in the frequency domain, A is used);

� the reference HRIR pairs are referred to as hN, where the left and right signals are
hNL and hNR , respectively (in the frequency domain, HN is used), and the integer
N is the index of the reference HRIR pair from 1 to 18;

� the modified HRIR pairs are referred to as ĥN
M, where the left and right signals

are ĥNML
and ĥNMR

, respectively (in the frequency domain, ĤN
M is used), the integer

N is the index of the reference HRIR pair from 1 to 18 and the integer M is the
index of the loudspeaker pair under test from 1 to 325,780.

The effect of the position of each loudspeaker pair on the binaural reproduction could
then be determined by calculating the differences between the estimated interaural
binaural cues of hN and ĥN

M. If the loudspeaker pair under test has a sufficiently
numerically small effect on the reproduction, the differences observed will be of negligible
perceptual consequence.

6.2.1 Reference HRIRs

As the performance of each loudspeaker pair position across a range of directions was
of interest, 18 reference HRIR pairs were selected to give good coverage of the sphere.
They lie on the vertices of an icosahedron (where the vertices are defined by circular
permutations of the basis vector [1, 0, χ] where χ is the golden ratio [284]) to give a
regular distribution over the sphere, with an additional six points for the extremes
of each principal anatomical plane (above, below, front, back, left and right). These
reference directions are listed in Table 6.1 and plotted in Fig. 6.1. Reference HRIR pairs
were taken from the KEMAR measurements in the Spatial Audio Domestic Interactive
Entertainment (SADIE) database v1 [123] (RAW format, 48 kHz, 24 bit).
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Figure 6.1: The 18 reference HRIR pair directions hN, plotted using Cartesian coordinates. The
numbers correspond to the values of N in Table 6.1. The icosahedron is indicated in black, the
additional points are red.

N In icosahedron? θ (°) φ (°) r (m)

1 Yes 90 32 1.5
2 Yes 270 32 1.5
3 Yes 90 -32 1.5
4 Yes 270 -32 1.5
5 Yes 32 0 1.5
6 Yes 148 0 1.5
7 Yes 328 0 1.5
8 Yes 212 0 1.5
9 Yes 0 58 1.5
10 Yes 0 -58 1.5
11 Yes 180 58 1.5
12 Yes 180 -58 1.5
13 No 0 90 1.5
14 No 0 -90 1.5
15 No 0 0 1.5
16 No 180 0 1.5
17 No 90 0 1.5
18 No 270 0 1.5

Table 6.1: The 18 reference HRIR pair directions hN in spherical coordinates.
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6.2.2 Virtual Reproduction System

The VRS was implemented in MATLAB [285]. The HRIRs simulated in Chapter 5
using the half-torso-17 mesh of the Knowles Electronics Manikin for Acoustic Research
(KEMAR) were used as the system IRs. These describe the acoustic paths a between
each loudspeaker position and the two ears. The path between each loudspeaker
position and the ipsilateral ear is referred to as the intended path (that which either the
left or right binaural channel should be reproduced over) and the path between each
loudspeaker and the contralateral ear is referred to as the crosstalk path (that which
creates the unwanted interference). This is shown in Fig. 6.2, where an intended path
(indicated in bold) and a crosstalk path exist for each loudspeaker as listed in Table 6.2.
hNL and hNR represent the left and right channels of the reference HRIR, respectively, and

ĥNML
and ĥNMR

represent the left and right channels of the modified HRIR, respectively.

aLL

intended

aLR aRL

crosstalk

aRR

intended

θL, φL, r θR, φR, r

hNL hNR

ĥNML
ĥNMR

Figure 6.2: For each loudspeaker, two acoustic paths exist: an intended path (indicated using
bold dashes) and a crosstalk path (plain dashes). aLL and aRR are the intended paths, aLR and
aRL are the crosstalk paths. hNL and hNR represent the left and right channels of the reference

HRIR, respectively, and ĥNML
and ĥNMR

represent the left and right channels of the modified
HRIR, respectively.

Loudspeaker Intended path Crosstalk path

Left (θL, φL, r) aLL aLR
Right (θR, φR, r) aRR aRL

Table 6.2: Labels used to denote the intended and crosstalk path for each loudspeaker of the
pair under test.

All loudspeaker positions were tested using the VRS, not only those indicated as
possible candidate positions in Chapter 5, as it was not yet known in the context of
this work whether NCS was an accurate predictor of binaural perceptual performance.
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A set of 325,780 loudspeaker pairs (23,270 per radial distance), referred to as
LPKEMAR, was defined by pairing laterally symmetrical SPKEMAR positions (that is,
positions which are mirrored in the median plane and so excluding those actually in
the median plane). For example, SPKEMAR positions at θ = 30°, φ = 0°, r = 0.15 m
and θ = 330°, φ = 0°, r = 0.15 m are paired. In line with convention, and to keep
computational requirements within practical limits, pairings of asymmetrical left-right
loudspeaker pairs were excluded from this analysis1. Using set notation, LPKEMAR

can be defined as:

LPKEMAR = {(v, w) | v, w ∈ R3} (6.2)

which states that LPKEMAR is a set of pairs of vectors v and w, such that v and w
are each a three-dimensional, real-valued column vector, related through being mirrored
in the median plane. For brevity, each member of the set LPKEMAR (consisting of two
SPKEMAR positions) is referred to using the angle of the left hemisphere SPKEMAR

position. Later in this chapter, regions of loudspeaker pair positions will be discussed
and plotted with reference to the left hemisphere.

For each loudspeaker, an ITD and ILD exist between the intended path and the
crosstalk path. As a result of the asymmetry inherent within KEMAR, these ITD and
ILD values are slightly different for the two loudspeaker positions within each member
of LPKEMAR. The two loudspeaker positions, although symmetrical in angle and
radial distance from the origin, are not geometrically symmetrical with regards to their
respective ipsilateral ears. Ideally, there should be no difference in the time and level of
arrival of aLL compared to aRR, but, due to the asymmetries in KEMAR, this is not
the case. This disrupts the crucial relationship between the ipsilateral and contralateral
binaural channels.

Whilst small asymmetries such as these may be present in a real-world reproduction
system, at this stage of the work it is desirable to create an idealised symmetrical
system. Therefore, the IRs for each right hemisphere loudspeaker position are aligned
to match the arrival time and level for the corresponding left hemisphere IRs. The
phase differences between aLL and aRR and between aLR and aRL are calculated and
applied to the right hemisphere IRs. The difference in root mean square (RMS) value
between the adjusted right hemisphere IRs and the left hemisphere IRs are calculated
and applied to the adjusted right hemisphere IRs to produce time- and level-aligned
IRs, whilst retaining the original spectral fine structure.

Inverse filters (denoted in the time domain by iLL and iRR) are required to equalise
the intended paths for each loudspeaker position. Although the VRS implemented here
does not use a CTC stage, the acoustic paths between the loudspeakers and ears (aLL
and aRR) must be accounted for to maintain binaural fidelity. This stage is referred to
as ipsilateral inversion. A future simplification could be to omit the ipsilateral inversion
stage (discussed further in Section 8.3.5), but this is outside the scope of the work
presented here.

The inverse filters were calculated using the same implementation of the least-
mean-square regularisation method outlined by Kirkeby et al. [269] as in Chapter 3.

1Whilst Han et al. [243] suggest that asymmetrically located pairs of loudspeakers are more robust
to head movement, the practicality of the findings is questionable as the suggested pairs involve high
elevation values.

180



6.2. METHODS

Example inversion filters for the loudspeaker pair where the left loudspeaker is at
θ = 45°, φ = 0°, r = 0.15 m are shown in Fig. 6.3.

Figure 6.3: Frequency spectra of acoustic paths, ipsilateral inversion filters and their respective
sums generated for the loudspeaker pair where the left is at θ = 45°, φ = 0°, r = 0.15 m.

Using the VRS, a modified HRIR pair was produced for each of the 18 reference HRIR
pairs, reproduced over each of 325,780 loudspeaker pairs, giving a total of 5,864,040. The
three stages of the VRS for each reference HRIR pair reproduced over each LPKEMAR

loudspeaker pair are listed below with their corresponding mathematical descriptions.
The signal flow of the stages is also shown in Fig. 6.4.

1. Ipsilateral inversion: convolution of the left and right signal of the reference HRIR
with the corresponding inverse filter for the intended paths;

hNL ∗ iLL hNR ∗ iRR (6.3)

2. System reproduction: convolution of the pair of filtered signals with the IRs for
each corresponding intended and crosstalk path;(

hNL ∗ iLL
)
∗ aLL

(
hNL ∗ iLL

)
∗ aLR(

hNR ∗ iRR
)
∗ aRR

(
hNR ∗ iRR

)
∗ aRL

(6.4)

3. Summation: summation of the signals to produce a signal for each ear.

ĥNML
=
((
hNL ∗ iLL

)
∗ aLL

)
+
((
hNR ∗ iRR

)
∗ aRL

)
ĥNMR

=
((
hNR ∗ iRR

)
∗ aRR

)
+
((
hNL ∗ iLL

)
∗ aLR

) (6.5)
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In matrix notation, the VRS described in steps 1–3 can be written as:

[
ĤN
ML

ĤN
MR

]
=

[
ALL ALR
ARL ARR

] [
ILL 0
0 IRR

] [
HN
L

HN
R

]
(6.6)

Figure 6.4: The signal flow of the virtual CTC-less binaural reproduction system (VRS) used
to simulate the modified HRIRs. The three stages are indicated: ipsilateral inversion, system
reproduction and summation.
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6.2.3 Estimation of Binaural Cues

The interaural binaural cues of all reference HRIR pairs and modified HRIR pairs
were estimated in order to compare each reference HRIR pair with the corresponding
modified HRIR pairs (that is, for the same value of N). ITD was calculated below
800 Hz using the cross-correlation method (see Section 2.5.1). ISD was calculated as
the unsigned spectral difference at each frequency point between 200 Hz and 16 kHz,
and ILD calculated as the arithmetic mean of these values. Lower frequencies than
those usually included in an ILD calculation (usually above 1.5 kHz) are used due to
the importance of low-frequency content at near-field source positions [36]. Whilst not
strictly the ILD calculation method described in Section 2.5.2, this method allows for
inclusion of more of the variation between the HRIR pairs over frequency than simply
calculating a wideband ILD value for each HRIR pair and comparing these.

6.3 Results

For each LPKEMAR loudspeaker pair, the binaural cues delivered by each modified
HRIR pair were investigated, both in absolute units (µs and dB) and perceptual units
(just-noticeable difference (JND)). For example, for loudspeaker pair M = 314 and
reference HRIR pair N = 2, the difference between reference HRIR pair h2 and modified
HRIR pair ĥ2

314 was calculated. From this, loudspeaker pairs exhibiting deterioration
from the reference HRIR pair to the modified HRIR pair below the threshold of
perception, for all reference HRIRs, were determined. An indication of the region of
best-performing loudspeaker pairs was also determined.

6.3.1 Differences in Binaural Cues

To estimate the impact of each LPKEMAR loudspeaker pair on the binaural cues, the
unsigned differences in ITD and ILD (∆ITD and ∆ILD, respectively) were calculated
between each reference HRIR pair and the corresponding modified HRIR pair. This
gave 5,864,040 (18× 325,780) values for each of ∆ITD and ∆ILD. Fig. 6.5 shows the
distribution properties of ∆ITD, split by reference HRIR pair using the values of N in
Table 6.1. The global maximum value is 750.4 µs and the global minimum value is 0 µs.
The global 95 % interval is 537.1 µs. The global median value is 6.5 µs, whilst the global
mean value is much larger at 98.4 µs. This indicates that the data is positively skewed,
with a long tail to the right side of the median value. This is due to the differences for
N = 1, 2, 17, 18 and those on the median plane (9 ≤ N ≤ 16). The differences for
these values of N are generally small, in particular those on the median plane, where
values reach a maximum of 29.2 µs and median and mean values are 2.5 µs and 3.6 µs,
respectively. This is due to the difference between the left and right signals in median
plane HRIR pairs being relatively small; hence, the loudspeaker pair does not need a
large CS to be able to maintain the small difference.
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Figure 6.5: Distribution properties of ∆ITD, split by reference HRIR pair, where the x-axis
label corresponds to those listed in Table 6.1. The global maximum value is 750.4 µs and the
minimum value is 0µs, with median and mean values of 6.5 µs and 98.4 µs, respectively.

Fig. 6.6 shows a similar boxplot to Fig. 6.5, but for the distribution properties of
∆ILD rather than ∆ITD. The global maximum value is 23.5 dB and the global minimum
value is 0.0 dB. The global 95 % interval is 16.5 dB. The global median value is 3.8 dB
and the mean value is 5.4 dB, again indicating positively-skewed data as observed for
∆ITD. The reduction in difference values for HRIR pairs 9 ≤ N ≤ 16 compared to
other values of N is apparent here, although it is less marked than in the ∆ITD case.
Here, the maximum ∆ILD value across reference HRIR pairs 9 ≤ N ≤ 16 is 10.2 dB,
with median and mean values of 1.7 dB and 2.2 dB, respectively. As with ∆ITD, this is
due to the loudspeaker pair not needing a large CS to be able to maintain the small
difference between the left and right signals in the median plane HRIR pairs.
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Figure 6.6: Distribution properties of ∆ILD, split by reference HRIR pair, where the x-axis
label corresponds to those listed in Table 6.1. The global maximum value is 23.5 dB and the
minimum value is 0.0 dB, with median and mean values of 3.8 dB and 5.4 dB, respectively.

To identify the loudspeaker pairs which are capable of reproducing a range of binaural
signals faithfully without a CTC stage, it is more useful to look at the performance of
each loudspeaker pair across all 18 reference HRIRs, rather than the performance for
each reference HRIR pair across all loudspeaker pairs. Fig. 6.7 and Fig. 6.8 show ∆ITD
and ∆ILD for all 18 reference HRIR pairs for a single example loudspeaker pair where
the left loudspeaker is at θ = 1°, φ = 0°, r = 1.5 m. The centre of the figure aligns
with θ = 0°, φ = 0°, spot colour represents the magnitude and the numerical values
correspond to N in Table 6.1.

Fig. 6.7 and Fig. 6.8 show that this loudspeaker pair reproduces binaural cues
for median plane sources well, with small differences between reference and modified
HRIR pairs in the region of 3.1 to 13.3 µs and 1.7 to 3.9 dB, respectively. However, at
more lateral positions, differences up to 749.6 µs and 22.0 dB are evident. This pattern
extends across all loudspeaker pairs, which also mirror the distribution properties shown
in Fig. 6.5 and Fig. 6.6. Smaller differences are present for reference HRIR pairs in
the median plane, and these differences increase with increasing lateral position of the
sound source.
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Figure 6.7: ∆ITD (spot colour) between each reference and modified HRIR pair for a loudspeaker
pair where the left is at θ = 1°, φ = 0°, r = 1.5 m. Values correspond to N in Table 6.1.

Figure 6.8: ∆ILD (spot colour) between each reference and modified HRIR pair for a loudspeaker
pair where the left loudspeaker is at θ = 1°, φ = 0°, r = 1.5 m. Values correspond to N in
Table 6.1.

To describe the behaviour of each loudspeaker pair across all 18 reference HRIR pairs,
the arithmetic means, standard deviations and ranges for ∆ITD and ∆ILD (referred to
collectively as the six statistical metrics) were calculated, respectively.
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Arithmetic mean was chosen rather than median, as it is of importance to characterise
the loudspeaker pair behaviour with respect to all reference HRIRs, and explicitly
include possible outliers, should they exist. For example, if 17 of the 18 differences for
a loudspeaker pair were low but one was much larger, this would indicate that that
loudspeaker pair was unable to reproduce binaural signals from that specific direction,
which would merit further investigation. This situation would likely produce a median
lower than the arithmetic mean. Therefore, the arithmetic mean describes the overall
performance, and standard deviation and range together describe the consistency of the
loudspeaker pair across all 18 reference directions. These results should help to identify
any loudspeaker pair positions where binaural reproduction is possible without the need
for CTC across all the reference HRIRs under test.

The six statistical metrics calculated for the loudspeaker pair where the left loud-
speaker is at θ = 1°, φ = 0°, r = 1.5 m (as plotted in Fig. 6.7 and Fig. 6.8) are listed in
Table 6.3.

Cue Arithmetic Mean Standard Deviation Range

∆ITD 270.4 µs 275.2 µs 746.5 µs
∆ILD 9.8 dB 7.2 dB 20.3 dB

Table 6.3: Values of the six statistical metrics used in analysis, describing the characteristics of
the loudspeaker pair where the left is at θ = 1°, φ = 0°, r = 1.5 m over all 18 reference HRIRs.

Whilst these values are in the units appropriate for ITD and ILD, they shed little
light on the associated perceptual implications. As discussed in Section 2.5.6, the
thresholds of perception for the spatial cues are not uniform across the sphere: the JND
thresholds for changes in ITD and ILD are smallest for sounds emanating from the
frontal region, and become larger as the sound source moves away in both azimuth and
elevation. Therefore, the same numerical value may have a different perceptual impact,
depending on the source direction. The smallest perceivable changes (and, therefore,
defined as 1 JNDITD and 1 JNDILD) have been widely reported as [110, 111, 115, 116,
118]:

1 JNDITD = 16 µs (6.7)

1 JNDILD = 1 dB (6.8)

These values can be used to describe the smallest perceivable change at other
directions around the sphere. For example, if the smallest perceivable change in ITD at
a given direction is 80 µs, the JND can be described as 5 JNDITD. However, the rates at
which the perceivable changes increase for ITD and ILD are different. In the horizontal
plane, for a sound source at θ = 30° the JND for a change in ITD is approximately
twice the minimum change (2 JNDITD), and for a sound source at θ = 90° the threshold
can be up to 5 JNDITD [116]. However, the JND for a change in ILD for a sound source
at θ = 30° is less than 2 JNDILD; this occurs for directions closer to θ = 60°, with the
threshold reaching 4 to 6 JND at θ = 90° [119, 120].

To relate the calculated ∆ITD and ∆ILD to their respective perceptual impact, the
values in µs and dB, respectively, were mapped to the estimated JND in multiples of
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1 JNDITD and 1 JNDILD as a function of source direction. Due to a lack of detailed
information in the literature on how the relationships between the binaural cues and
their associated perceptual thresholds vary with direction, a simplistic approach was
taken. Also for simplicity, the same value was used for both horizontal and vertical
directions as a worst-case measure; vertical JND thresholds in reality are always larger
than horizontal JND thresholds for the same angular increase [111].

A two-level perceptual model was devised. For frontal directions within 30° of
straight ahead in both azimuth (0° ≤ θ ≤ 30° and 330° ≤ θ ≤ 359°) and in elevation
(−30° ≤ φ ≤ 30°), the JND for ∆ITD was set to 1 JNDITD (16 µs). For source directions
outside of that range the JND was set to 2 JNDITD (32 µs). Similarly, for ∆ILD, the
JND was set to 1 JNDILD (1 dB) for frontal directions within 60° of straight ahead in
both azimuth (0° ≤ θ ≤ 60° and 300° ≤ θ ≤ 359°) and in elevation (−30° ≤ φ ≤ 30°).
For source directions outside of this range the JND was set to 2 JNDILD (2 dB). This
was then used to map numerical difference to estimated perceptual impact, creating
a two-level perceptual model. As an example, a ∆ITD of 50 µs at θ = 0°, φ = 0° is
mapped to a perceptual impact of 3.1 JND. For a source direction at θ = 90°, φ = 0°,
the same numerical difference is mapped to 1.6 JND.

These two-level mappings are shown in Fig. 6.9. Purple indicates the regions of
1 JNDITD and 1 JNDILD, and yellow indicates the regions of 2 JNDITD and 1 JNDILD.
The reference HRIR pair directions are indicated as black dots. The JND mappings
used for each reference HRIR pair individually are listed in Table 6.4.

(a) ∆ITD: 1 JNDITD within 30° of straight ahead (b) ∆ILD: 1 JNDILD within 60° of straight ahead

Figure 6.9: JND thresholds used to map binaural cue differences to perceptual impact for ITD
and ILD. Reference HRIR pair directions are indicated as black dots.
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Source JND threshold
Label # θ (°) φ (°) ∆ITD (µs) JNDITD ∆ILD (dB) JNDILD

1 90 32 32 2 2 2
2 270 32 32 2 2 2
3 90 -32 32 2 2 2
4 270 -32 32 2 2 2
5 32 0 32 2 1 1
6 148 0 32 2 2 2
7 328 0 32 2 1 1
8 212 0 32 2 2 2
9 0 58 32 2 1 1
10 0 -58 32 2 1 1
11 180 58 32 2 2 2
12 180 -58 32 2 2 2
13 0 90 32 2 2 2
14 0 -90 32 2 2 2
15 0 0 16 1 1 1
16 180 0 32 2 2 2
17 90 0 32 2 2 2
18 270 0 32 2 2 2

Table 6.4: JND thresholds used to map the binaural cue differences to perceptual impact in
both native and perceptual units for each of the 18 reference HRIR pairs.

This conservative approach imposes more stringent conditions on achieving percep-
tual transparency than might be typical in reality. That is, 2 JNDITD and 2 JNDILD are
likely to represent perceptual thresholds which are lower than the actual perceivable
change, particularly at the greater absolute angles of azimuth and elevation. However,
since variations in JND thresholds with direction have not been reported in sufficient
detail, they cannot be accurately accounted for. Preliminary work examining the impact
of using a more complex perceptual model is presented in Section 8.2.2.

Fig. 6.10 and Fig. 6.11 show cue differences in JND for all 18 reference HRIR pairs
for the same loudspeaker pair as shown in Fig. 6.7 and Fig. 6.8 (left loudspeaker at
θ = 1°, φ = 0°, r = 1.5 m). Once again, θ = 0°, φ = 0° is at the centre of the figure,
spot colour represents the magnitude and the numerical values correspond to the values
for N in Table 6.1. For ∆ITD, directions on the median plane show differences below
the threshold of perception, ranging from 0.16 to 0.57 JND. At lateral directions, the
differences increase to a maximum of 23.42 JND. For ∆ILD, all differences are above the
threshold of perception (median plane differences have a range of 1.09 to 2.58 JND), with
lateral position differences rising to a maximum of 11.00 JND. As previously discussed,
statistical metrics are used to describe the overall performance of the loudspeaker pair.
Table 6.5 lists the arithmetic mean, standard deviation and range metrics calculated
for the binaural cues for this loudspeaker pair: all are larger than the threshold of
perception.
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Figure 6.10: ∆ITD in estimated JND (spot colour) between each reference and modified HRIR
pair for a loudspeaker pair where the left is at θ = 1°, φ = 0°, r = 1.5 m. Values correspond to
N in Table 6.1.

Figure 6.11: ∆ILD in estimated JND (spot colour) between each reference and modified HRIR
pair for a loudspeaker pair where the left is at θ = 1°, φ = 0°, r = 1.5 m. Values correspond to
N in Table 6.1.
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Cue Arithmetic Mean (JND) Standard Deviation (JND) Range (JND)

∆ITD 8.45 8.60 23.26
∆ILD 5.68 3.89 9.91

Table 6.5: Statistical metrics in perceptual units describing the performance of a loudspeaker
pair where the left is at θ = 1°, φ = 0°, r = 1.5 m over all 18 reference HRIRs.

As a comparison, Table 6.6 lists the statistical metrics for a loudspeaker pair at
the same elevation angle of φ = 0°, but at azimuth angles of θ = 90°, 270° and a
radial distance r = 0.15 m. The values in this case are much smaller and are below
the threshold of perceptibility of 1 JND. This suggests that all reference HRIRs are
reproduced using this loudspeaker pair in a perceptually transparent manner.

Cue Arithmetic Mean (JND) Standard Deviation (JND) Range (JND)

∆ITD 0.19 0.19 0.85
∆ILD 0.34 0.22 0.66

Table 6.6: Statistical metrics in perceptual units describing the performance of loudspeaker pair
where the left is at θ = 90°, φ = 0°, r = 0.15 m over all 18 reference HRIRs.

These six statistical metrics can be used to express the binaural reproduction
performance of every loudspeaker pair. Fig. 6.12 and Fig. 6.13 show the values of these
metrics for all loudspeaker pairs at three radial distances: r = 0.15 m, 0.5 m, 1.5 m.
The perceptual degradation (indicated by rising JND values) is apparent with both
increasing radial distance and with varying azimuth and elevation angles.
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The two ‘range’ metrics (right-most column) are generally larger than the corre-
sponding arithmetic mean or standard deviation for any given loudspeaker pair, with
maximum values of 23.29 JND and 10.55 JND for ∆ITD and ∆ILD, respectively. This
is due to the phenomenon discussed in relation to Fig. 6.5 and Fig. 6.6, where the
median plane reference HRIR pairs are reproduced with substantially lower differences
than those at lateral directions, therefore producing a large range.

An anomalous region is present in the top row figures of Fig. 6.12 (r = 0.15 m). The
small internal region of larger JND values, exemplified in the standard deviation and
range plots (labelled with ‘A’), is a result of the ITD estimation method. The maximum
peak within the interaural cross-correlation (IACC) function with multiple local maxima
suddenly switches to a different maximum and therefore creates a discontinuity in ITD
value over a small angular change. This is demonstrated in Fig. 6.14, which shows the
IACC functions between left and right signals for three HRIR pairs: reference HRIR
pair h4 (θ = 270°, φ = −32°), and the modified HRIR pairs ĥ4

11637 (loudspeaker pair
where the left loudspeaker is at θ = 90°, φ = 26°, r = 0.15 m) and ĥ4

11638 (1° higher
in elevation than ĥ4

11637). ĥ4
11638 is just inside the anomalous region; ĥ4

11637 is just
outside it.

The sample number at which the maximum value of IACC occurs (that which is
used to determine the ITD) is 12,243 for h4, and 12,308 and 13,243 for ĥ4

11637 and
ĥ4
11638, respectively. This leads to respective ∆ITD values of 13.5 µs and 208.3 µs. This,

therefore, accounts for the observed discontinuities in both the standard deviation and
the range metrics for this loudspeaker pair. Without further investigation, which is
outside the scope of this work, it is not possible to say whether this is a flaw in the ITD
estimation method or whether the difference can really be perceived.

Figure 6.14: Peaks in the IACC functions between left and right signals for three HRIR pairs:
reference HRIR pair h4, and modified HRIR pairs ĥ4

11637 and ĥ4
11638. The jump between local

maxima (indicated with crosses) creates a jump in ITD value for a small angular change.
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6.3.2 Regions of Perceptually-Transparent Performance

Whilst perceptual deterioration of up to 23.29 JND for ∆ITD and 10.55 JND for ∆ILD
exist, there are regions within each plot where the degradation is below the estimated
threshold of perception. Fig. 6.15 shows the regions under 1 JND (indicated in black)
for arithmetic mean, standard deviation and range for ∆ITD values at r = 0.15 m. More
positions where loudspeaker pairs exhibit deterioration below this perceptual threshold
exist for arithmetic mean and standard deviation than for range. The discontinuities
shown in Fig. 6.15c are likely a result of the same direction-dependent phenomenon
seen previously, where a change in the relative magnitudes of two IACC peaks creates
an abrupt change in the calculated ITD.

(a) Arithmetic mean (b) Standard deviation (c) Range

Figure 6.15: Regions where statistical metrics for ∆ITD have a value of less than the estimated
threshold of perception at r = 0.15 m (indicated in black).

As discussed previously, these statistical metrics each describe a different aspect
of the performance of the loudspeaker pair. By considering the set of loudspeaker
pair positions for which these metrics simultaneously have a value of less than 1 JND,
the loudspeaker pairs which reproduce ITD in a perceptually-transparent way for all
reference HRIR pairs can be determined.

The set LPKEMAR has been previously defined in Equation 6.2 as:

LPKEMAR = {(v, w) | v, w ∈ R3} (6.9)

where LPKEMAR is a set of pairs of vectors v and w, such that v and w are each a
three-dimensional, real-valued column vector, related through being mirrored in the
median plane. Using set notation, a function f : LPKEMAR → R3 can be defined such
that, if lp ∈ LPKEMAR where lp is a pair:

f(lp) = (∆ITD, σ∆ITD, ∆ITDmax −∆ITDmin) (6.10)

where the function operating on each member lp in LPKEMAR maps the pairs of
vectors to the three real-valued metrics and can be thought of as analogous to the
calculations which produce those metrics. A relation ≺ can be defined over R3 such
that:

a ≺ b ⇐⇒ ∀i ai < bi (6.11)

which creates a set of pairs where elements are paired together if and only if each
element of a is strictly less than the corresponding element of b. This can be extended
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to define the set LPKEMAR
ITD (where all three metrics are less than one) as follows, using

the function f(lp) as a in the relation ≺ and a comparison vector 1 = (1, 1, 1) as b in
the relation ≺:

LPKEMAR
ITD =

{
lp ∈ LPKEMAR | f(lp) ≺ 1

}
(6.12)

There are 39,361 LPKEMAR
ITD loudspeaker pair positions across all radial distances,

shown in Fig. 6.16 in black and listed in Table 6.7. 9,030 (38.8 % of all LPKEMAR

positions at that radial distance) exist at the smallest radial distance r = 0.15 m
(Fig. 6.16a). These positions occupy the majority of the region bounded by 35° < θ <
140°, −40° < φ < 60°. The number of LPKEMAR

ITD loudspeaker pair positions within
LPKEMAR decreases with increasing radial distance and drops to 898 at the largest
radial distance (Fig. 6.16n). A somewhat elliptical pattern of variation is apparent.
As radial distance increases, a hole develops in the vicinity of the interaural axis and
increases in size, whilst the region behind the interaural axis decreases in size.

(a) r = 0.15 m (b) r = 0.20 m

(c) r = 0.25 m (d) r = 0.30 m

Figure 6.16: Regions of loudspeaker pair positions for which the estimated perceptual differences
are less than 1 JND for ∆ITD average, standard deviation and range simultaneously (LPKEMAR

ITD ,
indicated in black) at radial distances 0.15 to 0.30 m. Figure continued overleaf.
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(e) r = 0.35 m (f) r = 0.40 m

(g) r = 0.45 m (h) r = 0.50 m

(i) r = 0.60 m (j) r = 0.70 m

Figure 6.16: Regions of loudspeaker pair positions for which the estimated perceptual differences
are less than 1 JND for ∆ITD average, standard deviation and range simultaneously (LPKEMAR

ITD ,
indicated in black) at radial distances 0.35 to 0.70 m. Figure continued overleaf.
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(k) r = 0.80 m (l) r = 0.90 m

(m) r = 1.00 m (n) r = 1.50 m

Figure 6.16: Regions of loudspeaker pair positions for which the estimated perceptual differences
are less than 1 JND for ∆ITD average, standard deviation and range simultaneously (LPKEMAR

ITD ,
indicated in black) at radial distances 0.80 to 1.50 m. 39,361 such pairs exist in total, with 9,030
at r = 0.15 m, and reducing with increasing radial distance to 898 at r = 1.5 m.
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r (m)
LPKEMAR

ITD

Number %

0.15 9,030 38.8
0.20 5,164 22.2
0.25 3,470 14.9
0.30 2,997 12.9
0.35 2,783 12.0
0.40 2,565 11.0
0.45 2,348 10.1
0.50 2,143 9.2
0.60 1,902 8.2
0.70 1,710 7.3
0.80 1,546 6.6
0.90 1,464 6.3
1.00 1,341 5.8
1.50 898 3.9

Table 6.7: Number and percentage of LPKEMAR
ITD loudspeaker pairs within LPKEMAR at each

radial distance.

The number of loudspeaker pair positions in LPKEMAR
ITD is, perhaps, surprisingly high.

This is likely due to low ∆ITD values calculated when the ITD of the reference HRIR
pair is similar to that between the intended and crosstalk paths for the loudspeakers
within the loudspeaker pair. In this situation, the crosstalk signal from one loudspeaker
arrives at the same time as the intended signal from the other, resulting in a smaller
impact on the timing information due to the relatively low amplitude.

A similar analysis can be applied to the ∆ILD metrics to determine the positions
where loudspeaker pairs reproduce ILD in a perceptually-transparent way for all reference
HRIR pairs. The regions where each individual statistical metric has a value below the
estimated threshold of perception is shown in Fig. 6.17 in black. As with ∆ITD, more
positions meet the criterion for arithmetic mean and standard deviation than for range.

(a) Arithmetic mean (b) Standard deviation (c) Range

Figure 6.17: Regions where statistical metrics for ∆ILD have a value of less than the estimated
threshold of perception at r = 0.15 m (indicated in black).

The subset of LPKEMAR positions where the arithmetic mean, standard deviation
and range of ∆ILD simultaneously have a value less than 1 JND is referred to as
LPKEMAR

ILD . An expression for LPKEMAR
ILD can be derived following the steps presented
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for LPKEMAR
ITD in Equation 6.9 to Equation 6.12:

LPKEMAR
ILD =

{
lp ∈ LPKEMAR | f(lp) ≺ 1

}
(6.13)

There are far fewer loudspeaker pair positions in LPKEMAR
ILD (shown in Fig. 6.18)

than there are in LPKEMAR
ITD . Compared with the 9,030 LPKEMAR

ITD positions at
r = 0.15 m, only 1,360 LPKEMAR

ILD positions exist at r = 0.15 m. These lie within the
region bounded by 56° < θ < 117°, −35° < φ < 43°, although the majority are within
the region bounded by 56° < θ < 117°, −18° < φ < 29°. Another 70 exist at the next
radial distance of r = 0.20 m, and these are scattered within the region bounded by
67° < θ < 107°, −2° < φ < 22°. No positions exist in LPKEMAR

ILD loudspeaker pairs
exist at radial distances beyond r = 0.20 m.

(a) r = 0.15 m (b) r = 0.20 m

Figure 6.18: Regions of loudspeaker pair positions for which the estimated perceptual differences
are less than 1 JND for ∆ILD average, standard deviation and range simultaneously (LPKEMAR

ILD ,
indicated in black). 1,360 such positions exist at r = 0.15 m and 70 such positions exist at
r = 0.20 m.

The subsets LPKEMAR
ITD and LPKEMAR

ILD are clearly different, so it is important to
identify any loudspeaker pair positions that they have in common. Thus, LPKEMAR

CM is
defined to be the intersection of LPKEMAR

ITD and LPKEMAR
ILD :

LPKEMAR
CM = LPKEMAR

ITD ∩ LPKEMAR
ILD (6.14)

LPKEMAR
CM contains the loudspeaker pair positions with an estimated perceptual

difference between all reference HRIR pairs and the corresponding modified HRIR pairs
of less than 1 JND for all six criteria simultaneously. The positions of these loudspeaker
pairs are shown in Fig. 6.19.
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(a) r = 0.15 m (b) r = 0.20 m

Figure 6.19: loudspeaker pair positions for which the estimated perceptual differences are less
than 1 JND simultaneously for the metrics: average, standard deviation and range, for both
∆ITD and ∆ILD (LPKEMAR

CM , indicated in black). 1,314 such pairs exist at r = 0.15 m in two
almost disconnected subsets (labelled A and B). 11 pairs exist at r = 0.20 m.

1,314 loudspeaker pair positions exist in LPKEMAR
CM at r = 0.15 m (Fig. 6.19a),

in the region bounded by 56° < θ < 117°, −35° < φ < 28° with the majority at an
elevation angle above φ = −7°. Two almost disconnected subsets (indicated by A and
B) are apparent, one centred about approximately θ = 70°, φ = 15°, and a larger
section centred about θ = 100°, φ = 10°. At the second radial distance of r = 0.20 m
(Fig. 6.19b), the 11 positions are more sparsely distributed and do not form a distinct
region. It can be inferred that the range metric of the ∆ILD values is the dominant
metric among the six statistical metrics used, as the resulting shape of LPKEMAR

CM

closely matches that shown in Fig. 6.17c.

6.3.2.1 Region of best performance

All LPKEMAR
CM loudspeaker pair positions are associated with high binaural reproduction

performance without the need for CTC. However, it is also of interest to determine
whether a region of best performance exists within this set. As an indication of
performance across all metrics, the overall arithmetic mean of the six statistical metrics
(M6) was calculated for each LPKEMAR

CM loudspeaker pair. Fig. 6.20a shows the intensity
surface for M6 for radial distance r = 0.15 m. The global minimum and maximum
values are 0.26 JND and 0.57 JND, respectively. The pattern suggests that two regions
of better performance may exist within LPKEMAR

CM ; one centred at approximately
θ = 70°, φ = 15° and one centred at approximately θ = 100°, φ = 5°. At the radial
distance r = 0.20 m (not plotted here), results are broadly similar across the 11 values
with a range of 0.48 to 0.55 JND.

A contour plot divides the values into bands, and so indicates the regions of best
performance more clearly. Fig. 6.20b shows the contour plot of the same data using
steps of 0.05 JND, where a 2D Gaussian smoothing kernel (σ = 1) has been applied
prior to plotting using the ‘imgaussfilt’ MATLAB function [286] to provide more even
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contours.

(a) Intensity surface (b) Contour with 2D Gaussian smoothing

Figure 6.20: Arithmetic mean of the six statistical metrics (M6) for the loudspeaker pair
positions in LPKEMAR

CM at r = 0.15 m, plotted as (a) an intensity surface and (b) a contour
plot.

The single region of lowest value is at M6 = 0.3 JND. The centroid for this region is
at θ = 98°, φ = 6°, with the contour occupying the majority of the region bounded by
93° ≤ θ ≤ 103°, 1° ≤ φ ≤ 10°. LPKEMAR

CM positions within this contour are referred to
as the set LPKEMAR

best :

LPKEMAR
best =

{
lp ∈ LPKEMAR

CM | f(tl) < 0.3
}

(6.15)

where the function f : LPKEMAR
CM → R is defined such that, if lp ∈ LPKEMAR

CM

where lp is a pair:

f(lp) = x (6.16)

and is analogous to the calculation of M6 for that loudspeaker pair position. The
next lowest contour in Fig. 6.20b is 0.35 JND. It comprises two regions with centroid
values at θ = 72°, φ = 17° and θ = 97°, φ = 6°, respectively. The latter centroid value
is very close to the centroid of the contour for 0.3 JND. The two portions ‘A’ and ‘B’
and the join between them, as discussed in relation to Fig. 6.19, are also more clearly
shown in this plot.

6.4 Comparisons of NCS and Performance Predictions

From the results presented above, it can be concluded that positions exist within the
set LPKEMAR where loudspeaker pairs are capable of faithfully reproducing binaural
signals using CTC-less binaural reproduction. This set of loudspeaker pair positions,
referred to as LPKEMAR

CM , predominantly exists close to the interaural axis and close to
the head.
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This thesis is founded on the notion that the presence of sufficient NCS for a left-
right pair of loudspeakers makes satisfactory binaural reproduction possible without the
additional complication of incorporating CTC. The validity of this notion can be tested
by comparing regions identified as possessing high NCS (Section 5.4) with regions where
loudspeaker pair placement is predicted to achieve perceptually faithful reproduction of
binaural cues (Section 6.3.2). Masiero [227] suggested that CS may only be an indicator
of localisation performance under certain circumstances, but those results are based on
a method where the CS of a single loudspeaker pair was varied using individualised and
non-individualised CTC, rather than the approach taken here of a continuous range of
CS (or in this case, NCS) values obtained through varying loudspeaker placement.

6.4.1 NCS at Loudspeaker Pair Positions in LPKEMAR
CM

Fig. 6.21 shows NCS for each of the LPKEMAR
CM loudspeaker pair positions, calculated

as the arithmetic mean of the NCS values for the two SPKEMAR positions within
each pair. The NCS values calculated in Chapter 5 were used for the left hemisphere
SPKEMAR positions. As the right hemisphere SPKEMAR positions were time- and
level-aligned as part of the VRS, therefore potentially altering their NCS, the NCS
values for those loudspeaker positions were recalculated.

(a) r = 0.15 m (b) r = 0.20 m

Figure 6.21: NCS for each LPKEMAR
CM loudspeaker pair position. All values exceed the 20 dB

separation reported as necessary for binaural reproduction [17, 228].

NCS values at the LPKEMAR
CM loudspeaker pair positions range from 26.8 to 36.2 dB

at r = 0.15 m, and from 24.4 to 28.6 dB at r = 0.20 m. The largest values at r = 0.15 m
appear around θ = 93°, φ = −2°. All NCS values at LPKEMAR

CM positions are larger
than the 20 dB minimum separation reported as necessary to maintain binaural accuracy
[17, 228]. However, based on the analysis approaches in this thesis, it is difficult to
quantify the benefits that substantially larger values of NCS might yield in terms of
improved accuracy of binaural reproduction. Whilst this would be an interesting avenue
to pursue, it is outside the scope of this work.
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6.4.2 Relationships between LPKEMAR
CM , SPKEMAR

20 and 1JND

It is also of interest to examine the relationship between the set of loudspeaker positions
determined as exhibiting high enough NCS for binaural reproduction (SPKEMAR

20 ,
see Section 5.4) and the set LPKEMAR

CM . Some loudspeaker positions within the set
SPKEMAR

20 , when paired and used in the VRS, do not exist in the set LPKEMAR
CM . To

examine why this might be the case, arithmetic mean, standard deviation and range
values for ∆ITD and ∆ILD for the SPKEMAR

20 positions used in the VRS at the closest
radial distance of r = 0.15 m were isolated and plotted using the colour scale in Fig. 6.22.
For comparison purposes, the boundary of the LPKEMAR

CM set is indicated in black
and the boundary of the 1 JND region for each statistical metric is indicated in red.
These red contours indicate the outer edge of the black regions plotted in Fig. 6.15 and
Fig. 6.17 for the top and bottom rows, respectively.

Comparing the colour regions (SPKEMAR
20 ) with the black contours (LPKEMAR

CM ),
a large proportion (83.4 %) of the loudspeaker pairs formed from SPKEMAR

20 positions
are not in LPKEMAR

CM , that is, they have a colour value but lie outside of the black
contours in Fig. 6.22. It may be that using mapping values of 2 JNDITD and 2 JNDILD

at the most lateral source directions (rather than a larger, less cautious, and perhaps
more accurate JND threshold), produces an excessively high estimate for the perceptual
impact that the loudspeaker positions have on reproduction of these lateral sources.
This would exclude loudspeaker positions from the set LPKEMAR

CM when they may, to a
human listener, have perceptually acceptable performance. The implications of this are
examined further in Section 8.2.2.

Comparing the colour regions with the red contours (that is, the statistical metric
values calculated for SPKEMAR

20 positions and the 1 JND region of each statistical
metric), three observations can be made. First, for the ∆ITD metrics (Figs. 6.22a–
6.22c), the 1 JND contour is predominantly outside the region of SPKEMAR

20 positions.
Second, for the arithmetic mean and standard deviation of ∆ILD (Fig. 6.22d and
Fig. 6.22e, respectively), the boundary of the SPKEMAR

20 region roughly aligns with
the 1 JND boundary. Third, for ∆ILD range (Fig. 6.22f), the 1 JND boundary is
considerably within the region of SPKEMAR

20 positions, and aligns with the boundary
of the set LPKEMAR

CM almost exactly.
These observations are perhaps unsurprising, based on previous discussions. The

fact that the 1 JND contour for ∆ITD metrics (Figs. 6.22a–6.22c) contains more
loudspeaker pair positions than exist in SPKEMAR

20 is most likely a result of the
phenomenon discussed in Section 6.3.2. A low deterioration in ITD is calculated for
some loudspeaker pairs due to similarity between the reference HRIR pair and the
ipsilateral and contralateral acoustic paths. NCS is calculated in the frequency domain,
and so the alignment between SPKEMAR

20 positions and the 1 JND contour in Fig. 6.22d
and Fig. 6.22e is encouraging. The smaller number of positions within the 1 JND contour
for ∆ILD range (Fig. 6.22f) is most likely a result of an overly-conservative perceptual
model.
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Figure 6.22: Arithmetic mean (left column), standard deviation (centre column) and range (right column) values for ∆ITD (top row) and ∆ILD
(bottom row), calculated using SPKEMAR

20 positions at r = 0.15 m in pairs in the VRS. Different colour limits have been used between figures so
as to not lose detail at the lower values. For comparison, the boundary of the set LPKEMAR

CM is indicated in black and the boundary of the 1 JND
region as shown in Fig. 6.15 is indicated in red.
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6.4.3 Relationship between Regions of Best Performance

Regions of largest NCS and best CTC-less binaural reproduction performance have been
identified. Fig. 6.23 presents both sets of results for comparison purposes. NCS values at
the loudspeaker pair positions in the set LPKEMAR

CM (as shown in Fig. 6.21a) are shown
using the dB colour scale. The contour encapsulating positions where loudspeaker pairs
perform CTC-less binaural reproduction best (where M6 ≤ 0.3 JND, LPKEMAR

best ) is
imposed on this in black. Within this contour, NCS has a range of 29.4 to 33.2 dB.
Contours for the next highest performance boundary (corresponding to M6 ≤0.35 JND)
are indicated in red. NCS has a range of 28.5 to 35.5 dB within these two regions.
The region of largest NCS value does not coincide completely with the region of best
binaural performance. Nevertheless, there are similarities, most notably the existence
of two distinct regions: one in front of and above the interaural axis; the other slightly
behind it.

Figure 6.23: NCS for LPKEMAR
CM loudspeaker pair positions at r = 0.15 m, with the regions of

best (M6 ≤ 0.3 JND) and next best (M6 ≤ 0.35 JND) CTC-less binaural performance bounded
in black and red, respectively. The best-performing regions in the two sets of data do not
coincide exactly, but they share common features.

One reason for the observed differences may be the frequency range used to calculate
NCS. To enable comparison with previous literature, NCS has so far been calculated
over the frequency range 200 Hz to 8 kHz. As the inclusion of higher frequencies can
lead to larger values of NCS at a given loudspeaker position (as demonstrated in
Section 5.5.1), and as this increase is non-linear with respect to the increase in frequency
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range used, it is possible that calculation of NCS including frequencies up to 16 kHz
would produce a distribution of NCS which better aligns with the region of best CTC-less
binaural reproduction performance. Table 6.8 lists the Spearman’s rank correlation
coefficients2 calculated between NCS and the six statistical binaural metrics for each
loudspeaker pair position within LPKEMAR

CM , plus the arithmetic mean of all six metrics
(M6), all at r = 0.15 m. Correlation values for NCS calculated from 200 Hz to 8 kHz(
NCS8k

)
and from 200 Hz to 16 kHz

(
NCS16k

)
are shown. The significance value is

p < 0.01 for all pairs. For radial distance r = 0.20 m, the values range from −0.23 to
0.25 (0.46 ≤ p ≤ 0.88) and −0.6 to 0.25 (0.04 ≤ p ≤ 0.9) for NCS8k and NCS16k,
respectively.

Metric
Correlation

NCS8k NCS16k

∆ITD 0.17 -0.23
σ∆ITD 0.14 -0.30

∆ITDmax −∆ITDmin 0.20 -0.22

∆ILD -0.42 -0.63
σ∆ILD -0.55 -0.84

∆ILDmax −∆ILDmin -0.36 -0.69

M6 -0.14 -0.65

Table 6.8: Spearman’s rank correlation coefficients between NCS, calculated using frequency
ranges 200 Hz to 8 kHz (NCS8k) and 200 Hz to 16 kHz (NCS16k), and each of the listed
statistical metrics for the LPKEMAR

CM loudspeaker pair positions. The correlations are weak for
NCS8k but stronger for NCS16k.

The values indicate weak correlation between any of the pairs when calculating
NCS using the 8 kHz frequency limit, however, the correlation appears to be stronger
when including frequencies up to 16 kHz. NCS calculated using this frequency range
for LPKEMAR

CM loudspeaker pair positions at r = 0.15 m is shown in Fig. 6.24. The
best-performing regions, whilst again not coinciding exactly, appear to align more so
than the regions in Fig. 6.23. This suggests that NCS calculated using a larger frequency
range more closely aligns with perceptual performance, particularly (and, perhaps, not
surprisingly) for the spectral metrics.

2Spearman’s rank correlation was used as Kolmogorov-Smirnov tests indicated that the data was
not normally distributed and, therefore, that calculation of Pearson correlation coefficients was not
appropriate.
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Figure 6.24: NCS16k for LPKEMAR
CM loudspeaker pair positions at r = 0.15 m, with the regions

of best (M6 ≤ 0.3 JND) and next best (M6 ≤ 0.35 JND) CTC-less binaural performance bounded
in black and red, respectively. The best-performing regions in the two sets of data appear to
align more than in Fig 6.23.

There are, additionally, unavoidable differences between the idealised simulation
test environment presented here and the real world. These findings are indicative of
the existence of a region where CTC may not be required for binaural reproduction
over a near-field loudspeaker pair. However, it is likely that real-world mechanical
and acoustical influences will have a significant impact on results in ways that are not
accounted for within this study. These aspects are discussed further in Section 8.2.1.

6.5 Conclusion

This chapter presents an analysis of the impact of loudspeaker position on the binaural
reproduction of 18 reference HRIR pairs. A VRS based on KEMAR has been imple-
mented to simulate 325,780 pairs of loudspeakers, with their positions referred to as
the set LPKEMAR. Modified HRIR pairs, corresponding to the reproduction of each
reference HRIR pair through each loudspeaker pair under test, have been synthesised
using the VRS. The VRS consists of three stages: ipsilateral inversion (to account for
the acoustic path between each loudspeaker and the ipsilateral ear), system reproduction
(reproduction over the loudspeaker pair without a CTC stage), and summation of the
intended and crosstalk paths to create the overall signal at each ear. 18 HRIRs from
the SADIE v1 database [123] have been used as inputs to the VRS to create 5,864,040
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(325,780 × 18) modified HRIR pairs. For brevity, loudspeaker pairs and bounding
angular regions are referred to using the angle(s) in the left hemisphere.

The ITD and ILD were estimated for each reference HRIR pair and for the cor-
responding modified HRIR pair for all LPKEMAR loudspeaker pair positions. The
unsigned differences between the two sets of binaural cues (∆ITD and ∆ILD, respec-
tively) were calculated to determine the deterioration in binaural cues as a result of
reproduction using each loudspeaker pair. The differences for frontal and median plane
HRIR pairs are generally low, regardless of loudspeaker pair, though large differences
are present (up to 750.4 µs and 23.5 dB) for more lateral and elevated reference HRIR
pairs for a large number of loudspeaker pairs. As the binaural cue JND thresholds
vary with source direction, the ∆ITD and ∆ILD values are mapped to JND to enable
discussion of the perceptual impact of loudspeaker placement.

To compare the performance of all loudspeaker pairs across all 18 reference HRIR
pairs, the arithmetic mean, standard deviation and range (collectively referred to
as the statistical metrics) of the perceptually-mapped ∆ITD and ∆ILD values were
calculated for each loudspeaker pair. Loudspeaker pairs where the statistical metrics for
∆ITD and ∆ILD have values below the threshold of perception for all reference HRIRs
were determined. These are first presented independently and then in combination,
to identify the positions of loudspeaker pairs where the statistical metrics for both
interaural binaural cues are simultaneously below the threshold of perception.

39,361 loudspeaker pair positions exist in the subset LPKEMAR
ITD , for which all three

∆ITD statistical metrics simultaneously have values below 1 JND. The number of
qualifying loudspeaker pairs at each radial distance decreases with increasing distance,
but pairs exist across all radial distances with a peak of 9,030 at r = 0.15 m and reducing
to 898 at r = 1.5 m. At the radial distance of r = 0.15 m, LPKEMAR

ITD loudspeaker pair
positions exist within the region bounded by 35° < θ < 140°, −40° < φ < 60°. With
increasing radial distance, two subregions progressively decrease in size, one close to
the interaural axis and the other behind the interaural axis.

1,430 loudspeaker pair positions exist in the subset LPKEMAR
ILD , for which all three

∆ILD statistical metrics simultaneously have values below 1 JND. Such positions exist
only at the two smallest radial distances, with 1,360 at r = 0.15 m within the region
bounded by 56° < θ < 117°, −35° < φ < 43°, and 70 at r = 0.20 m scattered within the
region bounded by 67° < θ < 107°, −2° < φ < 22°.

As LPKEMAR
ITD and LPKEMAR

ILD are different sets of loudspeaker pair positions, those
common to both subsets, LPKEMAR

CM , are of special interest. 1,314 LPKEMAR
CM positions

exist at r = 0.15 m, in the region bounded by 56° < θ < 117°, −35° < φ < 28°. The
majority lie at elevation angles above φ = −7°, where one large region is present. At
the second radial distance of r = 0.20 m, the 11 positions are more sparsely distributed
and do not form a distinct region.

An estimate for the possible region of best performance within the set of LPKEMAR
CM

loudspeaker pair positions was determined through computation of the arithmetic mean
across all six perceptually-mapped statistical metrics for each loudspeaker pair. This
data was used to generate contours in the azimuth-elevation plane in steps of 0.05 JND.
The global minimum is 0.26 JND, and the region contained by the lowest contour value
(0.3 JND) occupies the majority of the region bounded by 93° ≤ θ ≤ 103°, 1° ≤ φ ≤ 10°.

A channel separation of 20 dB is considered the minimum value for maintaining
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binaural accuracy [17, 228]. Loudspeaker pair positions satisfying this criterion through
NCS (without the use of CTC) were determined in Chapter 5 and placed in the set
SPKEMAR

20 . To determine whether NCS is indeed a reliable indicator of perceptual per-
formance, the mean NCS value for the left-right pair of SPKEMAR positions associated
with each member of the set LPKEMAR

CM was calculated. All NCS values for LPKEMAR
CM

loudspeaker pair positions are greater than 20 dB. It was found that some loudspeaker
positions exist in the set SPKEMAR

20 which are not present in the set LPKEMAR
CM , and

the indicated regions of best performance within LPKEMAR
CM and SPKEMAR

20 do not
precisely coincide. It may be the case that, while acoustic shadowing (the principal
process for the generation of NCS) provides sufficient channel separation to preserve the
binaural cues, the method of calculation (using a frequency range of 200 Hz to 8 kHz)
does not map simply to perception. Increasing the frequency range used in calculation
of NCS appears to align the best-performing regions more closely. In addition, the
use of a conservative constant JND threshold value outside the frontal region may
have indicated that the deterioration in cues for some source directions was above the
threshold of perception when, in fact, it is not.

The findings presented in this chapter suggest that positions exist near the head
where pairs of loudspeakers can reproduce binaural signals in a perceptually-transparent
way without requiring the use of CTC. These findings are based on the use of a basic
virtual reproduction system and a rudimentary perceptual model. Furthermore, they
are specific to KEMAR, and the existence of suitable positions of loudspeaker pairs for
other subjects is of crucial importance. The extension of the VRS to accommodate the
varying morphology of the general population would allow conclusions to be drawn as to
whether a binaural reproduction system without CTC might be rolled out successfully in
consumer applications. The development of a VRS to use simulation data from different
subjects, and the subsequent analysis to determine candidate regions for loudspeaker
placement with regards to varying subject morphology, are discussed in Chapter 7.
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Chapter 7

Simulation of the Perceptual
Performance of Candidate
Loudspeaker Pairs with respect
to SYMARE subjects

All I wanna get is a little bit closer.

Tegan and Sara, Closer
Heartthrob (2013)

7.1 Introduction

The primary objective of this thesis is to determine whether any pairs of positions exist
each side of a listener where loudspeakers will faithfully reproduce binaural signals
without the need for crosstalk cancellation (CTC). To be of practical use, such pairs
of positions should lead to acceptable binaural reproduction for most listeners. Using
a rudimentary perceptual model, the positions of loudspeaker pairs which exhibit
deterioration in interaural binaural cues of less than the threshold of perception were
identified in Chapter 6 for the Knowles Electronics Manikin for Acoustic Research
(KEMAR) (referred to as the set LPKEMAR

CM ). It is, therefore, of interest to determine
whether such sets of positions for loudspeaker pairs exist for subjects other than KEMAR.
If so, it is of additional interest to know whether these sets have any loudspeaker pair
positions in common.

This chapter describes the process of adapting the methods and analyses developed
in Chapter 6 to investigate the existence of common loudspeaker pair positions across
subjects. Although the number of subjects used in this analysis is relatively small,
the existence of any common loudspeaker positions would indicate the viability of a
commercial implementation of binaural reproduction system without CTC.

The virtual reproduction system (VRS) described in Section 6.2.2 was modified
to allow investigation of binaural cue consistency for listeners other than KEMAR.
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15 subjects from the Sydney-York Morphological and Recording of Ears (SYMARE)
database [80] were chosen. This number was chosen to encompass a reasonable variation
in morphological features without extending the computation time excessively. Head-
related transfer functions (HRTFs) and the corresponding head-related impulse responses
(HRIRs) were simulated for each SYMARE subject. The HRIRs were used in the VRS
as the acoustic paths and, for each subject in turn, the deterioration in interaural
binaural cues was calculated between each reference HRIR pair and the signal at the
ears of the subject generated using each loudspeaker pair (the modified HRIR pair)1.

Using the perceptual model described in Section 6.3.2, a set of positions was identified
for each subject for which loudspeaker pairs exhibited deterioration below the threshold
of perception between reference and modified HRIR pairs. The sets for each subject
were compared to identify any loudspeaker pairs common to all subjects used in the
analysis. If overlaps between subjects exist, and if the overlaps are great enough, this
would suggest that a binaural reproduction system without CTC might perform well
for any listener. Such a simple rendering method could form part of a commercially
attractive personal spatial audio solution.

7.2 Methods

To enable the analysis of subjects other than KEMAR, further simulation of HRTFs was
required. HRTFs for 15 subjects from the SYMARE database [80] were simulated. The
SYMARE database contains BEM-ready meshes of 61 subjects at varying resolutions,
both with and without shoulders, in addition to measured and simulated HRTF data.
Subjects in the database are numbered in ascending order according to the degree of
correlation between the acoustically measured HRTFs and the numerically simulated
HRTFs. To ensure that simulated results bear the most resemblance to the real-world
counterpart, subjects with the lowest number labels were included. The first 15 subjects
were initially selected; this was considered to be a reasonable compromise between
ensuring analysis of enough subjects to provide substantial variation in morphological
features, and keeping computational requirements and processing time to within ac-
ceptable limits. However, during initial testing it was determined that the mesh for
subject #5 comprised too many faces to be simulated using the available computational
resources. It was not possible to reduce the number of faces without compromising
mesh quality, and so subject #5 was removed from the analysis and a further subject
(subject #16) added. This left the 15 SYMARE subjects shown in Fig. 7.1: #1 to #4
and #6 to #16. While the SYMARE database contains 48 male and 13 female subjects,
the sex of the specific 15 used here is not available.

The methods described in Section 6.2 were then run for each SYMARE subject to:
a) generate the modified HRIR pairs using a VRS for each loudspeaker pair (where
the set of loudspeaker pairs is referred to as the set LPSYMARE), and b) estimate the
binaural cues associated with each modified HRIR pair. Analysis using the processes
described in Section 6.3 determined three sets of loudspeaker pairs for each SYMARE
subject, where the integer S refers to the index of the SYMARE subject:

� LPS
ITD: loudspeaker pairs which exhibit deterioration in interaural time difference

1More detailed descriptions of the terms reference and modified HRIR pair are given in Section 6.1.
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(ITD) of less than the threshold of perception, defined using the same derivation
as that presented for Equation 6.12;

� LPS
ILD: loudspeaker pairs which exhibit deterioration in interaural level differ-

ence (ILD) of less than the threshold of perception, defined in the same way as
Equation 6.13;

� LPS
CM: loudspeaker pairs which exhibit deterioration in both ITD and ILD

simultaneously of less than the threshold of perception, defined in the same way
as Equation 6.14.

(a) Subject #1 (b) Subject #2 (c) Subject #3

(d) Subject #4 (e) Subject #6 (f) Subject #7

(g) Subject #8 (h) Subject #9 (i) Subject #10

Figure 7.1: The first 9 of the 15 subjects from the SYMARE database [80] used in this work.
Note the omission of subject #5 (see main text). Figure continued overleaf.
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(j) Subject #11 (k) Subject #12 (l) Subject #13

(m) Subject #14 (n) Subject #15 (o) Subject #16

Figure 7.1: The remaining 6 of the 15 subjects from the SYMARE database [80] used in this
work. The variation in the morphology of the subjects is apparent.

7.2.1 Simulation of Near-Field HRTFs

HRTFs of the 15 SYMARE subjects were simulated using the ‘HeadTorsoAndEars’
meshes (valid to 16 kHz) and the multi-level fast multipole boundary element method
(FM-BEM), as implemented in the open source software Mesh2HRTF [179–181]. As
discussed in Section 2.6.2, the BEM requires knowledge of the speed of sound and the
density of the medium. To maintain consistency with the simulated HRTFs obtained
for KEMAR in Chapter 5, default values were used for the speed of sound and the
density of air (c = 343.0 m s−1 and ρ = 1.21 kg m−3, respectively).

The analysis undertaken in Section 6.3 indicated that positions within the set
LPKEMAR

CM existed only at radial distances of r < 0.25 m, and at angular positions
within 50° of the interaural axis in azimuth (θ) and within 40° of the interaural axis
in elevation (φ). Therefore, to reduce computational requirements, a reduced set of
source positions was defined to include only this most relevant region. The bounds
and increment of the source positions within this set, referred to as SPSYMARE, are
listed in Table 7.1 and plotted in full in Fig. 7.2. There are 14,342 source positions at
r = 0.15 m and 4,182 at r = 0.20 m, giving a total of 18,524 source positions. This can
be written using set notation as:

SPSYMARE = {v | v ∈ R3} (7.1)
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in that SPSYMARE is a set with members v, such that each member v is a three-
dimensional, real-valued column vector.

r (m) θ bounds (°) φ bounds (°) Increment (°)

0.15
40 to 140 −30 to 40 1
220 to 320

0.20
60 to 110 −20 to 20 1
250 to 300

Table 7.1: The 18,524 source positions in the set SPSYMARE, organised as four partial radial
shells, used in the simulations of HRTFs of the SYMARE subjects. There are 14,342 source
positions at r = 0.15 m and 4,182 source positions at r = 0.20 m.

Figure 7.2: The 18,524 source positions in the set SPSYMARE used in the simulations of HRTFs
of the SYMARE subjects, plotted with the mesh of subject #1.

As in previous chapters, θ increases from zero in the frontal direction counter-
clockwise such that θ = 90° is on the left and θ = 270° is on the right. φ is measured
with respect to the horizontal plane containing the interaural axis, where φ = 90°
describes a source directly above the head and φ = −90° lies directly below. Radial
distance r is measured relative to the origin (the mid-point of the interaural axis). The
evaluation grid of 18,524 source positions was prepared using Delauney triangulation
in MATLAB [270, 271] and the pre-processing steps were performed in Blender [272]
to satisfy the requirements of Mesh2HRTF. The vibrating element in each ear of each
mesh was defined to be the element through which the interaural axis passed.

The 18,524 HRTF pairs for each SYMARE subject mesh were computed at 159
frequencies in 100 Hz increments from 200 Hz to 16 kHz. The simulations ran consecu-
tively on an Ubuntu 16.04.2 machine (the same machine as discussed in Chapter 3 and
Chapter 5) with central processing units (CPUs) clocked at 2.60 GHz sharing 256 GB
of random-access memory (RAM).

The number of CPUs used in each simulation was adjusted based on the number of
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faces in each mesh to ensure that enough RAM was available for all CPU processes to
successfully complete. The average number of faces per mesh is 191,874, with the meshes
ranging in size from 139,830 to 219,486 faces. Simulations using meshes with more faces
require more RAM for each CPU process, and so it is possible for the situation to occur
where too many processes are running at once for them all to access the RAM they
require. This causes one or more of the CPU processes to be stopped by the machine
running the software, and results in a failed simulation.

Initial testing indicated that 16 CPU processes was appropriate for all subjects other
than subject #4, which required a reduction to 12. Use of more than 16 CPU processes
may have been possible for some of the meshes with fewer faces. However, it was deemed
more sensible to let the simulations run with a high likelihood of success, rather than to
experiment with higher numbers of CPU processes and risk the simulations failing due
to a lack of RAM resources. The longest duration of any process within each simulation
(and, therefore, the actual simulation run time, since the processes run concurrently)
is listed in Table 7.2, along with the cumulative simulation duration and the average
duration of a CPU process.

Subject # Faces Processes
Max time
(hours)

Cumulative
time (hours)

Average per
process (hours)

1 184,450 16 8.4 126.5 7.9
2 139,830 16 5.3 78.8 4.9
3 202,226 16 9.5 143.8 9.0
4 219,486 12 14.7 164.6 13.7
6 209,316 16 10.3 155.0 9.7
7 174,188 16 7.7 116.4 7.3
8 182,162 16 8.4 126.2 7.9
9 181,460 16 8.3 125.6 7.9
10 182,362 16 8.4 128.0 8.0
11 192,616 16 9.1 137.7 8.6
12 181,884 16 8.3 126.2 7.9
13 187,014 16 8.9 133.9 8.4
14 189,340 16 9.1 137.7 8.6
15 208,070 16 10.2 153.4 9.6
16 176,286 16 7.9 119.9 7.5

Table 7.2: Number of faces in the mesh for each SYMARE subject, number of CPU processes
used and simulation times for each simulation. As processes run in parallel, the actual duration
is the same as the longest individual process time.

7.2.2 Virtual Reproduction System

In Chapter 6, a VRS was used to examine the impact of loudspeaker position on
binaural reproduction in the absence of a CTC stage (referred to as CTC-less binaural
reproduction). The VRS facilitated the generation of a modified HRIR pair (ĥN

M) as a
result of reproducing each of 18 reference HRIR pairs (hN, listed in Table 6.1), using
each of 325,780 pairs of loudspeaker positions (giving a total of 5,864,000 modified
HRIR pairs). The VRS comprises three stages: ipsilateral inversion (inverse filtering of
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the acoustic path between each loudspeaker and its ipsilateral ear), system reproduction
(reproduction of the filtered reference HRIR pair over the CTC-less loudspeaker pair
under test), and summation of the acoustic paths to create the signals at each ear.
These stages are shown in Fig. 6.4. The binaural cues in the signals at the ears (the
modified HRIR pair) could then be compared to those in the corresponding reference
HRIR pair to determine the amount of deterioration introduced by that loudspeaker
pair. In Section 6.3.1 and Section 6.3.2, the deterioration with respect to perceptual
impact was estimated and the region of loudspeaker pair positions found which exhibited
a deterioration smaller than 1 JND, the threshold of perception.

The VRS described in Section 6.2.2 was used as a basis for the VRS used in this
chapter to examine the impact of a varying morphology on reproduction performance for
each loudspeaker pair under test. The two main differences between the two versions of
the VRS are: a) that the system impulse responses (IRs) to describe the acoustic paths
between each loudspeaker position and the ipsilateral and contralateral ears (intended
and crosstalk paths, respectively) were taken from the SPSYMARE simulation results
from each SYMARE head, rather than from those simulated with respect to KEMAR
(SPKEMAR), and b) that a reduced set of loudspeaker pairs was used. Specifically,
a set of 9,262 loudspeaker pairs, referred to as the set LPSYMARE, was defined by
mirroring SPSYMARE positions in the median plane. Using set notation, LPSYMARE

can be defined as:

LPSYMARE = {(v, w) | v, w ∈ R3} (7.2)

which states that LPSYMARE is a set of pairs of vectors v and w, such that v and w
are each a three-dimensional, real-valued column vector, related through being mirrored
in the median plane. Using the convention established in Chapter 6, each member of
the set LPSYMARE is referred to using the angle of the left hemisphere SPSYMARE

position. Regions of loudspeaker pair positions will be discussed and plotted with
reference to the left hemisphere.

As described in Chapter 6, ipsilateral inversion using inverse filters was required to
equalise the intended path for each loudspeaker. The inverse filters were generated from
the corresponding SYMARE HRIRs using the implementation of the least-mean-square
regularisation method outlined by Kirkeby et al. [269], as discussed in Chapter 3 and
Chapter 6. Individualised system inversion was used to ensure that only the loudspeaker
position had an impact on the binaural reproduction, as opposed to the difference
between the subject and generic inverse filters (such as those generated from KEMAR
HRIRs). The impact of using generic inverse filters, whilst perhaps relevant to a
commercial implementation, is outside the scope of the work presented here. Discussion
on further work relating to the role of system inversion is contained in Section 8.3.5.
Fig. 7.3 plots example inversion filters for SYMARE subject #1, for the loudspeaker
pair where the left loudspeaker is at θ = 45°, φ = 0°, r = 0.15 m. 20 dB of regularisation
was used to achieve numerical accuracy. However, this example demonstrates that even
20 dB is not enough to ensure complete accuracy under all circumstances.
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Figure 7.3: Frequency spectra of acoustic paths, ipsilateral inversion filters and their respective
sums, generated for SYMARE subject #1 for the loudspeaker pair where the left is at θ =
45°, φ = 0°, r = 0.15 m.

The same 18 reference HRIR pairs as in Chapter 6 (denoted by hN, where the left
and right signals are hNL and hNR , respectively) were used as inputs to the VRS to allow
comparison across all subjects. This emulates the most common commercial condition
of ‘generic listening’, in which the HRIR pair used to create the virtual binaural sound
source was not captured from the subject under test. Using individualised HRIRs would
likely create a more accurate listening experience when compared to the reference, but
the goal in this work is commercial viability as opposed to absolute accuracy, and so
the generic listening condition was used.

Using the same terminology as in Chapter 6, 9,262 modified HRIR pairs ĥN
M were

produced for each of the 18 reference HRIR pairs. This gives a a total of 166,716
modified HRIR pairs per SYMARE subject.

7.2.3 Calculation of Binaural Cue Deterioration

Using the methods described in Section 6.2.3 and Section 6.3.1, the deterioration in
interaural binaural cues between the reference HRIR pairs and each corresponding
modified HRIR pair was calculated for each SYMARE subject. This deterioration was
characterised using the six statistical metrics defined previously (the arithmetic means,
standard deviations and ranges for ∆ITD and ∆ILD for each loudspeaker pair: ∆ITD,
σ∆ITD, (∆ITDmax−∆ITDmin), ∆ILD, σ∆ILD, (∆ILDmax−∆ILDmin)) and related
to perceptual impact through mapping of the delta values to just-noticeable difference
(JND) threshold values as a function of reference HRIR pair direction.

The perceptually-mapped deterioration values enabled the identification of pairs of
positions where loudspeaker binaural rendering would create an estimated additional
perceptual impact of under 1 JND for ∆ITD and ∆ILD separately and for all six criteria

218



7.3. RESULTS

simultaneously (LPS
ITD, LPS

ILD and LPS
CM respectively, where the integer S refers to

the index of the SYMARE subject). The processes for this analysis are described in
Section 6.3.2. The intersection of the 15 LPS

CM sets was then found in order to identify
the region with a perceptual impact smaller than the threshold of perception common
to all SYMARE subjects (referred to as LPall

CM).

7.3 Results

Using the methods outlined in Section 6.3.2, the LPS
ITD and LPS

ILD sets were determined
for each of the SYMARE subjects used. As an example for subject #1, these regions of
loudspeaker pair positions are indicated in black in Fig. 7.4a to Fig. 7.4d, separated
into the two radial distances analysed. The intersection of these two regions, LPS

CM, is
indicated in black in Fig. 7.4e and Fig. 7.4f, also separated into the two radial distances
analysed. For visual comparison, the same azimuth and elevation axes limits are used
across the two plots, and the smaller angular limits of the simulated region at r = 0.20 m
have been indicated on the axes. The regions for all subjects analysed are included
in Appendix F. The number of loudspeaker pairs in each set, separated into radial
distances, are listed in Table 7.3.
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(a) LP1
ITD: r = 0.15 m (b) LP1

ITD: r = 0.20 m

(c) LP1
ILD: r = 0.15 m (d) LP1

ILD: r = 0.20 m

(e) LP1
CM: r = 0.15 m (f) LP1

CM: r = 0.20 m

Figure 7.4: Regions of loudspeaker pair positions, indicated in black, with deterioration below
1 JND for: ITD cues (LPS

ITD, top row); ILD cues (LPS
ILD, middle row) and both cues at once

(LPS
CM, bottom row) for SYMARE subject #1.
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Subject #
LPS

ITD LPS
ILD LPS

CM

r = 0.15 m r = 0.20 m r = 0.15 m r = 0.20 m r = 0.15 m r = 0.20 m

1 4,543 (63.4 %) 831 (39.7 %) 1,792 (25.0 %) 110 (5.3 %) 1,682 (23.5 %) 76 (3.6 %)
2 3,078 (42.9 %) 302 (14.4 %) 985 (13.7 %) 104 (5.0 %) 621 (8.7 %) 47 (2.2 %)
3 3,938 (54.9 %) 610 (29.2 %) 1,556 (21.7 %) 222 (10.6 %) 1,198 (16.7 %) 36 (1.7 %)
4 5,631 (78.5 %) 1,284 (61.4 %) 2,339 (32.6 %) 860 (41.1 %) 2,112 (29.5 %) 599 (28.6 %)
6 6,091 (84.9 %) 1,621 (77.5 %) 2,433 (33.9 %) 633 (30.3 %) 2,313 (32.3 %) 553 (26.4 %)
7 4,389 (61.2 %) 795 (38.0 %) 1,115 (15.5 %) 30 (1.4 %) 690 (9.6 %) 5 (0.2 %)
8 4,543 (63.4 %) 1,086 (51.9 %) 1,356 (18.9 %) 396 (18.9 %) 1,255 (17.5 %) 255 (12.2 %)
9 5,682 (79.2 %) 1,445 (69.1 %) 2,001 (27.9 %) 346 (16.5 %) 1,873 (26.1 %) 291 (13.9 %)
10 3,366 (46.9 %) 671 (32.1 %) 896 (12.5 %) 47 (2.2 %) 659 (9.2 %) 24 (1.1 %)
11 5,858 (81.7 %) 1,494 (71.4 %) 2,272 (31.7 %) 942 (45.1 %) 2,166 (30.2 %) 268 (12.8 %)
12 3,355 (46.8 %) 620 (29.7 %) 533 (7.4 %) 21 (1.0 %) 337 (4.7 %) 3 (0.1 %)
13 4,947 (69.0 %) 1,120 (53.6 %) 1,903 (26.5 %) 697 (33.3 %) 1,722 (24.0 %) 416 (19.9 %)
14 2,134 (29.8 %) 40 (1.9 %) 82 (1.1 %) 0 (0.0 %) 21 (0.3 %) 0 (0.0 %)
15 5,768 (80.4 %) 1,385 (66.2 %) 2,046 (28.5 %) 452 (21.6 %) 1,882 (26.2 %) 293 (14.0 %)
16 5,128 (71.5 %) 1,221 (58.4 %) 2,641 (36.8 %) 772 (36.9 %) 2,350 (32.8 %) 458 (21.9 %)

Table 7.3: Number and percentage of LPS
ITD, LPS

ILD and LPS
CM loudspeaker pair positions at each radial distance for each SYMARE subject

used in the analysis. Percentages are calculated within each radial distance, therefore are out of 7,171 and 2,091 for r = 0.15 m and r = 0.20 m,
respectively.
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As previously found in determining optimal positions of loudspeaker pairs with
respect to KEMAR (Section 6.3.2), for each SYMARE subject there are more positions
in the set LPS

ITD than in the set LPS
ILD. Within each set, there are more positions at

r = 0.15 m than at r = 0.20 m.

The patterns of positions at r = 0.15 m are similar to those found with respect
to KEMAR. As with LPKEMAR

ITD , the loudspeaker pair positions in the LPS
ITD sets

(subplots (a) in Figs. F.1–F.15) generally occupy a large proportion of the region in
the vicinity of the interaural axis, with similar elliptical patterns of holes which vary
in location for each SYMARE subject. The positions at r = 0.15 m in the LPS

ILD sets
(subplots (c) in Figs. F.1–F.15) also follow a similar pattern to the set LPKEMAR

ILD , with
positions in the vicinity of the interaural axis, as well as behind and below, and in front
and above.

A higher degree of variation is present across SYMARE subjects for the regions at
r = 0.20 m. For the LPS

ITD sets (subplots (b) in Figs. F.1–F.15), a hole in the vicinity
of the interaural axis is present for all SYMARE subjects. However, the extents of
the hole in azimuth and elevation, as well as the presence of other holes, varies greatly
between subjects. For the LPS

ILD sets (subplots (d) in Figs. F.1–F.15), there is little in
common between the number and position of loudspeaker pairs.

In the set LPKEMAR
ITD , loudspeaker pair positions are present within all radial

distances analysed, up to and including a maximum of r = 1.50 m. As the regions
determined with respect to SYMARE subjects appear to follow similar patterns to those
determined with respect to KEMAR, it is feasible that more positions would be included
in the LPS

ITD sets if a larger number of directions and radial distances had been analysed.
However, the positions of loudspeaker pairs under test were limited to the SPSYMARE

source positions. Therefore, conclusions can only be drawn for the loudspeaker pair
positions within the regions bounded by 40° ≤ θ ≤ 140°, −30° ≤ φ ≤ 40° for radial
distance r = 0.15 m, and 60° ≤ θ ≤ 110°, −20° ≤ φ ≤ 20° for radial distance r = 0.20 m,
as defined in Table 7.1.

Since the LPS
ITD and LPS

ILD sets follow similar patterns of distribution to those of
sets LPKEMAR

ITD and LPKEMAR
ITD for r = 0.15 m, it follows that LPS

CM does too. For
ease of visual comparison across all SYMARE subjects at once, Fig. 7.5 and Fig. 7.6 show
the LPS

CM regions for all SYMARE subjects included in this study at r = 0.15 m and
r = 0.20 m, respectively. For each SYMARE subject, larger regions exist at r = 0.15 m
than at r = 0.20 m. The size of the region varies across subjects, however, as does the
spatial location. As with the set LPKEMAR

CM , the inclusion of positions in LPS
CM is

predominantly defined by the corresponding LPS
ILD set.

The LPS
CM loudspeaker pair positions at r = 0.15 m (Fig 7.5) generally demonstrate

a similar pattern of distribution to the region determined with respect to KEMAR,
with positions in the vicinity of the interaural axis and with coverage in two general
areas: in front and above the interaural axis, and behind and below the interaural axis.
The regions for some subjects (for example, subject #9 (Fig. 7.5h) and subject #16
(Fig. 7.5o) exhibit less of this diagonal shape and have greater front-back symmetry. As
a result of the distribution of loudspeaker pair positions in the LPS

ILD sets, the regions
for LPS

CM at r = 0.20 m (Fig. 7.6) vary much more across the subjects, with some
showing few (for example, only 3 for subject #12 (Fig. 7.6k)) or even no loudspeaker
positions at all (such as for subject # 14 (Fig 7.6m)).
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(a) Subject #1 (b) Subject #2 (c) Subject #3

(d) Subject #4 (e) Subject #6 (f) Subject #7

(g) Subject #8 (h) Subject #9 (i) Subject #10

(j) Subject #11 (k) Subject #12 (l) Subject #13

(m) Subject #14 (n) Subject #15 (o) Subject #16

Figure 7.5: Regions of loudspeaker pair positions at r = 0.15 m with deterioration below 1 JND
for both ITD and ILD at once (LPS

CM) for the 15 SYMARE subjects included in this study,
indicated in black.
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(a) Subject #1 (b) Subject #2 (c) Subject #3

(d) Subject #4 (e) Subject #6 (f) Subject #7

(g) Subject #8 (h) Subject #9 (i) Subject #10

(j) Subject #11 (k) Subject #12 (l) Subject #13

(m) Subject #14 (n) Subject #15 (o) Subject #16

Figure 7.6: Regions of loudspeaker pair positions at r = 0.20 m with deterioration below 1 JND
for both ITD and ILD at once (LPS

CM) for the 15 SYMARE subjects included in this study,
indicated in black.
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Fig. 7.7 shows the frequency of occurrence of each unique loudspeaker pair position
within all 15 LPS

CM sets at the two radial distances. Colour indicates the frequency of
occurrence between one (dark blue) and 15 (yellow), White indicates zero occurrences.
For r = 0.15 m, the 3,526 unique positions lie within the region bounded by 49° ≤ θ ≤
125°, −30° ≤ φ ≤ 40°. For r = 0.20 m, the 1,268 unique positions lie within the region
bounded by the simulation limits of 60° ≤ θ ≤ 110°, −20° ≤ φ ≤ 20°.

(a) r = 0.15 m (b) r = 0.20 m

Figure 7.7: Frequency of occurrence (indicated by colour) of all loudspeaker pair positions
within all LPS

CM sets, where white indicates zero occurrences.

Despite the variation in the determined regions for each SYMARE subject, some
loudspeaker pair positions are common to a number of LPS

CM sets. Fig. 7.8 shows the
positions which exist in the LPS

CM sets for more than half of the subjects (that is, with
a frequency of occurrence greater than seven out of fifteen), indicated in black. 1,264
such positions exist at r = 0.15 m (35.4 % of all loudspeaker pair positions at that radial
distance) in the region bounded by 60° ≤ θ ≤ 112°, −23° ≤ φ ≤ 24°. 17 positions exist
at r = 0.20 m (1.3 % of all loudspeaker pair positions at that radial distance) with one
region centred at θ = 70°, φ = 12° and another three disconnected points.

(a) r = 0.15 m (b) r = 0.20 m

Figure 7.8: Regions of loudspeaker pair positions which exist in more than half of all LPS
CM

sets. 1,264 positions exist at r = 0.15 m and form one distinct region with a small number of
disconnected points. 17 positions exist at r = 0.20 m.
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Table 7.4 lists the number of loudspeaker pair positions for each frequency of
occurrence. At radial distance r = 0.15 m, a small number of positions exist in all 15
LPS

CM sets. This subset is referred to as the set LPall
CM, which is the intersection of all

LPS
CM sets (see Equation 7.3).

Frequency of occurrence
within all LPS

CM sets
Number of loudspeaker pair positions
r = 0.15 m r = 0.20 m

1 577 370
2 415 245
3 357 199
4 246 204
5 190 108
6 215 91
7 262 34
8 212 11
9 184 5
10 190 1
11 310 0
12 174 0
13 125 0
14 65 0
15 4 0

Total: 3,526 1,268

Table 7.4: Number of loudspeaker pair positions at each frequency of occurrence across all
LPS

CM sets. 3,526 unique positions exist with a frequency of occurrence greater than zero out
of fifteen.

LPall
CM = LP1

CM ∩ LP2
CM ∩ LP3

CM ∩ LP4
CM ∩ LP6

CM∩
LP7

CM ∩ LP8
CM ∩ LP9

CM ∩ LP10
CM ∩ LP11

CM∩
LP12

CM ∩ LP13
CM ∩ LP14

CM ∩ LP15
CM ∩ LP16

CM (7.3)

LPall
CM is shown in Fig. 7.9 and contains 4 loudspeaker pair positions (0.1 % of all

positions at that radial distance) at the following angles:

1. θ = 96°, φ = 1°

2. θ = 98°, φ = 0°

3. θ = 101°, φ = −1°

4. θ = 102°, φ = −1°
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Figure 7.9: Loudspeaker pair positions which exist in LPS
CM sets for all SYMARE subjects

(LPall
CM). Such positions (of which there are four) only exist at r = 0.15 m.

The existence of common positions across all LPS
CM sets suggests that loudspeaker

pairs in these positions would produce perceptually-transparent binaural signals for
all subjects. This small subset is of limited practical use, however, as it would be
impractical to create a real-world acoustic loudspeaker reproduction system using such
precise loudspeaker placement. As this subset is the intersection of all LPS

CM sets, the
size of this region is determined by the smallest region within any of the SYMARE
subjects. In this case, it is subject #14 which has the smallest LPS

CM set (Fig. F.13e),
with 21 loudspeaker pair positions due to its small LPS

ILD region (Fig. F.13c).

As a thought experiment, Fig. 7.10 shows the loudspeaker pair positions which exist
in all LPS

CM sets other than that of subject #14 (LP14
CM). There are 60 such positions:

59 positions lie in a roughly diagonal region bounded by 94° ≤ θ ≤ 103°, −6° ≤ φ ≤ 6°
and one disconnected point at θ = 73°, φ = 12°. The increase in number of candidate
loudspeaker pair positions through removal of one subject suggests that inclusion
and exclusion of loudspeaker pair positions in this way may be overly sensitive with
regards to so-called anomalous sets. However, such anomalies evidently occur within the
population and so perhaps should not be excluded. It may also be the case that more
of these so-called anomalous sets may be present if more subjects were to be included
in this analysis.

It is feasible that an increase in the number of subjects used in analysis may also
reduce further the number of candidate loudspeaker pair positions. Performing analysis
on the first seven subjects results in 153 candidate loudspeaker pair positions, a larger
number than the four positions indicated with 15 subjects. The inclusion or exclusion
of subject #14 has a substantial impact on the number of loudspeaker pair positions; it
is likely that including more subjects results in a greater proportion of the loudspeaker
pair positions being excluded from the set LPall

CM, as they do not appear in all LPS
CM
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sets due to inter-subject variation.

Figure 7.10: Loudspeaker pair positions which exist in LPS
CM sets for all SYMARE subjects,

excluding subject #14. Such pairs (of which there are 60) only exist at r = 0.15 m.

As discussed in Section 6.4.2 and Section 8.2.2, the perceptual model used in this
work to relate deterioration in binaural cues to perceptual impact is likely over-cautious.
That is, it errs on the side of over-estimating the perceptual impact of lateral sources.
It may be the case that, as in Chapter 6, a larger, less conservative (and perhaps
more accurate) JND threshold for lateral sources would result in more loudspeaker pair
positions within the set LPall

CM.

It is evident from the variation across the LPS
CM sets that some form of relationship

exists between the morphology of the subject and the region in which loudspeaker pairs
may faithfully reproduce binaural signals without CTC. Some initial work regarding
this is presented in Section 8.3.3. However, substantial investigation of this relationship
is outside the scope of the work presented here.

7.4 Conclusion

This chapter expands on the methods and processes described in Chapter 6 to determine
pairs of positions where loudspeakers exhibit deterioration in interaural binaural cues
below the threshold of perception for a range of subjects.

The VRS described in Section 6.2.2 was modified to use HRIRs simulated for
15 subjects from the SYMARE database [80]. 18,524 HRTF source positions were
simulated (referred to as the set SPSYMARE). This is fewer source positions than were
simulated for analysis with respect to KEMAR (SPKEMAR), as the results in Chapter 6
indicate that few loudspeaker positions of interest exist for radial distances greater
than r = 0.20 m or for angular directions greater than 50° from the interaural axis.
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Accordingly, to reduce computational effort these source positions were not included in
the simulations.

As in Section 6.2.2, pairs of loudspeaker positions were formed from the simulated
source positions through mirroring in the median plane. This gave 9,262 positions,
referred to as the set LPSYMARE. The 18 HRIR pairs from the SADIE database
v1 [123] were again used as inputs to the modified VRS to create 166,716 (9,262 ×
18) modified HRIR pairs for each SYMARE subject (where a modified HRIR pair
is the result at the ears of reproducing the reference HRIR pair using the simulated
loudspeaker pair under test).

Using the methods described in Section 6.2.3 and Section 6.3.1, the deterioration
in interaural binaural cues between each reference HRIR pair and the corresponding
modified HRIR pair was calculated for each loudspeaker pair position and for each
SYMARE subject. The deterioration was then mapped to an estimate of its perceptual
impact and the positions at which loudspeaker pairs exhibit deterioration below the
threshold of perception were determined. Sets of positions were identified for each
SYMARE subject and referred to as the LPS

ITD and LPS
ILD sets, where S is the index

of the relevant SYMARE subject.
For all SYMARE subjects, more candidate loudspeaker pair positions exist in the

set LPS
ITD than in the set LPS

ILD. Within each set, more candidate positions exist at
r = 0.15 m than at r = 0.20 m. The distribution patterns of loudspeaker pair positions
at r = 0.15 m are generally similar to those found with respect to KEMAR (LPKEMAR

ITD

and LPKEMAR
ILD ). The patterns at r = 0.20 m vary more across SYMARE subjects,

particularly the LPS
ILD sets, where there is little commonality across subjects.

For each SYMARE subject, the intersection of the LPS
ITD and LPS

ILD sets was
calculated to determine the positions where loudspeaker pairs would provide faithful
binaural reproduction across both interaural cues. These sets are referred to as LPS

CM.
More positions exist at r = 0.15 m than at r = 0.20 m for all SYMARE subjects. The
LPS

CM sets generally demonstrate similar position distributions to each other and to
the set determined with respect to KEMAR

(
LPKEMAR

CM

)
. Loudspeaker pair positions

exist in the vicinity of the interaural axis and cover two general regions: in front and
above the interaural axis, and behind and below. Many positions exist in more than
one LPS

CM set: for example, 1,264 positions exist in seven of the 15 LPS
CM sets.

The principal objective of this research is to determine whether loudspeaker pair
positions exist where satisfactory CTC-less binaural reproduction can be achieved
independent of a listener’s unique morphology. Thus, ideally, such positions should exist
in all 15 LPS

CM sets. Four such positions were determined, between 98° ≤ θ ≤ 102°
and −1° ≤ φ ≤ 1°. This set is referred to as the set LPall

CM. The small number is
predominantly the result of a small LPS

CM region related to one specific SYMARE
subject. However, as discussed in Chapter 6, the perceptual model used in this analysis
is rudimentary and conservative, and it is possible that use of more accurate mapping
of binaural cue deterioration to perceptual impact would result in the inclusion of more
loudspeaker pair positions in the set LPall

CM.
In reporting these findings, further questions and issues have been identified, some

of which have been discussed in the relevant chapters throughout this thesis. Further
considerations are reflected upon and explored more deeply in Chapter 8, and some
recommendations for further work are proposed.
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Chapter 8

Additional Discussion

Take this passion, turn it into action.

Tegan and Sara, Stop Desire
Love You to Death (2016)

8.1 Introduction

The work presented in this thesis suggests that it is possible to achieve perceptually
transparent binaural reproduction using loudspeakers and without the need for crosstalk
cancellation (CTC) by placing the loudspeakers close to the head. This conclusion has
been reached using several methods. Firstly, the boundary element method (BEM) has
been used to simulate a large number of head-related transfer functions (HRTFs) for the
Knowles Electronics Manikin for Acoustic Research (KEMAR) and for subjects from
the Sydney-York Morphological and Recording of Ears (SYMARE) database [80]. These
HRTFs were used to implement a virtual reproduction system (VRS) which simulates
the acoustic paths for a two-loudspeaker binaural reproduction system without CTC
(referred to as CTC-less binaural reproduction). The VRS allowed for the calculation of
natural channel separation (NCS) for each loudspeaker position, and made it possible
to examine the deterioration in binaural cues introduced by different placements of the
loudspeaker pairs. The set of loudspeaker pair positions for which the deterioration in
performance is below the estimated threshold of perception was then determined.

During presentation of the methods and findings, however, further questions and
issues were identified. Two such issues have been discussed in the relevant chapters and
so will not be discussed further in this chapter. The impact of the range of frequencies
used for calculating NCS for a given source direction was discussed in Section 5.5.
The variation of NCS with this range was shown to be complex, highlighting the
need for using the same range as in the literature if comparisons are intended to be
made. Comparisons between NCS and other performance predictors were presented
in Section 6.4, with results indicating that the relationship between NCS and binaural
performance is also complex.

This chapter reflects on broader considerations of the presented work, including
the implications of using simulation-based environments and a rudimentary perceptual
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model. Some opportunities for further work are also presented.

8.2 Limitations

As with any experimental work, limitations of the methods and conclusions must be
considered. With respect to the work presented in this thesis, the two major aspects
for consideration are the limitations of the procedures used, and the limitations of the
perceptual model.

8.2.1 Procedural Limitations

This work develops a proof of concept: it is a starting point from which further research
can progress. The procedures used in the simulations and experimental work described
unavoidably restrict the validity of the results obtained.

The first limitations to be considered are those imposed by the use of simulation-
based environments. Use of the BEM enabled a large number of HRTFs to be acquired
for many subjects. The VRS enabled analysis of the difference in interaural binaural cues
contained within each HRIR pair before and after reproduction. However, simulated
environments are not fully representative of the real-world acoustic environment. Some
of the attractions of simulation are that the loudspeakers are ideal point sources, no
other objects are present in the environment, and there is no subject movement. Whilst
these aspects are useful, they represent an ideal version of the real environment. The
future development of an acoustic prototype system to examine the impact of the
differences between simulation and acoustic environments is discussed in Section 8.3.4.

The interaural binaural cues for reference and modified HRIR pairs1 were quantified
using established methods: cross-correlation for interaural time difference (ITD) and
arithmetic mean over frequency for interaural level difference (ILD). These methods are
referred to as estimation methods, as they can only estimate the value of the perceptual
cue based on a model of the behaviour of the auditory system. The alignment of ITD
estimations methods with perceptual results has been explored by Andreopoulou et
al. [65]. Although ITD estimation methods generally produce comparable values and vary
with azimuth in a similar manner to each other, they also tend to display characteristic
artefacts [65]. It is not clear, for example, whether the large jumps in ITD for a small
angular change, as shown in Section 6.3.1, are a true representation of the perception
of a listener, or whether this is a flaw with the estimation method. To avoid such
outcomes, analysis would need to move away from using estimated interaural binaural
cues as the difference metrics, and perhaps move towards localisation error estimation
using binaural models (such as those described in the Auditory Model Toolbox [287,
288]) or using human listeners in a listening test (once an acoustic implementation has
been constructed). Such analysis methods were considered for this work, and although
they would have provided an excellent grounding for future investigations, there was
insufficient time to include them in this initial proof of principle work.

Some other factors which may have affected the results can be grouped under the
term quantisation. These include the use of a finite number of radial distances at which

1More detailed descriptions of the terms reference and modified HRIR pair are given in Section 6.1.
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HRTFs were simulated, and the finite numbers of SYMARE subjects and reference
HRIRs used in the analysis.

Increasing the number of test conditions would characterise the performance of
the loudspeaker pairs in more detail. That is, using more radial distances, reference
HRIR pairs and SYMARE subjects would give a more complete description of the
performance of the candidate loudspeaker pairs. However, the numbers used in this work
were constrained by the computational resources available. The aim was to provide a
detailed enough description for a proof of concept: anything more than a small increase
in the resolution of these three variables would have had an adverse impact on the
computation and analysis time.

8.2.2 Perceptual Limitations

Perhaps the main limitation of the work is the rudimentary perceptual model used
to map numerical differences to perceptual impact in Chapter 6 and Chapter 7. The
localisation accuracy of the human auditory system varies with sound source direction,
with the area of highest accuracy for both ITD and ILD being directly ahead on the
horizontal plane [110, 111]. As a result of this directional variation, the perceptual
impact of numerical changes in the binaural cues will vary as a function of the direction
of the sound source. The magnitude of a change in a cue which can just be perceived
(the just-noticeable difference, or JND) varies with source direction. These changes
can be quantified and compared with a reference - in this case, the numerical change
which corresponds to 1 JND in the region of best performance. These 1 JND reference
values for ITD and ILD were defined in Equation 6.7 and Equation 6.8 as 1 JNDITD

and 1 JNDILD, respectively, where:

1 JNDITD = 16 µs (8.1)

1 JNDILD = 1 dB (8.2)

As described in Section 6.3, a two-level perceptual model was implemented to map
numerical differences in binaural cues to JND in multiples of 1 JNDITD and 1 JNDILD.
For example, if the smallest perceivable change in ITD at a given direction is 32 µs,
the JND can be described as having a value of 2 JNDITD. While literature does exist
regarding the variation of localisation accuracy with source direction, there is a lack of
detail on how the relationships between binaural cues and their associated perceptual
thresholds vary with direction, particularly for an arbitrary change in either azimuth or
elevation. The model implemented for this work was, as far as possible, implemented
using the angles and JND thresholds reported in the literature. However, this left
regions of uncertainty where experimental values are unavailable.

The two-level model used in this work defines two distinct regions of perceptual
mapping, shown in Fig. 6.9 and reproduced in Fig 8.1 for convenience. Within the frontal
region (indicated in purple), the lowest JND thresholds of 1 JNDITD and 1 JNDILD

(16 µs and 1 dB, respectively) are used to map numerical difference to perceptual impact
in JND. A second region (indicated in yellow) was defined beyond a designated angle
for azimuth and elevation, as informed by the literature. Within this region, JND
thresholds of 2 JNDITD and 2 JNDILD (32 µs and 2 dB, respectively) are used. The
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boundary angles in both azimuth and elevation were set at 30° for ITD and 60° for
ILD, with the same angle used for elevation as for azimuth as a worst-case measure,
since elevation localisation accuracy is always worse than azimuth accuracy [111]. As
an example, a ∆ITD of 50 µs at θ = 0°, φ = 0° is mapped to a perceptual impact of
3.1 JND. For a source direction at θ = 90°, φ = 0°, the same numerical difference is
mapped to 1.6 JND.

(a) ∆ITD: 1 JNDITD within 30° of straight ahead (b) ∆ILD: 1 JNDILD within 60° of straight ahead

Figure 8.1: JND thresholds used to map binaural cue differences to perceptual impact for ITD
and ILD using the two-level perceptual model. Reference HRIR pair directions are indicated as
black dots.

As this perceptual model is overly simplistic, it is of interest to examine the impact of
using a more sophisticated model. This would incorporate more levels of JND threshold
and extend the range of JND variation, since localisation accuracy for sound sources at
the more lateral directions can deteriorate by 5 to 6 times compared with sources in
the frontal region [116, 119, 120]. Some initial work on this has been conducted, and is
described below.

Although it is likely that the increase in JND with direction is nonlinear, for simplicity
here, regions were defined using a linear stepped increase in JND between a region of
highest accuracy directly ahead (denoted by 1 JNDmin) and a region of lowest accuracy
at θ = 90° (denoted by 6 JNDmin). This gives six regions of perceptual mapping values
with boundaries at 18° increments, as listed in Table 8.1. The JND thresholds were
mirrored in the median plane to create the thresholds for the front right quadrant. The
same step intervals were used for azimuth and elevation, and also for both ITD and ILD
(hence the use of the same value JNDmin for both cues). The regions of the sphere which
these levels correspond to are shown in Fig. 8.2, where colour indicates JND between
1 and 6 JNDmin, and the reference HRIR pair directions are indicated as black dots.
The values used to map numerical differences at each reference HRIR pair direction to
perceptual impact using this six-level model are listed in Table 8.2.
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Angle region (°)
JND threshold

JND ∆ITD (µs) ∆ILD (dB)

0 to 17 1 JNDmin 16 1
18 to 35 2 JNDmin 32 2
36 to 53 3 JNDmin 48 3
54 to 71 4 JNDmin 64 4
72 to 89 5 JNDmin 80 5
≥90 6 JNDmin 96 6

Table 8.1: Multiples of JNDmin for the front left quadrant used in the six-level perceptual model.
The JNDmin multipliers are mirrored in the median plane to create the thresholds for the front
right quadrant.

Figure 8.2: JND thresholds (in multiples of JNDmin) used to map binaural cue differences to
perceptual impact for ITD and ILD using the six-level perceptual threshold model. Reference
HRIR pair directions are indicated as black dots.
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Source JND threshold
Label # θ (°) φ (°) ∆ITD (µs) JNDmin ∆ILD (dB) JNDmin

1 90 32 96 6 6 6
2 270 32 96 6 6 6
3 90 -32 96 6 6 6
4 270 -32 96 6 6 6
5 32 0 32 2 2 2
6 148 0 96 6 6 6
7 328 0 32 2 2 2
8 212 0 96 6 6 6
9 0 58 32 2 2 2
10 0 -58 64 4 4 4
11 180 58 96 6 6 6
12 180 -58 96 6 6 6
13 0 90 96 6 6 6
14 0 -90 96 6 6 6
15 0 0 16 1 1 1
16 180 0 96 6 6 6
17 90 0 96 6 6 6
18 270 0 96 6 6 6

Table 8.2: JND thresholds used in the six-level perceptual threshold model to map the binaural
cue differences to perceptual impact for each of the 18 reference HRIR pairs.

The numerical differences between each reference and corresponding modified HRIR
pair calculated in Section 6.3.1 were mapped to perceptual impact using the six-level
model rather than the two-level model. The loudspeaker pairs which exhibit a perceptual
difference below 1 JND for all the six statistical metrics used in this work (∆ITD, σ∆ITD,
(∆ITDmax−∆ITDmin), ∆ILD, σ∆ILD, (∆ILDmax−∆ILDmin)) were then identified.
The positions of these loudspeaker pairs, referred to as the set LPKEMAR

CM6
, are indicated

in black in Fig. 8.3 at the two radial distances r = 0.15 m and r = 0.20 m.

Many more loudspeaker pair positions exist in the set LPKEMAR
CM6

than in the set

LPKEMAR
CM (that is, those positions identified using the mappings from the two-level

perceptual model, shown in Fig. 6.19 and reproduced in Fig. 8.4 for convenience). At
r = 0.15 m, 8,622 loudspeaker pair positions exist in LPKEMAR

CM6
, in the region bounded

by 30° < θ < 136°, −40° < φ < 64°, whereas in LPKEMAR
CM at r = 0.15 m there exist

1,314 positions in the region bounded by 56° < θ < 117°, −35° < φ < 43°. Additionally,
positions were identified at more radial distances when using the six-level model. The
number and percentage of LPKEMAR

CM6
loudspeaker pair positions in the set LPKEMAR

at each radial distance is listed in Table 8.3.
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(a) r = 0.15 m (b) r = 0.20 m

Figure 8.3: Regions of loudspeaker pair positions in the set LPKEMAR
CM6

(indicated in black)
at the two smallest radial distances. 8,622 such positions exist at r = 0.15 m. 5,767 positions
exist at r = 0.20 m. The axes limits used in Fig. 6.19 have been included here to enable visual
comparison.

(a) r = 0.15 m (b) r = 0.20 m

Figure 8.4: Regions of loudspeaker pair positions in the set LPKEMAR
CM (indicated in black),

using the same axes limits as in Fig. 8.3. 1,314 such pairs exist at r = 0.15 m. 11 pairs exist at
r = 0.20 m.
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r (m)
LPKEMAR

CM6

Number %

0.15 8,622 37.1
0.20 5,767 24.8
0.25 4,300 18.5
0.30 3,179 13.7
0.35 1,950 8.4
0.40 1,402 6.0
0.45 1,019 4.4
0.50 737 3.2
0.60 411 1.8
0.70 279 1.2
0.80 189 0.8
0.90 151 0.6
1.00 121 0.5
1.50 60 0.3

Table 8.3: Number and percentage of LPKEMAR
CM6

loudspeaker pair positions within LPKEMAR

at each radial distance.

These preliminary findings indicate that a more sophisticated, less conservative
perceptual model identifies a greater number of loudspeaker pairs capable of reproducing
satisfactory binaural reproduction without using CTC. It is, therefore, conceivable that
a real-world implementation of such a system would perform better than indicated here
due to the conservative choices made in the models in this work. Although the six-level
model is more sophisticated, it too has limitations. Without evidence to justify which
JND values to apply in the mapping from numerical difference to perceptual impact,
doubts must remain about its correctness. Additionally, no attempt is made to account
for variation in localisation accuracy for sound sources behind the interaural axis: in the
six-level model, 6 JNDmin is used for all source directions on and behind the interaural
axis.

8.3 Further Work

Several directions for work building on that presented here have been identified: acoustic
validation of the full torso BEM-suitable mesh of KEMAR; further examination of
the relationship between NCS and perceptual performance; investigation into the
relationship between candidate loudspeaker pair positions and subject morphology;
building a physical acoustic prototype of the simulated system, and further examination
of the role of ipsilateral inversion. These will be considered below in more detail.

8.3.1 Validation of the Full Torso Mesh

In Chapter 3, the acoustic validation of a 3D mesh of KEMAR through comparison of
acoustically-measured and simulated HRTFs is described. Due to a lack of computational
resources available at the time of writing, a head-and-neck version of the mesh (referred
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to as the Neck-Extended Easily Computable KEMAR, or NEECK) was used for the
acoustic validation. The validity of the full torso mesh is inferred from this result, but
not explicitly determined. An obvious further step is to simulate HRTFs for the full-
torso-noEC-20 mesh and compare these with accurate acoustically-measured HRTFs,
such as those in the SADIE database v2 [74]. It is anticipated that, whilst HRTFs for
the full torso will differ from those for the NEECK (as the NEECK lacks shoulders and
has an elongated neck), the relationship between simulated and acoustically-measured
full torso HRTFs will be similar to the relationship demonstrated between simulated
and acoustically-measured NEECK HRTFs. This assertion is based on the fact that the
two sets of simulated HRTFs are derived from the same numerically-validated mesh.

8.3.2 Examination of the Relationship between NCS and Perceptual
Performance

NCS is the inherent acoustic isolation between the two ears, and occurs primarily as a
result of acoustic shadowing introduced by the head (see Section 2.7.2.2). Chapter 5
describes the calculation of NCS for 660,240 loudspeaker positions and the subsequent
identification of loudspeaker positions which exhibit NCS of greater than 20 dB. This
value has been suggested as the minimum channel separation required for binaural
robustness [17, 228]. However, the results presented in Chapter 6 indicate that NCS
values corresponding to binaurally-transparent loudspeaker positions range from 24.4
to 36.2 dB, and that some loudspeaker positions with NCS greater than 20 dB are not
included in the binaurally-transparent set. It would, therefore, be of interest to explore
further the relationship between NCS (and channel separation (CS) more generally)
and perceptual performance. In particular, it would be useful to study the potential
impact of larger NCS on binaural reproduction, and whether high values of NCS deliver
perceptually-superior binaural sound reproduction compared with loudspeaker positions
with NCS closer to the accepted 20 dB threshold.

The use of NCS as a predictor of subject localisation performance is also of interest.
In comparing the localisation ability of subjects with the achieved CS for various CTC
implementations calculated over various frequency ranges, Masiero [227] concluded
that CS is only useful as a predictor of localisation performance for certain conditions
(specifically, in evaluating lateral errors in mismatched CTC systems using a high-
frequency CS). In this work, CS was achieved using various CTC implementations, and
so only a limited number of CS values to localisation performance could be compared
to subject localisation performance. When calculated using a frequency range of 0.3 to
8 kHz, CS for the mismatched CTC systems across the eight subjects ranged from, on
average, 12.3 dB to 16.6 dB. For the matched CTC system, CS was, on average, 68.4 dB
[227] (Table 6.5). It would be of interest to extend this type of comparison between CS
and subject performance using the more continuous NCS values calculated in this work.

8.3.3 Investigation of the Relationship between Candidate Loudspeaker
Pairs and Subject Morphology

Variations in the shape and angular extent of the regions of loudspeaker pair posi-
tions meeting the requirements for binaural rendering without CTC were identified in
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Chapter 7 for 15 SYMARE subjects. It can be inferred from this that some form of rela-
tionship exists between the morphology of a subject and the candidate loudspeaker pair
positions (referred to as the LPS

CM sets, where S refers to the index of the SYMARE
subject). To examine this relationship further, two sets of descriptors are required: one
to describe the distribution of candidate loudspeaker pair positions in some way, and
another to describe morphological aspects of the subject.

A preliminary study was conducted to determine if a simple relationship exists
between the number of loudspeaker pair positions in each of the LPS

CM sets and a
selection of parameters relating to the subjects’ morphology. The Spearman’s rank
correlation coefficient2 was calculated between the number of loudspeaker pair positions
in each LPS

CM set and the following parameters:

� Volume contained within the mesh (m3), calculated using the ‘meshVolume’
function from the geom3d toolbox [289];

� Head width (m), calculated as the distance between the coordinates of the two
simulation receiver positions in the occluded ear canals;

� Area of the projection of the mesh in each of the three principal anatomical planes
(m2) (demonstrated for subject #1 in Fig. 8.5 in black);

� Length of the contour around the upper portion of the head (m) when viewed in
both the median and frontal planes (demonstrated for subject #1 in Fig. 8.6a and
Fig. 8.6b in red);

� Length along the contour of the rear portion of the head (m) when viewed in the
horizontal plane (demonstrated for subject #1 in Fig. 8.6c in red).

(a) Frontal plane (b) Median plane. (c) Horizontal plane

Figure 8.5: SYMARE subject #1 with mesh surface projected onto each of the three anatomical
planes (indicated in black) to allow calculation of the projections’ areas.

2Kolmogorov-Smirnov test results indicated that the data was not normally distributed and, therefore,
that calculation of Pearson correlation coefficients was not appropriate.
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(a) Frontal plane (b) Median plane. (c) Horizontal plane

Figure 8.6: SYMARE subject #1 with mesh outline projected onto each of the three anatomical
planes to allow calculation of the length of the upper and rear portions of the contour (indicated
in red).

Of the eight parameters used to describe the morphology of each subject mesh, only
the volume of the meshes displayed a correlation coefficient of greater than 0.5 and
a significance value below p = 0.05. This suggests that the relationship between 2D
projections of a subject and the number of candidate loudspeaker pair positions is weak.
It is possible that the number of loudspeaker pair positions in each LPS

CM set is not a
particularly useful metric. A more spatial description of the positions may prove more
useful, such as: the mean distances to the origin, the interaural axis or the ear; the
solid angles or the spatial distributions of pair positions; or indeed some mixture of
these and other spatial parameters.

It is also possible that the morphological parameters chosen here do not capture
sufficient information about the subjects’ individuality. Additional morphological
dimensions could include those discussed in the CIPIC HRTF database [24]. It is,
perhaps, more likely to be the smaller-scale morphological features of the head and
pinnae that are of greater importance, particularly those which may increase acoustic
shadowing, such as pinna size and ear flare angle, rather than the overall size of the
subject mesh.

8.3.4 Development of a Prototype

The development of a physical prototype is a logical progression of the work presented in
this thesis. This would not only provide confirmation of the performance of the candidate
loudspeaker pairs identified here, but it would also permit examination of the impact of
aspects which cannot be considered using a simulated environment. For example, an
acoustic CTC-less binaural reproduction system would have physical and mechanical
factors that differ from those in the simulated environment, including a loudspeaker
enclosure, some sort of mounting system and driver directivity. Additionally, no reflective
or absorptive objects are present in the simulated environment other than the mesh of
the subject of interest, which is not representative of real listening environments.

Implementation of loudspeakers close to the head would likely involve a headrest
of some form, either between the loudspeakers or as an enclosure, with the headrest
constructed of absorptive materials. As discussed in Section 2.7.2.3, consideration of
the construction materials is perhaps more important within the near-field than for
loudspeakers located in the far-field. It is anticipated that the presence of a headrest
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would increase NCS, and that loudspeakers with increased directivity would reduce
crosstalk to the contralateral side. As a result, an acoustic implementation of the
VRS may reveal a greater range of satisfactory loudspeaker pair positions than those
identified in this work using simulation. Additionally, a physical implementation would
allow for perceptual listening tests to replace the perceptual model in the simulation.

8.3.5 Examination of the Role of Ipsilateral Inversion

The work presented in Chapter 6 and Chapter 7 indicates that informed placement
of loudspeaker pairs allows for the removal of CTC. This avoids some of the common
downsides associated with CTC, including spectral colouration and errors introduced
by inverse filtering (see Section 2.7.2.3). However,the VRS used in the simulation work
actually includes ipsilateral inversion to maintain binaural fidelity (see Section 6.2.2).

The inverse filters in the VRS were calculated using a high regulation value (in-band
regularisation of 20 dB, out-of-band regularisation of −12 dB) and a wide frequency
range (50 Hz to 16 kHz) to ensure numerical accuracy. However, should these parameters
be used to generate filters for use in an acoustic implementation of the VRS, downsides
associated with inverse filtering (such as undue strain on the loudspeakers [16]) may be
introduced. A lower regularisation value and a reduced frequency range would usually
be more appropriate for acoustic ipsilateral inversion. This reduces the numerical
accuracy of the filter in exchange for more stable behaviour. Additionally, the use of
a single filter for each ear is likely to become problematic in the presence of listener
movement. Dynamic system inversion (where the filters are updated based on tracked
listener movement) could be implemented to address this, but its complexity may make
it impractical in a commercial implementation. Generic system inversion, where a single
set of inverse filters is used for every listener, may also be worthy of further investigation.

Alternatively, the impact of entirely removing the ipsilateral inversion stage could be
examined. It may be that loudspeaker positions exist which are capable of satisfactory
binaural reproduction without compensating for the ipsilateral acoustic path. Such
loudspeaker positions would have to exhibit a sufficiently flat frequency response
(comprising both the loudspeaker frequency response and the acoustic path to the ear)
to be of negligible perceptual impact on the reproduced binaural signals.

8.4 Conclusion

This chapter discusses the main procedural and perceptual limitations of the work
presented in this thesis, and proposes a number of directions for future work.

The implications of using simulated environments and interaural binaural cue
estimation methods are considered. The results presented in earlier chapters are
inevitably different from what would occur in a real-world acoustic reproduction system,
due to important differences between simulated and acoustic environments.

The limitations of the two-level perceptual model used to map numerical differences in
binaural cues to estimates of their perceptual impact are discussed. An experimental six-
level perceptual model was implemented to investigate the impact of a less conservative
model. This model identified a larger number of loudspeaker pair positions for which
interaural binaural cue reproduction differences are below the threshold of perception.
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These positions lie within a larger angular range and at greater radial distances. However,
without evidence to justify which JND values to use in the mapping (unfortunately, to
the author’s knowledge, such data does not exist), such a model is difficult to implement
well in a simulated environment. It is, therefore, likely that an acoustic implementation
could perform better than is indicated by either the two-level or six-level simulated
systems employed in this work.

Several directions for future work have also been identified. It would be of use to
the wider research community for the BEM-suitable full torso mesh of KEMAR to
be validated acoustically in addition to numerically. However, this depends on the
availability of computational resources to perform the required HRTF simulations. The
relationship between NCS and perceptual performance has been addressed somewhat
in the literature (for example, in [227]), but could be expanded upon to look at
perceptual performance over a more continuous range of NCS values, and in particular
to address the question of whether larger NCS leads to significantly more accurate
and perceptually improved binaural reproduction. Limited evidence of a relationship
between subject morphology and the loudspeaker pair positions identified for CTC-less
binaural reproduction has been found. Further understanding of the impact of specific
morphological features on binaural reproduction would inform binaural loudspeaker
system design. Finally, the advantages of implementing a physical embodiment of the
loudspeaker setup within a headrest are discussed, in addition to the examination of
the importance of ipsilateral inversion.

This thesis has explored the feasibility of a near-field binaural loudspeaker system
which avoids the general requirement for CTC through suitable placement of the
loudspeakers. Chapter 9 provides a summary of the work presented and revisits the
hypothesis introduced in Chapter 1.
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Chapter 9

Conclusions

It’s not the time for us to give in.

Tegan and Sara, I’ll Be Back Someday
Hey, I’m Just Like You (2019)

This thesis explores the feasibility of a near-field binaural loudspeaker system
which avoids the general requirement for crosstalk cancellation (CTC) through suitable
placement of the loudspeakers. This chapter draws the thesis to a close, summarising the
work presented and revisiting the hypothesis introduced in Chapter 1. The contributions
to the wider field are detailed, after which the thesis is concluded with some final
thoughts.

9.1 Thesis Summary

Chapter 1 presents the historical and cultural context for the thesis, and forms the
hypothesis statement and objectives for the work. Chapter 2, the literature review,
presents an overview of acoustic principles relevant to psychoacoustics and binaural
technology in order to give context to the subject matter of this thesis. The chapter
covers: sound wave behaviour; how the human auditory system detects, perceives
and localises sound; various techniques for the capture of the acoustic localisation
cues, and methods of reproduction of those cues using headphones and loudspeakers.
Since this work focuses on the acoustic simulation of localisation cues and the removal
of crosstalk cancellation (CTC) from loudspeaker reproduction, emphasis is given to
previous simulation work using the boundary element method (BEM) and near-field
loudspeaker systems with and without CTC.

The first portion of work presented in the thesis details the creation of 3D mesh
models for use within the BEM. Chapter 3 describes the workflow developed to create
a 3D mesh model of the Knowles Electronics Manikin for Acoustic Research (KEMAR).
During initial investigations, existing meshes of KEMAR available in the literature were
deemed not to meet the resolution requirements for the intended work. Therefore, a
mesh of higher resolution was created, following a workflow adapted from that described
by Jin et al. [80]. To ensure topological consistency and acoustic accuracy with the
physical manikin, numerical and acoustical validation were performed, and the mesh
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was shown to be consistent with the original. Chapter 4 describes the development of a
simplified, but still topologically accurate, 3D mesh of KEMAR comprising only the
head and shoulders. This allows for acoustic simulation using the BEM, as the full torso
mesh required more computational resources than were available at the time of writing.

The second portion of work presented in the thesis details the simulation of lo-
calisation cues and the implementation of a virtual loudspeaker system. Chapter 5
describes the simulation of head-related transfer functions (HRTFs) of KEMAR for a
large number of loudspeaker directions and distances, and the subsequent calculation of
natural channel separation (NCS) for each loudspeaker position. Pairs of loudspeaker
positions were found which exhibit NCS above the threshold reported in the literature
as required for robust binaural reproduction. Chapter 6 describes the creation of a
virtual test environment to assess the impact of loudspeaker placement on binaural
reproduction. The virtual environment enables simulation of the acoustic paths within
a CTC-less loudspeaker reproduction system, and, therefore, allows examination of
the deterioration in interaural binaural cues brought about by different loudspeaker
positions. Loudspeaker pairs in the vicinity of the interaural axis at close radial distances
were identified as introducing less deterioration in binaural cues than the estimated
threshold of perception. Chapter 7 discusses the adaptation of the virtual reproduction
system to investigate the existence of positions where loudspeaker pairs do not require
CTC for a variety of head and ear shapes besides those of KEMAR. Loudspeaker pairs
in a few positions were found to perform satisfactorily across all subjects tested.

The final portion of the thesis reflects on broader considerations of the work presented.
Chapter 8 discusses limitations of the conclusions, for example, due to the use of
simulated environments and a conservative perceptual model. Some initial work on the
development of a model more akin to human perception is described. Preliminary results
suggest that, in a real-world implementation of such a loudspeaker system, there may be a
greater number of acceptable loudspeaker pair positions than indicated by the simulation
results. Chapter 8 also proposes some directions for future research. These include:
investigation of the relationship between NCS and perceptual performance; exploration
of the relationship between loudspeaker performance and subject morphology; the
development of an acoustic prototype to further validate the findings; and examination
of the role of ipsilateral inversion.

9.2 Contributions

The work presented in this thesis has resulted in several novel contributions to the field,
as listed in Chapter 1 and repeated here for convenience:

� Seven high-resolution 3D mesh models of KEMAR, numerically and acoustically
validated for use with the BEM and valid up to audio frequencies not previously
presented in the literature;

� NCS values for 655,216 loudspeaker positions over 15 radial distances, within both
the near-field and the far-field;

� Identification of candidate pairs of loudspeaker positions capable of reproduc-
ing satisfactory binaural audio without requiring CTC across multiple subjects,
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determined using a simulated environment.

3D Mesh Models of KEMAR: The maximum valid frequency when using the BEM
for acoustic simulation is dependent on the resolution of the mesh (see Section 2.6.2.3).
However, the meshes described in the literature are either of a lower maximum valid
frequency than desired for this work, or they are not available for general use. The
work described in Chapter 3 has resulted in an accurate mesh model of KEMAR valid
to 20 kHz, from which derivative meshes can be created. In this way, a number of
versions of the mesh have also been created: one without ear canals valid to 23 kHz,
one without ear canals valid to 16 kHz, two head-and-neck derivatives referred to as
the Neck-Extended Easily Computable KEMAR (NEECK), valid to 16 kHz and 20 kHz,
and two head-and-shoulder variants valid to 17 kHz and 20 kHz.

NCS Values: NCS has been calculated in the literature for some loudspeaker locations
(see Section 2.7.2.2). However, these discussions are often limited to a small set of radial
distances. The results presented in Chapter 5 provide a more complete picture, with
results for loudspeaker locations in 1° increments for both azimuth and elevation, at 15
radial distances in both the near-field and far-field.

Candidate Loudspeaker Positions: A small number of previous studies have in-
vestigated reproduction of binaural audio over CTC-less near-field loudspeakers (see
Section 2.7.2.3). However, in general these studies have used only a small number of
loudspeaker positions, and have been limited to examining the performance of that
specific position rather than the performance of all possible loudspeaker positions,
which is needed for determining if an optimal position exists. The results presented in
Chapter 6 and Chapter 7 go some way to expanding this discussion. Loudspeaker pairs
which do not require CTC to reproduce satisfactory binaural audio have been identified
for KEMAR and for 15 human subjects. A small number of loudspeaker pairs which
perform satisfactorily for all human subjects have also been identified. It must be noted,
however, that the significance of these findings is inevitably restricted by limitations of
the simulated environment and of the perceptual models employed in this work.

9.3 Restatement of Hypothesis

As originally stated in Section 1.1, the hypothesis tested within this thesis is as follows:

It is possible to negate the general requirement for crosstalk cancellation when repro-
ducing binaural audio using loudspeakers through suitable placement of the loudspeakers
close to the head.

The results presented in this thesis broadly support this hypothesis, although they
are affected by the procedures used, specifically by the use of simulated environments
and the conservative perceptual model. Since the hypothesis does not specify the
environment within which it should be tested, however, it is correct to state that the
hypothesis has been validated, provided that the conditions in which it has been tested
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are clearly stated. The conclusions of this thesis cannot comprehensively argue that
CTC-less binaural reproduction is possible in all real-world situations using loudspeakers
placed close to the head. Nevertheless, they provide an encouraging and substantive
basis upon which further work may build to test a refined hypothesis in more realistic
conditions.

9.4 Closing Remarks

This thesis has provided valuable insight into the binaural reproduction performance of
loudspeaker pairs in the absence of CTC. The use of the BEM and a virtual reproduction
system has enabled examination of a dense set of loudspeaker locations, and allowed
application of the procedures to a range of subjects in order to generalise the findings
more broadly. It is hoped that this research can provide a foundation for the development
of simplified commercial near-field binaural loudspeaker systems.
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Appendix A

Derivation of Density as a
Function of Temperature

This appendix derives the equation for calculating the density of a medium as a function
of temperature from first principles (adapted from [33]), as discussed in Section 2.2 and
used in Section 3.6.4.

First, consider the ideal gas law for nmol moles of gas:

P0Vgas = nmolR̄TK (A.1)

where P0, Vgas and TK are the standard atmospheric pressure (101,325 Pa), the
volume of gas (m3) and the absolute temperature (K), and R̄ is the ideal gas constant
(8.3145 J K−1 mol−1) [33].

When formulated for a particular gas, Equation A.1 becomes:

P0Vgas = mV R̂TK (A.2)

where mV is the mass contained in Vgas in kg, and R̂ is the molar-weight-specific
gas constant. Density in kg m−3 can be calculated using [30]:

ρ =
mV

Vgas
(A.3)

Therefore, Equation A.3 can be rewritten as:

P0 = ρR̂TK (A.4)

and so the density of a particular gas as a function of temperature can be calculated
using:

ρ =
P0

R̂TK
(A.5)

To calculate using a temperature value in Celsius, TK can be replaced by TC + 273.15.
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Appendix B

Mathematics of Mesh Analysis
Techniques

This appendix describes the mathematical steps used for numerical validation of the full
torso KEMAR mesh in Section 3.5. For prerequisite mathematical knowledge, the reader
is directed towards dedicated works on the subject such as [290] (Part II, Programme
6).

B.1 Calculation of Angles between Edges

This calculation can be treated as an example of calculating the angle between two
vectors, which is commonly derived from the definition of the dot product of vector a
and b:

a · b = |a| |b| cos θV (B.1)

which gives the angle between the vectors, θV , as:

θV = cos−1

(
a · b
|a| |b|

)
(B.2)

This, however, has two problems. High computational power is required for the dot
product and for the two norm calculations for the vector magnitudes, and the inverse
cosine becomes less accurate with smaller angles [291]. In cases where this calculation
will be run many times, an alternative formulation can be used, such as the method
described by Simon [292]:

θV = tan−1

(
|a× b|
a · b

)
(B.3)

This formulation uses only one vector norm calculation; the other is replaced with
a cross product, which can be quicker to calculate. More importantly, using inverse
tangent avoids the accuracy problems associated with inverse cosine.
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B.2 Comparison of the Local Topology of Two Meshes

The algorithm described in Listing 1 to compare the topology of two meshes through
calculation of perpendicular distances between faces along the face normal is based on
several 3D geometrical principles applied consecutively:

1. The calculation of face centroid and centred normal vector;

2. The calculation of the intersection point between a line and a plane;

3. Determining whether a point on a plane lies within a specified triangle.

B.2.1 Calculation of the Face Centroid and the Centred Normal Vec-
tor

The coordinates of the face centroid VC are calculated by taking the mean of each trio
of x, y and z coordinates of the three vertices of the face:

VCx =
1

3
(V1x + V2x + V3x)

VCy =
1

3
(V1y + V2y + V3y)

VCz =
1

3
(V1z + V2z + V3z)

(B.4)

where V1–V3 are the three vertices of the face. The face normal is calculated by
taking the cross product of two edges. The direction of the normal is not of importance
in this case, so which edges are used does not matter.

v = a× b (B.5)

where a and b are edge vectors and v is the face normal. The centred face normal
vector is then created by locating the face normal at the centroid.

B.2.2 Calculation of the Intersection Point between an Infinite Plane
and an Infinite Line

The intersection point in 3D space between an infinite line and an infinite plane can be
calculated using the method described by Weisstein [293]. An infinite plane defined by
the 3D points VP1, VP2 and VP3 and the line passing through points VL1 and VL2

intersect at a point I which can be found by solving the following set of simultaneous
equations:
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0 =

∣∣∣∣∣∣∣∣
Ix Iy Iz 1
VP1x VP1y VP1z 1
VP2x VP2y VP2z 1
VP3x VP3y VP3z 1

∣∣∣∣∣∣∣∣ (B.6)

Ix = VL1x + (VL2x − VL1x)α (B.7)

Iy = VL1y + (VL2y − VL1y)α (B.8)

Iz = VL1z + (VL2z − VL1z)α (B.9)

This gives the constant α in terms of the known coordinates as:

α = −

∣∣∣∣∣∣∣∣
1 1 1 1

VP1x VP2x VP3x VL1x

VP1y VP2y VP3y VL1y

VP1z VP2z VP3z VL1z

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 1 1 0

VP1x VP2x VP3x (VL2x − VL1x)
VP1y VP2y VP3y (VL2y − VL1y)
VP1z VP2z VP3z (VL2z − VL1z)

∣∣∣∣∣∣∣∣
(B.10)

which can then be found from the coordinate values and substituted into Equa-
tions B.7–B.9 to find the point of intersection I.

In this work, the coordinates of the plane VP1, VP2 and VP3 are the three vertices
of a triangular face. However, the calculation assumes that the plane and line are
infinite, so an intersection point could exist which is outside the face of interest. A
further step is required to ensure that intersections only between the coordinates (that
is, within the face) are included.

B.2.3 Testing the Validity of the Intersection Point

The test for whether a point of intersection lies within a designated face is taken from
[294], using the ‘barycentric’ system of describing triangles.

Consider a triangle with vertices V1, V2, V3, then consider a weight attached to
each vertex. Each weight has 100 % contribution from that vertex, and 0 % contribution
from the other vertices. A position anywhere within the triangle can be thought of as a
contribution of the three weights. The barycentre VB of the triangle is the point where
the weights are balanced; each weight is contributing equally at that point (this is equal
to the centroid as described in Section B.2.1). Assigning each weight to be equal to 1,
this can be formulated as:

VB =
1

3
V1 +

1

3
V2 +

1

3
V3 (B.11)

From this, the coordinates for the barycentre VB can be read as
(

1
3 ,

1
3 ,

1
3

)
. The

barycentric axes of a triangle are those which extend from a triangle edge, where the
weight for the opposite vertex is 0, through the barycentre and to the opposite vertex,
where the weight for that vertex is 1. This is shown in Fig. B.1, where VB is the
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barycentre of a triangle with vertices V1, V2, V3 and the barycentric axes are indicated
by dotted lines.

V1 V2

V3

VB

Figure B.1: Barycentric axes (dotted lines) and barycentre VB of a triangle with vertices
V1, V2, V3.

For each barycentric axis, the values can only range from 0 (on an edge) to 1 (at
the vertex reached after passing through the barycentre). It therefore follows that a
value less than zero or greater than one is outside the triangle of interest. For any point
of interest VQ, a barycentric equation can be formed:

VQ = sV1 + rV2 + tV3 (B.12)

where s, r and t are the barycentric coefficients which must sum to 1:

1 = s+ r + t

∴

s = 1− r − t
(B.13)

Substituting this into Equation B.12 gives

VQ = (1− r − t)V1 + rV2 + tV3

= V1 − rV1 − tV1 + rV2 + tV3

= V1 + r(V2 −V1) + t(V3 −V1)

(B.14)

Equation B.14 defines the relationship between point of interest VQ and the triangle
with vertices V1, V2, V3 in terms of coordinates. To allow calculation using vector-
based maths, this can be reformulated in terms of vectors by defining V1 as the local
origin, and thus the following relationships:
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u = V2 −V1 (B.15)

v = V3 −V1 (B.16)

w = VQ −V1 (B.17)

Rearranging Equation B.14 and substituting in these relationships gives:

w = ru + tv (B.18)

Using vector relationships, r and t can then be calculated from:

r =
v ×w

v × u
(B.19)

t =
u×w

u× v
(B.20)

The dot product is used to determine if r or t are greater than zero. If either r or t
are less than zero, the dot product between the respective cross products for each will
return a negative value. If this is the case, the intersection is not valid.

sign(r) = (v ×w) · (v × u) (B.21)

sign(t) = (u×w) · (u× v) (B.22)

If r and t are greater than zero, their values are calculated and the magnitudes
summed to ensure ‖r‖+ ‖t‖ < 1. If this is not the case, the intersection is not valid.

‖r‖ =

∥∥∥∥v ×w

v × u

∥∥∥∥ (B.23)

‖t‖ =

∥∥∥∥u×w

u× v

∥∥∥∥ (B.24)

sum = ‖r‖+ ‖t‖ (B.25)

If all three conditions are met, the point of interest falls within the triangle.
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Appendix C

NEECK HRTF Measurement
and Simulation Apparatus

Section 3.6 describes the measurement and simulation of head-related transfer functions
(HRTFs) for the purpose of acoustic validation of a 3D mesh model of the Knowles
Electronics Manikin for Acoustic Research (KEMAR). This appendix provides technical
details of the measurement rig and of the physical and mesh versions of the mounting
unit used to hold the head-only section of KEMAR, which, when combined, is referred
to as the Neck-Extended Easily Computable KEMAR (NEECK).

C.1 HRTF Measurement Rig

A lightweight loudspeaker rig was designed using SketchUp [295] and constructed to
allow the acoustic measurement of HRTFs at five elevation angles at a radial distance
of r = 1.20 m. The SketchUp design is shown in Fig. C.1. Five lengths of 20x20 mm
aluminium extrusion1 were cut, two at 382 mm and three at 685 mm, and arranged at
150° to each other (shorter bar at each end). These were affixed to one another using
a custom-designed bracket on either side which were laser cut from 6 mm ply (shown
in Fig. C.2). The lengths and angles were designed such that, when fixed together,
loudspeakers mounted at the centre point of each bar were positioned at 30° increments
at a radial distance of r = 1.20 m. The vertical portions in Fig. C.1, extending upward
from the rig, indicate the points on the frame where the rig was suspended from the
ceiling of the anechoic chamber, such that the horizontal plane loudspeaker was 1.3 m
above floor level (approximately 30 cm from the tip of the acoutic wedges).

1For an example of aluminium extrusion, see [296].
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Figure C.1: Design of the acoustic HRTF measurement rig. The vertical portions that can
be seen extending upward from the rig indicate the points on the frame where the rig was
suspended from the ceiling of the anechoic chamber.
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Figure C.2: Design of the 6 mm laser ply bracket designed to hold lengths of aluminium extrusion
at 150°.

A cube was designed in SketchUp to mount each loudspeaker driver, the net for
which is shown in Fig. C.3. The nets for five cubes were laser cut from the same
6 mm ply as the brackets, formed into cubes (Fig. C.4) and a Tectonic Elements BMR
driver (TEBM46C20N-4B) [267] mounted on the front of each. The connections were
soldered to post terminals attached to the back piece of each cube, the air gap stuffed
with mineral wool, and the pieces glued together to form the loudspeaker enclosures
(Fig. C.5). The protruding pieces at the back of the loudspeaker enclosures were designed
to snugly attach to the aluminium extrusion using slot nuts2. The five loudspeaker
cubes were mounted to each length of aluminium extrusion and the angle and radial
distance of each was confirmed. The exposed portions of the rig were then weighted to
reduce low-frequency emissions and covered with acoustic foam to reduce the impact of
reflections and cable vibration. The complete rig is shown in Fig. 3.18b.

2For an example of slot nuts, see [297].
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APPENDIX C. NEECK HRTF MEASUREMENT AND SIMULATION APPARATUS

Figure C.3: Design of the net for the 80 mm cube loudspeaker enclosure.
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C.1. HRTF MEASUREMENT RIG

Figure C.4: Design of the cube loudspeaker enclosure before mounting the loudspeaker driver.

Figure C.5: Complete loudspeaker unit, including the Tectonic Elements BMR loudspeaker
driver.
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APPENDIX C. NEECK HRTF MEASUREMENT AND SIMULATION APPARATUS

C.2 NEECK Mounting Unit

The NEECK mounting unit (shown in Fig. 3.16 and reproduced in Fig. C.6 for reference)
was constructed to allow acoustic measurement of HRTFs of a comparable subject to
that which could be simulated using computational resources available at the AudioLab.
The mounting unit comprised several 5 mm acrylic rings which could be screwed together
using M3 threaded rods and nuts. These were then screwed to the KEMAR microphone
stand mounting plate (shown in Fig C.7) with the cables passing through a gap in the
rings, and slotted over the ribbed portion on the underside of the head-only KEMAR.
Laser cut acrylic was chosen, as it is both lightweight and stable.

(a) Head section of KEMAR (b) Mounting unit. (c) Head section of KEMAR
mounted on a microphone
stand.

Figure C.6: Mounting unit created to hold the head only portion of KEMAR.

Figure C.7: Microphone mounting stand from the KEMAR kit.
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C.2. NEECK MOUNTING UNIT

Five types of rings were used (shown in Fig. C.8). Rings D and E are the top-
most and bottom-most rings, respectively, and both have small counterbored spaces to
accommodate the M3 nuts required for screwing the set of rings together. Ring B has a
5 mm gap in the rear side to allow the cables from the KEMAR microphones to pass
through the unit. The majority of the unit comprises ring types A and C.

The rings had an exterior diameter of 114 mm to match the outer diameter of the
neck of KEMAR and ensure a smooth transition between the head of KEMAR and
the mounting unit. Two inner diameters were used. Rings A, B and D had an inner
diameter of 90 mm to fit over the ribbed portion of the KEMAR head. Rings C and
E had an inner diameter of 40 mm to fit over the microphone stand mounting plate.
4 mm holes allowed the M3 threaded rod to pass through all rings, and 7 mm holes in
ring types C and E allowed the microphone stand mounting plate to be screwed to the
underneath using M5 screws. In total, 18 rings were cut (12 of A, 2 of B and C, and one
each of D and E) and were constructed in the following order from top to bottom: D,
12 x A, 2 x B, 2 x C, E, with E rotated such that the counterbored spaces for the nuts
are on the underside. This construction is shown in Fig. C.9, with views from above
and below shown in Fig. C.10.

Figure C.8: Design of the five types of ring used in construction of the NEECK.
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APPENDIX C. NEECK HRTF MEASUREMENT AND SIMULATION APPARATUS

(a) Front view (b) Isometric view

Figure C.9: Exploded view of the components of the NEECK mounting unit.

264



C.3. NEECK MESH

(a) Above (b) Below

Figure C.10: Views of the constructed NEECK mounting unit.

C.3 NEECK Mesh

In order to simulate HRTFs of the physical NEECK, a mesh representation was required
(shown in Fig. 3.17 and reproduced in Fig. C.6 for reference). The head portion of the
original-polygonal mesh was sliced at the collar using the ‘Trim with XY-plane’ tool
in Geomagic Wrap (Fig. C.11a). An angle of 7° was required to match the line of the
collar. However, this angle was rotated to 0° in both the physical and mesh NEECK as
the stabilising base plate shown in Fig. C.6 is secured horizontally onto the microphone
stand.

Two open cylinders matching the dimensions of the bolted rings and the mounting
plate were created with 50 segments in Autodesk 3DS Max and attached using the ‘Edit
Geometry → Attach’ tool. Four additional hemispheres of 6 mm radius were created
to mimic the screws. These were aligned and joined using the ‘Fill Hole → Bridge’
and ‘Fill Hole → Complete’ tools in Geomagic Wrap to create a mesh of the mounting
unit (Fig. C.11b). The open top of the mounting unit mesh was aligned with the open
underside of the sliced head mesh, maintaining the origin at the centre of the head, and
the two were joined to form a single mesh (Fig. C.11c).
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APPENDIX C. NEECK HRTF MEASUREMENT AND SIMULATION APPARATUS

(a) Mesh of head section of
KEMAR

(b) Mesh of mounting unit. (c) Mesh representation of com-
plete NEECK unit.

Figure C.11: Mesh representation of the NEECK.
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Appendix D

Additional Figures: NCS (larger)

This appendix contains larger versions of the figures plotted in Chapter 5:

� Variation of natural channel separation (NCS) as a function of direction in heatmap
form (discussed in Section 5.3.1);

� Variation of NCS as a function of direction in contour form (discussed in Sec-
tion 5.3.1);

� Variation of normalised NCS as a function of direction in heatmap form (discussed
in Section 5.3.2);

� Regions of loudspeakers which exhibit NCS of greater than 20 dB (referred to as
the set SPKEMAR

20 , discussed in Section 5.4).
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APPENDIX D. ADDITIONAL FIGURES: NCS (LARGER)

(a) r = 0.15 m

(b) r = 0.20 m

(c) r = 0.25 m

Figure D.1: NCS plotted as intensity surfaces for domes within SPKEMAR for radial distances
0.15 m to 0.25 m. Figure continued overleaf.
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(d) r = 0.30 m

(e) r = 0.35 m

(f) r = 0.40 m

Figure D.1: NCS plotted as intensity surfaces for domes within SPKEMAR for radial distances
0.30 m to 0.40 m. Figure continued overleaf.
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APPENDIX D. ADDITIONAL FIGURES: NCS (LARGER)

(g) r = 0.45 m

(h) r = 0.50 m

(i) r = 0.60 m

Figure D.1: NCS plotted as intensity surfaces for domes within SPKEMAR for radial distances
0.45 m to 0.60 m. Figure continued overleaf.
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(j) r = 0.70 m

(k) r = 0.80 m

(l) r = 0.90 m

Figure D.1: NCS plotted as intensity surfaces for domes within SPKEMAR for radial distances
0.70 m to 0.90 m. Figure continued overleaf.
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APPENDIX D. ADDITIONAL FIGURES: NCS (LARGER)

(m) r = 1.00 m

(n) r = 1.50 m

Figure D.1: NCS plotted as intensity surfaces for domes within SPKEMAR for radial distances
1.00 m and 1.50 m.
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(a) r = 0.15 m

(b) r = 0.20 m

(c) r = 0.25 m

Figure D.2: NCS plotted as contour plots (increments of 5 dB) for domes within SPKEMAR for
radial distances 0.15 m to 0.25 m. The centroid of each region with the largest threshold value
is indicated with a red cross. Figure continued overleaf.
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APPENDIX D. ADDITIONAL FIGURES: NCS (LARGER)

(d) r = 0.30 m

(e) r = 0.35 m

(f) r = 0.40 m

Figure D.2: NCS plotted as contour plots (increments of 5 dB) for domes within SPKEMAR for
radial distances 0.30 m to 0.40 m. The centroid of each region with the largest threshold value
is indicated with a red cross. Figure continued overleaf.
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(g) r = 0.45 m

(h) r = 0.50 m

(i) r = 0.60 m

Figure D.2: NCS plotted as contour plots (increments of 5 dB) for domes within SPKEMAR for
radial distances 0.45 m to 0.60 m. The centroid of each region with the largest threshold value
is indicated with a red cross. Where two separate regions exist, two centroids are indicated.
Figure continued overleaf.
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APPENDIX D. ADDITIONAL FIGURES: NCS (LARGER)

(j) r = 0.70 m

(k) r = 0.80 m

(l) r = 0.90 m

Figure D.2: NCS plotted as contour plots (increments of 5 dB) for domes within SPKEMAR for
radial distances 0.70 m to 0.90 m. The centroid of each region with the largest threshold value
is indicated with a red cross. Where two separate regions exist, two centroids are indicated.
Figure continued overleaf.
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(m) r = 1.00 m

(n) r = 1.50 m

Figure D.2: NCS plotted as contour plots (increments of 5 dB) for domes within SPKEMAR for
radial distances 1.00 m and 1.50 m. The centroid of each region with the largest threshold value
is indicated with a red cross. Where two separate regions exist, two centroids are indicated.
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APPENDIX D. ADDITIONAL FIGURES: NCS (LARGER)

(a) r = 0.15 m

(b) r = 0.20 m

(c) r = 0.25 m

Figure D.3: NCS values normalised with respect to the corresponding maximum value, plotted
as intensity surfaces for domes within SPKEMAR for radial distances 0.15 m to 0.25 m. Figure
continued overleaf.
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(d) r = 0.30 m

(e) r = 0.35 m

(f) r = 0.40 m

Figure D.3: NCS values normalised with respect to the corresponding maximum value, plotted
as intensity surfaces for domes within SPKEMAR for radial distances 0.30 m to 0.40 m. Figure
continued overleaf.
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APPENDIX D. ADDITIONAL FIGURES: NCS (LARGER)

(g) r = 0.45 m

(h) r = 0.50 m

(i) r = 0.60 m

Figure D.3: NCS values normalised with respect to the corresponding maximum value, plotted
as intensity surfaces for domes within SPKEMAR for radial distances 0.45 m to 0.60 m. Figure
continued overleaf.

280



(j) r = 0.70 m

(k) r = 0.80 m

(l) r = 0.90 m

Figure D.3: NCS values normalised with respect to the corresponding maximum value, plotted
as intensity surfaces for domes within SPKEMAR for radial distances 0.70 m to 0.90 m. Figure
continued overleaf.
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APPENDIX D. ADDITIONAL FIGURES: NCS (LARGER)

(m) r = 1.00 m

(n) r = 1.50 m

Figure D.3: NCS values normalised with respect to the corresponding maximum value, plotted
as intensity surfaces for domes within SPKEMAR for radial distances 1.00 m and 1.50 m.
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(a) r = 0.15 m

(b) r = 0.20 m

(c) r = 0.25 m

Figure D.4: Regions of SPKEMAR
20 positions (indicated in black) for domes within SPKEMAR

for radial distances 0.15 m to 0.25 m. Figure continued overleaf.

283



APPENDIX D. ADDITIONAL FIGURES: NCS (LARGER)

(d) r = 0.30 m

(e) r = 0.35 m

(f) r = 0.40 m

Figure D.4: Regions of SPKEMAR
20 positions (indicated in black) for domes within SPKEMAR

for radial distances 0.30 m to 0.40 m. Figure continued overleaf.
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(g) r = 0.45 m

(h) r = 0.50 m

(i) r = 0.60 m

Figure D.4: Regions of SPKEMAR
20 positions (indicated in black) for domes within SPKEMAR

for radial distances 0.45 m to 0.60 m. Figure continued overleaf.
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APPENDIX D. ADDITIONAL FIGURES: NCS (LARGER)

(j) r = 0.70 m

(k) r = 0.80 m

(l) r = 0.90 m

Figure D.4: Regions of SPKEMAR
20 positions (indicated in black) for domes within SPKEMAR

for radial distances 0.70 m to 0.90 m. Figure continued overleaf.
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(m) r = 1.00 m

(n) r = 1.50 m

Figure D.4: Regions of SPKEMAR
20 positions (indicated in black) for domes within SPKEMAR

for radial distances 1.00 m and 1.50 m.
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APPENDIX D. ADDITIONAL FIGURES: NCS (LARGER)
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Appendix E

Additional Figures: Source
Positions with Sufficient NCS
calculated in Frequency Bands

This appendix contains the plots of regions of source positions with sufficient NCS for
binaural reproduction for each frequency band f at each of the 14 radial distances used
in the analysis discussed in Chapter 5.
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APPENDIX E. SOURCE POSITIONS WITH SUFFICIENT NCS IN BANDS

(a) 200 Hz to 4 kHz

(b) 4 to 8 kHz

(c) 8 to 12 kHz

(d) 12 to 16 kHz

Figure E.1: Regions of SPKEMAR
20f

positions (indicated in black) within SPKEMAR at r = 0.15 m
for the four frequency bands used in analysis.
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(a) 200 Hz to 4 kHz

(b) 4 to 8 kHz

(c) 8 to 12 kHz

(d) 12 to 16 kHz

Figure E.2: Regions of SPKEMAR
20f

positions (indicated in black) within SPKEMAR at r = 0.20 m
for the four frequency bands used in analysis.
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APPENDIX E. SOURCE POSITIONS WITH SUFFICIENT NCS IN BANDS

(a) 200 Hz to 4 kHz

(b) 4 to 8 kHz

(c) 8 to 12 kHz

(d) 12 to 16 kHz

Figure E.3: Regions of SPKEMAR
20f

positions (indicated in black) within SPKEMAR at r = 0.25 m
for the four frequency bands used in analysis.
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(a) 200 Hz to 4 kHz

(b) 4 to 8 kHz

(c) 8 to 12 kHz

(d) 12 to 16 kHz

Figure E.4: Regions of SPKEMAR
20f

positions (indicated in black) within SPKEMAR at r = 0.30 m
for the four frequency bands used in analysis.
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APPENDIX E. SOURCE POSITIONS WITH SUFFICIENT NCS IN BANDS

(a) 200 Hz to 4 kHz

(b) 4 to 8 kHz

(c) 8 to 12 kHz

(d) 12 to 16 kHz

Figure E.5: Regions of SPKEMAR
20f

positions (indicated in black) within SPKEMAR at r = 0.35 m
for the four frequency bands used in analysis.
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(a) 200 Hz to 4 kHz

(b) 4 to 8 kHz

(c) 8 to 12 kHz

(d) 12 to 16 kHz

Figure E.6: Regions of SPKEMAR
20f

positions (indicated in black) within SPKEMAR at r = 0.40 m
for the four frequency bands used in analysis.
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APPENDIX E. SOURCE POSITIONS WITH SUFFICIENT NCS IN BANDS

(a) 200 Hz to 4 kHz

(b) 4 to 8 kHz

(c) 8 to 12 kHz

(d) 12 to 16 kHz

Figure E.7: Regions of SPKEMAR
20f

positions (indicated in black) within SPKEMAR at r = 0.45 m
for the four frequency bands used in analysis.
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(a) 200 Hz to 4 kHz

(b) 4 to 8 kHz

(c) 8 to 12 kHz

(d) 12 to 16 kHz

Figure E.8: Regions of SPKEMAR
20f

positions (indicated in black) within SPKEMAR at r = 0.50 m
for the four frequency bands used in analysis.

297



APPENDIX E. SOURCE POSITIONS WITH SUFFICIENT NCS IN BANDS

(a) 200 Hz to 4 kHz

(b) 4 to 8 kHz

(c) 8 to 12 kHz

(d) 12 to 16 kHz

Figure E.9: Regions of SPKEMAR
20f

positions (indicated in black) within SPKEMAR at r = 0.60 m
for the four frequency bands used in analysis.
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(a) 200 Hz to 4 kHz

(b) 4 to 8 kHz

(c) 8 to 12 kHz

(d) 12 to 16 kHz

Figure E.10: Regions of SPKEMAR
20f

positions (indicated in black) within SPKEMAR at r =
0.70 m for the four frequency bands used in analysis.
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APPENDIX E. SOURCE POSITIONS WITH SUFFICIENT NCS IN BANDS

(a) 200 Hz to 4 kHz

(b) 4 to 8 kHz

(c) 8 to 12 kHz

(d) 12 to 16 kHz

Figure E.11: Regions of SPKEMAR
20f

positions (indicated in black) within SPKEMAR at r =
0.80 m for the four frequency bands used in analysis.
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(a) 200 Hz to 4 kHz

(b) 4 to 8 kHz

(c) 8 to 12 kHz

(d) 12 to 16 kHz

Figure E.12: Regions of SPKEMAR
20f

positions (indicated in black) within SPKEMAR at r =
0.90 m for the four frequency bands used in analysis.
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APPENDIX E. SOURCE POSITIONS WITH SUFFICIENT NCS IN BANDS

(a) 200 Hz to 4 kHz

(b) 4 to 8 kHz

(c) 8 to 12 kHz

(d) 12 to 16 kHz

Figure E.13: Regions of SPKEMAR
20f

positions (indicated in black) within SPKEMAR at r =
1.00 m for the four frequency bands used in analysis.
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(a) 200 Hz to 4 kHz

(b) 4 to 8 kHz

(c) 8 to 12 kHz

(d) 12 to 16 kHz

Figure E.14: Regions of SPKEMAR
20f

positions (indicated in black) within SPKEMAR at r =
1.50 m for the four frequency bands used in analysis.
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Appendix F

Additional Figures: Candidate
Loudspeaker Pairs for SYMARE
Subjects

This appendix contains the plots of six regions of loudspeaker pair positions for each
of the 15 subjects from the SYMARE database [80] used in the analysis discussed in
Chapter 7:

� The set of loudspeaker pair positions with deterioration below 1 JND for ITD cues
(LPS

ITD) at r = 0.15 m and r = 0.20 m

� The set of loudspeaker pair positions with deterioration below 1 JND for ILD cues
(LPS

ILD) at r = 0.15 m and r = 0.20 m

� The set of loudspeaker pair positions with deterioration below 1 JND for both
sets of cues (LPS

CM) at r = 0.15 m and r = 0.20 m

The integer S refers to the index of the SYMARE subject.
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APPENDIX F. CANDIDATE POSITIONS FOR SYMARE SUBJECTS

(a) LP1
ITD: r = 0.15 m (b) LP1

ITD: r = 0.20 m

(c) LP1
ILD: r = 0.15 m (d) LP1

ILD: r = 0.20 m

(e) LP1
CM: r = 0.15 m (f) LP1

CM: r = 0.20 m

Figure F.1: Regions of loudspeaker pair positions, indicated in black, with deterioration below
1 JND for: ITD cues (LPS

ITD, top row); ILD cues (LPS
ILD, middle row) and both types of cue

at once (LPS
CM, bottom row) for SYMARE subject #1.
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(a) LP2
ITD: r = 0.15 m (b) LP2

ITD: r = 0.20 m

(c) LP2
ILD: r = 0.15 m (d) LP2

ILD: r = 0.20 m

(e) LP2
CM: r = 0.15 m (f) LP2

CM: r = 0.20 m

Figure F.2: Regions of loudspeaker pair positions, indicated in black, with deterioration below
1 JND for: ITD cues (LPS

ITD, top row); ILD cues (LPS
ILD, middle row) and both types of cue

at once (LPS
CM, bottom row) for SYMARE subject #2.
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APPENDIX F. CANDIDATE POSITIONS FOR SYMARE SUBJECTS

(a) LP3
ITD: r = 0.15 m (b) LP3

ITD: r = 0.20 m

(c) LP3
ILD: r = 0.15 m (d) LP3

ILD: r = 0.20 m

(e) LP3
CM: r = 0.15 m (f) LP3

CM: r = 0.20 m

Figure F.3: Regions of loudspeaker pair positions, indicated in black, with deterioration below
1 JND for: ITD cues (LPS

ITD, top row); ILD cues (LPS
ILD, middle row) and both types of cue

at once (LPS
CM, bottom row) for SYMARE subject #3.
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(a) LP4
ITD: r = 0.15 m (b) LP4

ITD: r = 0.20 m

(c) LP4
ILD: r = 0.15 m (d) LP4

ILD: r = 0.20 m

(e) LP4
CM: r = 0.15 m (f) LP4

CM: r = 0.20 m

Figure F.4: Regions of loudspeaker pair positions, indicated in black, with deterioration below
1 JND for: ITD cues (LPS

ITD, top row); ILD cues (LPS
ILD, middle row) and both types of cue

at once (LPS
CM, bottom row) for SYMARE subject #4.
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APPENDIX F. CANDIDATE POSITIONS FOR SYMARE SUBJECTS

(a) LP6
ITD: r = 0.15 m (b) LP6

ITD: r = 0.20 m

(c) LP6
ILD: r = 0.15 m (d) LP6

ILD: r = 0.20 m

(e) LP6
CM: r = 0.15 m (f) LP6

CM: r = 0.20 m

Figure F.5: Regions of loudspeaker pair positions, indicated in black, with deterioration below
1 JND for: ITD cues (LPS

ITD, top row); ILD cues (LPS
ILD, middle row) and both types of cue

at once (LPS
CM, bottom row) for SYMARE subject #6.
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(a) LP7
ITD: r = 0.15 m (b) LP7

ITD: r = 0.20 m

(c) LP7
ILD: r = 0.15 m (d) LP7

ILD: r = 0.20 m

(e) LP7
CM: r = 0.15 m (f) LP7

CM: r = 0.20 m

Figure F.6: Regions of loudspeaker pair positions, indicated in black, with deterioration below
1 JND for: ITD cues (LPS

ITD, top row); ILD cues (LPS
ILD, middle row) and both types of cue

at once (LPS
CM, bottom row) for SYMARE subject #7.
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APPENDIX F. CANDIDATE POSITIONS FOR SYMARE SUBJECTS

(a) LP8
ITD: r = 0.15 m (b) LP8

ITD: r = 0.20 m

(c) LP8
ILD: r = 0.15 m (d) LP8

ILD: r = 0.20 m

(e) LP8
CM: r = 0.15 m (f) LP8

CM: r = 0.20 m

Figure F.7: Regions of loudspeaker pair positions, indicated in black, with deterioration below
1 JND for: ITD cues (LPS

ITD, top row); ILD cues (LPS
ILD, middle row) and both types of cue

at once (LPS
CM, bottom row) for SYMARE subject #8.
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(a) LP9
ITD: r = 0.15 m (b) LP9

ITD: r = 0.20 m

(c) LP9
ILD: r = 0.15 m (d) LP9

ILD: r = 0.20 m

(e) LP9
CM: r = 0.15 m (f) LP9

CM: r = 0.20 m

Figure F.8: Regions of loudspeaker pair positions, indicated in black, with deterioration below
1 JND for: ITD cues (LPS

ITD, top row); ILD cues (LPS
ILD, middle row) and both types of cue

at once (LPS
CM, bottom row) for SYMARE subject #9.
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APPENDIX F. CANDIDATE POSITIONS FOR SYMARE SUBJECTS

(a) LP10
ITD: r = 0.15 m (b) LP10

ITD: r = 0.20 m

(c) LP10
ILD: r = 0.15 m (d) LP10

ILD: r = 0.20 m

(e) LP10
CM: r = 0.15 m (f) LP10

CM: r = 0.20 m

Figure F.9: Regions of loudspeaker pair positions, indicated in black, with deterioration below
1 JND for: ITD cues (LPS

ITD, top row); ILD cues (LPS
ILD, middle row) and both types of cue

at once (LPS
CM, bottom row) for SYMARE subject #10.
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(a) LP11
ITD: r = 0.15 m (b) LP11

ITD: r = 0.20 m

(c) LP11
ILD: r = 0.15 m (d) LP11

ILD: r = 0.20 m

(e) LP11
CM: r = 0.15 m (f) LP11

CM: r = 0.20 m

Figure F.10: Regions of loudspeaker pair positions, indicated in black, with deterioration below
1 JND for: ITD cues (LPS

ITD, top row); ILD cues (LPS
ILD, middle row) and both types of cue

at once (LPS
CM, bottom row) for SYMARE subject #11.
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APPENDIX F. CANDIDATE POSITIONS FOR SYMARE SUBJECTS

(a) LP12
ITD: r = 0.15 m (b) LP12

ITD: r = 0.20 m

(c) LP12
ILD: r = 0.15 m (d) LP12

ILD: r = 0.20 m

(e) LP12
CM: r = 0.15 m (f) LP12

CM: r = 0.20 m

Figure F.11: Regions of loudspeaker pair positions, indicated in black, with deterioration below
1 JND for: ITD cues (LPS

ITD, top row); ILD cues (LPS
ILD, middle row) and both types of cue

at once (LPS
CM, bottom row) for SYMARE subject #12.
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(a) LP13
ITD: r = 0.15 m (b) LP13

ITD: r = 0.20 m

(c) LP13
ILD: r = 0.15 m (d) LP13

ILD: r = 0.20 m

(e) LP13
CM: r = 0.15 m (f) LP13

CM: r = 0.20 m

Figure F.12: Regions of loudspeaker pair positions, indicated in black, with deterioration below
1 JND for: ITD cues (LPS

ITD, top row); ILD cues (LPS
ILD, middle row) and both types of cue

at once (LPS
CM, bottom row) for SYMARE subject #13.
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APPENDIX F. CANDIDATE POSITIONS FOR SYMARE SUBJECTS

(a) LP14
ITD: r = 0.15 m (b) LP14

ITD: r = 0.20 m

(c) LP14
ILD: r = 0.15 m (d) LP14

ILD: r = 0.20 m

(e) LP14
CM: r = 0.15 m (f) LP14

CM: r = 0.20 m

Figure F.13: Regions of loudspeaker pair positions, indicated in black, with deterioration below
1 JND for: ITD cues (LPS

ITD, top row); ILD cues (LPS
ILD, middle row) and both types of cue

at once (LPS
CM, bottom row) for SYMARE subject #14.
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(a) LP15
ITD: r = 0.15 m (b) LP15

ITD: r = 0.20 m

(c) LP15
ILD: r = 0.15 m (d) LP15

ILD: r = 0.20 m

(e) LP15
CM: r = 0.15 m (f) LP15

CM: r = 0.20 m

Figure F.14: Regions of loudspeaker pair positions, indicated in black, with deterioration below
1 JND for: ITD cues (LPS

ITD, top row); ILD cues (LPS
ILD, middle row) and both types of cue

at once (LPS
CM, bottom row) for SYMARE subject #15.
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APPENDIX F. CANDIDATE POSITIONS FOR SYMARE SUBJECTS

(a) LP16
ITD: r = 0.15 m (b) LP16

ITD: r = 0.20 m

(c) LP16
ILD: r = 0.15 m (d) LP16

ILD: r = 0.20 m

(e) LP16
CM: r = 0.15 m (f) LP16

CM: r = 0.20 m

Figure F.15: Regions of loudspeaker pair positions, indicated in black, with deterioration below
1 JND for: ITD cues (LPS

ITD, top row); ILD cues (LPS
ILD, middle row) and both types of cue

at once (LPS
CM, bottom row) for SYMARE subject #16.
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Appendix G

Accompanying Data

The folders of accompanying data have been separated by relevant chapter, then divided
to meet upload size requirements. Each chapter folder contains a README.txt to
describe the contents in more detail. For convenience, these README files have been
additionally included as a separate folder. The data folders are organised as follows:

AccompanyingData 1.zip (10 kB)

chapter3 KEMARmesh README.txt

chapter4 halfTorsoMesh README.txt

chapter5 NCSvariation README.txt

chapter6 candidatePositions-KEMAR 1 README.txt

chapter6 candidatePositions-KEMAR 2 README.txt

chapter6 candidatePositions-KEMAR 3 README.txt

chapter6 candidatePositions-KEMAR 4 README.txt

chapter7 candidatePositions-SYMARE 1 README.txt

chapter7 candidatePositions-SYMARE 2 README.txt
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APPENDIX G. ACCOMPANYING DATA

AccompanyingData 2.zip (7.75 GB)

chapter3 KEMARmesh (273 MB)

README.txt

Meshes

full-torso-20.ply

full-torso-noEC-16.ply

full-torso-noEC-20.ply

original-polygonal.ply

remeshed-2mm.ply

NEECK-16.ply

NEECK-20.ply

measuredData.mat

simulatedData.mat

chapter4 halfTorsoMesh (50.5 MB)

README.txt

half-torso-17.ply

half-torso-20.ply

head-and-shoulders-sliced.ply

joined.ply

rounded-portion.ply

chapter5 NCSvariation (7.44 GB)

README.txt

info.mat

simulatedData radius0.10m.mat

simulatedData radiusX.XXm.mat (x14)
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AccompanyingData 3.zip (28.2 GB)

chapter6 candidatePositions-KEMAR 1

README.txt

info.mat

modifiedHRIRpairs azAelB.mat (x5)

AccompanyingData 4.zip (28.2 GB)

chapter6 candidatePositions-KEMAR 2

README.txt

info.mat

modifiedHRIRpairs azAelB.mat (x5)

AccompanyingData 5.zip (28.2 GB)

chapter6 candidatePositions-KEMAR 3

README.txt

info.mat

modifiedHRIRpairs azAelB.mat (x5)

AccompanyingData 6.zip (16.9 GB)

chapter6 candidatePositions-KEMAR 4

README.txt

info.mat

modifiedHRIRpairs azAelB.mat (x3)
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APPENDIX G. ACCOMPANYING DATA

AccompanyingData 7.zip (27.9 GB)

chapter7 candidatePositions-SYMARE 1

README.txt

SubjectXX (x10)

simulatedData.mat

modifiedHRIRs.mat

AccompanyingData 8.zip (18.6 GB)

chapter7 candidatePositions-SYMARE 2

README.txt

SubjectXX (x6)

simulatedData.mat

modifiedHRIRs.mat
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List of Acronyms

(∆ILDmax −∆ILDmin) Range of ∆ILD values
(∆ITDmax −∆ITDmin) Range of ∆ITD values
∆ILD Unsigned difference between two ILD values
∆ISD Unsigned difference between two ISD values
∆ITD Unsigned difference between two ITD values
∆NCS Signed difference between two NCS values

∆ILD Arithmetic mean of ∆ILD values

∆ITD Arithmetic mean of ∆ITD values
σ∆ILD Standard deviation of ∆ILD values
σ∆ITD Standard deviation of ∆ITD values
2D Two-dimensional
3D Three-dimensional
BEM Boundary element method
CAD Computer-aided design
CPU Central Processing Unit
CS Channel separation
CSI Channel separation index
CT Computerised tomography
CTC Crosstalk cancellation
DIR Directional impulse response
DTF Directional transfer function
DVF Distance variation function
FDTD Finite-difference time-domain
FM-BEM Fast multipole boundary element method
GPU Graphics Processing Unit
HATS Head-and-torso simulator
HpTF Headphone to ear canal transfer function
HRIR Head-related impulse response
HRTF Head-related transfer function
IACC Interaural cross-correlation
IFEM Infinite-finite element method
ILD Interaural level difference
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LIST OF ACRONYMS

IPD Interaural phase difference
IR Impulse response
ISD Interaural spectral difference
ISDf Interaural spectral difference at a given frequency point f
ITD Interaural time difference
JND Just-noticeable difference
KEMAR Knowles Electronics Manikin for Acoustic Research
LTI Linear-time invariant
MLS Maximal-length sequence
MRI Magnetic resonance imaging
NCS Natural channel separation
NEECK Neck-Extended Easily Computable KEMAR
OSD Optimal source distribution
PLY Polygon File Format
RAM Random-access memory
RMS Root mean square
SADIE Spatial Audio Domestic Interactive Entertainment (database)
SDf Unsigned mean spectral difference within a frequency band f
SPL Sound pressure level
STEP Standard for the Exchange of Product model data
SYMARE Sydney-York Morphological and Recording of Ears (database)
TSS Technical Support Services
UWVF Ultra-weak variational formulation
VRS Virtual reproduction system
WFS Wave field synthesis
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List of Symbols

β Number of faces comprising the boundary B
Γ Angle between the incident wave and a ray to the point on

the sphere surface (°)
∆ Amount of change in a value
δ(r′ − r) Dirac delta function
ζ Ear (left or right)
η Number of edges per wavelength in a BEM simulation
Θ Starting phase of a sinusoidal wave (°)
θ Azimuth angle (°)
θV Angle between two vectors (°)
κ Adiabatic exponent (for air, κ = 1.4)
λ Wavelength (m)
ρ Density (kg m−3)
ρ0 Equilibrium density (kg m−3)
ρair Density of air (kg m−3)
τ Time shift between two signals (s)
φ Elevation angle (°)

χ Golden ratio
(

1+
√

5
2

)
ψL Phase at the left ear (°)
ψR Phase at the right ear (°)
ω Angular frequency (kc, 2πf)

O2 Laplacian operator
∗ Convolution operator
R The set of all real numbers

A Measure of amplitude of a sinusoidal wave
Af Magnitude of a HRTF at frequency point f (dB)
aLL Time domain ipsilateral (direct) acoustic path from left loud-

speaker to left ear
aRR Time domain ipsilateral (direct) acoustic path from right

loudspeaker to right ear
aLR Time domain contralateral (crosstalk) acoustic path from left

loudspeaker to right ear
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LIST OF SYMBOLS

aRL Time domain contralateral (crosstalk) acoustic path from
right loudspeaker to left ear

a Radius of the head (m)
B Boundary used in the BEM
B(α) Bézier curve as a function of α
BL, BR Fourier transforms of bL and bR
bn,N (α) Bernstein basis polynomials of degree N
bL, bR Time domain binaural signals presented to the left and right

ears
C11, C12, C21, C22 Crosstalk cancellation filters
c Speed of sound (m s−1)
CPn Bézier curve control points
Df Magnitude of DTF at frequency point f (dB)
d Path difference between ipsilateral and contralateral signals

(m)
dmax Length of longest edge in mesh (m)
EL, ER Fourier transforms of eL and eR
eL, eR Time domain signals at the left and right ears
fmax Maximum valid frequency (Hz)
f Frequency (Hz)
G(r′, r, f) Free-space Green function of a point source
HL, HR Left and right of a HRTF pair for a given direction (dB)
hl(ka) Spherical Hankel function of the second kind of order l
hL, hR Left and right of a HRIR pair for a given direction
hNL , hNR Left and right of a reference HRIR pair (Chapter 6 and

Chapter 7)

ĥNML
, ĥNMR

Left and right of a modified HRIR pair (Chapter 6 and Chap-
ter 7)

iLL, iRR Inverse filters for aLL and aRR
I Intersection point of an infinite plane defined by the 3D points

P1, P2 and P3 and the line passing through points L1 and L2

K Bulk modulus of a material

k Wave number
(

2πf
c

)
L′, R′ Left and right signals to be reproduced using headphones or

loudspeakers
M6 Arithmetic mean of the six binaural statistical metrics for

a loudspeaker pair: ∆ITD, σ∆ITD, ∆ITDmax −∆ITDmin,
∆ILD, σ∆ILD, ∆ILDmax −∆ILDmin

mV Mass contained in volume Vgas (kg)
m Single-channel time domain sound source
Niter Number of iterations in a FM-BEM calculation
n′′ Outward normal direction
nmol Amount of gas (mol)
Pl(cos Γ) Legendre polynomial of degree l
P0 One standard atmospheric pressure (101,325 Pa)
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LIST OF SYMBOLS

Pw Pressure magnitude of incident wave
p Pressure; sound pressure (Pa)
po Reference sound pressure value of 20 µPa
Q Volume velocity (m3 s−1)

Q̇ Partial differentiation of Q with respect to time
Q0 Intensity of a point source

R̂ Molar-weight-specific gas constant

R̂air Molar-weight-specific gas constant for dry air
(287 J kg m−1 K−1)

R̄ Ideal Gas Constant (8.3145 J K−1 mol−1)
r Radial distance (m)
S Index of the SYMARE subject
T Period of a wave (s)
TC Temperature (◦C)
TK Absolute temperature (K)
W Weber fraction
V Volume within which the pressure is calculated using the

BEM
Vgas Volume of gas (m3)
VB Barycentre of a triangle
VC Face centroid
VL1, VL2 Coordinates defining a line
VP1, VP2, VP3 Coordinates defining an infinite plane
VQ Point of interest within a triangular face
V1, V2 ,V3 Coordinates of a triangular face
vp Particle velocity (m s−1)
vn′ Normal velocity of the medium
Y Acoustic admittance (S)
z0 Characteristic impedance (kg m−3 s−1)
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LIST OF SYMBOLS

Sets:

SPNEECK
sparse Source positions defined for acoustic measurement of HRTFs

of the NEECK (Chapter 3)
SPNEECK

dense Source positions defined for simulation of HRTFs of the
NEECK (Chapter 3)

SPKEMAR Source positions defined for simulation of HRTFs of the half-
torso mesh of KEMAR (Chapter 5)

SPKEMAR
20 Source positions within SPKEMAR which have NCS greater

than 20 dB (Chapter 5)
SPKEMAR

20f
Source positions within SPKEMAR which have NCS greater
than 20 dB when calculated in frequency band f (Chapter 5)

SPSYMARE Source positions defined for simulation of HRTFs of the 15
SYMARE subjects (Chapter 7)

LPKEMAR Loudspeaker pairs formed from pairs of SPKEMAR positions
mirrored in the x-axis (Chapter 6)

LPKEMAR
ITD Loudspeaker pairs within LPKEMAR which exhibit deterio-

ration in ITD below the estimated threshold of perception
(Chapter 6)

LPKEMAR
ILD Loudspeaker pairs within LPKEMAR which exhibit deterio-

ration in ILD below the estimated threshold of perception
(Chapter 6)

LPKEMAR
CM Intersection of the LPKEMAR

ITD and LPKEMAR
ILD sets, therefore,

loudspeaker pairs which exhibit deterioration in both ITD and
ILD below the estimated threshold of perception (Chapter 6)

LPKEMAR
best Loudspeaker pairs within LPKEMAR

CM which have an M6 value
of less than 0.3 (Chapter 6)

LPSYMARE Loudspeaker pairs formed from pairs of SPSYMARE positions
mirrored in the x-axis (Chapter 7)

LPS
ITD Loudspeaker pairs within LPSYMARE which exhibit deteri-

oration in ITD below the estimated threshold of perception
for SYMARE subject S (Chapter 7)

LPS
ILD Loudspeaker pairs within LPSYMARE which exhibit deterio-

ration in ILD below the estimated threshold of perception for
SYMARE subject S (Chapter 7)

LPS
CM Intersection of the LPS

ITD and LPS
ILD sets, therefore, loud-

speaker pairs which exhibit deterioration in both ITD and ILD
below the estimated threshold of perception for SYMARE
subject S (Chapter 7)

LPall
CM Intersection of all LPS

CM sets, therefore, loudspeaker pairs
which exhibit deterioration in both ITD and ILD below the
estimated threshold of perception for all SYMARE subjects
(Chapter 7)
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LIST OF SYMBOLS

LPKEMAR
CM6

Loudspeaker pairs within SPKEMAR which exhibit deterio-
ration in both ITD and ILD below the estimated threshold
of perception, calculated using the six-level perceptual model
(Chapter 8)
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