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Abstract

In this thesis, I investigate the interaction of aseismic slip with earthquake stress
drops and the interaction of fault properties with properties of repeating earthquakes.
I use and develop a new inter-station phase coherence-based approach to estimate the
rupture extents and stress drops of earthquakes. This new method is sensitive to
different properties than spectral corner frequency approaches, and may be useful for
examining properties such as rupture velocity. I use the phase coherence method to
examine how stress drops vary with aseismic slip.

The seismic coupling, and thus aseismic slip, varies along the Blanco fault. I find
that the stress drops of earthquakes in areas with more aseismic slip are lower than
earthquakes in areas with less aseismic slip, which may be caused by a shortened seismic
cycle on the hotter, more aseismic section of the fault. I also examine stress drops of
aftershocks of the 2010 My 7.2 El Mayor-Cucapah earthquake to test whether changes
in post-seismic slip rate cause changes in stress drops of aftershocks. The result of this
comparison is unclear, but I find that the phase coherence method can be applied to
the P wave and S wave which is useful for noisy datasets.

Finally, I examine repeating earthquakes in Parkfield, California to test whether
the observed recurrence interval-moment scaling MO% is due to spatially variable slip
rates on a fault. In this hypothesis, repeating earthquakes occur on smaller faults
with lower slip rates and recurrence interval-moment scaling reflects the scaling of slip
rate with fault length. I find that the recurrence interval-moment scaling of repeating
earthquakes varies with the distance between sequences, which suggests that repeating
earthquakes occur on smaller, lower slip rate faults. This result suggests that repeating
earthquake properties may reflect fault properties rather than the amount of aseismic

slip.






Contents

List of Figures xi
List of Tables xvii
Nomenclature xix

1 Introduction 1

1.1 Stressdrops . . . . . . 3

1.1.1 Calculating stress drops: Existing methods . . . ... ... ... 5

1.1.2  Observed properties of stressdrops . . . . . . . . ... ... ... 8

1.1.3 Understanding stress drops of earthquakes . . . . . . . . ... .. 15

1.2 Oceanic transform faults . . . . . . . ... ..o 18

1.2.1 The Blanco oceanic transform fault . . . . . . .. .. .. .. ... 22

1.2.2  Thermal and velocity structure of the Blanco fault . . . . . . .. 25

1.3 Continental strike slip faults . . . . . . ... ... ... ... .. ..... 28

1.3.1 The 2010 Mw 7.2 El Mayor-Cucapah earthquake . . . . . . . .. 30

1.3.2 Foreshocks and aftershocks of the El Mayor-Cucapah earthquake 32

1.4 Repeating earthquakes . . . . . . . ... ... oo 37

1.4.1 The moment scaling problem . . . . .. ... ... ... ..... 40

1.5 Aims and objectives of my thesis . . . . . ... ... L 46

1.6 Thesisroadmap . . . . . . . ... 47

2 Stress drops of earthquakes on the Blanco oceanic transform fault

from inter-station phase coherence 49

2.1 Background and motivation . . . .. .. ..o L L Lo 49

2.2 Blancofault . . . . .. .. 51

2.3 Earthquake catalog and initial data processing . . .. .. .. ... ... 52

2.4 Theoretical basis of the phase coherence method . . . . ... ... ... 53
2.4.1 Comparing the phase coherence approach with spectral ampli-

tude analysis . . . . . .. .. oL o 57

2.5 Implementing the phase coherence method on the Blanco fault . . . . . 57

vii



viii Contents
2.5.1 Forming earthquake pairs, earthquake relocation, and trace align-
ment . . ..o 57
2.5.2 Calculating the phase coherence . . . . ... ... ... ..... 59
2.6 Results and Uncertainty assessment . . . . .. ... ... ... ..... 59
2.6.1 Initial results and uncertainties . . . . . . .. ... ... ... 59
2.6.2 Incorrect trace alignment . . . . .. ... ... ... ... ... 60
2.6.3 Differences in earthquake path effects . . . . ... ... ... .. 63
2.6.4 Differences in focal mechanisms . . . . . . .. ... ... .. 64
2.6.5 Limited range of station azimuths . . . ... ... ... ... .. 64
2.6.6 Depth phases in the phase coherence time window . . .. .. .. 67
2.6.7 Final stressdropresults . . . . ... ... ... ... 69
2.7 Analysing stress drops on the Blanco fault . . . . . ... ... ... ... 69
2.7.1 Average stress drop . . . . . .. ..o 69
2.7.2 Spatial variation of stressdrops . . . . . . ... ... 72
2.8 Conclusions . . . . . . . . .. 74
3 Estimating the stress drops of aftershocks of the 2010 Mw 7.2 El

Mayor-Cucapah earthquake using the phase coherence method on P

and S waves 77
3.1 Introduction . . . . . . . . .. L 77
3.2 Data: Aftershocks of the 2010 El Mayor-Cucapah earthquake . . . . . . 83
3.3 Method . . . . . . . 84
3.3.1 Concept of the phase coherence method . . . . . ... ... ... 84
3.3.2 Initial processing of thedata . . . . ... ... ... ... .. ... 87
3.3.3 Identifying co-located earthquake pairs and aligning traces . . . 88
3.3.4 Computing the phase coherence and obtaining falloff frequencies 90
3.4 Results: Falloff frequencies and stress drops . . . . . . . ... ... ... 93
3.4.1 Accuracy of trace alignment . . . . . ... ... ... ... ..., 95
3.4.2 Difference in earthquake path effects . . . . . . .. ... ... .. 96
3.4.3 Variation in focal mechanism . . . . . ... ... ... ...... 98
3.4.4 Azimuthal range of stations . . . . . . . ... ... ... ... .. 98
3.4.5 Depth phases in the analysis window . . . . . . .. ... .. ... 101
3.4.6 Repeating earthquakes . . . . . . .. ... ... oL 103
3.4.7 Small earthquakes with large rupture extents . . . .. ... . .. 103
3.4.8 Summary of steps to account for the effect of uncertainties on
stress drops . . . . oL oL 105
3.0 Discussion . . . . ... 107
3.5.1 Computing the median stressdrop . . . . . .. ... ... .... 107
3.5.2 Dependence of stress drops on moment . . . . . . . .. .. .. .. 109

3.5.3 Dependence of stress dropsondepth . . . . .. ... ... .... 110



Contents ix

3.5.4 Spatial variation of stressdrops . . . . . . ... ... 113
3.5.5 Variation of stress drops with aseismicslip . ... ... ... .. 114
3.5.6  Applying the phase coherence method to the S wave . . . . . . . 116
3.6 Conclusions . . . . . . . . . . e e 118

4 The long recurrence intervals of small repeating earthquakes may be

due to the slow slip rates of small fault strands 121
4.1 Introduction . . . . . . . . .. L L 121
4.2 Data: Repeating earthquake sequences . . . . . . . . ... ... ... .. 125
4.2.1 Earthquake sequences identified by Lengliné and Marsan, 2009 . 125
4.2.2 Two-earthquake sequences from the relocated NCSN catalog . . 126
4.3 Method and Results . . . . . . . . ... oo 127

4.3.1 Analysing earthquake sequences in the Lengliné and Marsan catalog127
4.3.2 Analysing 2-earthquake sequences in the relocated NCSN catalog 129

4.3.3 Testing for bias in the analysis . . . . . .. .. ... ... .... 130
4.3.4 Validation with synthetic earthquake catalogs . . . . . . . . . .. 131

4.4 DiScusSion . . . . . ..o e e 131
4.5 Conclusions . . . . . . ..o 135
5 Discussion and conclusions 137
5.1 Properties of earthquake stressdrops . . . . . . ... ... ... ... .. 138
5.1.1 Comparing average stress drops . . . . . . . . . .. .. ... .. 138
5.1.2 Moment dependence . . . . . .. ..o 141
5.1.3 Depth dependence . . .. . ... ... ... ... ......... 143
5.1.4 Variation with aseismicslip . . . . . . ... ... ... ... ... 145
5.1.5  Assumptions made about stressdrop . . . . . . .. .. ... ... 149

5.2 Aseismic slip and repeating earthquakes . . . . . . .. .. ... ... .. 151
5.3 Development of new methods . . . . . ... ... ... ... ... 155
5.3.1 The phase coherence method . . . . ... ... ... ....... 155
5.3.2 Identifying repeating earthquakes without cross correlation . . . 162

5.4 Conclusions and Key Findings . . . . . ... ... ... ... ... ... 165
5.5 Concluding Remarks . . . . . . . .. .. ... L 169
A Appendix for Chapter 2 171
A1 Networks . . . . . . . . . e 171
A.2 Results using a 0.8 cross correlation coefficient threshold . . . . . . . .. 177
A.3 Example phase coherence results . . . . . ... ... 177
A.4 Figures for loop closures and trace alignment uncertainties . . . . . . . . 182
A.5 Azimuthal effect on falloff frequency . . . . . ... ... ... ... ... 182
A6 Depthphases . . . . . . . . . .. 190

A.7 Histogram of magnitude of events in each segment . . . . .. ... ... 190



Contents

A8 Stressdropsresults . . . . . ... 192

A.9 Results excluding earthquake pairs based on the difference in magnitudes 197

Appendix for Chapter 3 199
B.1 Region of interest for aftershocks of El Mayor-Cucapah earthquake . . . 199
B.2 Networks . . . . . . . . 199
B.3 Velocity models from Wei et al. (2011) . . . . . . ... ... ... ... 202
B.4 Histograms of alignment uncertainties . . . . . . . ... ... ... ... 202
B.5 Correcting for the azimuthal range of stations . . . . . . . .. ... ... 202
B.6 Change in falloff frequency with depth . . . . . . .. ... ... ... .. 206
B.7 Results from Swaves . . . . . . . . .. ... 206

B.8 Changing length of moving average windows for stress drop against time 207

Appendix for Chapter 4 211
C.1 Details of the earthquake catalog . . . . . . ... ... ... ... .... 211
C.2 Testing for bias . . . . . . . . .. L 212
C.2.1 Using wider distance and moment bins . . . . . . . ... .. ... 212
C.2.2 Calculating the mode rather than the median . . . . . . . . ... 212
C.2.3 Excluding 2-earthquake sequences with recurrence intervals of
less than 1month . . . . .. .. .. ... oL 212
C.2.4 Excluding 6 months before Parkfield . . . . ... .. ... .... 215
C.2.5 Avoiding bias in recurrence intervals due to the end of the catalog216
C.2.6 Using probability distributions of earthquake locations . . . . . . 219
C.2.7 Calculating earthquake radius using a stress drop of 3 MPa . . . 219
C.2.8 Computing ratios between multiple-event sequences for the relo-
cated NCSN catalog . . . . . ... .. .. ... ... ... ... . 221
C.2.9 Using a magnitude constant of 1.2 to obtain moments . . . . . . 222
C.2.10 Calculating slopes using an L1-norm minimum . .. .. .. ... 224
C.2.11 Using only earthquakes near the SAFOD seismic stations . . . . 226
C.2.12 Using different magnitude unit thresholds . . . . . ... .. ... 226
C.2.13 Different definitions of the distance between sequences . . . . . . 227
C.3 Sequence catalog information . . . . . ... ... ... ... ... ... 229
C.3.1 Histograms of relative locations between earthquake sequences . 229

C.4 Using synthetic catalogs to validate the simple approach to identify re-
peaters . . . ... ... 230
References . . . . . . . . . . e 233



List of Figures

1.1

1.2

1.3

14
1.5

1.6

1.7

1.8

1.9

1.10

1.11

1.12

1.13
1.14

1.15
1.16

Moment scaling of stress drops of many different studies from Cocco et al.
(2016). . . o o 5
Earthquake P wave spectra using the model of Madariaga (1976) and

assuming a constant stress drop of 3 MPa from Shearer (2009). . . . . . 6
Stress versus depth for My 3.0 — 4.5 earthquakes that occurred before

the 2011 Tohoku-oki earthquake in Japan from Uchide et al. (2014). . . 10
The three primary fault types. . . . . . .. . ... ... ... ...... 11

Median stress drops of different time periods in California modified after
Chen and Shearer (2013). . . . . . . . ... 13
Comparison between stress drops in zones of high seismic coupling and
low seismic coupling modified after Moyer et al. (2018). . . . . ... .. 16
Map of M > 5.0 oceanic transform fault earthquakes and mechanisms
from 1977 — 1998 from the Harvard Centroid Moment Tensor catalog
from Bird et al. (2002). . . . . ... 19
A Venn diagram of the different types of earthquakes and aseismic slip
that occur on oceanic transform faults. . . . . . ... ... ... ... .. 20
The number of aftershocks and foreshocks in regions around the main

shock for main shocks on faults on the East Pacific Rise from McGuire

et al. (2005). . . .. 21
Map of the Blanco transform fault zone modified after Braunmiller and
Nabélek (2008). . . . . .o 23
Two different cooling models for the Blanco fault modified after Braun-
miller and Ndbélek (2008).. . . . . . . . ... Lo 26
Shear wave velocity profile along the Blanco fault modified after Byrnes
et al. (2017). . . . o 27
Global map of faults coloured by type based on Bird (2003). . . . . .. 28
Map of the region surrounding the 2010 El Mayor-Cucapah earthquake
modified after Castro et al. (2011). . . . . . . ... .. ... ... .. .. 31
Slip models of the 2010 EI Mayor-Cucapah earthquake. . . . . .. ... 33
Aftershock locations plotted on slip models of the 2010 El Mayor-Cucapah
earthquake. . . . . . . .. L 36

xi



xii List of Figures

1.17 An example of different repeating earthquakes within a sequence recorded
at the same station. . . . . . ... Lo L Lo 39

1.18 Average recurrence intervals versus moments for repeating earthquake
sequences from Nadeau and Johnson (1998).. . . . . .. ... ... ... 41

1.19 Diagrams of the hypotheses to explain the recurrence interval-moment
scaling of repeating earthquakes. . . . . . . ... ... ... ... .. .. 45
2.1 Map of earthquakes along the Blanco fault. . . ... ... .. ... ... 50
2.2 Map of stations used in analysis of Blanco fault. . . . .. .. ... ... 54
2.3 Conceptual diagram of apparent source time function variation by station. 55

2.4 An illustration of the phase coherence method using an example earth-
quake pair. . . . ... 60

2.5 Initial unfiltered falloff frequencies and stress drops for earthquakes on
the Blanco fault. . . . . . . . .. . ... ... o 61

2.6 Inter-station phase coherence results for an event with itself, but with
varied forced alignment shift. . . . . .. .. ... . 00000 63
2.7 Phase coherence spectra for a single event with multiple pairs. . . . . . 64

2.8 Falloff frequencies obtained from synthetic ruptures for a range of rup-
ture diameters and the stations used in the study of the Blanco fault. . 66

2.9 Coherence falloff frequency versus azimuthal difference between stations
used in my analysis of the Blanco fault. . . .. ... ... ........ 68

2.10 Filtered falloff frequencies and stress drops of earthquakes on the Blanco
fault. . . . . . 70
2.11 Spatial variation in stress drops of earthquakes along the Blanco fault. . 73
3.1 Tectonic setting of 2010 El Mayor-Cucapah earthquake. . . . . . .. .. 79
3.2 Locations of aftershocks of the 2010 El Mayor-Cucapah earthquake. . . 80
3.3 Slip models of the El Mayor-Cucapah earthquake. . . .. .. ... ... 82
3.4 Conceptual diagram of the phase coherence method. . . . . .. ... .. 84
3.5 Example of P wave and S wave phase coherence. . . . .. .. ... ... 92

3.6 The effect of alignment uncertainty on phase coherence for the El Mayor-
Cucapah aftershocks. . . . . . . . . ... ... 97

3.7 Representative stations distributions for the results of the P wave and S
WAVE. © v v v v e e e e e e e e e e e e e e 100
3.8 Synthetic falloff frequencies for varying earthquake radii for the P wave. 102
3.9 Example of repeating earthquake phase coherence. . . . . .. ... ... 104
3.10 Example of lower magnitude earthquakes influencing the phase coherence.106

3.11 Falloff frequencies and stress drops of El Mayor-Cucapah aftershocks
verus magnitude (P wave).. . . .. ... o000 Lo 109
3.12 Stress drops of El Mayor-Cucapah aftershocks verus depth (P wave). . . 112



List of Figures xiii

3.13 Magnitude of analysed aftershocks versus depth for El Mayor-Cucapah

(Pwave). . . ..o 113
3.14 Stress drops of aftershocks projected onto the slip model of Wei et al.

(2011) (P wave). . . . .. .. 114
3.15 Stress drop of aftershocks of El Mayor-Cucapah earthquake versus time

(Pwave). . . .. 116
3.16 Comparing the falloff frequencies and stress drops of El Mayor-Cucapah

aftershocks using the P wave and the Swave. . . . . ... ... ..... 119
4.1 Conceptual model of my hypothesis. . . . . .. ... ... ... ..... 125
4.2 Map of NCSN earthquake locations in Parkfield. . . . .. .. ... ... 127
4.3 Median recurrence intervals versus median moment for sequence catalogs. 132
4.4 Recurrence interval ratios versus moment ratios for pairs of sequences. . 133
5.1 Falloff frequencies and stress drops of earthquakes on the Blanco fault

and aftershocks of the 2010 El Mayor-Cucapah earthquake. . . . . . .. 140
5.2 Stress drops of earthquakes on the Blanco fault modified after Kuna

et al. (2019). . . . 141
5.3 The effect of a complex slip distribution on the results of spectral corner

frequency-based methods and the phase coherence method. . . . . . .. 158
5.4 The alignment uncertainty effect on phase coherence for the Blanco and

El Mayor-Cucapah results. . . . . . . ... ... ... ... ... ... . 160
5.5 Reasons that the pairs from the catalog of Lengliné and Marsan (2009)

were not identified by the simple approach . . . . . ... ... ... ... 164
A.1 Falloff frequencies and stress drops using a cross correlation coefficient

of 0.8 for the Blanco fault. . . . . .. .. .. ... ... ... ... ... 178
A.2 Spatial variation of falloff frequencies and stress drops using a cross cor-

relation coefficient of 0.8 for the Blanco fault. . . . . ... .. ... ... 178
A.3 The phase coherence spectrum for the my, 4.9 event with a my, 4.1 event. 179
A.4 The phase coherence spectrum for the my, 4.9 event with a My 4.2 event.179
A.5 The phase coherence spectrum for the my, 4.9 event with a my, 4.8 event. 180
A.6 The phase coherence spectrum for the my, 4.9 event with a my, 4.0 event. 180
A.7 The phase coherence spectrum for the My 5.6 event with a my, 4.9 event. 181
A.8 The phase coherence spectrum for the My 5.6 event with a My 4.6 event.181
A.9 The phase coherence spectrum for the My 5.6 event with a My 4.9 event.182
A.10 Histogram of all loop closures from my analysis of the Blanco fault. . . . 183

A.11 Histogram of all alignment uncertainties from my analysis of the Blanco

A.12 Histogram of loop closures with all three events within 4 km from my

analysis of the Blanco fault. . . . . ... ... .. ... ... ....... 186



List of Figures

A.13 Histogram of alignment uncertainties with all three events within 4 km
from my analysis of the Blanco fault. . . . . . . ... ... ... .....
A .14 Synthetic tests on falloff frequencies and earthquake diameters to identify
scaling factor to account for azimuthal range of stations used in my
analysis of the Blanco fault. . . . . . .. ... ... ... .........
A.15 Normalized falloff frequency versus earthquake diameter for representa-
tive azimuthal distribution used in my analysis of the Blanco fault. . . .
A.16 Stress drop versus the proportion of station pairs within 45° azimuth for
each earthquake pair used in my analysis of the Blanco fault. . . . . . .
A.17 Hlustration of ray paths between an earthquake and stations of different
azimuths. . . . .. L L
A.18 Change in pP - P differential times with earthquake-station distance and
depth of the earthquake. . . . . . . . .. ... ... ... ... ...
A.19 Histogram of magnitude of events in each segment selected for looking

at the spatial variation in stress drops along the Blanco fault. . . . . . .

B.1 Histogram of loop closures for the P wave for the aftershocks of the El
Mayor-Cucapah earthquake. . . . . . . . .. ... ... ... .......
B.2 Histogram of alignment errors for the P wave for the aftershocks of the
El Mayor-Cucapah earthquake. . . . . ... ... ... ... .......
B.3 Histogram of loop closures for the S wave for the aftershocks of the El
Mayor-Cucapah earthquake. . . . . . .. .. ... ... ... .......
B.4 Histogram of alignment errors for the S wave for the aftershocks of the
El Mayor-Cucapah earthquake. . . . . . . ... ... ... ... .....
B.5 Synthetic falloff frequencies for varying earthquake radii (S wave).
B.6 Falloff frequencies of El Mayor-Cucapah aftershocks against depth (P
WAVE). © v v v e e e e e e e e e e
B.7 Stress drops of El Mayor-Cucapah aftershocks verus depth (S wave). . .
B.8 Stress drops of aftershocks projected onto the slip model of Wei et al.
(2011) (Swave). . . . . .o
B.9 Stress drops of aftershocks of El Mayor-Cucapah earthquake versus time
(Swave). . . . ..
B.10 Stress drops of aftershocks of El Mayor-Cucapah earthquake versus time
using a moving average window of 4. . . . . . . .. ... ... ... ...
B.11 Stress drops of aftershocks of EMC earthquake versus time using a mov-

ing average window of 6. . . . . . . . ... Lo

C.1 Gutenberg-Richter relation of earthquakes in the NCSN catalog . . . . .
C.2 The moment and recurrence interval ratios with wider distance bins and

twice the spacing between moment bins. . . . . . . ... ...



List of Figures Y

C.3

C4

C.5

C.6

C.7

C.8

C.9

The moment and recurrence interval ratios with averages calculated as

The moment and recurrence interval ratios with 2-earthquake sequences

eliminated if they have recurrence intervals of less than 1 month. . . . . 215

The moment and recurrence interval ratios with 2-earthquake sequences
eliminated if they have recurrence intervals of less than 1 month and the
second earthquake in the sequence is within a month and 250 m of any
earthquake before it. . . . . . . . . ... .. L 216

The moment and recurrence interval ratios with earthquakes from 6
months before the 2004 My 6 Parkfield earthquake excluded. . . . . . . 217

The moment and recurrence interval ratios excluding 2-earthquake se-
quences that occur too close to the end of the catalog. . . . . ... ... 218
The moment and recurrence interval ratios with the uncertainty in earth-
quake locations of the NCSN catalog accounted for using probability
distributions. . . . . . . ... e 220
The moment and recurrence interval ratios from the NCSN catalog with

rupture radius calculated using a stress drop of 3 MPa.. . . . . . . . .. 220

C.10 The moment and recurrence interval ratios from the NCSN catalog with

rupture radius calculated using a stress drop of 1 MPa. . . . . . . . . .. 221

C.11 The moment and recurrence interval ratios for multiple-event sequences

in the NCSN catalog. . . . . . .. .. .. ... ... ... .. 222

C.12 The moment and recurrence interval ratios for multiple-event sequences

in both catalogs, filtered to remove those which have coefficients of vari-
ation higher than 0.5. . . . . .. .. .. .. o o L 223

C.13 The moment and recurrence interval ratios using a different magni-

tude scaling relation of My = 10%2M+10-65 Ny as opposed to My =
LOLOMHO05 Ny 224

C.14 The moment and recurrence interval ratios with slopes calculated by

minimising an L1-norm rather than an L2-norm. . . . . ... ... ... 225

C.15 The moment and recurrence interval ratios for the NCSN catalog using

earthquakes from around the SAFOD seismic stations. . . . . .. .. .. 226

C.16 The moment and recurrence interval ratios for the NCSN catalog using

a 0.2 magnitude unit threshold to define 2-earthquake sequences. . . . . 227

C.17 The moment and recurrence interval ratios for the NCSN catalog using

a 0.5 magnitude unit threshold to define 2-earthquake sequences. . . . . 228

C.18 The moment and recurrence interval ratios where the inter-sequence dis-

tance has been computed between the locations of the second events in

each 2-earthquake sequence. . . . . . . . .. .. ... ... ... 228



xvi List of Figures

C.19 The moment and recurrence interval ratios where the inter-sequence
distance has been computed between the median locations of each 2-
earthquake sequence. . . . . . . . . . ... Lo 229

C.20 Histogram of the distance between earthquakes in the 2-earthquake se-
quences which were used to calculate moment and recurrence intervals
in the main text. . . . . . . .. . .. 230

C.21 Histogram of the distance between earthquakes in the 2-earthquake se-
quences which were used to calculate moment and recurrence intervals
inthe main text. . . . . . . . . . . . ... e 231

C.22 The moment and recurrence interval ratios for a synthetic catalog where
recurrence intervals of earthquakes scale with moment as Mg'” ...... 231

C.23 The moment and recurrence interval ratios for a synthetic catalog with
multiple fault strands. . . . . . .. ... oL L 232



List of Tables

Al
A2
A3
A4

B.1

B.2
B.3

C.1
C.2

Networks used in Chapter 2.. . . . . . . .. .. ... ... ... ..... 172
Blanco results using different cross correlation coefficient thresholds . . 177
Full stress drop results for the Blanco fault. . . . . ... ... ... ... 193

Results using varying magnitude unit difference limits for the Blanco fault.197

Region used for study of the aftershocks of the El Mayor-Cucapah earth-

quake. . ... e e e 199
Networks used in Chapter 3 . . . . . .. .. ... ... ... ... .. 200
Velocity models from Wei et al. (2011). . . . . ... ... ... ... .. 202
The exact coordinates for the area I analyzed in the NCSN catalog. . . 211
The exact coordinates for the SAFOD area analyzed. . . . . . .. .. .. 226

xvii






Nomenclature

List of acronyms

AICD

ASL

ASTF

A7

BDSN

BLD

BLR

CA

CAS

CNDC

COLZA

COoV

EBD

eGf

EMC

GDP

GPS

GRI

ID

Akaike Information Criterion Derivative
Albuquerque Seismological Laboratory
Apparent Source Time Function
Arizona state, United States

Berkeley Digital Seismic Network
Blanco Depression (includes West and East Blanco Depressions)
Blanco Ridge

California state, United States
Cascadia Depression

Canadian National Data Center
Central Oregon Locked Zone Array
Coefficient Of Variation

East

East Blanco Depression

empirical Green’s function

El Mayor-Cucapah

Gorda Depression

Global Positioning System

Gorda Ridge

Idaho state, United States

Xix



<X Nomenclature
InSAR Interferometric Synthetic Aperture Radar

IRIS Incorporated Research Institutions for Seismology
JDF Juan de Fuca Ridge

JdF Juan de Fuca

lc Loop closure

LIGO Laser Interferometer Gravitational-wave experiment
MT Montana state, United States

N North

NCEDC Northern California Earthquake Data Center
NCSN Northern California Seismic Network

NEIC National Earthquake Information Center

NERC National Environment Research Council

NSF National Science Foundation

NV Nevada state, United States

NW North West

OBS Ocean Bottom Seismometers

OBSIP Ocean Bottom Seismograph Instrument Pool
OSU Oregon State University

P arrival Arrival of the primary/pressure wave

P wave Primary /pressure/compressional wave

PAZ Puerta Accommodation Zone

PIAZ Paso Inferior Accommodation Zone

PNNL Pacific Northwest National Laboratory

PP Parks Plateau

pP,sP,sS,pS Depth phase acronyms

RESNOM

Red Sismica del Noroeste de México



Nomenclature

xx1

S

S arrival

S wave

SAFOD

SAGE

SCEDC

SE

SNR

SUR

U.S.

USGS

UT

W

WA

WBD

X-D

List of symbols

p
Atij
AVyg

Ao

South

Arrival of the secondary /shear
Secondary/shear wave

San Andreas Fault Observatory at Depth

Seismological facilities for the Advancement of Geoscience and Earth-

scope

Southern California Earthquake Data Center
South East

Signal-to-Noise Ratio

Surveyor Depression

United States of America

United States Geological Survey

Utah state, United States

West

Washington state, United States

West Blanco Depression

X dimensional e.g. 1-D - one dimensional
Shear wave velocity [km/s]
Difference in time between main arrival and depth phase arrival [s]
Change in shear wave velocity (%]
Stress drop [MPa]

Scaling exponent of recurrence interval-moment relation of earth-

quakes [-]
Cross spectra at station j [-]
Wavelength [m]

Shear modulus



xxii Nomenclature

Qo Maximum amplitude of earthquake amplitude spectra ]
p Density [kg/m?]
o1 Maximum principal stress [MPa]
09 Intermediate principal stress [MPa]
o3 Minimum principal stress [MPa]
my, Body-wave magnitude -]
Mw Moment magnitude -]
B Averaged slip over the fault [m]
A Rupture area [km?
a Radius of repeating asperity [m]
Cp Phase Coherence -]
D Rupture diameter [m]
a(f) Earthquake displacement spectra -]
f Frequency [Hz]
fe Corner frequency [Hz]
Ir Falloff frequency [Hz]
Fooul Scaling factor on falloff frequency to account for the azimuthal spread

of stations -]

9ij Path term/Green’s function of earthquake i at station j -]
N Subscript, denote individual earthquakes or stations -]
K Bulk Modulus [Pa]
k Constant -]
L Characteristic dimension of earthquake [km]
M Earthquake magnitude (generic) ]
My Seismic moment [Nm]
Mo ratio Moment ratio [

N Number of stations -]



Nomenclature xxiii
n High frequency falloff rate of earthquake spectra ]
T Radius of an earthquake [m]
Too Characteristic nucleation dimension [m]
Re Taking the real component of a number ]
S4j Source term of earthquake ¢ at station j -]
t Time [s]
ty Recurrence interval [s]
tij Arrival time of earthquake i at station j [s]
tioop,j Loop closure of travel times at station j [s]
Vi Loading velocity [mm /yr]
Vp Velocity of primary/pressure wave [km/s]
Vs Velocity of secondary/shear wave [km/s]
Vv Velocity of propagation wave [km/s]
x Distance from boundary of larger locked asperity [m]
Y Real number that accounts for reflection coefficient and amplitude

of depth phase -]






Chapter 1

Introduction

“In the beginning the Universe was created. This
has made a lot of people very angry and been

widely regarded as a bad move.”

Douglas Adams, The Hitchhiker’s Guide
to the Galaxy

Over the last 50 years, understanding of earthquakes has increased at a rapid rate;
from the confirmation of plate tectonics in the 1960s (e.g., Isacks et al., 1968), to modern
state of the art research which uses numerical modelling to investigate rate and state
friction and other properties of earthquakes (e.g., Marone, 1998, Yabe and Ide, 2018,
Cattania and Segall, 2019). Nonetheless, there are areas of earthquake physics that are

not fully understood which are crucial for estimating seismic hazard.

This thesis focuses on the properties of small M < 6 earthquakes. Small earthquakes
cause small amounts of ground motion and thus are usually less dangerous than larger
earthquakes. However, the properties of small earthquakes appear to follow the same
physical processes as the properties of large earthquakes, otherwise known as self-
similarity (e.g., Omori, 1894, Gutenberg and Richter, 1944, Utsu, 1961, Aki, 1967). For
example, the number of earthquakes on a fault decreases log-linearly with increasing
magnitude for all earthquake magnitudes (Gutenberg and Richter, 1944). The self-
similar behaviour of small earthquakes suggests that observations of their properties
may be used to infer the properties of large earthquakes (e.g., Brodsky, 2019). Smaller
earthquakes significantly outnumber larger earthquakes ( Gutenberg and Richter, 1944),
so one can examine the physics and properties of earthquakes in greater detail and with

more robust statistical analysis by analysing smaller earthquakes.
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One earthquake property that is not fully understood is the stress drop: the change
in stress on a fault due to an earthquake. Higher stress drops are associated with larger
ground motions (e.g., Bindi et al., 2018) and therefore may be related to the destruc-
tive power of an earthquake. Examining stress drops of earthquakes may also allow
detailed modelling of the state of stress on a fault, and help us to better understand
the stress conditions that trigger earthquakes. Understanding these stress conditions

would significantly improve seismic hazard estimates.

Most stress drops are estimated on land-based faults due to the high quality data
available (e.g., Shearer et al., 2006, Allmann and Shearer, 2007, Chen and Shearer,
2013), with few studies on stress drops of offshore faults (e.g., Moyer et al., 2018, Kuna
et al., 2019). Offshore faults, and especially oceanic transform faults, tend to feature
high amounts of aseismic slip: slip that occurs on a fault without producing a seismic
signal. Understanding the behaviour of stress drops on offshore faults may be crucial
for understanding the interaction between earthquake properties and aseismic slip (e.g.,
Moyer et al., 2018). Aseismic slip also occurs after large earthquakes, so examining
the stress drops of aftershocks following large earthquakes may provide insight into the
interaction between aseismic slip and properties of earthquakes (e.g., Chen and Shearer,
2013, Abercrombie, 2014, Sumy et al., 2017, Yamada et al., 2017).

Aseismic slip occurs on faults worldwide (e.g., Behn et al., 2002) but often cannot be
detected due to a lack of instrumentation. In these cases, authors might use repeating
earthquakes to infer aseismic slip (e.g., Igarashi et al., 2003, Materna et al., 2018).
Repeating earthquakes slip at a lower rate than the tectonic slip rate (e.g., Nadeau
and Johnson, 1998), so this slip deficit may be related to aseismic slip. However,
the interaction between repeating earthquakes and aseismic slip is still debatable (e.g.,
Nadeau and Johnson, 1998, Beeler et al., 2001, Anooshehpoor and Brune, 2001, Sammis
and Rice, 2001, Chen and Lapusta, 2009, Cattania and Segall, 2019).

In this thesis, I will outline the work I have done to advance the field of earth-
quake seismology and attempt to fill some of the gaps in knowledge identified above.
I investigate the relationship between aseismic slip and fault properties with earth-
quake properties. In Chapter 2, I use the recently developed phase coherence method
(Hawthorne and Ampuero, 2017, Hawthorne et al., 2018, Williams et al., 2019) to ex-
amine the stress drops of earthquakes on the Blanco oceanic transform fault, off the
coast of Oregon, U.S., and their relation to the change in seismic coupling along the
fault. My work is one of the first to employ this method and to examine its limita-
tions. In Chapter 3, I develop the phase coherence method further by analysing the
S wave and comparing the results from the S wave with the results from the P wave

using the same dataset. I estimate stress drops of aftershocks of the 2010 My 7.2 El
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Mayor-Cucapah earthquake and examine the variation of these stress drops in relation
to the main shock, with magnitude and depth, and with time. In Chapter 4, I exam-
ine repeating earthquake sequences in Parkfield, California, which have an unexpected
recurrence interval-moment scaling. I use a simpler approach than previous studies
(e.g., Nadeau and Johnson, 1998, Lengliné and Marsan, 2009). I assess whether the
unexpected scaling could be controlled by an array of fault strands that make up a

larger fault zone.

Here, I provide an in-depth background to the concepts that I examine in this
thesis. I begin by discussing how stress drops are usually estimated and some of their
properties (Sec. 1.1). I then discuss oceanic transform faults and their properties
(Sec. 1.2) and outline the detailed properties of the Blanco fault (Sec. 1.2.1 - 1.2.2)
as a more in-depth background to Chapter 2. I describe some interesting properties
of continental strike slip faults (Sec. 1.3) and look in detail at the 2010 El Mayor-
Cucapah earthquake sequence (Sec. 1.3.1 - 1.3.2) which I examine in Chapter 3. Next,
I outline our understanding of repeating earthquakes (Sec. 1.4) and examine previously
suggested explanations for the scaling of recurrence intervals of repeating earthquakes
with moment (Sec. 1.4.1) before testing my own hypothesis in Chapter 4. Finally, I
describe the aims and objectives of this thesis (Sec. 1.5) and outline the structure of
the thesis (Sec. 1.6).

1.1 Stress drops

To understand stress drops, it is useful to consider how earthquakes originate and
the role of friction in rocks. For example, consider an experiment where stress is applied
to a core of rock. Initially, a fault forms in the rock and partially releases some of the
stress being applied (Stein and Wysession, 2013). If you apply further stress to the rock,
the rock will eventually fail along the plane of weakness (the fault) in an earthquake,
releasing stress on the fault in a stress drop. With further stress applied, the rock will
remain stationary until it eventually slips along the fault again, resulting in another
earthquake with another stress drop. This behaviour is often called stick-slip and is
caused by the fact that it is harder to initiate movement along a fault than to maintain
slip, because the static friction which prevents the initiation of slip is stronger than the
dynamic friction that acts to prevent slip once it commences. In this thesis, I measure

the release of stress due to an earthquake in the form of stress drops.

Note that within the last 30 years, research has shown that friction is much more
complex. The most popular current theory on friction is rate and state friction, where
the friction on a fault p is determined by both the slip rate vy, and the state, the
history of slip of the rock 6;),, following the equation pfrjc = fifric,0 + b0sip + aln-—stie

Vo,slip
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where a and b characterise the material (e.g., Marone, 1998, Scholz, 2002, Stein and
Wysession, 2013) and v g, is a reference velocity. One can describe the behaviour
of rock using rate and state friction in two behaviours. If a — b is negative, then the
material is velocity-weakening, as in the material weakens with slip velocity. Velocity
weakening material is thus susceptible to earthquakes. On the other hand, if a — b is
positive then the material is velocity-strengthening, and slip will happen aseismically.
These two different behaviours of materials are important for the discussion of results

later in my thesis.

The stress drop of an earthquake is the amount of stress released on a fault due to
the earthquake. The stress drop is thus the difference between the yield stress of the
fault and the final stress after the earthquake. Stress drops Ao describe the relation
between the averaged slip over the fault 6 and the characteristic dimension L of an

earthquake (Scholz, 2002), or generally

4]

Ao = MZ?

(1.1)

where p is the shear modulus. A more specific definition of stress drop assumes an
elliptical slip distribution (Eshelby, 1957) and a circular fault (Brune, 1970), which
gives:
7 My
Ao = ——. 1.2
77168 (12)

Here M is the seismic moment of the earthquake and r is the radius of the fault.

The stress drop obtained above is the change in the spatially averaged shear stress
on a fault before and after an earthquake, otherwise known as the static stress drop
(Scholz, 2002). If the stress drop is considered over subsections of the earthquake
rupture or shorter time windows, then it is defined as a dynamic stress drop. The
dynamic stress drop is difficult to obtain as it involves modelling the rupture of the
earthquake (e.g., Quin, 1990, Mayeda and Walter, 1996). Most studies calculate the
static stress drop of an earthquake (e.g., Mori et al., 2003, Shearer et al., 2006, Allmann
and Shearer, 2007). In this thesis, I refer to the static stress drop as the stress drop.

A wide variety of stress drop values is reported in the literature. For example,
Hanks (1977) found stress drops for Southern California in the range of 0.03 — 30 MPa
and Allmann and Shearer (2007) found values of 0.1 — 100 MPa in Central California.
In general though, stress drops are within a range of 0.01 - 1000 MPa (Cocco et al.,
2016) with an average value of 0.1 — 10 MPa (Figure 1.1) (Cotton et al., 2013).
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Figure 1.1: Moment scaling of stress drops from many different studies. Detailed descriptions
of symbol meanings are in Cocco et al. (2016). Figure from Cocco et al. (2016).

1.1.1 Calculating stress drops: Existing methods

The values of stress drops may depend on the methods used to obtain them. Stress
drops of small to intermediate magnitude earthquakes (e.g. Mw < 7) are normally
obtained by examining the source spectrum of an earthquake. Earthquake spectra are
flat at frequencies f much lower than the inverse of the earthquake duration, with
a maximum amplitude g proportional to the earthquake moment. The amplitude
decays at higher frequencies due to the finite duration of the earthquake, resulting
in the frequency-amplitude spectra shown in Figure 1.2. The frequency at which the
amplitude begins to decrease is known as the corner frequency f.. The earthquake

spectrum d(f) therefore has the form (Brune, 1970)

Qo

R ik

(1.3)

where n determines the higher frequency falloff rate and is normally assumed to be close
to 2 (e.g., Brune, 1970, Hanks and Kanamori, 1979, Andrews, 1986, Hough and Seeber,
1991, Prieto et al., 2004, Shearer et al., 2006) but has some variation (e.g., Anderson
and Hough, 1984, Castro et al., 1990, Purvance and Anderson, 2003, Allmann and
Shearer, 2007, 2009).

The corner frequency of the earthquake spectrum is related to the rupture radius

of an earthquake r. Assuming a circular fault (Brune, 1970),

_ k8
fe

r= (1.4)
where [ is the shear wave velocity and k is a constant, normally assumed to be 0.32
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Figure 1.2: Earthquake P wave spectra using the model of Madariaga (1976) and assuming a
constant stress drop of 3 MPa. Corner frequencies are highlighted by circles. The low frequency
amplitudes of the spectra are scaled to the corresponding earthquake moments. Figure modified
after Shearer (2009).

for P wave spectra using a rupture velocity equal to 90% of the shear wave velocity
(Madariaga, 1976). The radius of the earthquake can be used to calculate the stress
drop using Equation (1.2).

Unfortunately, the source spectrum of an earthquake is hard to isolate as earthquake
seismograms and spectra are contaminated by other effects such as path effects between
source and receiver. To understand how one might deal with these path effects, consider

the earthquake spectrum in the log-frequency domain d;;( f)
dij = sij + gij + resid;;. (1.5)

where 7 indexes the earthquake and j indexes the station and we have dropped frequency
indexing for readability. Here s;; is the source term, g;; is the path term otherwise
known as the Green’s function, and resid;; is a residual term which includes the site

and instrument response.

From this definition, one way to remove the path effect from the earthquake spec-

trum is to subtract an approximation of the path term from the earthquake spectrum.
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The most common approach for obtaining an approximation of the path term is the
empirical Green’s function (eGf) approach (e.g., Shearer et al., 2006, Allmann and
Shearer, 2007, 2009, Chen and Shearer, 2013). This approach assumes that co-located
earthquakes will have roughly the same Green’s function (path effects) for each station.
Thus subtracting the spectrum of a smaller co-located earthquake from the original
earthquake will remove the path effects from the earthquake spectrum. The spectrum
of the smaller earthquake is flat at low frequencies, so will not interfere with the lower
corner frequency of the larger original earthquake. The eGf approach has the added

benefit of removing the site response.

After removing the path effects and site response, the source dependent term of the
seismic spectrum is isolated. One can obtain the corner frequency and stress drop from
the isolated source dependent term. Note that the path effects and site response may
change with time between earthquakes. For this reason, it may be prudent to require
that small earthquakes used in the eGf approach occur within a short time frame of

the main earthquake (e.g., Allmann and Shearer, 2007).

The eGf approach is common, but the method used to apply this approach can
vary. One widely used method is the spectral decomposition method, where a global
eGf is estimated and then removed from individual events to get estimates of the source
spectra (e.g., Shearer et al., 2006, Allmann and Shearer, 2007, 2009). The global eGf is
a function which provides the best fit to a theoretical source model when it is subtracted
from all the available event spectra. The appropriateness of a global eGf can depend
on the size of the region being analysed - a single global eGf for a large region may

mask the variability of stress drops within the region (Shearer et al., 2019).

Other studies use many smaller earthquakes as eGfs for a target event (e.g., Aber-
crombie et al., 2017, Ruhl et al., 2017) and calculate the average spectral ratio between
the target event and the smaller events. Then, they fit the spectral ratio using earth-
quake models with corner frequencies for the larger and smaller events. This method
is typically applied to small numbers of events, whereas the global eGf spectral decom-
position approach is applied to many earthquakes at once (e.g., Shearer et al., 2006,
Allmann and Shearer, 2009).

Shearer et al. (2019) compared the results of the spectral decomposition and spec-
tral ratio fitting methods for roughly 3000 aftershocks of the 1992 My 7.3 Landers
earthquake. They found it was difficult to constrain an optimal global eGf even with
3000 earthquakes and a small 17 x 15 km study area. For the spectral ratio fitting
method, they observed that the choice of corner frequency for the smaller event can

affect the estimated corner frequency of the larger event. Shearer et al. (2019) also
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observed systematically higher corner frequencies for the spectral ratio fitting method,
as well as a larger scatter. For both methods though, they concluded that the relative
corner frequencies in a dataset were resolved better than the absolute corner frequen-
cies. Thus it may be difficult to compare absolute stress drop values between studies,

but comparing relative variations is still viable.

For very large earthquakes (e.g. Mw > 7), spectral decomposition methods are inap-
propriate as they rely on a point source approximation ( Ye et al., 2016). Instead, stress
drops are often obtained by fitting datasets such as seismograms, Global Positioning
Systems (GPS) data or Interferometric Synthetic Aperture Radar (InSAR) data with
a synthetic earthquake rupture (e.g., Mai and Beroza, 2000, Kim and Dreger, 2008,
Causse et al., 2013, Lay et al., 2016, Ye et al., 2016). This more complex fitting ap-
proach can also be used for smaller earthquakes; Kim et al. (2016) calculated stress
drops of My 2.1 repeating earthquakes in Parkfield, California. Other methods use the
band limitation of the peak acceleration of an earthquake to obtain stress drops (e.g.,
Hanks and Johnson, 1976, Hanks and McGuire, 1981).

Here, T use a new method to obtain stress drops: the inter-station phase coherence
method (e.g., Hawthorne and Ampuero, 2017, Hawthorne et al., 2018, Williams et al.,
2019). This method takes advantage of the rupture directivity effect, where signals from
different points in an earthquake arrive at different times depending on the distance
and azimuth between the earthquake and the station. I discuss the phase coherence
method in detail in Chapters 2 and 3, and use it to examine the variation in stress

drops with properties along the Blanco fault and with other earthquake properties.

1.1.2 Observed properties of stress drops

Previous studies have observed a variety of relationships between earthquake dy-
namics and stress drops. One such relationship is that stress drops do not depend on
earthquake moment (Figure 1.1) (e.g., Abercrombie, 1995, Mori et al., 2003, Shearer
et al., 2006, Allmann and Shearer, 2007, 2009, Chen and Shearer, 2011, Uchide et al.,
2014, Chen and McGuire, 2016, Cocco et al., 2016, Abercrombie et al., 2017, Yoshida
et al., 2017), although some studies do observe a moment dependence for M < 4
earthquakes (e.g., Kanamori et al., 1993, Lin et al., 2012, Oth, 2013, Lin et al., 2016,
Imanishi and Uchide, 2017). The lack of moment dependence is consistent with the
concept of earthquake self-similarity (Aki, 1967), where the physical properties of
earthquakes maintain constant statistical relations across variations in earthquake size.
Self-similarity has been observed for many earthquake properties, most famously the
Gutenberg-Richter earthquake magnitude-frequency law ( Gutenberg and Richter, 1944),

and the Omori law for aftershock occurrence with time (Omori, 1894, Utsu, 1961).
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One can understand the lack of moment dependence in stress drops by considering
the stress drop equation (Equation (1.2)). Substituting My = pAé into Equation (1.2)

where A is the rupture area gives:

A5
Aa—l'u d

= - 1.
16 73 (1.6)

As the rupture area depends on r2

assuming a circular rupture (Brune, 1970) and the
slip of an earthquake scales linearly with the rupture extent of the earthquake (Scholz,
2002), stress drop does not depend on moment. This linear slip-rupture extent relation
may break down for larger earthquakes because their rupture area is limited by the

seismogenic width (Scholz, 2002).

The lack of moment dependence simplifies the comparison of earthquake stress drops
with other earthquake properties such as depth and focal mechanism. Conceptually,
one might expect a deeper earthquake to have a lower stress drop, as the higher temper-
ature at depth weakens the material strength (Brace and Kohlstedt, 1980, Sibson, 1984,
Tse and Rice, 1986). On the other hand, as the depth increases so does the normal
stress, which increases the shear stress needed for an earthquake to occur. Therefore
stress drop may increase with depth. However, the depth dependence of stress drops
from observations is unclear; some studies find that stress drops increase with depth
(e.g., Jones and Helmberger, 1996, Hardebeck and Hauksson, 1997, Shearer et al., 2006,
Allmann and Shearer, 2007, Baltay et al., 2011, Chen and Shearer, 2013, Oth, 2013,
Uchide et al., 2014, Goebel et al., 2015, Chen and McGuire, 2016), and others observe
little to no relation between stress drops and depth (e.g., Jin et al., 2000, Kinoshita and
Ohike, 2002, Mori et al., 2003, Allmann and Shearer, 2009, Abercrombie et al., 2017,
Goebel et al., 2017, Wu and Chapman, 2017).

The depth dependence of stress drops is complicated by the rupture velocity (Equa-
tion (1.4)). Rupture velocity is normally assumed to depend on the shear wave velocity
(e.g., Madariaga, 1976), which increases with depth. Allmann and Shearer (2007) found
that the depth dependence in their stress drops disappears if they take a depth-varying
shear wave velocity into account. However, Uchide et al. (2014) considered the increase
in shear wave velocity with depth using a 1-D velocity model and still found an increase
in stress drop with depth (Figure 1.3). Assessing the depth dependence can also be
complicated by poorly resolved earthquake depths (e.g., Williams et al., 2019). These
problems impede the identification and understanding of depth dependence of stress

drops.

Stress drops may also depend on the focal mechanism of an earthquake. One would

expect the highest stress drops on reverse faults and the lowest stress drops on normal
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Figure 1.3: Stress versus depth for My 3.0 — 4.5 earthquakes that occurred before the 2011
Tohoku-oki earthquake in Japan. Symbols indicate the median stress drops in 5-km bins. (a):
Median stress drops against depth for the whole catalog. (b): Median stress drops against depth
for interplate and off-plate events. Events that do not have moment tensor solutions from the
F-net broadband seismograph network are excluded. Figure from Uchide et al. (2014).

faults if stress drops behave according to Anderson’s faulting theory (Anderson, 1951,
Sibson, 1974, McGarr, 1984, Sibson, 1982, Brune and Thatcher, 2002). Anderson’s
faulting theory states that faults often form conjugate sets which are inclined at acute
angles to the maximum principal stress o1, with the fault strike parallel to the direction
of the intermediate principal stress oo (Figure 1.4). For reverse faulting, the minimum
principal stress o3 acts vertically, whereas for normal faulting, the maximum principal
stress o1 acts vertically. The vertical stress or overburden can be estimated as pgz
where p is density, g is the acceleration due to gravity, and z is depth (McGarr and
Gay, 1978). Therefore, o3 and o1 can be estimated for reverse and normal faults
respectively, and one can use two different forms of Byerlee’s law (Sibson, 1974, Byerlee,
1978, Brace and Kohlstedt, 1980, McGarr et al., 1982) to estimate o1 and o3 for reverse
and normal faults. As the shear strength is (01 — 03)/2 and the difference between the
principal stresses is larger for reverse faults, the shear strength is significantly higher
on reverse faults compared to normal faults (McGarr, 1984). Assuming that the stress
drop depends on the shear strength, reverse or thrust faulting earthquakes should have

higher stress drops than normal faulting earthquakes.

However, the observed stress drop dependence on focal mechanism is more com-
plicated than the simple dependence on normal stress above. Various studies have
found the highest stress drops for strike slip faults (e.g., Houston, 2001, Pérez-Campos
et al., 2003, Allmann and Shearer, 2009), thrust faults (e.g., Cocco and Rowvelli, 1989,
Hardebeck and Aron, 2009, Goebel et al., 2015), and normal faults (e.g., Shearer et al.,
2006). Scholz et al. (1986) even observed no variation of stress drop with focal mech-

anism. The lack of a systematic dependence of stress drop on focal mechanism could
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Figure 1.4: The three primary faulting types of thrust, normal, and strike slip from top to
bottom. Principal stresses are labelled as o1, 03, and o3 where o is the maximum principal
stress, oy is the intermediate principal stress, and o3 is the minimum principal stress.

be attributed to differences in the rupture velocity or source directivity (e.g., Allmann
and Shearer, 2009), but the difference in the dependence observed for different studies

suggests that there is no definitive relation between stress drops and focal mechanism.

Another question is whether stress drops vary temporally or spatially. Spatial varia-
tion in stress drop is widely observed (e.g., Allmann and Shearer, 2007, 2009, Chen and
Shearer, 2013). For example, Allmann and Shearer (2007) found lower stress drops in
the creeping section of the Parkfield fault compared to the higher stress drops of earth-
quakes in the rupture area of the 2004 My 6 Parkfield earthquake - an important
illustration of a possible interaction between aseismic slip and earthquake properties.
Jin et al. (2000) also observed lower stress drops in the creeping region of the Atotsug-
awa fault zone in Japan. On a larger scale, average stress drops vary between different
tectonic environments. Stress drops have been observed to be highest on the subduc-
tion interface (Chen and McGuire, 2016) and on oceanic transform faults (Escudero
and Doser, 2012). The global study of stress drops by Allmann and Shearer (2009)
also found that stress drops were highest on oceanic transform faults. The high stress
drops on oceanic transform faults are particularly relevant for my work on the Blanco
fault (Chapter 2).
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Some authors associate variations in stress drop with a difference in fault rheology
(e.g., Uchide et al., 2014, Escudero and Doser, 2012, Chen and McGuire, 2016, Staszek
et al., 2017), with lower stress drops on lower strength sections of the fault interface
(McGarr, 1984). This presumes that the final stress after these earthquakes is constant
for the entire fault interface, with the higher stress drops on higher strength areas caused
by the larger decrease from the high yield stress. This assumption highlights one of
the problems of drawing conclusions from the amplitude of stress drops. Although the
yield stress of an area may be consistent, the final stress after the earthquake may
not always be the same. For example, consider a large asperity which undergoes both
a partial rupture and a full rupture. The partial rupture may release some of the
stress on the asperity, but does not have enough energy to maintain a rupture or to
rupture the whole asperity, which leads to a high final stress. The full rupture ruptures
the entire asperity and assuming it releases all or most of the stress, the final stress
after the rupture will be much lower than in the partial rupture case. As one cannot
easily differentiate between the two, it is difficult to link variations in stress drop with

variations in fault rheology without considerable assumptions.

There may also be a link between the stress drop of aftershocks and the stress
release of large earthquakes. For example, Yamada et al. (2010) examined aftershocks
of the 2006 My 6.7 Kiholo Bay earthquake in Hawai’i and found that aftershocks which
occurred on the edges of high slip areas of the main shock have higher stress drops than
aftershocks in areas of low slip. Conceptually, one might expect high stress drops on
the edge of high slip regions because of the large amounts of stress released by the main
shock into surrounding areas. This relation between aftershocks and main shock slip
is consistent with observations in other areas (e.g., Urano et al., 2015, Yamada et al.,
2017, Moyer et al., 2018), but stress drops of aftershocks may also not correlate with
the slip of the main shock (e.g., Sumy et al., 2017).

Aftershock stress drops have been observed to change with time. Sumy et al. (2017)
found that aftershock stress drops increased with time, whilst others found a decrease in
stress drop immediately after the main shock followed by an increase to pre-main shock
levels (Abercrombie, 2014, Trugman and Shearer, 2018). The relationship between
aftershock and foreshocks stress drops differs as well: Moyer et al. (2018) found that
aftershocks had lower stress drops than foreshocks whilst Imanishi and Uchide (2017)
found that aftershocks had higher stress drops than foreshocks. The variability of the
change of stress drops with time before and after a main shock is highlighted by the
work of Chen and Shearer (2013), who observed that stress drops can be higher or
lower for aftershocks compared to foreshocks, even for main shocks which are relatively

close to each other (Figure 1.5).
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Figure 1.5: Median stress drops for different time periods for several different large events in
California, plotted as thick horizontal lines with error bars indicating two standard deviations
on the median. The 1992 My 6.1 Joshua Tree, 1992 My 7.3 Landers and 1999 My 7.1 Hector
Mine earthquakes are plotted as vertical lines as annotated. (a): Stress drops for earthquakes
within the Landers fault zone. (b): Stress drops for earthquakes within the Hector Mine fault
zone. Figure modified after Chen and Shearer (2013).
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Temporal change in stress drops is not limited to aftershocks and foreshocks. Staszek
et al. (2017) and Yoshida et al. (2017) observe changes in stress drop with time that they
associate with fluid migration or a reduction in effective stress by an increase in pore
pressure. Alternatively, Lengliné et al. (2014) found no relation between stress drop
and time associated with large scale fluid migration, and instead suggested that the
variation in stress drops was linked to local fluid pressure variations, although this was
still due to the injection of fluid into the reservoir. Abercrombie (2014) attributed the
temporal variability in their estimated stress drops to increased stressing rates after the
2004 M 6.0 Parkfield earthquake, which reduced the healing time between earthquakes
and thus reduced the strength of the fault and the stress drops. This mechanism is
similar to what I suggest in my study of the Blanco fault (Chapter 2). Other studies
of stress drops did not observe any change with time (e.g., Uchide et al., 2014, Wu
and Chapman, 2017). This spread of different results and suggested mechanisms for
temporal variation in stress drops demonstrates the difficulty in associating temporal

changes in stress drops with changes in physical properties of the subsurface.

One property of stress drops which is particularly relevant to my study of the Blanco
fault is the dependence of stress drops on seismic coupling. The seismic coupling can be
estimated using several different approaches. One approach is to compute the seismic
Mi
utg ’ ,
by the multiplication of the shear modulus and the earthquakes’ recurrence interval ..

flux release rate as y ;- ; the sum of the moment M} of each earthquake divided
The seismic flux can then be divided by the tectonic flux rate VpjqeAc, where Vygee is
the plate velocity and A, is the seismogenic area of the plate boundary. Dividing the
seismic flux release rate by the tectonic flux rate estimates the seismic coupling coefhi-
cient (e.g., Kanamori and Stewart, 1976, Pacheco et al., 1993, Okal and Langenhorst,
2000, Scholz, 2002). Alternatively, if one can obtain geodetic measurements of the in-
terseismic velocity in the region around the boundary, one can estimate the seismic flux
accumulation rate. The geodetic coupling coefficient is the seismic flux accumulation
rate divided by the tectonic flux rate, and may be a more accurate estimate of the
seismic coupling as it doesn’t depend on the earthquake catalog being complete (e.g.,
Scholz, 2002, Carafa et al., 2017). Recent work, however, suggests that the coupling
coefficients based on the seismic catalog and geodetic measurements are within 10% of
each other (Scholz and Campos, 2012). But the tectonic flux rate still relies on an accu-
rate estimate of the seismogenic area, and thus on accurate estimates of the area of the
fault ruptured during earthquakes. Other previous estimates of the seismic coupling
compare the area derived from earthquake ruptures and the area of the crust above the
600°C isotherm (Boettcher and Jordan, 2004), the tectonic slip rate versus the cumula-
tive seismic slip rate (Braunmiller and Nabélek, 2008), or the aseismic slip rate derived

from repeating earthquakes versus the seismic slip rate (Uchida and Matsuzawa, 2011).
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In general, I use the seismic coupling to refer to the unit-less percentage of the
measured quantity per study which occurs seismically, such as the slip or moment. The
different approaches for estimating the seismic coupling make it difficult to compare
estimates between different studies. However, most studies compare the cumulative
moment rate (e.g., Kawasaki et al., 2001, Scholz and Campos, 2012) or slip rate (e.g.,
Kanamori, 1977, Braunmiller and Nabélek, 2008) from earthquakes with the corre-
sponding rate from GPS estimates of tectonic movement. The moment My depends on
the slip 0 (Mo = ,uAg), and therefore the moment rate depends on the slip rate. Thus
it is reasonable to compare estimates made by these different methods. Other studies
estimate the coupling by comparing the area of the fault ruptured in earthquakes with
the total area of the fault ruptured (e.g., Cowie et al., 1993). The seismic moment
also depends on the rupture area A, so comparing areal estimates of coupling with re-
sults with other approaches is appropriate, but estimates of the area of the seismogenic
region of the fault from earthquake locations are subject to uncertainties in those loca-
tions and the possibility of missing deep low magnitude earthquakes from the catalog,
so areal estimates of the seismic coupling are likely less accurate than moment or slip

based estimates.

Moyer et al. (2018) compared earthquake stress drops with the seismic coupling
along faults on the East Pacific Rise, and found that stress drops on highly coupled
segments were a factor of 2 larger than stress drops on less coupled segments (Figure
1.6). They suggested this variation was due to highly porous and highly damaged fault
zones in areas of low seismic coupling, which result in lower stress drops. On the other
hand, Kuna et al. (2019) examined the variation in stress drop with depth on the Blanco
ridge, which is part of the Blanco fault (Sec. 1.2.1). Kuna et al. (2019) found that there
was no significant difference in stress drops between the highly coupled crust and less
coupled mantle. The difference in the results of these two studies and the general lack
of studies comparing stress drops with coupling highlights that further work is needed

to investigate the relation between stress drops and seismic coupling.

1.1.3 Understanding stress drops of earthquakes

As I have discussed here, the variation in the dependence of stress drops on dif-
ferent properties indicates that the behaviour of stress drops is not fully understood.
Understanding this variation in stress is vital for creating the most realistic models of
the evolution of stress in the subsurface, which can be used in seismic hazard analy-
sis. I contribute towards our understanding of the interaction of earthquake properties
with fault properties and aseismic slip by examining stress drops of earthquakes on the
Blanco fault (Chapter 2), an oceanic transform fault off the coast of Oregon, United
States (U.S.), and stress drops of aftershocks of the 2010 My 7.2 El Mayor-Cucapah
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Figure 1.6: Comparison between stress drops in zones of high seismic coupling (red) and low
seismic coupling (yellow) on faults in the East Pacific Rise. The mean and median values for
each set are indicated by the star and diamond respectively. The mean and median stress drops
of high coupling areas are approximately 0.6 MPa, and the mean/median stress drops of low
coupling areas are roughly 0.2 MPa. Figure modified after Moyer et al. (2018).

earthquake in Mexico (Chapter 3). I examine how the stress drops vary with the seis-
mic coupling along the Blanco fault, and look at the temporal variation of stress drops
of aftershocks of the El Mayor-Cucapah earthquake, and how it might be explained by

aseismic slip.

It has been suggested that Brune stress drops may not be representative of the
change in stress on a fault due to an earthquake. For example, a common assumption
when estimating stress drops from earthquake spectra is that the earthquake is a sym-
metrical circular rupture (e.g., Abercrombie, 1995, Allmann and Shearer, 2007, Moyer
et al., 2018). Kaneko and Shearer (2015) simulated an asymmetrical source model and
found that changes in the source characteristics such as the source geometry or rupture
speed, which are near-independent of the actual stress drop, can cause variations in
the estimated stress drop by a factor of up to 8. Alternatively, Lin and Lapusta (2018)
simulated earthquakes using rate and state friction on a velocity weakening patch sur-
rounded by a velocity strengthening region, and found that the actual stress drops
estimated directly from stress changes on the fault were consistently around 3 MPa,
whilst the seismologically inferred stress drops ranged from 0.006 to 8 MPa. This dif-
ference in stress drop stems from the difference between the complex ruptures they see
in their simulated earthquakes such as "ring-like” ruptures, compared to the traditional

simplistic approach of a circular symmetric rupture. Perhaps then, the simplistic sym-
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metric circular rupture that most assume (including in this thesis) does not accurately
represent the true stress drop of earthquakes. However, without more in depth knowl-
edge of the rupture process of each earthquake being analysed, it is a useful assumption

to make.

There is also evidence from lab measurements that seismologically derived stress
drops may not represent the actual change in stress on a fault. Brace et al. (1966)
performed laboratory experiments on shear failure and found much larger stress drops
of hundreds to thousands of MPa for both intact rocks and sawcut samples. Stress
drops also appear to be much lower than the crustal strength with stress drops mostly
below 100 MPa whereas crustal strength is estimated as 100s to 1000s of MPa (e.g.,
Brace and Kohlstedt, 1980, Wiens and Stein, 1983, Stein and Wysession, 2013). Other
laboratory experiments have, on the other hand, found stress drops which are consistent
with seismologically derived stress drops, in uniaxial and triaxial (e.g., Sellers et al.,
2003, Passelegue et al., 2016) , artificial fault (e.g., Karner and Marone, 2000, McLaskey
et al., 2014), and in-situ rock fracture experiments (e.g., Goodfellow and Young, 2014).
It is questionable though how appropriate it may be to extrapolate the results of these

small scale laboratory experiments to the larger scales of earthquake ruptures.

The variations in stress that I attempt to extrapolate from stress drops in this
thesis can be assumed to be deviations from the lithostatic stress model, where all
three principal stresses are equal. There are also several other ways that stress can
be estimated. Stress can also be measured by borehole breakouts which occur in the
direction of minimum horizontal stress (e.g., Zheng et al., 1989, Werner et al., 1991,
Amato et al., 1995), but their shape and depth also indicates the magnitude of minimum
and maximum horizontal in-situ stresses. Other measurements of stress come from the
P and T axes of earthquake focal mechanisms, which describe the plane of maximum
shear stress and the regional stress regime (Anderson (1951) and Figure 1.4). Changes
in earthquake focal mechanisms can also indicate changes in the regional stress regime
such as rotations of the maximum shear stress (e.g., Amato et al., 1995, Badawy, 2001,
Ljunggren et al., 2003). There are many other ways of estimating the stress in the
subsurface including stress measurements from fracking and overcoring and fault slip

data from methods such as tiltmeters and deformation gauges (Ljunggren et al., 2003).

These measurements of the state of stress have been used to analyse the change of
stress in environments such as mines and oil wells, where the change in the state of
stress can be crucial to maintaining safety or workers and monitoring the probability
of large earthquakes (e.g., Stacey and others, 1998, Rajmeny et al., 2002). One global
project - the world stress map - has collated many of the stress measurements mentioned

above to give a worldwide description of the state of stress and how it changes between
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regions (e.g., Zoback, 1992a, Heidbach et al., 2016). One noticeable interaction between
faulting and regional stress is that faults tend to align in the optimal direction for slip
(Zoback, 1992b, Chang et al., 2010), with misaligned faults having a reduced maximum
shear stress and therefore slipping less than their optimally oriented counterparts. On
the other hand, if shear stress is particularly low in a region, then fault are more likely

to deviate from the optimal stress alignment (Famin et al., 2014).

1.2 Oceanic transform faults

In Chapter 2, I investigate the variation of stress drops with seismic coupling on
the Blanco fault, an oceanic transform fault. Here I discuss some of the interesting
properties of oceanic transform faults that motivated my work, before discussing the

geological and thermal structure of the Blanco fault (Sec. 1.2.1).

Oceanic transform faults are strike slip faults which form steps between mid-ocean
ridges or subduction zones. Oceanic transforms are widespread across the globe and
can feature M > 7 earthquakes (Figures 1.7 and 1.13) (Bird et al., 2002). However, the
risk posed to people by these earthquakes is low due to the often distant location of
these earthquakes from the coast and the low probability of these strike-slip earthquakes
creating a tsunami. On the other hand, the large amounts of aseismic slip that these
faults host (e.g., Kanamori and Stewart, 1976, Okal and Stewart, 1982, Boettcher and
Jordan, 2004, McGuire et al., 2005) could allow us to examine the relationship between

earthquake properties and aseismic slip (creep).

Oceanic transform faults release more slip aseismically than in earthquakes, with
a higher proportion of aseismic release than continental strike slip faults (Behn et al.,
2002). The large proportion of aseismic slip that occurs on oceanic transforms may be
linked to serpentinisation at depth. Serpentinisation is where olivine reacts with water
to form new hydrous minerals such as serpentine (Moody, 1976). This process changes
the frictional behaviour of a rock from velocity-weakening to velocity-strengthening at
low slip rates (Reinen et al., 1991), enabling aseismic creep (e.g., Scholz, 2002, Kuna
et al., 2019). Serpentinisation is a useful explanation for the aseismic behaviour of
oceanic transform faults (e.g., Francis, 1981, Bird et al., 2002, Kuna et al., 2019).

Oceanic transform faults feature a wide spectrum of aseismic and seismic behaviour.
One such example is earthquakes with particularly low rupture velocities, which occur
more commonly on oceanic transform faults than continental strike slip faults (e.g.,
Kanamori and Stewart, 1976, Okal and Stewart, 1982, Pérez-Campos et al., 2003).
Pérez-Campos et al. (2003) observed earthquakes with lower and normal rupture ve-

locities on adjacent sections of the same oceanic transform, which suggests that the
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Figure 1.7: Map of M > 5.0 oceanic transform fault earthquakes and mechanisms from 1977 —
1998 from the Harvard Centroid Moment Tensor catalog. All earthquakes are located shallower
than 70 km depth. Figure from Bird et al. (2002).

rupture velocity of an earthquake is determined by fault properties that can vary on a

small scale.

At the more aseismic end of the spectrum, aseismic precursors are short-term aseis-
mic events immediately before earthquakes which can be observed using source spectra
(e.g., Thmlié et al., 1993, Thmlé and Jordan, 1994, McGuire et al., 1996, McGuire and
Jordan, 2000). Ihmlé et al. (1993) inferred a slow precursor before the 1989 My 8.2
Macquarie earthquake by examining the delay in phases of low frequency (1 - 6 mHz)
surface waves and normal modes relative to the origin time from high frequency waves.
They observed an increase in phase delay between 1 and 6 mHz which could not be
explained by conventional models of source time functions without the introduction of
a slow precursor. Ihmlé and Jordan (1994) used a similar approach to identify possible
slow precursors before 20 other events. McGuire et al. (1996) looked at low frequencies
on the P arrival of the 1994 My 7.0 Romanche transform earthquake and observed a
ramp in amplitude before the arrival which they attribute to a slow precursor. McGuire
and Jordan (2000) used a similar approach to identify a possible slow precursor for the
1997 Mw 6.8 Prince Edward Island earthquake. On the other hand, it is possible that
these precursors are artifically created in the source spectra by modelling uncertainties
(Abercrombie and Ekstrom, 2001, 2003).

Alternatively, slow precursors might be apparent from earthquake recurrence inter-
vals (e.g., McGuire, 2008, Kuna et al., 2019). McGuire (2008) observed My > 5.5
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Figure 1.8: A Venn diagram of the different types of earthquakes and aseismic slip that occur
on oceanic transform faults, split between completely seismic (earthquakes) and completely
aseismic (creep) categories.

repeating earthquakes on East Pacific Rise transform faults, which repeated roughly
every b years. One can infer from this that the aseismic slip is triggering large earth-
quakes, perhaps by increasing the stress at the nucleation point. Kuna et al. (2019)
observed a similar pattern on the Blanco ridge with earthquakes roughly every 14
years. One possible explanation for these aseismic precursors is that they take time to
achieve the high-slip rates of earthquakes due to the presence of serpentinite and its
velocity-strengthening nature at low slip rates (e.g., Reinen et al., 1994, Kuna et al.,
2019).

Aseismic and seismic slip appear to occur on the same patches of oceanic transform
faults (Boettcher and Jordan, 2004), which affects the types of earthquakes on the faults
(Figure 1.8). For example, earthquake swarms are short-lived sequences of earthquakes
in small, localised areas, and are often used to infer aseismic slip (e.g., Lohman and
MecGuire, 2007, Peng and Gomberg, 2010, Kuna et al., 2019). Earthquake swarms
thus embody the aseismic-seismic interaction on faults. I discuss other aspects of this

aseismic-seismic interaction for the rest of this section.

Aseismic-seismic interaction may explain the higher number of foreshocks on oceanic
transform faults (Figure 1.9). McGuire et al. (2005) found that the ratio of foreshocks
to aftershocks was an order of magnitude higher for M < 6 earthquakes on East Pacific
Rise faults compared to similar sized earthquakes on continental strike slip faults in
Southern California. This difference in ratio can be attributed to the very low aftershock
productivity of oceanic transforms (15 times lower than continental strike slip faults)
(McGuire et al., 2005) and the high number of foreshocks. The number of foreshocks
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Figure 1.9: The number of aftershocks and foreshocks in regions around the main shock for 19
main shocks on faults on the East Pacific Rise (solid symbols) and 24 main shocks on continental
strike-slip faults in Southern California (open symbols). The radius of the region around the
earthquake used to define foreshocks and aftershocks is indicated in the legend. Figure from
McGuire et al. (2005).

could be increased by earthquake swarms, which hint at a more aseismic triggering
process for oceanic transforms compared to continental strike slip faults. This difference
in earthquake triggering could be caused by serpentinisation on oceanic transform faults
encouraging aseismic creep (e.g., Moyer et al., 2018, Kuna et al., 2019), or pore pressure
changes in the fault core (Géli et al., 2014).

On a smaller scale, the amount of seismic compared to aseismic slip, the seis-
mic coupling, varies significantly between oceanic transform faults. Brune (1968) and
Kanamori and Stewart (1976) determined that the Romanche and Gibbs fracture zones
off the Mid-Atlantic Ridge had 100% seismic coupling, as in all the relative plate mo-
tion on these two transform faults was accounted for by seismic slip in earthquakes.
Most recent studies, however, find that seismic coupling on oceanic transforms ranges
from 5 —50% (e.g., Engeln et al., 1986, Cowie et al., 1993, Okal and Langenhorst, 2000,
Abercrombie and Ekstrom, 2001, Behn et al., 2002, Bird et al., 2002, Boettcher and
Jordan, 2004). Coupling has also been observed to vary along individual faults, such as
on the Gofar transform in the East Pacific Rise (Boettcher and Jordan, 2004, Boettcher
and McGuire, 2009, McGuire et al., 2012, Moyer et al., 2018) and the Blanco fault off
the coast of Oregon (Dziak et al., 1991, Braunmiller and Ndbélek, 2008). I examine
the effect of this variation of coupling on earthquake stress drops in my work on the
Blanco fault (Chapter 2).

Stress drops on oceanic transform faults have a wide range of values. For example,
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Allmann and Shearer (2009) found a high average stress drop of 6.0£0.7 MPa for
oceanic transform faults compared to an average stress drop of 3.3£0.2 MPa for all
interplate earthquakes. Chen and McGuire (2016) also found a high average stress
drop of 16.2+3.8 MPa, but Moyer et al. (2018) found stress drops of 0.04 - 3.4 MPa,
similar to the overall average of interplate earthquakes quoted above. Boettcher and
Jordan (2004) also found low stress drops of 0.1 - 0.7 MPa for a global set of oceanic
transform faults and Pérez-Campos et al. (2003) suggested low stress drops for four
earthquakes on oceanic transforms. The wide spectrum of stress drops on oceanic
transforms indicates that further work is needed to clarify whether oceanic transforms
have high earthquake stress drops. I add to this debate by examining stress drops along

the Blanco oceanic transform fault (Chapter 2).

The aseismic-seismic interaction on the Blanco fault makes it an interesting exam-
ple. One aspect of this interaction is low seismic coupling, which suggests that the
earthquakes that do occur are influenced by aseismic slip on the fault. The Blanco
fault was ideal for examining the effect that aseismic slip has on earthquake behaviour
and specifically stress drops, due to the change in seismic coupling along its length
(e.g., Braunmiller and Nabélek, 2008). T discuss the structure of the Blanco fault and

some of its interesting properties in the following section.

1.2.1 The Blanco oceanic transform fault

The Blanco oceanic transform fault is a 350-km long right lateral strike-slip fault
which forms a boundary between the Pacific and Juan de Fuca plates. The Blanco
fault is approximately six million years old (Embley and Wilson, 1992, Wilson, 1993)
and slips at a rate of 3 - 8 mm/yr (Willoughby and Hyndman, 2005). To the north,
the boundary continues into the Juan de Fuca spreading ridge, and to the south, the
Gorda spreading ridge. To the east, the Juan de Fuca plate subducts underneath the
North American plate (Figure 1.10a).

The Blanco fault is composed of five depressions and several small transform seg-
ments, with one particular 150-km long transform segment known as the Blanco ridge.
These depressions and transform segments, from the southeast end of the fault to the
northwest, include: the Gorda depression (GDP), the Blanco ridge (BLR), the Cascadia
depression (CAS), the Surveyor depression (SUR), the Parks Plateau fault (PP), the
east Blanco depression (EBD) and the west Blanco depression (WBD) (Figure 1.10b).

These segments are discussed in detail here.

The Gorda depression (GDP) is a pull-apart basin (Embley and Wilson, 1992),

which is consistent with its rhomboidal shape (Mann et al., 1983) and the normal-
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Figure 1.10: Map of the Blanco transform fault zone. (a): Large scale map of Blanco fault
in context with local plates. Arrows indicate plate motions and the boundary marked with
triangles is a subduction zone. (b): Fault scale map of the different segments of the Blanco
fault. Different segments of the fault are marked by annotations defined in the legend and are
discussed in the text. Figure modified after Braunmiller and Ndbélek (2008).
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faulting earthquakes within it (Braunmiller and Nabélek, 2008). Embley and Wilson
(1992) suggested that the Gorda depression used to be a spreading segment but has
since been replaced by the Gorda ridge.

To the west of the Gorda depression, the 150-km long Blanco ridge (BLR) is the
longest strike-slip segment of the Blanco fault. The Blanco ridge has featured 5 out
of 7 recorded M > 6 earthquakes on the Blanco fault up to 2017, possibly due to the
structural complexity created at its eastern end by the intersection with the abyssal
hill topography of the Gorda ridge (Embley and Wilson, 1992). This complexity may
explain the unilateral northwest propagation of these large earthquakes along the fault
(Braunmiller and Ndbélek, 2008). Kuna et al. (2019) observed an offset in the locations
of these M > 6 earthquakes and suggested that the Blanco ridge has two distinct

asperities which rupture roughly every 14 years.

The origin of the ridge structure of the Blanco ridge is unclear. Some studies suggest
that extensive shearing occurred along this section of the fault, allowing penetration
of water into the crust and serpentinite diapirism to occur (Embley and Wilson, 1992,
Dziak et al., 2000, Kuna et al., 2019). Dziak et al. (2000) suggested this diapirism to
explain a low Bouguer anomaly in gravity data that coincided with the Blanco ridge,
similar to the anomaly observed by Kastens et al. (1979) for the Tamayo transform
fault in the Gulf of California. However, petrological analysis of rocks from the Blanco
ridge find no evidence of serpentinite, although this could be due to a low sampling
density (Dziak et al., 2000). Serpentinite is a useful and simple explanation for many of
the properties of oceanic transform faults, but without further evidence of its presence

on the Blanco fault, it should be considered hypothetical.

The eastern edge of the Blanco ridge is defined by the Cascadia depression (CAS).
The Cascadia depression is another pull-apart basin which is dominated by normal
faulting, and differs from the other depression on the Blanco fault in that it may
feature active sea floor spreading. Evidence for this active spreading consists of igneous
intrusions and basement doming inferred from seismic reflection data (DeCharon, 1989,
Embley and Wilson, 1992), as well as the morphology of the depression: a central basin
surrounded by normal fault blocks which face inwards towards the centre (Embley and
Wilson, 1992). The magma source for this spreading must be very deep, however, as
the intermediate depth of earthquakes indicates a cool crust (Braunmiller and Ndbélek,
2008) (Figure 1.11). Northwest of the Cascadia depression is the Surveyor depression
(SUR), another pull-apart basin with dominant normal faulting but with no evidence
for active sea floor spreading (Embley and Wilson, 1992, Braunmiller and Ndbélek,
2008).
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Southwest of the Surveyor depression and striking parallel to the main Blanco fault
strand, the Parks Plateau (PP) structure is less understood than the other segments
of the Blanco fault. The Parks Plateau has been described as both an active (Delaney
et al., 1981, Braunmiller and Ndbélek, 2008) or former (Embley and Wilson, 1992,
Dauteuil, 1995) transform fault. This segment may have a more complicated history

though, as rock sampling identified volcanoclastic sediments (Juteau et al., 1995).

The most western segments of the Blanco fault are the east (EBD) and west Blanco
depressions (WBD). The east Blanco depression is another pull-apart basin (Braun-
miller and Ndbélek, 2008) but the west Blanco depression is more complex. Braun-
miller and Nabélek (2008) identified three possible transform faults from three groups
of slip vectors in the west Blanco depression and Juteau et al. (1995) observed striated
fault planes during dives in the area. The possible transform faults and lack of normal
faulting within the depression suggest that it is not a pull-apart basin or a spreading
ridge, but instead has a complex history of ongoing changing structure (Embley and
Wilson, 1992).

Although the structure of individual segments is interesting, the most interesting
property for my work is the variation in seismic coupling along the fault. The sum
of the slip of all the earthquakes on the Gorda, Cascadia, Surveyor, and East Blanco
depressions accounts for only 15% of the plate motion, which suggests a large amount
of aseismicity (Braunmiller and Ndbélek, 2008). Braunmiller and Nabélek (2008) also
identified that the northwestern half of the fault has very low coupling, whilst the
southeastern half has higher coupling. This change in coupling is the major property 1
investigate using stress drops on the Blanco fault (Chapter 2). I use these stress drops
to infer the link between the variation in coupling along the fault and the thermal

structure.

1.2.2 Thermal and velocity structure of the Blanco fault

The complex structure of the Blanco fault complicates thermal models of the crust
and mantle below the fault. The lower temperature areas of thermal models suggest
where earthquake are likely to occur, but the temperature structure below the Blanco
fault depends on whether the Cascadia depression is an active spreading centre. Braun-
miller and Ndbélek (2008) modelled temperatures underneath the Blanco fault using
a simple half-space cooling model which ignored the possible sea floor spreading at
the Cascadia depression (Figure 1.11a). This model constrains the maximum depth
of seismic slip at the 600°C isotherm, which is consistent with experimental work on
olivine (e.g., Pinkston and Kirby, 1982, Boettcher et al., 2007) and with previous work

on other oceanic transform faults (e.g., Engeln et al., 1986, Abercrombie and Ekstrom,
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Figure 1.11: Two different cooling models for the Blanco fault. (a): Half space cooling model
which ignores the possible spreading centre at the Cascadia depression. (b): Half space cooling
model including the possible spreading centre at the Cascadia depression. Earthquake rupture
areas are plotted as ellipses. Isotherms are marked by grey lines in 100°C increments. Figure
modified after Braunmiller and Ndbélek (2008).

2001). Braunmiller and Ndbélek (2008) also considered another model which includes
sea floor spreading at the Cascadia depression, which causes thermal upwelling under-
neath the Cascadia depression at the centre of the fault (Figure 1.11b). This model
appears to be contradicted by earthquake locations in the centre of the fault, which
are deeper than the 600°C isotherm. Braunmiller and Nabélek (2008) justify this by
suggesting a deep magma source for the thermal upwelling. Kuna et al. (2019) also
found that earthquakes were deeper than the modelled 600°C isotherm, although they
attributed it to hydrothermal cooling.

These thermal models are challenged by the results of Byrnes et al. (2017), who
examined the velocity structure of the mantle below the Blanco fault. They identified
low shear wave velocities under the northwest section of the Blanco fault, and slightly
high shear wave velocities under the southeast section (Figure 1.12). They infer mantle
upwelling below the northwest section of the Blanco fault, which is consistent with
petrological work which found that melt is formed beneath the Blanco fault (Gaetani
et al., 1995). This upwelling would significantly affect the depth of isotherms in the
thermal models of Braunmiller and Nabélek (2008).

On a larger scale, Porritt et al. (2011) examined the deep velocity structure under-
neath the Cascadia subduction zone using ambient noise tomography along the west
coast of the U.S.. They observed a split in the subducting slab of the Juan de Fuca
plate underneath the North American plate, which matches the continuation of the

Blanco fault to the west U.S. coast. They infer that this continuation is a weak zone
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Figure 1.12: (a): Shear wave velocity change (AVg) along profile C to C’ in (b) along the
strike of the Blanco fault using the model of Byrnes et al. (2017). The average shear wave
velocity change is positive on the southeast segment of the fault and negative on the northwest
segment of the fault. (b): Map of the region showing the location of the C - C’ profile. Figure
modified after Byrnes et al. (2017).

which allows increased melting and therefore a higher heat production. This result is
compatible with the findings of Byrnes et al. (2017), although the study areas of the

two studies do not significantly overlap to confirm this.

The complex thermal structure of the Blanco fault may be linked to the seismic
coupling, as I discuss in my work on the Blanco fault (Chapter 2). As discussed earlier,
if a fault is highly coupled then it primarily releases energy through earthquakes rather
than aseismic slip. Dziak et al. (1991) identified generally low coupling along the Blanco
fault, and with a variation between the northeast and southwest segments of the fault,
with 3.8% and 14.1% of moment released seismically for each segment respectively.
Kuna et al. (2019) and Braunmiller and Ndbélek (2008) also identified low average
coupling along the fault, although Braunmiller and Ndbélek (2008) noted that the
variation in coupling along the fault can be partially explained by different seismic
zone widths and earthquake frequency-size distributions along the fault. I investigate

the effect of this variation in coupling on earthquake properties on the Blanco fault.

The properties of the Blanco fault make it an interesting prospect to investigate.
The structure of the Blanco fault is complex on a surface level, with five depressions
and a 150-km long transform segment which features the largest earthquakes. This
complexity may relate to the interaction of seismic and aseismic slip on the Blanco
fault, as in its coupling, but the direct cause of slow aseismic slip or slow earthquakes

is still not understood. One way to understand this interaction is to look at patterns
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Figure 1.13: Global map of faults coloured by type. Continental strike slip faults are red,
oceanic transform faults are orange, and all other fault types are dark blue. Fault segment
locations and types were taken from Bird (2003).

of earthquake properties in areas of high and low aseismic slip, and use these patterns
to infer the conditions which lead to more aseismic slip. I chose to examine the effects
of seismic coupling on earthquake stress drops on the Blanco fault (Chapter 2), to

investigate the influence of aseismic slip on the stress on a fault.

1.3 Continental strike slip faults

One of the reasons I chose to study the Blanco fault was due to the relative lack
of research performed into earthquake properties on oceanic transforms, mainly due to
the distance from seismic stations. The opposite is true for the continental counterpart
of oceanic transforms - continental strike slip faults. Continental strike slip faults occur
globally (Bird et al., 2002) (Figure 1.13) and are one of the most intensely studied types
of plate boundaries, as demonstrated by the extensive work on the San Andreas (e.g.,
Bakun and Lindh, 1985, Zoback et al., 1987, Abercrombie, 1995, Nadeau and Johnson,
1998, Bakun et al., 2005) and North Anatolian faults (e.g., Barka, 1992, Stein et al.,
1997, Sengor et al., 2005, Hearn et al., 2009, Taylor et al., 2016). Continental strike
slip faults can be hundreds of kilometres long and host up to M 8 earthquakes (e.g.,
Martinez-Garzon et al., 2015). Their shallow depth and proximity to large population

centres makes them crucial to study.

Continental strike slip faults also feature aseismic-seismic interaction, although to a
lower level than oceanic transform faults as indicated by the higher seismic coupling of
continental strike slip faults (Behn et al., 2002). Indeed, the first case of aseismic creep
was identified on the San Andreas fault in 1960 (e.g., Scholz, 2002). Aseismic creep has
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since been identified on many continental strike slip faults (Aytun, 1982, Allen et al.,
1991, Prioul et al., 2000, Azzaro et al., 2001, Galehouse and Lienkaemper, 2003). One
advantage of studying continental strike slip faults is that it is easier to use data from
GPS or InSAR than on oceanic transform faults. Using GPS and InSAR helps identify
long term aseismic slip on a fault, and allows in-depth study of the post-seismic aseismic
“afterslip” associated with large earthquakes (e.g., Smith and Wyss, 1968, Bucknam
et al., 1978, Bilham, 1989, Marone et al., 1991, Donnellan and Lyzenga, 1998, Miyazaki
et al., 2004, Hsu et al., 2006, Chlieh et al., 2007, Ingleby and Wright, 2017).

Continental strike slip faults and oceanic transform faults also have significant dif-
ferences in earthquake stress drops. Earthquakes on continental strike slip faults have
stress drops of 0.1 - 100 MPa (e.g., Abercrombie and Leary, 1993, Allmann and Shearer,
2007, Chen and Shearer, 2013), which is similar to oceanic transform faults (Sec. 1.2).
However, differences in methods and assumptions make comparing absolute stress drops
between studies difficult (Sec. 1.1.1). Fortunately, Allmann and Shearer (2009) com-
pared stress drops for continental strike slip faults and oceanic transforms using the
same analysis method, and found that continental strike slip earthquakes had an average
stress drop of 3.58+0.64 MPa, almost a factor of 2 lower than the average stress drop of
6.03 £ 0.68 for oceanic transform earthquakes. It is unclear what causes this difference
in stress drop, but one possibility is that oceanic transform earthquakes have excep-
tionally low rupture velocities compared to continental strike slip fault earthquakes
(e.g,. Beroza and Jordan, 1990, McGuire et al., 1996). An alternative explanation
could be that earthquakes on oceanic transform faults are mainly triggered by aseismic
slip, whereas continental strike slip faults are mainly triggered by other earthquakes.
Aseismic slip builds stress slowly on asperities which could allow asperities on oceanic
transform faults more time to heal, and therefore they would have a higher strength

and a higher stress drop when they eventually rupture.

The San Andreas fault is the most thoroughly studied continental strike slip fault,
striking along the west coast of the U.S. through California and into Mexico (Figure
1.14). The San Andreas fault has featured many M > 5 earthquakes over the last 100
years (Ellsworth et al., 1981), with its largest magnitude recorded earthquake occurring
approximately 100 years ago - the 1906 San Francisco earthquake which killed up to
3000 people (Hansen and Condon, 1989) and caused $11 billion of damage (adjusted
for inflation) (Algermissen, 1972). The length of time since that earthquake suggests
that the San Andreas is due another large earthquake (Ellsworth et al., 1981), which
would be devastating for the west coast of California, one of the most economically

important regions in the United States.

The most studied area of the San Andreas fault is the Parkfield region. The Parkfield
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region seems to feature M > 6 repeating earthquakes, which led to a long term study to
see if earthquakes could be successfully predicted (Bakun and Lindh, 1985). Although
the 2004 My 6 earthquake arrived after the predicted year of 1993 (Bakun et al.,
2005), this work spurred many advances in understanding earthquakes including the
link between repeating earthquakes and aseismic slip (Sec. 1.4.1). The failure of the
prediction experiment also serves to illustrate an important concept: earthquakes can
be incredibly complex, and sometimes exhibit unexpected behaviours. A good example
of this is the 2010 Mw 7.2 El Mayor-Cucapah earthquake.

1.3.1 The 2010 Myw 7.2 El Mayor-Cucapah earthquake

The 4th April 2010 Mw 7.2 El Mayor-Cucapah earthquake was unusual for the
region of Baja California, Mexico. The 2010 El Mayor-Cucapah earthquake occurred
within a restraining bend of the San Andreas fault, which has featured several large
earthquakes on the Laguna Salada and Cerro Prieto faults (Fletcher et al., 2014). The
epicentre was located between the large right lateral fault systems in California and
the spreading centre region of the Gulf of California (Kroll et al., 2013). The 2010
earthquake was unusual in that it did not rupture any of the known larger faults which
accommodate approximately 90% of the fault motion ( Fletcher et al., 2014), but instead
ruptured a series of 9 or more smaller faults 1 - 3 km away from these larger faults
(e.g., Fletcher et al., 2014, Hauksson et al., 2011, Huang et al., 2017b) (Figure 1.14).
The complexity of this rupture and other recent ruptures (e.g, Lay et al., 2018, Stirling
et al., 2017, Zhang et al., 2012, Fletcher et al., 2014) suggests that seismic hazard

calculations must take into account the possibility of multi-fault ruptures.

The El Mayor-Cucapah earthquake was a 120-km long bilateral rupture which rup-
tured 55 km southeast towards the Gulf of California and 65 km northwest towards the
U.S. (e.g., Wei et al., 2011, Kroll et al., 2013). The rupture had a dextral strike slip
mechanism to the southeast, and a mix of dextral strike slip and normal faulting to
the northwest. The earthquake ruptured southeast for the first 16 s, then propagated
northwest for several seconds before rupturing bilaterally 20 s after the initiation of rup-
ture (Uchide et al., 2013). The rupture process of the El Mayor-Cucapah earthquake is
further complicated by a possible 15-s long normal faulting event which preceded the
main rupture (Hauksson et al., 2011, Wei et al., 2011). Fletcher et al. (2014) have ex-
tensively mapped the surface rupture of the El Mayor-Cucapah earthquake and found
slip on at least seven different faults through the region due to the earthquake, and
may have identified triggered slip on a number of other faults in the Yuha Desert region
(e.g., Rymer et al., 2011, Kroll et al., 2013).

Several slip models have been created for the El Mayor-Cucapah earthquake using



§1.3 Continental strike slip faults 31

-11624 11606 11548 11530 11512
3242 yaza2
a224 224
3206 g -
e L ERG
11624 -11606 11548 -11580° 11512 -11454  -114'36'

Figure 1.14: Map of the region surrounding the 2010 El Mayor-Cucapah earthquake. Faults
are marked by thick solid or dashed grey lines. The epicentre of the El Mayor-Cucapah earth-
quake is marked by the black star. Smaller grey stars are aftershocks with M > 4.5 and white
dots indicate smaller aftershocks. Main shock epicentre and aftershocks were located by the
Red Sismica del Noroeste de México using the local station array (triangles). Assuming that the
aftershock locations indicate the rupture area of the earthquake, the 2010 El Mayor-Cucapah
earthquake does not appear to be on any of the nearby major faults. Triangles marked A and
A’ indicate the rough beginnings and ends of slip models in Figures 1.15 and 1.16. Figure
modified after Castro et al. (2011).
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a combination of geodesy, seismology and remote-sensing data (Figure 1.15). These
slip models vary from single fault geometries (Rodriguez-Pérez et al., 2012, Mendoza
and Hartzell, 2013), four faults (Wei et al., 2011, Uchide et al., 2013), and up to
nine faults (Huang et al., 2017b). All of these slip models have relatively consistent
overall fault geometry. The consistency between the models indicates that while the
El Mayor-Cucapah earthquake was complex and ruptured several faults of different
orientations, the majority of slip took place on one or two southeast-northwest striking

near-vertically dipping faults.

Several studies have also modelled the post-seismic slip of the El Mayor-Cucapah
earthquake (e.g., Gonzalez-Ortega et al., 2014, Dickinson-Lovell et al., 2017). Post-
seismic deformation occurs by several mechanisms which include fluid flow induced by
pressure changes caused by coseismic stress release (poroelastic rebound), the viscoelas-
tic relaxation of the crust and mantle, and aseismic creep otherwise known as afterslip.
Afterslip is another example of the interaction between aseismic slip and earthquakes,
as it may affect the occurrence of aftershocks (e.g., Hsu et al., 2006, Perfettini and
Avouac, 2007).

Dickinson-Lovell et al. (2017) modelled the post-seismic slip of the El Mayor-
Cucapah earthquake and found that post-seismic slip is dominated in the far-field and
long-term by viscoelastic flow or relaxation, similar to the results of other studies (e.g.,
Pollitz et al., 2012, Rollins et al., 2015, Hines and Hetland, 2016). Immediately after
the earthquake, in the near field, afterslip made the largest contribution to the 10 —
40 cm of post-seismic slip with a small component of poroelastic rebound (Gonzalez-
Ortega et al., 2014). Most of the afterslip was located at the edges of areas with high
coseismic slip. I will examine the relationship between afterslip and aftershocks in the

following section.

1.3.2 Foreshocks and aftershocks of the El Mayor-Cucapah earth-
quake

Foreshocks and aftershocks are smaller magnitude earthquakes that occur before
and after a large earthquake, respectively. The pattern in their occurrence is often
linked to aseismic precursors in the case of foreshocks (e.g., Bouchon et al., 2011, Kato
et al., 2012, Chen and Shearer, 2013, Jansen et al., 2019), or afterslip in the case of
aftershocks (e.g., Gonzalez-Ortega et al., 2014, Zhu and Miao, 2015, Wu et al., 2017).
In this way, foreshocks and aftershocks reflect the interaction between aseismic creep
and earthquake properties. However, there are several other mechanisms that affect

the properties of foreshocks and aftershocks.
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Figure 1.15: Slip models of the 2010 El Mayor-Cucapah earthquake from (a): Rodriguez-
Pérez et al. (2012), (b): Mendoza and Hartzell (2013), (c): Wei et al. (2011), (d): Uchide et al.
(2013), and (e): Huang et al. (2017b). Triangles marked A and A’ indicate the rough location
of the southeast and northwest ends of the slip models located on Figure 1.14. Figures have
been modified from their originals.
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Whilst aftershocks occur with nearly all major earthquakes, foreshocks are far less
common and therefore more difficult to examine (e.g., Jones and Molnar, 1979, Aber-
crombie and Mori, 1996, Reasenberg, 1999, Yoon et al., 2019) (Figure 1.9). There
are two main models for foreshock occurrence: a) foreshocks trigger each other, or b)
aseismic slip triggers the foreshocks (e.g., Seif et al., 2018, Yoon et al., 2019). Both
usually involve some form of earthquake migration. Many studies examine foreshock
migration with time and make observations that support either the foreshock triggering
(e.g., Helmstetter and Sornette, 2003a, Felzer et al., 2004, Herman et al., 2016) or the
aseismic slip model (e.g., Dodge et al., 1996, Kato et al., 2012, Chen and Shearer, 2013,
Kato and Nakagawa, 2014).

The triggering mechanism for aftershocks is also unclear. The most obvious trig-
gering mechanism for aftershocks is the main shock. Such a relationship could explain
why aftershocks are often located on the edge of high slip patches of the main shock
(e.g., Peng and Zhao, 2009, Yamada et al., 2010, Kato and Nakagawa, 2014, Wu et al.,
2017, Wetzler et al., 2018, Yabe and Ide, 2018) (Figure 1.16). Alternatively, afterslip
could serve as a triggering mechanism for aftershocks (e.g., Perfettini and Avouac, 2007,
Helmstetter and Shaw, 2009, Peng and Zhao, 2009, Gonzalez-Ortega et al., 2014, Zhu
and Miao, 2015, Huang et al., 2017a, Wu et al., 2017). Note that dynamic trigger-
ing, viscoelastic relaxation, and fluid diffusion are also possible triggering mechanisms
(Scholz, 2002, Wright et al., 2013, Wu et al., 2017).

Further evidence for afterslip as a driving mechanism for aftershocks of large earth-
quakes can come from aftershock migration with time (e.g., Wesson, 1987, Peng and
Zhao, 2009, Lengliné et al., 2012, Huang et al., 2017a, Ross et al., 2017, Perfettini
et al., 2018). For example, Peng and Zhao (2009) observed large scale migration of
aftershocks after the 2004 My 6.0 Parkfield earthquake, and inferred a correlation be-
tween the location of aftershocks and the post-seismic deformation. It is important
to emphasise, however, that without an independent measurement of afterslip such as
GPS or InSAR, afterslip may not be the only cause of aftershock migration. Aftershock
migration may also be caused by fluid flow similar to induced seismicity (e.g., Bosl and
Nur, 2002, Miller et al., 2004, Malagnini et al., 2012), or may reflect the stress migra-
tion of a cascading model of aftershocks (e.g., Helmstetter and Sornette, 2003b, Marsan
and Lengline, 2008).

The foreshock and aftershock behaviours in the El Mayor-Cucapah sequence show
similar patterns to the observations above. The foreshocks in the El Mayor-Cucapah
sequence occur in two clusters roughly a week and a day before the main shock, with
magnitudes of M 1.5 - 4.4 (Hauksson et al., 2011). Any migration of these foreshocks
is difficult to observe as there are only roughly 40 recorded foreshocks, but Chen and
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Shearer (2013) suggest fast migration along the main fault plane for the earlier cluster
and a slower northward migration for the cluster immediately before the main shock,

both of which are compatible with a precursory aseismic transient event.

Aftershocks are far more numerous than foreshocks in the El Mayor-Cucapah se-
quence, with over 10,000 aftershocks compared to roughly 40 foreshocks (Hauksson
et al., 2011, Kroll et al., 2013). Despite the high number of aftershocks, few studies
have examined the migration of aftershocks in the El Mayor-Cucapah sequence. Castro
et al. (2011) examined aftershock locations, and found several rapid migrations within
the first five hours after the main event, although they infer these migration patterns
from very few earthquakes. The Yuha Desert region (Figure 1.14) to the north of the
main rupture has been examined extensively, with similar migration speeds to the ve-
locity of aseismic afterslip observed from GPS (Ross et al., 2017). On the other hand,
Kroll et al. (2013) did not observe any migration of aftershocks in the Yuha Desert.
Other areas near the El Mayor-Cucapah earthquake also saw increased rates of seis-
micity (e.g., Kroll et al., 2013, Meng and Peng, 2014), although this is likely due to
static and dynamic triggering by the main shock. I chose to study the properties of
aftershocks of the El Mayor-Cucapah earthquake sequence to look into the relation

between aseismic afterslip and seismic aftershocks.

Another reason I chose to study the El Mayor-Cucapah earthquake sequence is the
possible link between main shock slip and aftershock locations. Aftershocks appear to
concentrate on the edges of areas of high slip during the main shock (e.g., Peng and
Zhao, 2009, Yamada et al., 2010, Rietbrock et al., 2012, Kato and Nakagawa, 2014,
Wu et al., 2017, Wetzler et al., 2018, Yabe and Ide, 2018). The same also appears to
be true for the El Mayor-Cucapah earthquake (e.g., Wei et al., 2011, Gonzalez-Ortega
et al., 2014, Huang et al., 2017b) (Figure 1.16). One can infer from this clustering that
aftershocks do not occur in areas of high slip as these areas have already released their
stress through the main shock. On the other hand, some aftershocks do occur within
the high slip regions of large earthquakes (e.g., Yamada et al., 2010, Wei et al., 2011,
Gonzalez-Ortega et al., 2014, Urano et al., 2015, Wu et al., 2017). If aftershocks occur
on the edges of high main shock slip regions and within high slip regions, is there a
significant difference in their stress drops? I attempt to analyse the variation in stress
drops of aftershocks depending on their location in relation to the main shock slip in
Chapter 3.

Stress drops of aftershocks may be higher in regions of high slip (e.g., Yamada
et al., 2010, Urano et al., 2015, Yamada et al., 2017, Moyer et al., 2018), or might not
(e.g., Sumy et al., 2017). It is not clear, however, what the pattern of stress drops of
aftershocks should be. Should the stress drops of aftershocks in high slip regions be
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Figure 1.16: Aftershocks plotted against slip models of the 2010 El Mayor-Cucapah earth-
quake. Aftershocks are plotted as (a): blue, (b): black, and (c): red dots. (a): Slip model of
Wei et al. (2011) plotted with aftershocks. (b): Coulomb stress change for a set depth of 8 km
using the slip model of Huang et al. (2017b). Aftershocks mostly occur in areas with a positive
Coulomb stress change. (c): Aftershocks against an unpublished slip model as modified after
Gonzalez-Ortega et al. (2014). Faults and regions such as the Puerta Accommodation Zone
(PAZ) and Paso Inferior Accommodation Zone (PIAZ) are marked. Triangles marked A and
A’ indicate the rough location of the southeast and northwest ends of the slip models located
on Figure 1.14. Figures have been modified from their originals.
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low as the asperity will not have had time to heal since the main shock? Or should the
aftershocks in high slip regions have high stress drops as the aftershocks are occurring
on asperities which did not rupture in the main shock and therefore must be very
strong? I add to this debate by examining the stress drops of aftershocks in the 2010
El Mayor-Cucapah earthquake sequence (Chapter 3) and how the slip of the main shock
and the aseismic creep of afterslip affect the properties of aftershocks. Understanding
the properties of these aftershocks is important for seismic hazard analysis, especially
if high stress drop earthquakes which have been linked to higher ground motions (e.g.,
Bindi et al., 2018) should be expected near the areas which are most affected by the

larger earthquake.

1.4 Repeating earthquakes

Repeating earthquakes are earthquakes that repeatedly rupture the same patch of
a fault. In a sequence of repeating earthquakes, the individual earthquakes are within
a few tenths of a magnitude unit, have similar source time functions and therefore
recorded waveforms, and are co-located - on the same rupture patch with similar rupture
extents. Repeating earthquake sequences have a wide range of magnitudes of M 0 - 4
and recurrence intervals of months to years (e.g., Nadeau and Johnson, 1998, Lengliné
and Marsan, 2009). These sequences have been identified in many different tectonic
environments (e.g., Schaff and Richards, 2004) including strike-slip faults (e.g., Nadeau
and Johnson, 1998, Schaff et al., 1998, Peng and Ben-Zion, 2005, Templeton et al.,
2008, Lengliné and Marsan, 2009, Schmittbuhl et al., 2016), subduction zones (e.g.,
Igarashi et al., 2003, Zhang et al., 2008, Uchida and Matsuzawa, 2011, Kato et al.,
2012, Yamashita et al., 2012, Yu, 2013, Kato and Nakagawa, 2014, Ye et al., 2014,
Dominguez et al., 2016, Hatakeyama et al., 2017, Gardonio et al., 2018, Okuda and
Ide, 2018), triple junctions (e.g., Chen and McGuire, 2016, Materna et al., 2018), arc
continent collision boundaries (e.g., Chen et al., 2008) and low angle normal faults
(e.g., Valoroso et al., 2017). An example of a repeating earthquake sequence is shown
in Figure 1.17. In Chapter 4, I apply a new method to identify repeating earthquakes
and to study their interaction with fault properties. In the following section, I discuss

the properties of repeating earthquakes.

In older literature, repeating earthquakes are often referred to as doublets or mul-
tiplets (e.g., Poupinet et al., 1984, 1996, Baisch and Bokelmann, 2001). Some of the
older doublets identified in the literature may be part of longer earthquake sequences
which were not identified because the sensitivity and quality of detection instruments

was too low at the time.

Repeating earthquakes are a useful instrument to analyse the properties of the



38 Chapter 1: Introduction

subsurface. For example, Poupinet et al. (1984) used a pair of repeating earthquakes to
look at the temporal variation in seismic velocity structure at depth by looking at the
change in travel time, and Zhang et al. (2008) adopted a similar approach to measure
the rotation of the inner core. Alternatively, one can look at changes in repeating

earthquake rates due to events such as landslides (Bell, 2018).

Repeating earthquake rates also respond to large earthquakes. Lengliné and Marsan
(2009) observed variation in recurrence intervals of earthquakes sequences after the 2004
Mw 6.0 Parkfield earthquake. They observed sequences that stopped completely after
the Parkfield earthquake without recurring in the three years they examined after the
earthquake. They also observed sequences that sped up after the Parkfield earthquake
and then slowed down with time, similar to the Omori decay of aftershocks (Omori,
1894, Utsu, 1961). These Omori-like repeating sequences appear to be relatively com-
mon (e.g., Schaff et al., 1998, Wu et al., 2014, Kim et al., 2016, Schmittbuhl et al.,
2016, Hatakeyama et al., 2017). Some sequences followed a similar pattern but initi-
ated only after the main shock, similar to “burst-type” repeaters observed elsewhere
(e.g., Igarashi et al., 2003, Templeton et al., 2008, Turner et al., 2013, Yu, 2013, Schmit-
tbuhl et al., 2016). Finally, Lengliné and Marsan (2009) observed that some sequences
were completely unaffected by the Parkfield earthquake. These behaviours may be
correlated with loading and unloading of different repeating asperities by the Park-
field earthquake, although Lengliné and Marsan (2009) found that the stress changes
induced by the large earthquake must be very heterogeneous to explain the dense pat-
terns of the four behaviours. Other studies have also observed that large events trigger
repeating earthquake sequences through dynamic or static stresses (e.g., Chen et al.,
2010, Chen and Shearer, 2013, Wu et al., 2014, Dominguez et al., 2016).

But if the recurrence intervals of earthquakes within a repeating sequence change
in response to the stress changes of a large earthquake, how do repeating earthquake
sequences continually occur without nearby large magnitude earthquakes? One possible
mechanism is aseismic slip, which could induce the stress changes needed to trigger
repeating earthquakes. Aseismic slip can occur at a constant rate for decades (e.g.,
Hussain et al., 2016, Loveless and Meade, 2016, Xu et al., 2018), which would explain
the consistency of recurrence intervals of sequences over equally long time frames (e.g.,
Lengliné and Marsan, 2009). Nadeau and Johnson (1998) were one of the first studies
to suggest a link between repeating earthquakes and aseismic slip and inferred that
repeating sequences could be used to measure how much aseismic slip was occurring in

a region. I discuss the derivation of this link in the following section.
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Figure 1.17: An example of co-located repeating earthquakes within a sequence recorded
at the same station in Parkfield, California. Cross correlation coefficients with the first event
(EVT1) are given in the top right of each subplot. Recurrence intervals between events vary
from 2 months to 3 years. Figure modified after Kim et al. (2016).
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1.4.1 The moment scaling problem

Nadeau and Johnson (1998) observed that repeating earthquakes in Parkfield, Cali-
fornia had longer recurrence intervals than expected and therefore lower slip rates than
the tectonic slip rate. To understand their approach, one must consider how repeating

earthquakes should behave in terms of their moment My and recurrence interval t,.

The equation for moment and stress drop Ao (Equation (1.2)) can be expanded by

assuming a circular rupture (Brune, 1970) where r is the radius:

My = mr?ud, (1.7)
771'/15

A = . 1.8

7 167 (18)

Then, assuming that the seismic slip rate of repeating earthquakes must be equal to
the long term tectonic slip rate, the average slip b is 0 = t,V, where t, is the recurrence
interval and V7, is the loading velocity. Substituting ¢,.V7 for the slip, and solving
Equations (1.7) and (1.8) for r yields:

My Tmut, Ve
= . 1.
\/ wut,V 16Ac (1.9)

1 2
Mg Aos
C1.81uV

Which leads to:

t, (1.10)

1
Therefore, the recurrence intervals of repeating earthquakes should scale as t, oc My
if the seismic slip of repeating earthquakes is equal to the tectonic slip rate. Note that
this assumes that stress drop is independent of magnitude which seems to be valid (Sec.
1.1.2).

In contrast to this theoretical scaling, Nadeau and Johnson (1998) found that recur-
rence intervals of repeating earthquakes in Parkfield, California, scaled as ¢, oc M7
(roughly Moé) (Figure 1.18), which suggests there is a problem with the assumptions
used to obtain the MO% scaling in Equation (1.10). The most obvious assumption to
question is that the seismic slip rate of repeating earthquakes is comparable to the
tectonic slip rate of the region, and a possible slip deficit is indeed the focus of the
majority of the explanations for the difference in recurrence interval-moment scaling.

Nadeau and Johnson (1998), however, used a different approach.

Nadeau and Johnson (1998) suggested that the stress drop of repeating earthquakes

decreases with increasing moment, and that the smallest repeating earthquakes they
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Figure 1.18: Average recurrence intervals versus moments for repeating earthquake sequences
on a log-log scale as identified by Nadeau and Johnson (1998). The slope of 0.17 annotated
in the upper left indicates that recurrence intervals scale as M{17. Figure from Nadeau and

Johnson (1998).
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identified had stress drops of hundreds to thousands of megapascals. These extremely
high stress drops required a fault that was stronger than typical laboratory rock esti-
mates (Beeler et al., 2001) and had a highly heterogeneous variation in strength. One
can infer from this that repeating earthquakes occur on small and strong asperities on
the fault, leading to very high stress drops (Figure 1.19a). The main problem with
this explanation is that stress drops of earthquakes with similar magnitudes to those
studied by Nadeau and Johnson (1998) do not approach the high stress drops (roughly
1000 MPa) required to explain the slip deficit of repeating earthquakes, instead aver-
aging around 0.1 — 100 MPa (e.g., Imanishi et al., 2004, Allmann and Shearer, 2007,
Abercrombie, 2014). Further work has suggested that varying the rigidity of the rock to
create high strength asperities and looking at non-spatially averaged stress drops may
achieve the high stress drops required, but the viability of this approach is still unclear
(e.g., Nadeau et al., 2004, Dreger et al., 2007, Kim et al., 2016).

Beeler et al. (2001) tested the hypothesis of Nadeau and Johnson (1998) by exam-
ining stress drops of repeating earthquakes. They found the stress drops of repeating
earthquakes were 2 - 3 orders of magnitude lower than required to explain the slip
deficit. Instead, Beeler et al. (2001) described an alternative explanation for the slip
deficit (Figure 1.19b). They allowed repeating asperities to continuously creep and
harden with slip until a threshold stress where rupture occurs. If the coefficient of this
slip hardening is higher than the elastic loading stiffness, then very little interseismic
aseismic slip occurs on the asperity. If the slip hardening coefficient is similar to the
stiffness, then there is significant aseismic slip on the asperity. If the slip hardening
coefficient is smaller than the stiffness, then the asperity will slip completely aseismi-
cally with no earthquakes. Assuming the slip hardening coefficient is independent of
the radius of the asperity and the elastic loading stiffness is proportional to one over
the radius, the ratio of seismic slip compareq to the total slip on the asperity should
increase with the earthquake moment as M. Thus the interseismic aseismic slip is
high for small repeating earthquakes and accounts for the slip deficit on repeating as-
perities. The model of Beeler et al. (2001) challenges the assumption that the slip of
these patches is completely seismic. Note however, that Beeler et al. (2001) acknowl-
edge that there is no experimental evidence to support slip hardening, and they assume
that the strength of the earthquake rupture patch is reset to a consistent strength over

multiple loading cycles.

Aseismic slip is an important component of many of the explanations of the slip
deficit of repeating earthquakes. Similar to the work of Beeler et al. (2001), Chen and
Lapusta (2009) and Cattania and Segall (2019) suggest that the slip deficit of repeat-
ing earthquakes is accounted for by aseismic slip in the interseismic and preseismic

periods. These two studies use rate and state friction (e.g., Dieterich, 1978, Dieterich
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and Kilgore, 1994, Marone, 1998, Scholz, 2002) to model velocity-weakening asperities
surrounded by a larger velocity-strengthening region. Chen and Lapusta (2009) demon-
strated that a model with a small velocity-weakening, potentially seismogenic, patch
within a larger, velocity strengthening creeping region can make up for this slip deficit
(Figure 1.19c¢). In their model, the velocity-weakening patches of repeating earthquakes
experience interseismic aseismic creep due to penetration of aseismic slip from the sur-
rounding velocity strengthening region, which explains the slip deficit in the recurrence
interval-moment scaling relation. Note that Chen and Lapusta (2009) also attributed
some of the aseismic slip to the post-seismic period of repeating earthquakes. The post-
seismic period cannot contain much of the aseismic slip to explain the slip deficit, as
observed by the study of Hawthorne et al. (2016) of repeating earthquakes in Parkfield

using strainmeter data.

Cattania and Segall (2019) used a similar model of a velocity-weakening asperity
within a large creeping region, but they found that the recurrence interval-moment
scaling was explained by different behaviours depending on the size of the 1asperity
relative to the characteristic nucleation dimension ro, (Figure 1.19d). The M scaling
for small asperities with radii < 4.3r, is caused by a breakdown of self-similarity
(therefore decreasing stress drop with decreasing moment) due to the finite nucleation
size. The scaling for asperities with radii > 4.3r is due to the large size of the patches,
which allow partial ruptures and aseismic slip within the asperity, the opposite of the
larger seismic slip for large asperities inferred by Beeler et al. (2001). Okuda and Ide
(2018) may have observed partial rupturing within larger patches as they identified
repeating earthquake sequences with M < 4 located within the rupture area of a larger
M 4.8 sequence. Note that the approaches of Chen and Lapusta (2009) and Cattania
and Segall (2019) rely on the larger velocity-strengthening region that surrounds the
velocity-weakening asperity, as this causes creep to slowly propagate into the asperity

before a major rupture.

Sammis and Rice (2001) and Anooshehpoor and Brune (2001) also used aseismic
creep to explain the unexpected recurrence interval-moment scaling of repeating earth-
quakes, but in a different form to the previous examples. Sammis and Rice (2001)
suggested that repeating earthquakes occur on small weak asperities that are located
on the border between a locked patch and a creeping patch which are both much larger
than the repeating asperity (Figure 1.19e). This model results in slip velocity shielding
for the small repeating asperity where the high slip rate of the larger locked patch makes
up most of thelz slip deficit and the small asperity has a much lower slip rate. In this
model, the M scaling is a result of the stress scaling with distance from the bound-
ary of the larger asperity. Taking x as the distance from the boundary of the larger

locked asperity and a as the radius of the repeating asperity, the stress concentration
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which means that the average stress across the small repeating asperity

Nl= D=

scales as ™
scalles as a~ 2. Therefore the recurrence interval will be proportional to a%, and thus
Mg . One of the problems with this hypothesis is that it predicts large locked regions
on creeping faults with streaks of small repeating earthquakes around their edges, and
there is no evidence for this behaviour on creeping faults such as Parkfield (Chen and
Lapusta, 2009). There is, however, possible evidence of this in Japan where repeat-
ing earthquakes concentrate around the asperities of larger earthquakes (e.g., Igarashi
et al., 2003, Uchida et al., 2003, Yamashita et al., 2012). It is not clear whether these
locations in Japan are adjacent to large creeping areas though, or whether the larger
earthquake merely affects the behaviour of repeating earthquakes that are within its

high slip areas in a different way to those around the edges.

Anooshehpoor and Brune (2001) used a different shielding-based model to explain
the recurrence interval-moment scaling (Figure 1.19f). They hypothesised that repeat-
ing earthquakes occur on small strong asperities that are located in a larger creeping
region, which is in turn surrounded by an even larger locked region. This concen-
tric structure of locked-creeping-locked asperities provides slip velocity shielding on the
small rlepeating asperity, resulting in a lower slip rate than the tectonic slip rate and

the M scaling.

I test a different hypothesis to all of the above in Chapter 4, where I suggest
that large faults are made of smaller sub-faults. As slip scales with fault length (e.g.,
Watterson, 1986, Walsh and Watterson, 1988, Cowie and Scholz, 1992, Dawers et al.,
1993, Scholz et al., 1993, Schultz et al., 2008, Carvell et al., 2014, Xu et al., 2016), 1
infer that the recurrence interval-moment scaling is explained by the lower slip rates on
the smaller sub-faults which host the repeating earthquakes. I test this new hypothesis
to see whether the recurrence interval-moment scaling of repeating earthquakes reflects
the amount of aseismic slip or simply reflects the properties of the fault. Some studies
have used repeating earthquakes to infer the amount of aseismic slip in a region (e.g.,
Nadeau and Johnson, 1998, Nadeau and McFuvilly, 1999, Igarashi et al., 2003, Meng
et al., 2015, Schmittbuhl et al., 2016, Uchida et al., 2016, Materna et al., 2018), but
if my hypothesis is correct then the amount of aseismic slip cannot be inferred from
repeating earthquakes. Thus it could be dangerous to use estimates of aseismic slip
from repeating earthquakes to estimate seismic hazard (e.g., Birgmann et al., 2000,
Schmidt et al., 2005), or to judge whether regions are locked or creeping from the

presence of repeating earthquakes.

Note, however, that repeating earthquakes in general do seem well correlated with
the location of aseismic slip. For example, Valoroso et al. (2017) observed repeating

earthquakes in the Northern Appennines, Italy, and found they clustered well with the
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Figure 1.19: Diagrams of six of the different hypotheses to explain the unexpected recurrence
interval-moment scaling of repeating earthquakes. These hypotheses include (a): Nadeau and
Johnson (1998), (b): Beeler et al. (2001), (¢): Chen and Lapusta (2009), (d): Cattania and

Segall (2019), (e): Sammis and Rice (2001), and (f): Anooshehpoor and Brune (2001). Full
details are given in the text.
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aseismic creep identified from geodesy. Other studies find similar patterns of correla-
tion between repeating earthquakes and geodetically inferred aseismic slip (e.g., Nadeau
et al., 1995, Schaff et al., 1998, Nadeau and McEvilly, 1999, Burgmann et al., 2000,
Matsuzawa et al., 2002, Igarashi et al., 2003, Uchida et al., 2003, Nadeau et al., 2004,
Peng and Ben-Zion, 2005, Chen et al., 2008, Lengliné and Marsan, 2009, Uchida and
Matsuzawa, 2011, Schmittbuhl et al., 2016, Gardonio et al., 2018), but some do find an
anti-correlation (e.g., Dominguez et al., 2016). However, it is unclear whether repeat-
ing earthquakes occur only due to aseismic slip or whether aseismic slip increases the
stress on the repeating earthquakes and speeds up the nucleation process, similar to
the process observed for some earthquakes near large earthquakes (e.g., Lengliné and
Marsan, 2009). This is difficult to test, but it is important to eliminate other possi-
ble explanations for the recurrence interval-moment scaling, to confirm the connection

between repeating earthquakes and aseismic slip.

I test my hypothesis using a simple approach to identify repeating earthquakes from
earthquake locations and rupture size, without cross correlation. This simple approach
for repeating earthquakes can easily be applied to large catalogs of earthquakes, and is
much faster than the conventional cross-correlation based approach (e.g., Nadeau and
Johnson, 1998, Lengliné and Marsan, 2009).

1.5 Aims and objectives of my thesis

There are two main aims of my thesis. The first aim of my thesis is to examine how
properties of the fault can affect properties of earthquakes. I add to our understanding
of earthquake stress drops by studying the Blanco fault (Chapter 2) and the El Mayor-
Cucapah earthquake sequence (Chapter 3), and suggest how repeating earthquakes may

be diagnostic of fault properties (Chapter 4).

The second aim is to apply new methods to existing problems in the field of seismol-
ogy. I test the phase coherence method (Hawthorne and Ampuero, 2017, Hawthorne
et al., 2018, Williams et al., 2019) to obtain earthquake stress drops. I also identify
repeating earthquakes using a simpler method than in previous work. These meth-
ods have different advantages and disadvantages to more established approaches and
depend on different aspects of the analysis. I hope that by establishing these meth-
ods and proving their effectiveness, future studies can use them to analyse earthquake

properties and fault properties from a new perspective.

To fulfill these aims, my specific objectives are to:

1. Test and develop the phase coherence method for estimating stress drops. Here, 1



§1.6 Thesis roadmap 47

test the viability of the phase coherence method for different regions, and evaluate

the factors that can affect it.

2. Obtain stress drops for the Blanco oceanic transform fault and compare them
with seismic coupling along the fault. I add to the sparse number of studies
of earthquake stress drops on oceanic transform faults by investigating how the
properties of the Blanco fault, specifically the seismic coupling and aseismic slip

along it, affect the values of stress drops along the fault.

3. Examine how stress drops of aftershocks of the 2010 My 7.2 El Mayor-Cucapah
earthquake vary with the slip of the main shock and with time. I examine whether
the stress drops of aftershocks vary with time to evaluate the influence of post-

seismic slip on earthquake properties.

4. Use a simple approach to identify repeating earthquakes and check whether it
correctly identifies repeating earthquakes. This approach would greatly speed up

and simplify the analysis of repeating earthquakes.

5. Determine Whlether the recurrence intervals of repeating earthquakes scale with
moment as My due to varying slip rates on subfaults. I suggest an explanation for
the recurrence interval-moment scaling problem of repeating earthquakes where
repeating earthquakes occur on fault strands with slip rates that scale with the
length of the fault strand. I test whether this hypothesis explains the unusual
recurrence interval-moment scaling of repeating earthquakes in Parkfield, Cali-

fornia.

1.6 Thesis roadmap

In Chapter 2, I investigate the stress drops of earthquakes on the Blanco fault, off
the coast of Oregon, U.S., using the phase coherence method. This work has been
published in Williams et al. (2019), but is modified for this thesis. This study is one of
the first to use the phase coherence method to calculate stress drops and to calculate
stress drops on the Blanco fault. It is also one of the few studies to compare earthquake
stress drops with the seismic coupling along a fault. I find that the stress drops are
high on areas that are highly coupled, as in areas that release most of their moment
through earthquakes. This link between coupling and stress drop could be linked to the
temperature structure below the Blanco fault, where higher temperatures reduce the
depth of the seismogenic zone and allow less time for healing resulting in lower stress

drops in less coupled segments of the fault.

In Chapter 3, I use the phase coherence method to find stress drops of aftershocks in

the El Mayor-Cucapah earthquake sequence in Baja California, Mexico. In this study,
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I develop the phase coherence method further by applying it to both the P wave and
the S wave of earthquakes. I obtain stress drops from this analysis and compare them
with the slip of the main shock, as well as looking for a temporal trend to compare
with post-seismic afterslip. I also compare the P wave and S wave results to look
for any systematic differences. 1 find that the stress drops of aftershocks of the El
Mayor-Cucapah earthquake do not appear to vary with post-seismic aseismic slip. I
also observe that the S wave has similar results to the P wave so the S wave is a viable

alternative to the P wave for earthquakes with noisy high frequencies.

In Chapter 4, I use a simple approach to identify and investigate repeating earth-
quakes in Parkfield, California. I identify repeating earthquakes using only their lo-
cations and magnitudes, andlobserve that they follow the same recurrence interval-
moment scaling relation of My as observed in other studies of repeating earthquakes. I
then test whether this unexpected recurrence interval-moment scaling can be explained
by repeating earthquakes occurring on small sub-faults with low slip rates. If this is
true, the scaling exponent of repeating earthquake ratios should be % for sequences on
the same fault and % for sequences on different faults. I find that this hypothesis may be
correct because the scaling exponent of recurrence interval ratios with moment ratios is
% for closely-spaced sequences on the same fault, and % for widely-spaced sequences on
different faults. If this hypothesis is true, then it may be inappropriate to infer aseismic

slip from repeating earthquakes.

In Chapter 5, I discuss what the results of my thesis imply for the relationship
between earthquake properties and fault properties or aseismic slip, as well as what the
new methods I have established can help achieve in the field of seismology. I use the
stress drops I calculate for the Blanco fault and the 2010 El Mayor-Cucapah earthquake,
and the results of the repeating earthquake analysis, to examine the influence of aseismic
slip or fault properties on earthquake properties. I discuss the virtues and problems of
the phase coherence method. I examine the simple method for identifying repeating

earthquakes and discuss its limitations. Finally, I outline the key findings of my thesis.



Chapter 2

Stress drops of earthquakes on
the Blanco oceanic transform
fault from inter-station phase

coherence

“Creation is an act of sheer will.”

John Hammond, Jurassic Park

2.1 Background and Motivation

Oceanic transform faults exhibit a range of slip behaviors that are still poorly un-
derstood (Sec. 1.2). They often host large amounts of aseismic slip (e.g., Bird et al.,
2002, Boettcher and Jordan, 2004, Materna et al., 2018) and highly repetitive similar
ruptures (e.g., Wolfson-Schwehr et al., 2014, Ye et al., 2014). Earthquakes on oceanic
transform faults also display a wide variation in stress drops, with both unusually high
stress drops (e.g., Allmann and Shearer, 2009, Chen and McGuire, 2016) and some of
the lowest recorded stress drops (e.g., Pérez-Campos et al., 2003) (Sec. 1.1.2). Stress
drops may also vary between areas with more or less aseismic slip (Moyer et al., 2018).
But these behaviors remain poorly understood, as only a modest number of studies
have examined earthquake properties on these faults because they are often far from

observing stations.

In this chapter, I add to our understanding of earthquakes on oceanic transform

49
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Figure 2.1: (a): Locations and times of M > 4.0 earthquakes on the Blanco fault along profile
marker in (c). (b): Position of study area relative to North America. (c): Earthquakes and
tectonic structure of the Blanco fault. The fault trace is marked in red with four bathymetric
depressions (BLD, SUD, CAS, GOR) and the Blanco Ridge section of the transform fault (BLR)
labeled. The white and black dashed line indicates the profile used for (a) from A to B. The
fault structure was taken from Braunmiller and Nabélek (2008). Bathymetry was obtained from
ETOPO1 (Amante and Eakins, 2009), and earthquake locations are reported in the National
Earthquake Information Center (NEIC) catalog.

faults by examining stress drops of offshore earthquakes on the Blanco fault, an oceanic
transform fault off the coast of Oregon, U.S. (Figure 2.1). I develop and use a method
introduced by Hawthorne et al. (2018), which is a modified form of rupture directiv-
ity analysis (e.g., Velasco et al., 1994, Mori, 1996, Somerville et al., 1997, Tan and
Helmberger, 2010, Kane et al., 2013). This phase coherence-based method provides
an alternative and complementary approach to the commonly used spectral amplitude-
based method, as the methods take different approaches to derive rupture extent. With
the phase coherence approach, I note that because earthquakes have finite areas, seis-
mic waves are generated at various locations in the rupture and therefore have different
travel times to different recording stations. This travel time variation creates differ-
ences in the apparent source time functions among the recording stations. I measure
differences in apparent source time functions at a range of frequencies, or seismic wave-
lengths. These measurements can be used to infer the rupture extent and stress drop
of an earthquake. In this chapter, I determine and take the steps necessary to use this

method at long distances.

I use the phase coherence technique to calculate stress drops for M > 5.0 earth-
quakes on the Blanco fault, offshore of Oregon, U.S.. I begin by describing the fault,
the earthquakes to be considered, and the stations to be used. I then describe the

phase coherence method and use it to calculate stress drops. I identify factors that
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may reduce the coherence, such as inaccurate trace alignment and different earthquake
path effects, and accept only results that will not be significantly affected by these
factors. Finally, I analyse the acceptable results and discuss their implications for the

properties of the Blanco fault.

2.2 Blanco fault

The Blanco fault is a right-lateral oceanic transform fault between the Pacific and
Juan de Fuca plates. The fault slips at 3 - 8 mm/yr ( Willoughby and Hyndman, 2005)
and is split into four transform segments and four topographic depressions (Figure 2.1;
Sec. 1.2.1) (Dziak et al., 1991, Braunmiller and Ndbélek, 2008). The transform seg-
ments host mostly strike-slip earthquakes, and the depressions feature normal faulting
events (Braunmiller and Ndbélek, 2008).

Dziak et al. (1991) noted that the southeastern half of the Blanco fault, east of the
Cascadia Depression (CAS on Figure 2.1), hosts the largest-magnitude earthquakes and
has a higher seismic moment release rate than the northwestern half. They inferred
that the southeastern half has less aseismic slip and releases a higher fraction of its
moment in earthquakes. Braunmiller and Ndabélek (2008) identified a similar large-
scale variation in their more detailed investigation. In this chapter, I will investigate

how stress drops vary between the more and less seismic halves of the Blanco fault.

Note, however, that both estimates of seismic coupling have implicit uncertainties.
Dziak et al. (1991) estimate the seismic coupling by comparing the cumulative moment
rate of earthquakes with magnitudes greater than 4 since 1966, with the expected tec-
tonic release rate derived from the apparent plate motion rate of 6 cm/yr. Braunmiller
and Nabélek (2008) estimate the seismic coupling by computing the cumulative seismic
slip rates from the moments of M > 4.4 - 4.5 earthquakes between 1964 and 2005, and
comparing the summed seismic slip rate with the tectonic slip rate. These approaches
both assume that the recent earthquake catalog represents the rate of earthquakes on
the Blanco fault accurately, but it is possible that particularly large earthquakes could
occur on the Blanco fault which have not been recorded historically. Given the Blanco
fault’s offshore location and the 150-km long Blanco Ridge segment, it is plausible that
a M 7 - 7.5 or larger earthquake with a rupture length of over 100 km (Wells and
Coppersmith, 1994) could have occurred within the last few centuries without being
recorded. This hypothetical large earthquake would increase the apparent seismic cou-
pling of the Blanco fault, and could mean that the seismic coupling estimates made
by Dziak et al. (1991) and Braunmiller and Nabélek (2008) underestimate the true
coupling of the Blanco fault.
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Dziak et al. (1991) also assume a seismogenic width of 10 km, which could be an
overestimate. Braunmiller and Nabélek (2008) considered the effect of an additional
spreading centre on the temperature isotherms below the Blanco fault and found that
the 600°C isotherm, which is often associated with the brittle-ductile transition (Aber-
crombie and Ekstrém, 2001, Boettcher et al., 2007, He et al., 2007), may occur at a
shallow depth of 7 km on the Blanco fault. If Dziak et al. (1991) used this smaller
width then their estimates of seismic coupling may increase, and could explain some of
the difference between the estimates of coupling from Braunmiller and Ndbélek (2008)
(e.g. fully coupled on the southeast segment) and the much lower estimates of Dziak
et al. (1991) (e.g. 14.1% coupled on the southeast segment).

2.3 Earthquake catalog and initial data processing

I initially consider 398 M > 4.0 earthquakes that occurred on the Blanco fault
between 2000 and 2016, as identified in the National Earthquake Information Center
(NEIC) earthquake catalog. The 398 earthquakes in the catalog are scattered in a
20 - 30 km wide band that follows the fault trace, but shifted northeast of where
the fault appears in the bathymetry (Figure 2.1). This scatter and northeast shift in
earthquake locations may be related to uncertainty in arrival time picks and problems
with the velocity model, respectively (Dziak et al., 1991, Braunmiller and Ndbélek,
2008). Indeed, Kuna et al. (2019) used high quality ocean bottom seismometer (OBS)
data to relocate events on the Blanco Ridge (BLR on Figure 2.1), and found that the
events in 2012 and 2013 relocated onto the bathymetric expression of the fault with
very little scatter. I perform my own event relocation later to reduce the effects of the

initial location uncertainty on the results.

Farthquakes on the Blanco fault are recorded by seismic networks along the west
coast of North America. I use data from a number of networks, whose data are available
via the IRIS (Incorporated Research Institutions for Seismology) and the NCEDC
(Northern California Earthquake Data Center). A detailed table of networks used
is available in Table A.1.

I initially consider data from stations within 780 km (7 degrees) of the earthquake
locations (Figure 2.2). I use the obspy mass downloader to obtain seismic waveforms
for events in the Blanco event catalog (Beyreuther et al., 2010). I analyse vertical
component seismograms from these stations, as I use the first-arriving P wave. I pick the
P arrival using a recursive short-term-average/long-term-average algorithm ( Withers
et al., 1998, Trnkoczy, 1999) in the 1 - 10 Hz frequency band. The window for the P
arrival was selected based on a simulated P arrival from the TauP program (Crotwell
et al., 1999) with the iasp91 Earth model (Kennett and Engdahl, 1991).
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With the P wave pick obtained, I detrend each original trace and apply a Hanning
taper to both ends of the trace. I remove the instrument response with a bandpass
filter of 0.05 - 20 Hz applied. Then I detrend the traces again and resample to 100
Hz. I discard traces with signal to noise amplitude ratios less than 3 in the 0.5 - 5 Hz
frequency band. All initial processing was performed using ObsPy (Beyreuther et al.,
2010).

2.4 Theoretical basis of the phase coherence method

I use the processed data to compute earthquake rupture extents and stress drops. I
use a recently developed method (Hawthorne et al., 2018), in which I analyse the simi-
larities and differences of seismograms recorded at various stations. To understand this
approach, consider two stations to the south and west (S and W) of an earthquake as
shown in Figure 2.3. The illustrated earthquake ruptures outward from the hypocentre
(black dot) so that its two asperities A (blue) and B (red) rupture simultaneously, but
at locations separated by half the rupture diameter D. Asperities A and B are equidis-
tant from the southern station S, so their signals arrive at S at the same time, creating
a single peak in the apparent source time function (ASTF). Asperity B is closer to the
western station W, so the signal from B arrives at W earlier than the signal from A.
This time shift results in two peaks in the ASTF that are separated by time %D /Vp:
by the separation distance divided by the P wave velocity in the rupture area. In my
analysis, I will examine differences in the ASTFs observed at a range of stations to de-
termine how much ASTF peaks could be shifted by intra-source travel time differences.

I will use the inferred shifts to estimate the earthquake rupture extents.

However, to analyse ASTFs of real earthquakes, I must first remove the path ef-
fects. T use an empirical Green’s function approach (similar to, e.g., Dreger et al. 2007,
Harrington and Brodsky 2009, Wei et al. 2013, Taira et al. 2014). I note that the
seismogram d;;(t) recorded at station j due to earthquake i can be approximated as a

convolution of an apparent source time function s;;(¢) and a Green’s function g;(t):

dij(t) = si5(t) * g;(t)- (2.1)

Note that I assume that the Green’s function retains the same shape across the earth-

quake rupture area.

If T have two earthquakes (i = 1 and i = 2) with the same Green’s function g;, then

I can eliminate the phases of the Green’s functions Fourier coefficients by calculating
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Figure 2.2: Stations used in my analysis. Blue symbols indicate stations that were sometimes
excluded to avoid the S wave arrival in my 5-s analysis window. Networks run by the United
States Geological Survey (USGS) are grouped. “Other networks” are networks from which I
used fewer than 16 stations. Some networks have been grouped for plotting purposes. U.S.
states are indicated by the two letter codes. The earthquake catalog from Figure 2.1 is plotted
as translucent circles.
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Figure 2.3: (a): Conceptual diagram of apparent source time function variation by station.
The grey circle in the top right is the rupture area of a hypothetical earthquake, with the
hypocentre marked by the black circle. The earthquake ruptures outwards from the centre, and
A and B are asperities within the rupture area which rupture simultaneously but at locations
separated by half the rupture diameter D. The apparent source time functions (ASTFSs) illus-
trate the differences in arrival times between signals from A and B. At the western station (W),
the signals from A and B are separated in time by %D /Vp where Vp is the P wave velocity.
(b): A hypothetical phase coherence spectrum for this conceptual case. The phase coherence is
between the ASTFs at the western and southern stations and decreases at a frequency roughly
equivalent to Vp/1D.
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the cross-spectra &; at station j (Hawthorne and Ampuero, 2017):

Bj = 81505 * 82505 = 81552951 (2.2)
Here 8;;(f) is the Fourier transform of s;;(t) and g;(f) is the Fourier transform of g;(¢),
and I have dropped the frequency indexing for readability. Since g; appears in Equation

(2.2) only via its absolute value, the phases of the cross-spectra &; depend only on the
relative phases of the ASTFs of the earthquake.

As noted above, I seek to quantify how much the ASTFs of the earthquake vary
across stations due to the finite rupture areas. I focus on differences in phase and use

a robust estimate of the inter-station similarity: the inter-station phase coherence

=2 ZN: i O (2.3)
PON(N —1) =55 |25 2]
N N o ok Al ok
2 51551152152
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where there are N stations, and I average coherence over (N — 1) * N/2 station pairs.
Equation (2.4) assumes that the two earthquakes have identical Green’s functions.

With that assumption, C), provides a measure of the similarity of their ASTFs.

I can compute C), and thus the ASTF similarity for a range of frequencies, or seismic
wavelengths. The ASTF's should appear different when the arrival time variation due
to the finite rupture extent causes a significant shift in phase. If I consider very long
periods, the arrival time variations are a small fraction of the period and thus should
not cause a significant shift in phase, so the phases of the ASTFs are similar and C), is
high. At short periods, on the other hand, the travel time variations can be a significant
fraction of the period, and thus cause significant shifts in phase and low C),. The largest
travel time variation is proportional to the finite rupture extent of the larger earthquake
of the pair, the largest possible distance between generated seismic waves. Therefore,
I can calculate the finite rupture extent of the earthquake by identifying the period
at which C), decreases, which should be Fy.,;D/Vp: the travel time across the rupture

multiplied by a scaling factor Fl.q;.

In order to systematically analyse a range of earthquakes, I define the frequency
at which C, decreases below 0.5 as the falloff frequency f;. Hawthorne et al. (2018)
used synthetics to verify that f; is inversely proportional to the rupture extent of an
earthquake, though they always analysed groups of earthquakes. In a later section, I

analyse a suite of individual earthquake ruptures. I find that given the earthquakes’
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locations, the iasp91 velocity model (Kennett and Engdahl, 1991), and the land-based
station distribution, fy = 1.2Vp/D, where Vp = 8.04 km/s is the P wave speed in the

oceanic upper mantle.

Once I have estimated fy and computed rupture extents for a range of earthquakes,
I compute their stress drops Aco. I assume an elliptical slip distribution (Eshelby,
1957) and couple the earthquake rupture radii with moments M, obtained from the
magnitudes of the NEIC earthquake catalog:

7T My

o= EW (2.5)

2.4.1 Comparing the phase coherence approach with spectral ampli-
tude analysis

The phase coherence method is sensitive to different earthquake properties than
methods that extract corner frequencies from an earthquake’s frequency-domain am-
plitudes (e.g., Shearer et al., 2006, Allmann and Shearer, 2007, 2009). The phase
coherence method is most sensitive to the P wave travel time across the rupture area,
and has limited sensitivity to the earthquake’s rupture speed and duration (Hawthorne
et al., 2018). Spectral amplitude analysis methods, on the other hand, are more sensi-
tive to the rupture speed and duration as well as to the P wave travel time across the
rupture area (e.g., Kaneko and Shearer, 2014) (Sec. 1.1.1). In the future, implementing
both of these methods may allow one to extract more information about many indi-
vidual earthquakes: to quickly estimate both the rupture area and the rupture velocity
(Sec. 5.3.1).

2.5 Implementing the phase coherence method on the

Blanco fault

2.5.1 Forming earthquake pairs, earthquake relocation, and trace align-
ment

Before computing stress drops, I must perform a number of processing steps on
my data. As a first step, I identify pairs of earthquakes that are potentially closely
spaced and could have similar path effects. Since the catalog earthquake locations
are uncertain and scattered in a 20-km wide region around the fault zone, I identify all

earthquake pairs which have locations separated by less than 20 km. This identification
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gives 4636 earthquake pairs, which include 388 unique earthquakes.

Next, I need to align the recordings of these earthquakes. To do so, I relocate
the earthquakes in each pair relative to each other using a subset of the seismograms:
those with high signal to noise ratios and well-constrained arrival times. To identify the
high-quality data, I first bandpass the seismograms between 0.5 and 6 Hz, and cross-
correlate a 5-s window beginning on the P wave arrival to align the traces, removing
any traces with a signal to noise power ratio less than 20 in that time window. I then
compare the first two seconds of the aligned 5-s windows to assess whether the signals
are aligned and similar. I identify the traces that have cross-correlation coefficients
larger than 0.6 in the 2-s windows, and extract the relative arrival times from the pairs

of seismograms.

I use these arrival times to grid search for the relative earthquake locations. I
fix the origin time and location of the higher-magnitude event in each pair and grid
search for the best-fitting horizontal location and origin time of the smaller event, with
depths fixed at 10 km for both events. For each proposed event location and time,
I calculate the predicted P arrival times using ray tracing (Crotwell et al., 1999) and
the 1-D Earth velocity model iasp91 (Kennett and Engdahl, 1991). I compute an L1-
norm misfit between the predicted and original estimated differential times from my
alignment. In calculating the misfit, I exclude values larger than 0.1 s, as these appear

to be due to inaccurate P arrival picks. I compute the final misfit without these outliers.

I use the location and origin time indicated by the minimum misfit to predict the
relative arrival times for all traces, including some that were not used in the locations
search. Then I use these times to align the seismograms. I note, however, that some
seismograms contain significant noise, so as a final check I compute the cross correlation
coeflicient for a 2-s window beginning on the P arrival filtered between 0.5 and 6 Hz. In
my stress drop calculations, I use only those seismograms with correlation coefficients
higher than 0.6.

This cross correlation coefficient thresholding is important because it removes noisy
traces and assesses whether the path effects are similar - whether I can remove the
Green’s functions’ phases by computing the inter-earthquake phase coherence. But I
should note that I have had to use a relatively low cross-correlation threshold compared
with some spectral amplitude analysis studies (e.g., Dreger et al., 2007, Abercrombie,
2014, 2015), as I compute the cross-correlation at frequencies that may be above the
corner frequencies of the earthquakes because the data at lower frequencies is too noisy
to use. The low threshold does not seem to strongly affect the results, however, I

obtain similar patterns in earthquake stress drops when I use a higher cross-correlation
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threshold of 0.8, though I obtain stress drops for fewer earthquakes as there are fewer
viable stations (Table A.2, Figure A.1, and Figure A.2). The higher cross-correlation

threshold also increases my estimates of median stress drop by roughly 30%.

2.5.2 Calculating the phase coherence

Once I have aligned the traces, I can remove the Green’s functions and examine
the inter-station ASTF similarity following the steps outlined in Section 2.4. For each
earthquake pair, I extract a 5 s window from the aligned traces (Figure 2.4a - d) and
compute the cross spectra (Equation (2.2)). The phases of some of the cross-spectra
for one earthquake pair are shown in Figure 2.4e. The cross spectra are similar in the
1 - 3 Hz band, and as expected, the inter-station phase coherence is high in that band
(Figure 2.4f). It falls off at higher frequencies because the cross-spectra phases start
to differ. To estimate uncertainties on the coherence, I bootstrap by selecting 1000
subsets of stations with replacement for each earthquake pair. I then calculate the
phase coherence for each subset of stations (Equation (2.4)) and derive 95% confidence
limits from the overall distribution. The 95% confidence limits are illustrated by the
shaded blue area in Figure 2.4(f).

I follow these steps to calculate coherence as a function of frequency for 1043 earth-
quake pairs that have more than 10 stations which pass the cross correlation threshold
of 0.6. Additional examples of phase coherence profiles and falloff frequency picks are
shown in Figures A.3 - A.9. For each earthquake pair, I identify the falloff frequency f:
the frequency at which coherence falls below 0.5, as defined earlier. In identifying f;, I
require that the f; occurs at a frequency higher than that of the maximum coherence,
because low frequency noise throughout the dataset creates artificially low coherence

at low frequencies, which would result in incorrect low falloff frequencies.

2.6 Results and Uncertainty assessment

2.6.1 Initial results and uncertainties

I obtain falloff frequencies for 1043 earthquake pairs (22% of my initial earthquake
pairs), which include 161 unique events with magnitudes between M 4.2 - 6.0. T use
these falloff frequencies and moments from the earthquake catalog to calculate initial
stress drops (Equation (2.5)), and plot the results in Figure 2.5. When an earthquake
is included in multiple pairs, I take the maximum among the pairs as the best estimate
of the falloff frequency, since each value can be biased lower than its true value because

of poor alignment or spatially varying Green’s functions, as discussed later.
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Figure 2.4: An illustration of the phase coherence method using an example earthquake pair.
(a) - (d): Aligned traces from an earthquake pair recorded at 4 individual stations. The green
window indicates the time window I used to calculate the cross-spectra and phase coherence.
(e): Phase of the cross-spectra for each station. Phase spectra are similar in the 1 - 3 Hz
band, with the falloff frequency identified from the phase coherence plotted as a dashed black
line. (f): Inter-station phase coherence for the four stations in (a) - (d) (red) and all stations
recording this event pair (blue with 95% confidence limits shaded), demonstrating the effect of
averaging the coherence over stations. Coherence is high in the same frequency band that cross-
spectra phases were similar in, resulting in a falloff frequency of roughly 3.4 Hz at a coherence
threshold of 0.5. The apparent falloff frequency from the coherence using all stations is similar.
Low frequencies have low phase coherence due to energetic low frequency noise in the data set.

In these initial results, the falloff frequency appears to decrease as magnitude in-
creases. Such a decrease is expected, as larger earthquakes typically have larger diam-
eters (e.g., Bath and Duda, 1964, King and Knopoff, 1968, Chinnery, 1969, Kanamori
and Anderson, 1975, Wells and Coppersmith, 1994). However, the rate of decrease
with magnitude cannot be directly interpreted from these data points, since each falloff
frequency estimate could be affected by a range of factors including (1) incorrect trace
alignment (Sec. 2.6.2), (2) differences in earthquake path effects (Sec. 2.6.3), (3) dif-
ferences in focal mechanisms (Sec. 2.6.4), (4) a limited range of station azimuths (Sec.
2.6.5), and (5) depth phases in the phase coherence time window (Sec. 2.6.6). In the

following sections, I evaluate how each factor could modify the coherence.

2.6.2 Incorrect trace alignment

The coherence I calculate can be reduced from its true value if the seismograms
of the two earthquakes in a pair are poorly aligned. Here I estimate the alignment
uncertainty using a loop closure approach. Then I use synthetics to examine how much

the alignment error could reduce the inter-earthquake coherence.

To assess the accuracy of my alignment, I consider groups of 3 closely spaced earth-

quakes and examine the relationships between their arrival times. Consider, for exam-
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Figure 2.5: Initial unfiltered results for falloff frequency and stress drop variation with mag-
nitude for 161 events. Values on (a) and (b) are coloured by number of event pairs available for
each event. Note that small magnitude value shifts of less than 0.05 have been applied to dif-
ferentiate between data points. Body wave magnitudes were translated to moment magnitude
using the magnitude relation from Braunmiller and Ndbélek (2008). Lower bounds on falloff
frequencies have been limited to 1 Hz due to significant low frequency noise, which produces
the stepping effect of lower uncertainties on stress drops in (b). The grey shaded area highlights
earthquakes with M < 5.0 which are unlikely to have correct falloff frequencies as discussed in
the text. The green shaded area indicates falloff frequencies I cannot reliably derive according
to the alignment uncertainty, which is discussed in the text. Medians for 0.1 magnitude bins
are plotted as squares.
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ple, the arrival times of three earthquakes at station j: 15, t2;, and t3;. If these arrival
times are correct, then the sum of the relative arrival times, or the loop closure ;0 ;,

should close to zero:

tioop,j = (t1y — t25) — (tsj — t2;) — (t1; — t35) = 0. (2.6)

I find that 80% of loop closures are within 0.1 s of zero when all 3 events in the loop
are within 4 km of each other. Such loop closure accuracy implies that 80% of relative
arrival time uncertainties for aligned seismograms are within 0.06 s (0.1/+/3) of zero.
The inferred distribution of arrival time errors is illustrated in the histograms shown in
Figures A.11 - A.13. Note that I assess only the alignment of earthquakes within 4 km
of each other because I will discard results from more widely spaced earthquake pairs

in the next section, as they have more variable path effects.

To determine how my alignment uncertainty affects the estimated coherence, I con-
sider the coherence of a template earthquake with itself, after shifting the seismograms
by various amounts. I take an earthquake from my dataset and copy its seismograms.
Then I pick a set of travel time shifts from the loop closure distribution, apply these
shifts to seismograms of the copied event, and calculate the coherence. I repeat this
process for 1000 sets of time shifts and use the resulting 1000 coherence profiles to
calculate the median phase coherence (black on Figure 2.6). I find that, on average,
the added alignment errors reduce the phase coherence to less than 0.5 at frequencies
of 3.7 Hz and above. Note that this frequency threshold is less than 0.2 times the
minimum Nyquist frequency (20 Hz) for all but 9 of the 1434 stations I used. My
coherence calculations appear limited by the accuracy of the earthquake relocations,
not by the data quality at high frequencies. For further understanding, I also compute
the coherence profiles that would be expected if the alignment errors are chosen from
various normal distributions. I find that when the alignment error is larger (colored

lines on Figure 2.6), coherence falls off at a lower frequency.

The results above imply that my average alignment uncertainty is likely to reduce
perfect coherence (C) = 1) to a coherence of 0.5 by a frequency of 3.7 Hz. Thus when
the coherence profiles of real earthquake pairs decrease at frequencies around or above
3.7 Hz, it is unclear whether the falloff in C}, comes from the earthquake’s rupture extent
or from the average alignment uncertainty. I mark the range of falloff frequencies that

are hard to interpret with the green shaded area in Figure 2.5.

This frequency threshold is especially problematic for smaller earthquakes, which
are likely to have higher falloff frequencies. I find in Figure 2.5 that many M < 5.0

earthquakes have falloff frequencies near to or larger than 3.7 Hz. Since those values are
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Figure 2.6: Inter-station phase coherence results for an event with itself, but with varied forced
alignment shift. The black line shows maximum phase coherence derived from loop closures
(Ic) only for loops where all 3 events are within 4 km, with the grey shaded area indicating 95%
confidence limits.

hard to interpret, I will exclude M < 5.0 events from my discussion and interpretation

of Blanco fault earthquakes, and I mark M < 5.0 in grey on Figure 2.5.

2.6.3 Differences in earthquake path effects

Another possible bias on falloff frequency comes from earthquake spacing. For
my analysis to work, the earthquakes must be co-located so that the path effects will
be removed in the cross-spectra calculation for each station. If path effects differ at
frequencies lower than the falloff frequency, they will not be removed and I will obtain
an apparent falloff frequency that is unrelated to the earthquake’s rupture extent, even
if each event has similar ASTFs at all stations. Such path effect differences are likely

to be larger and more problematic for more widely spaced earthquakes.

I have examined coherence profiles for a number of earthquake pairs with various
separations. Examples for a range of inter-earthquake distances are shown in Figure
2.7. Empirically I find that the coherence profiles remain relatively consistent among
earthquake pairs as long as the events are within 4 km of each other. I note, however,
that it is difficult to be sure that the path effects are consistent for any pair of earth-
quakes, so any falloff frequency I estimate should be considered to be a lower bound on

the true falloff frequency.
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Figure 2.7: Phase coherence spectra for a single event with multiple pairs. The distance
between each pair is quoted in the legend, and is estimated using the relative event relocation
approach (Sec. 2.5.1). The dashed black line is the coherence threshold of 0.5 which I use to

pick falloff frequencies. This figure illustrates that as the distance between events decreases,
the falloff frequency increases.

2.6.4 Differences in focal mechanisms

Coherence profiles can also be affected by the focal mechanisms of earthquakes in
my pairs. Earthquakes with different focal mechanisms will give rise to different seismo-
grams, even when the earthquakes have the same ASTFs or small rupture areas. Such
focal mechanism-induced differences can reduce coherence and result in an incorrect

falloff frequency.

Previous analysis of earthquakes on the Blanco fault suggests that focal mechanisms
are unlikely to vary significantly on a 4-km length scale. Braunmiller and Ndbélek
(2008) observed that strike-slip mechanisms dominate on transform segments of the
Blanco fault, while normal mechanisms are more common within depressions. They
found that slip vectors varied by less than 20° along the fault, which suggests that my

coherence estimates are unlikely to be reduced due to focal mechanisms.

2.6.5 Limited range of station azimuths

It is not only differences in the earthquakes that can affect the phase coherence,
but properties of the station distribution as well. The basis of the phase coherence

method is that I search for ASTF variations caused by varying source-station travel
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times, which differ due to the stations’ azimuths and the rupture directivity (e.g., Mori,
1996, Somerville et al., 1997). However, in my analysis, I have a limited azimuthal
distribution of stations; most stations are located at azimuths between 20 and 70°
(Figure 2.2). To determine how this limited azimuthal range could affect my rupture
extent estimates, I collaborated with my supervisor, Jess Hawthorne, to examine how

the falloff frequencies of synthetic ruptures vary with the azimuthal range of stations.

The synthetic ruptures were created following the approach of Hawthorne et al.
(2018). The synthetic events have heterogeneous slip distributions and rupture bilater-
ally at velocities of 0.8 times the shear wave speed. Seismic waves due to these ruptures
were propagated through the iasp91 1-D velocity model (Kennett and Engdahl, 1991) to
estimate apparent source time functions for each station in the station distribution for
a typical earthquake pair. These apparent source time functions were then convolved
with synthetic Green’s functions created from random noise from a normal distribution,
to create synthetic earthquake traces. The cross-spectra and phase coherence was then
computed between the traces of each synthetic rupture and a smaller synthetic rupture.
From the phase coherence, the falloff frequency of the larger synthetic rupture can be
estimated. Figure 2.8 shows the falloff frequencies obtained from synthetic ruptures

with a range of diameters.

The falloff frequencies are roughly 1.2 Vp/D for the representative station distri-
bution used for earthquakes on the Blanco fault, where Vp is 8.04 km/s, the P wave
velocity in the oceanic upper mantle, as well as for a few additional representative
azimuthal distributions. Note that if one uses randomly distributed stations on the

surface of a homogeneous half space, f; is 1.1 Vp/D (Figures A.14 - A.16).

To understand why the scaling factor Fj., is higher for my station set, imagine
that an earthquake contains two concurrent bursts of slip at either ends of its rupture
extent. If those slip bursts are recorded at stations located at 0 and 180° azimuth from
the rupture, I would see two peaks in the source time function, where each peak relates
to the signal from a slip burst. The time between these peaks is equal to the travel
time across the rupture. For stations perpendicular to the rupture, the time between

these peaks is approximately zero (Figure 2.3 and Figure A.17).

In the inter-station phase coherence method, I compute the coherence between the
ASTFs of stations. Stations that are closely spaced have similar arrival times of the
slip burst peaks and roughly the same apparent source time function. Stations that
are widely spaced have different arrival times of the peaks and thus different apparent
source time functions. The maximum difference in arrival times of the peaks that these

widely spaced stations can have is the travel time across the rupture. The inter-station
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Figure 2.8: (a): Falloff frequencies obtained from synthetic ruptures for a range of rupture
diameters. (b): Histogram of falloff frequencies normalized by Vp/D, where Vp is 8.04 km/s,
the P wave velocity of the upper mantle. The median of the normalized falloff frequencies plots
at 1.2, which defines the scaling factor I use in my calculations of the rupture extent.
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coherence thus falls off at a frequency that scales with one over the travel time across

the rupture.

With randomly distributed stations, I average the coherence between many widely
and closely spaced station pairs and find that coherence falls off at a frequency of 1.1
Vp/D. But for my narrow azimuthal range of stations, I have lots of station pairs that
are closely spaced. I find that the coherence falls to 0.5 at a frequency of 1.2 Vp/D, on
average, with a larger Fy.,; because of the concentration of closely spaced stations. So
I assume that the falloff frequency fr is 1.2 Vp/D when I interpret my estimated ff in

terms of earthquake diameter.

Another approach to visualise the effect that azimuthal variation of stations has on
the scaling factor Fy., is to compute the falloff frequency of a synthetic earthquake
using stations with varying differences in azimuth between them, as demonstrated in
Figure 2.9. For an azimuthal difference greater than 45°, the falloff frequency is rela-
tively unaffected by increasing azimuthal difference. At differences less than 45°, the
falloff frequency is increased significantly which will cause inaccuracies in my estimated
stress drops. Most of the stations I use in my earthquake pairs are concentrated be-
tween 20 and 70° azimuth, so may cause increased falloff frequencies, which I correct
using the higher scaling factor of 1.2. If I had a much wider azimuthal range of stations,
then the scaling factor would be closer to 1.1. On the other hand, even with a wide
azimuthal range of stations, the scaling factor can still be increased if most of those
stations are within a narrow azimuthal range with few outliers, as I found in Chapter
3.

2.6.6 Depth phases in the phase coherence time window

In my coherence analysis, I use a 5-s time window focused on the P arrival. But
other phases, such as the depth phases pP and sP, also arrive in this time window. To
assess how the depth phases could affect the phase coherence, consider an earthquake &

recorded at stations j, each with a P arrival followed At;; seconds later by a pP arrival.

If the local earth structure is relatively simple, so that most complexity in the
Green’s function arises well away from the source, the pP-phase can be approximated
as a time-shifted version of the P arrival, with the same source time function so that

the seismogram d;; is (e.g., Letort et al., 2015)

dij(t) = (si5(t) + Ysi5(t + Atyj)) * g; (1), (2.7)

where Y is a real number that accounts for the reflection coefficient and amplitude of
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Figure 2.9: Coherence falloff frequency versus azimuthal difference between stations, where
the falloff frequency has been computed from coherence between station cross spectra. The
solid black line indicates the median falloff frequency in windows of 5°. The median falloff
frequency is stable for azimuthal differences between 45° and 180° and increases dramatically
for differences less than 45°.

the pP-phase, s;; is the ASTF, and g; is the Green’s function of the P arrival.

When I compute the cross-spectra at a single station j (Equation (2.2)) for a pair

of earthquakes (i = 1 and 7 = 2), I obtain

& = 195 (835 + Y87je7 200 ) (g + Vg B) (2.8)
= 13781801 (1 + VeI (1 4 yell Aoy, (2:9)

These calculations reveal that the pP arrival does change the cross spectra; the two
terms in parentheses in Equation (2.9) represent a phase shift for each station resulting
from the pP arrivals for each earthquake, which have different time shifts Aty and
Atog.

In my C,, calculations, however, I am not interested in the phase of any individual
Zj, but in how the time shifts At;; are likely to differ among stations. I compute At;;
using ray tracing and find it is roughly constant (< 0.01 s) for both pP and sP at
stations in the 175 - 800 km distance range and for earthquake depths from 0.5 - 20
km (Figure A.18). If At;; is consistent across stations j for each event i, then the
phase shift of the cross-spectra &; due to the depth phase arrival will also be consistent

across stations, and the phase coherence 1;Z; between two stations j and [ will be
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unchanged. Therefore I exclude stations within 175 km of each earthquake before
calculating coherence and stress drop, to keep coherence high even if the analysed time

windows include secondary arrivals.

Note that if the 5-s window of analysis is not long enough to capture the entire
apparent source time function of the depth phases, then the phase may differ between
apparent source time functions resulting in an artificially decreased coherence. This
truncation of the apparent source time functions is also a problem generally for the
phase coherence method, and it is often prudent to use a longer time window to ensure
the entire source time function is captured. On the other hand, a longer time window
here may increase the risk of including water multiples in the time window. Water
multiples are arrivals which reflect multiple times off the seabed, and arrive later than
conventional depth phases due to the slower velocity of the medium they travel through.
Fortunately, the high source-receiver distance for my work on the Blanco fault means

that water multiples are unlikely to arrive in the 5-s window I use for my analysis.

2.6.7 Final stress drop results

In the sections above, I examined how several factors could modify the phase co-
herence. I (1) assessed resolvable falloff frequencies given the uncertainty in my trace
alignment, (2) analysed how coherence changes with inter-earthquake distance, (3) con-
sidered the impact of focal mechanisms, (4) identified appropriate rupture diameter-
falloff frequency calibration given the azimuthal distribution of stations, and (5) showed
that depth phases are unlikely to influence the coherence in my case. 1 found that I
can identify earthquake pairs with well-resolved coherence by considering only events
within 4 km of each other and by noting that falloff frequencies above 3.7 Hz are likely
to be unresolvable. This 3.7-Hz resolution limit suggests that I cannot interpret M <
5.0 earthquakes due to their high falloff frequencies. After imposing these thresholds,
I am left with 298 pairs created from 124 unique events, including 61 M > 5.0 earth-
quakes (Figure A.19, Table A.3). Their falloff frequencies and stress drops are shown
in Figure 2.10.

2.7 Analysing stress drops on the Blanco fault

2.7.1 Average stress drop

The median stress drop of the 61 M > 5.0 earthquakes with well-resolved coherence
falloffs is 8 MPa. I compute the uncertainty on the median stress drop by bootstrapping
the earthquakes included and by sampling the stress drop probability distributions for
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Figure 2.10: (a): Falloff frequencies against magnitude for 124 events. (b): Stress drops
plotted against magnitude for the same events. Note that magnitudes have been shifted by
values less than 0.05 to differentiate between data points. Earthquakes with M < 5.0 which
are unlikely to have the correct falloff frequency are highlighted by the grey shaded area on
the plot. The 3.7 Hz limit on reliable falloff frequencies due to the alignment uncertainty is
indicated by the green shaded area. Results are colored by the number of earthquake pairs
available for each measurement. Medians for 0.1 magnitude bins are plotted as squares.



§2.7 Analysing stress drops on the Blanco fault 71

individual earthquakes, which I obtained earlier by bootstrapping the stations used
(Sec. 2.5.2). For each bootstrap sample, I choose a random subset of the earthquakes
with replacement, and recalculate the median using the stress drops picked from the
individual earthquakes’ probability distributions. I resample 100,000 times and find
95% confidence limits of 6 and 12 MPa on the median stress drop.

The median stress drop for the Blanco fault found here is higher than values found
in some previous studies of oceanic transform faults. Boettcher and Jordan (2004)
found values of 0.1 - 0.7 MPa for a global set of faults, and Moyer et al. (2018) found
values of 0.04 - 3.4 MPa for the East Pacific Rise transform faults, but my median
stress drop is similar to the 6.03+0.68 MPa median stress drop obtained in the global
study of oceanic transform faults by Allmann and Shearer (2009). However, note that
comparing absolute values of stress drops between studies can be prone to error, as
different rupture models and analysis methods are used. The difficulty in comparing
stress drops between studies means I can suggest only that the median stress drop for
the Blanco fault appears to be within an order of magnitude of previous estimates for

oceanic transform faults.

In comparing my stress drops with previous results, I also note that the stress drops
I calculate here are lower bounds on the true stress drops, because the falloff frequencies
are lower bounds on the true falloff frequency. Some of these falloff frequencies may
be lower than their true values because of poor trace alignment, or variable Green’s

functions.

On the other hand, my data limit my ability to examine low stress drop earthquakes.
Low frequency noise in the dataset means I cannot identify falloff frequencies below
1 Hz. Indeed, I exclude such earthquakes from my analysis with my initial cross-
correlation threshold. The exclusion of low falloff frequency and thus low stress drop

earthquakes from my analysis results in an overestimated median stress drop.

Note that I include all earthquake pairs in my analysis and do not throw out any
earthquake pairs with a small difference in magnitude between them. Tests with syn-
thetic ruptures (Figure A.14) indicate that the falloff frequency is independent of the
relative earthquakes’ sizes, so long as the ruptures have heterogeneous and different
slip distributions. However, any repeating earthquakes with similar slip distributions
in the catalog will be assigned inappropriately high falloff frequencies and stress drops
with my approach, as such earthquakes could have high coherence at frequencies above
the true falloff frequency (Nadeau and Johnson, 1998, Dreger et al., 2007). To check
for such a bias, I tried excluding pairs with only 0.1 or 0.2 magnitude unit differences,

but the median stress drop and stress drop patterns remain unchanged (Table A.4).
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The effects of alignment uncertainty and low frequency noise create a narrow res-
olution band of falloff frequencies between 1 and 4 Hz. This range of allowed falloff
frequencies creates a small apparent increase in stress drop with magnitude in Figure
2.10. But since that increase is not robust, I do not discuss it further. Most previous
studies have found magnitude-independent stress drops (e.g., Abercrombie, 1995, Mori
et al., 2003, Shearer et al., 2006, Chen and Shearer, 2011, Uchide et al., 2014, Chen
and McGuire, 2016, Abercrombie et al., 2017).

2.7.2 Spatial variation of stress drops

I also examine how stress drops vary with location along the fault. As noted in the
Blanco fault section, Dziak et al. (1991) and Braunmiller and Nabélek (2008) found
that the seismic moment release varied along the Blanco fault, with the northwest
segment (west of the Cascadia Depression - see Figure 2.11) and southeast segment
accommodating 3.8% and 14.1% of moment in earthquakes, respectively. I separate
the fault into these two segments and calculate median stress drops of the M > 5.0
earthquakes on each segment. The 30 M > 5.0 events on the NW segment have a
median stress drop of 6 MPa (with bootstrap-based uncertainties of 4 to 11 MPa), and
the 31 events on the SE segment have a median of 11 MPa (6 to 22 MPa). The two
best-fitting median stress drops imply that stress drops on the SE segment are higher
by a factor of 1.7, though the 95% confidence intervals allow factors between 0.8 and
3.5.

When interpreting the stress drop ratios, it is important to note that the median
stress drops represent averages of individual stress drops that are highly scattered (Fig-
ure 2.11a). Some of the scatter in individual stress drops is likely real inter-earthquake
variation which is sampled by my bootstrap-based uncertainty estimate. But some of
the scatter is likely an artefact of the analysis method. My uncertainty estimates ac-
count for some of that scatter; I account for noise and station distribution when I create
probability distributions for individual earthquakes by bootstrapping the stations in-
cluded in the analysis. However, there are two sources of bias that I do not account for
in my uncertainty estimates. As noted in the last section, stress drops could be biased
low by poor trace alignment or inappropriate empirical Green’s functions but the me-
dian stress drops could be biased high because I am unable to analyse earthquakes with
fr below 1 Hz. I do find a similar stress drop ratio of 2.1 (with 95% confidence limits of
0.8 and 4.7) using seismograms that passed a cross correlation coefficient threshold of
0.8 as discussed in an earlier section. Those similar ratios suggest that the trace align-
ment and location scatter are not significantly affecting my results. But I would still

urge caution in interpreting the factor of difference I find, due to its high uncertainty.
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Figure 2.11: (a): Stress drops for M > 5.0 earthquakes on the Blanco fault plotted along
the fault from A to B. The thick black vertical dashed line in the centre of the plot indicates
cutoff point I defined between the northeast and southwest segments (derived from the Cascadia
Depression shown as the red square in (b)). Stress drops are colored by amplitude. Symbols
indicate the number of earthquake pairs that were available for each measurement. The median
stress drops for the northwest and southeast segments are shown by the dashed horizontal green
and black lines, respectively. The shaded areas around these medians show the 95% confidence
limits. (b): Stress drops for M > 5.0 earthquakes on the Blanco fault plotted in map view.
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Despite the uncertainty on my stress drop estimates, it is interesting to note that
Moyer et al. (2018) identified a similar spatial variation in stress drops for East Pacific
Rise transform faults, where stress drops were a factor of 2 larger in higher seismic
moment release areas. They explained their results using the model of Hardebeck and
Lowveless (2018), where creeping faults had reduced strength and therefore lower stress
drops. Another possible explanation for higher stress drops occurring on more seismic
segments is that the lower stress drops on the NW segment could arise due to reduced
fault healing, related to a shorter seismic cycle and thinner seismogenic zone. Byrnes
et al. (2017) identified a negative shear wave velocity anomaly below the NW segment of
the Blanco fault and a positive anomaly beneath the SE segment, which could indicate
mantle upwelling beneath the NW segment. The suggested mantle upwelling under
the NW segment could lead to a smaller seismogenic zone, and therefore a shallower

transition to velocity-strengthening behaviour under the NW segment.

The transition to velocity-strengthening frictional sliding and thus to aseismic creep
is thought to be temperature dependent, occurring at 500 - 600 °C on transform faults
(Abercrombie and Ekstrom, 2001, Boettcher et al., 2007, He et al., 2007, Braunmiller
and Ndbélek, 2008). If the temperature of the NW segment is higher due to increased
heat flow, aseismic creep will occur at a shallower depth within the fault zone, and
the seismogenic zone will be smaller. A smaller seismogenic zone can be loaded more
quickly by aseismic slip at depth, and thus is more likely to have a shorter earthquake
cycle. The shorter seismic cycle of asperities would allow less time for the fault to heal
(Marone et al., 1995, Niemeijer and Spiers, 2006, Hauksson, 2015), and thus reduce its
ability to accommodate high stresses. The limited fault strength may allow only lower

stress drops on the more aseismic NW segment.

2.8 Conclusions

I have demonstrated the applicability of the phase coherence method (Hawthorne
et al., 2018) to obtain stress drops for M > 5.0 earthquakes on the Blanco fault. I
considered how the coherence estimates are affected by various factors, including incor-
rect trace alignment, differences in earthquake Green’s functions, differences in focal
mechanisms, a limited range of station azimuths, and depth phases in the analysis time
window. To account for these factors, I first identified the range of falloff frequencies
that are resolvable given my alignment uncertainty. I found empirically that differ-
ences in Green’s functions are minimal for earthquakes within 4 km. I noted that focal
mechanisms are unlikely to vary in my data set, and calibrated my rupture diameter
estimates to falloff frequency given the azimuthal distribution of stations for my events.

Finally, I showed that depth phases are unlikely to influence the coherence for oceanic
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earthquakes observed at distances of several degrees.

Within these constraints, I was able to estimate stress drops of 61 M > 5.0 earth-
quakes on the Blanco fault. Future comparisons of these or other coherence-based stress
drops with stress drops derived from spectral amplitude analysis may provide insight
into earthquake rupture dynamics and allow one to constrain more earthquake proper-
ties, as the various techniques have different sensitivities to the rupture properties and

local wavespeeds.

I found a median stress drop of 8 MPa (with 95% confidence limits of 6 to 12 MPa)
for the 61 M > 5.0 earthquakes on the Blanco fault with well-resolved coherence falloffs.
This median is similar to or higher than other estimates on oceanic transform faults
(Boettcher and Jordan, 2004, Allmann and Shearer, 2009, Moyer et al., 2018). The
median stress drop is a factor of 1.7 (0.8 to 3.5) higher on the more seismically active
southeast segment of the Blanco fault. This factor of difference should be carefully
considered due to the scatter of individual stress drop, and the large uncertainty in
the factor itself. Nevertheless, I note that one possible explanation for the lower stress
drops on the more aseismic segment, which were also observed on the East Pacific Rise
(Moyer et al., 2018), is that the more aseismic segment has higher temperatures, which
lead to a shallower seismogenic zone, a shortened seismic cycle, less time for healing

and thus less potential for large strength and stress drop in the earthquakes.






Chapter 3

Estimating the stress drops of
aftershocks of the 2010 My 7.2
El Mayor-Cucapah earthquake
using the phase coherence

method on P and S waves

4

“My bugs don’t have bugs.’

Eoin Colfer, Artemis Fowl

3.1 Introduction

In Chapter 2, I examined the stress drops of earthquakes on the Blanco fault using
the newly developed phase coherence method. I observed a slight increase in stress drops
with increasing moment and decreasing aseismic slip but could not examine whether
stress drops depend on depth because of the poorly resolved earthquake depths. Here
I use the phase coherence method to examine stress drops of aftershocks of the El
Mayor-Cucapah earthquake. I examine whether stress drops depend on moment and
depth of the earthquake. I also examine whether stress drops vary with the decreasing
post-seismic aseismic slip rate following the main earthquake (Gonzalez-Ortega et al.,
2014). T further develop the phase coherence method by applying it to the P wave and

the S wave to determine whether the S wave would be a viable alternative to the P
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wave.

The behaviour of stress drops of aftershocks varies for different large earthquakes.
Aftershocks have been observed to have higher stress drops within high slip regions of
the 2007 M 6.9 Noto Hanto earthquake (Urano et al., 2015) or around the high slip
regions of the 2006 My 6.7 Kiholo Bay earthquake ( Yamada et al., 2010). On the other
hand, aftershocks have also been observed to have similar stress drops in high slip and
low slip regions of the 2011 Mw 5.7 Prague earthquake (Sumy et al., 2017). After-
shocks’ stress drops also appear to vary with time as well as the slip of the main shock.
For example, Sumy et al. (2017) observed that the stress drops of aftershocks increased
with time after the 2011 My 5.7 Prague earthquake, but Abercrombie (2014) observed
that the stress drops of aftershocks decreased rapidly immediately after the 2004 M 6
Parkfield earthquake before increasing to match stress drops of the background seis-
micity. Any change in the stress drops of aftershocks with time after the main shock
could be caused by the post seismic slip which occurs after many large earthquakes
(e.g., Smith and Wyss, 1968, Bucknam et al., 1978, Donnellan and Lyzenga, 1998, Hsu
et al., 2006, Ingleby and Wright, 2017). It is thus important to investigate the stress
drops of aftershocks to improve our understanding of the influence of aseismic slip on
the stress conditions of earthquakes. Here I investigate how stress drops of earthquakes
interact with aseismic slip by examining the stress drops of aftershocks of the 2010 My

7.2 El Mayor-Cucapah earthquake.

The 4 April 2010 My 7.2 El Mayor-Cucapah earthquake ruptured 120 km along
a series of faults in northeastern Baja California, Mexico. The northern end of this
series of faults extends into southern California, U.S. (Fletcher et al., 2014). The faults
ruptured by the 2010 earthquake are located close to the boundary between the North
American and Pacific tectonic plates, in a region often referred to as the “Big Bend”
(Figure 3.1). The Big Bend is a restraining bend of the strike slip San Andreas fault
system between the strike slip fault to the north and the spreading centre in the Gulf
of California in the south (Wei et al., 2011, Kroll et al., 2013, Fletcher et al., 2014).
The El Mayor-Cucapah earthquake was unusual for the Big Bend region because the
earthquake did not rupture the larger faults such as the Laguna Salada and Cerro Prieto
faults but instead ruptured a series of smaller faults (Figure 3.2). The larger faults were
previously thought to accommodate most of the relative plate motion between the
Pacific and North American plates (e.g., Fletcher et al., 2014). Despite not rupturing
the larger faults, the El Mayor-Cucapah earthquake was the largest event in the Big
Bend region in 120 years (Hough and Elliot, 2004, Kroll et al., 2013).

The 2010 El Mayor-Cucapah earthquake caused up to 9 m of slip (e.g., Wei et al.,
2011, Mendoza and Hartzell, 2013) with components of dextral strike slip and normal
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Figure 3.1: The tectonic setting of the 2010 Mw 7.2 El Mayor-Cucapah earthquake and
locations of stations which recorded the aftershocks of the earthquake. The El Mayor-Cucapah
earthquake epicentre is plotted as a yellow star. Large scale tectonic regions are outlined on the
left of the plot. The approximate tectonic plate boundary is plotted in red, with the directions
of plate motion indicated by the red arrows. Stations used in my analysis are plotted by
network. Some networks have been grouped for plotting purposes. The colour of the stations
indicates the number of earthquake pairs that used this station to analyse the P wave using the
inter-station phase coherence method. In total, 272 earthquake pairs were analysed. Stations
indicated by the small black symbols were not used because of their low signal-to-noise ratios.

faulting (Hauksson et al., 2011). The slip of the earthquake was distributed over a bi-
lateral rupture which extended to the southeast and northwest away from the epicentre
(e.g., Wei et al., 2011, Rodriguez-Pérez et al., 2012, Kroll et al., 2013, Uchide et al.,
2013). The El Mayor-Cucapah earthquake ruptured in a southeastern direction for the
first 16 s and then ruptured bilaterally for the remainder of its 52-s duration (Uchide
et al., 2013). The segment southeast of the epicentre was relatively simple: it was 55
km long, mostly dextral strike slip and primarily along a single fault (Kroll et al., 2013).
The segment northwest of the epicentre was more complex: it was 65 km long, featured
dextral strike slip and normal faulting components and ruptured multiple faults (Kroll
et al., 2013). The earthquake also triggered further slip in nearby regions including in
the Yuha Desert to the north (e.g., Rymer et al., 2011, Kroll et al., 2013) and along
the Laguna Salada fault (Fletcher et al., 2014).

There are several models of the slip distribution of the El Mayor-Cucapah earth-
quake (e.g., Wei et al., 2011, Rodriguez-Pérez et al., 2012, Mendoza and Hartzell, 2013,
Uchide et al., 2013, Huang et al., 2017b). These models are similar even though they
range from single fault models (e.g., Rodriguez-Pérez et al., 2012, Mendoza and Hartzell,
2013) to complex 9-fault ruptures (e.g., Huang et al., 2017b). I focus on the slip models
of Wei et al. (2011) and Mendoza and Hartzell (2013) because these two models are
available in the SRCMOD database (Mai and Thingbaijam, 2014) and because these
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Figure 3.2: The local fault structure and aftershocks of the 2010 El Mayor-Cucapah earth-
quake. (a): A map of the local fault structure and the M > 3 aftershocks (red dots) around
the El Mayor-Cucapah earthquake (yellow star). Faults from the Global Earthquake Model
Global Active Faults project (Christophersen et al., 2015) are plotted in blue. Notable faults
are labelled. Small black dots are M > 3 earthquakes that occurred between the end of the
31-day aftershock period and the 31st December 2018. The triangles marked A and A’ are the
start and end of the fault profile used in the other subplots and later figures. (b): Locations
of aftershocks along the fault profile with time since the El Mayor-Cucapah main shock. The
location of the El Mayor-Cucapah main shock is marked by the yellow line. (c): The depths of
aftershocks and later earthquakes plotted along the fault profile.
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models have similar slip distributions to the other models of the El Mayor-Cucapah

earthquake.

Wei et al. (2011) performed a finite-fault inversion of measurements of the 2010
earthquake including data from seismology, geodesy and remote sensing. They found
that most of the main shock slip occurred on two faults striking southeast to northwest
with minor slip on two smaller faults striking roughly north-south (Figure 3.3a - 3.3b).
Mendoza and Hartzell (2013) performed a similar finite-fault inversion of teleseismic
P waveforms of the 2010 earthquake. They obtained a simple slip model consisting
of one fault striking southeast to northwest (Figure 3.3c - 3.3d). Both models include
two patches of high slip: one patch roughly 20 km northwest of the epicentre and
another patch roughly 40 km southeast of the epicentre. I attempt to examine whether
the stress drops of aftershocks in regions of high slip are systematically different to
the stress drops of aftershocks of regions of less slip for the 2010 El Mayor-Cucapah
earthquake.

The 2010 El Mayor-Cucapah earthquake was preceded by roughly 40 M 1.5 - 4.4
foreshocks and followed by over 10,000 M > -0.1 aftershocks (Castro et al., 2011,
Hauksson et al., 2011, Kroll et al., 2013, Ross et al., 2017). The aftershocks were
mostly distributed over the entire rupture area but some aftershocks occurred outside
of the rupture area in the Gulf of California and north of the Mexico-U.S. border.
Here I obtain the stress drops of some of these aftershocks and compare them to the

post-seismic slip of the El Mayor-Cucapah earthquake.

The post-seismic slip of the 2010 El Mayor-Cucapah earthquake occurred in the
same direction as the coseismic displacement (Gonzalez-Ortega et al., 2014). Gonzalez-
Ortega et al. (2014) found that the early slip near the earthquake could be explained
by afterslip and estimated the distribution of post-seismic slip using Global Positioning
System (GPS) data. They also observed that the post-seismic slip rate decayed with
time. I contrast the decay in post-seismic slip rate with the stress drops of aftershocks

to investigate how aseismic slip affects the stress drops of earthquakes.

Here I obtain stress drops of aftershocks of the 2010 El Mayor-Cucapah earthquake
using the inter-station phase coherence method ( Williams et al., 2019). I examine the
variation of stress drops of the aftershocks with moment and depth. I observe that
stress drops may slightly increase with moment but do not appear to vary with depth.
I also observe that the stress drops of aftershocks do not significantly change with time
after the main shock. I use the phase coherence method on both the P wave and the S

wave and find that the S wave is a viable alternative to the P wave.
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Figure 3.3: Slip models and nearby earthquakes for the 2010 EI Mayor-Cucapah earthquake.
Aftershocks (red circles), earthquakes which occurred between the end of the 31-day aftershock
period and the 31st December 2018 (black circles), and the hypocentre of the 2010 E1 Mayor-
Cucapah earthquake (yellow star) are plotted on the slip models of (a): Wei et al. (2011) and
(¢): Mendoza and Hartzell (2013). The slip of the different slip models is coloured following
the colour bars to the right of the plot. The earthquakes and slip models are also plotted in
map view in (b) and (d). The horizontal extent of each fault in each slip model is outlined by
the green squares. The triangles marked A and A’ define the northwest and southeast extent
of the slip models.
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3.2 Data: Aftershocks of the 2010 El Mayor-Cucapah
earthquake

I identify the aftershocks of the 2010 El Mayor-Cucapah earthquake using the
Southern California Seismic Network (SCSN) earthquake catalog from 1981 to 2018,
as relocated by Hauksson et al. (2012). This catalog includes approximately 1,250,000
earthquakes in southern California which were relocated using absolute and differential
travel-time picks. Some earthquakes in this catalog were also relocated using 2-D and
3-D velocity models. I select the aftershocks of the 2010 El Mayor-Cucapah earthquake
by defining a region around the main shock based on the slip models of Wei et al. (2011)
and Mendoza and Hartzell (2013) (Table B.1). I select earthquakes in this region that
occurred less than 31 days after the main event. I accept only M > 3 earthquakes be-
cause their data have higher signal-to-noise ratios. I thus select 948 M > 3 aftershocks
(Figure 3.2). I also select 4464 M > 3 earthquakes in this region from 31 days after
the main shock until the 31st December 2018 to use as reference earthquakes, which
I will employ to remove the Green’s function from the earthquakes of interest later in
this chapter (Sec. 3.3.3).

The earthquakes in the catalog of Hauksson et al. (2012) have average location
uncertainties of 0.75 km horizontally and 1.25 km vertically which is equivalent to a
3-D location accuracy of roughly 1.5 km. The catalog of Hauksson et al. (2012) shares
153 aftershocks with the catalog of Kroll et al. (2013). The catalog of Kroll et al. (2013)
has smaller location uncertainties of 0.04 km horizontally and 0.12 km vertically. There
is no significant shift in the average locations of aftershocks in these catalogs, so I use
the more accurate locations from the catalog of Kroll et al. (2013) when an aftershock

appears in both catalogs.

The aftershocks are recorded by over 300 stations within 4.5° distance in southern
California and the surrounding areas (Figure 3.1). These stations belong to a range
of networks (Table B.2) including the Southern California Seismic Network operated
by the California Institute of Technology and the United States Geological Survey
(USGS) and the ANZA seismic network operated by the University of California; San
Diego. 90% of these stations have sampling rates of 100 Hz and a maximum resolvable
frequency of 40 Hz that is significantly higher than the expected falloff frequencies of
the M > 3 earthquakes examined here. I analyse both the P wave and S wave, so I use
the vertical and horizontal components from each station. I use the east component as
the horizontal component. Some stations have only a vertical component, so there are
over 300 stations available for the P wave but fewer than 200 stations available for the

S wave.
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Figure 3.4: Conceptual diagram of the phase coherence method. The epicentre of the earth-
quake is marked by the black dot, and the rupture area is outlined by the grey oval, with the
diameter of the rupture D. The earthquake ruptures bilaterally from the epicentre, ending at
the rupture patches marked A (red) and B (blue) at the western and eastern ends of the rup-
ture, respectively. The signals from each rupture patch are marked by the same colours in the
apparent source time functions (ASTF) for each of the western (W) and eastern (E) stations
indicated by triangles. Patch B slips more than patch A as indicated by the higher amplitude
of the signal from B in the ASTFs. Note that both patches rupture at the same time. Diagram
is not to scale.

3.3 Method

I use the inter-station phase coherence method to estimate stress drops of the af-
tershocks of the 2010 El Mayor-Cucapah earthquake. Here I outline the concept of the
phase coherence method. I also describe the processing that I perform before using the
method.

3.3.1 Concept of the phase coherence method

The phase coherence method uses the variation of apparent source time functions
to determine the rupture extent of an earthquake (e.g., Hawthorne and Ampuero, 2017,
Hawthorne et al., 2018, Williams et al., 2019). To understand how the phase coherence
method works, consider an earthquake which ruptures bilaterally with two rupture
patches, A and B, at the western and eastern ends of the rupture, respectively (Figure
3.4). Note that patch B has a higher amplitude signal because it contains more slip
than patch A.

The arrival times of signals from each of these patches will change depending on
the distance and azimuth between the patches and the recording station. Stations at
opposite ends of the rupture will have the largest difference in apparent source time
functions. Consider the apparent source time function (ASTF) of the eastern station
(E on Figure 3.4). The signal from patch B arrives first as that patch is closest to the
station. The signal from patch A arrives later because that patch is farther away from
the station. The ASTF of the eastern station thus has two peaks: the larger, earlier
peak of the signal from patch B and the smaller, later peak of the signal from patch A.
The ASTF of the western station (W on Figure 3.4) also has two peaks, but the smaller
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peak of patch A arrives earlier than the larger peak of patch B because A is closer to
the station than B. The difference in the arrival time of the signals of the patches at a
single station is due to the travel time of the signal across the rupture e.g. the signal
from A travels across the rupture to the eastern station, and the signal from B travels
across the rupture to the western station. The travel time across the rupture is the
diameter of the rupture D divided by the wave propagation velocity Vjy-. Therefore one

can estimate the diameter of the rupture by comparing the ASTFs of different stations.

The ASTFs of the eastern and western stations are similar at periods longer than
the difference in travel time between the signals from A and B. The ASTFs differ at
periods shorter than the difference in travel time because the signals of different patches
occur at different times within the ASTFs. T measure the similarity of the ASTFs by
comparing the phase between the ASTFs using the phase coherence. If I computed
the phase coherence between the ASTF's at the western and eastern stations, I would
observe a high coherence at periods longer than the difference in travel time. I would
observe a decrease in coherence at periods shorter than the difference in travel time.
This decrease in coherence occurs at a period or frequency known as the falloff frequency
fr. The falloff frequency reflects the difference in travel time between patches of an
earthquake. The maximum difference in travel time between patches of an earthquake
will be the travel time across the rupture. Therefore the falloff frequency can be used

to estimate the rupture extent of an earthquake.

To examine the differences in ASTFs in real data, however, the ASTFs of each

station must be isolated. A real earthquake signal d;;(¢) may be modelled as:

dij(t) = sij(t) x gij (t), (3.1)

where i indexes the earthquake and j indexes the station. Here s;;(t) is the apparent
source time function of the earthquake and g;;(t) is the Green’s function which describes
the effect of the path between earthquake and recording station. To isolate the apparent

source time function, the Green’s function must be removed from the earthquake signal.

One approach to remove the Green’s function is to use an earthquake which is co-
located with the initial earthquake in an approach often referred to as the empirical
Green’s function approach (e.g., Hough and Dreger, 1995, Mori et al., 2003, Shearer
et al., 2006, Allmann and Shearer, 2007, Abercrombie, 2014). The signal from the co-
located earthquake will follow the same path to each station as the signal from the initial
earthquake and thus will have the same Green’s function. The phase of the Green’s
function can be removed by cross correlating the signal of the initial earthquake (i =

1) with the signal of the co-located earthquake (i = 2) to form the cross spectrum &;
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at station j:

N a A ala koA A2

Tj = 8135 * 82jG;5 = 81;524195(", (3.2)
where 51 is the Fourier transform of s1;(¢) and the frequency indexing has been dropped
for readability. The Fourier transform of the Green’s function g; appears in the cross
spectrum as its absolute value, so the phases of the cross spectrum depend only on the

difference in phases between the apparent source time functions 31; and 33;.

The cross spectra at different stations (j and [) can be compared to estimate the
difference in phases of apparent source time functions using the inter-station phase

coherence C):

2 & n- g, B
Cp = NN D) > > Re F (3.3)
j=11=j+1 J
N N & .a% 4 ax
2 §1551152159;
= —— Re T2 w2 a0 (3'4)
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where there are N stations and the coherence is averaged over N x (N — 1)/2 pairs of

stations. The phase coherence is computed for a range of frequencies.

The phase coherence will decrease, or fall off, when the ASTFS start to differ among
stations. As noted earlier, that falloff frequency f; is proportional to one over the travel
time across the rupture of the larger earthquake of the earthquake pair. The falloff
frequency can be used to obtain the diameter of the rupture D assuming a circular
rupture (Brune, 1970). The rupture diameter is calculated using D = Fscal%" where
F,.q1 18 a scaling factor estimated used synthetic ruptures that calibrates the apparent
falloff frequency for the azimuthal range of stations and Vjy is the wave propagation
velocity. With more stations in a wider azimuthal range, there will be a larger variation
in ASTFs and the apparent falloff frequency will require a lower Fy.y to estimate the
rupture diameter (Sec. 3.4.4). Note that the propagation velocity of the wave Vi will

depend on the velocity structure of the region of interest.

The rupture diameter can be used to estimate the stress drop Ao assuming an
elliptical slip distribution (Eshelby, 1957):

_ 7 M
7= 15 (%D)S’ (3.5)

where %D is the radius of the earthquake and the moment My is obtained from the

magnitude of the earthquake.

I use the phase coherence method to identify variations in apparent source time
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functions of the aftershocks of the 2010 El Mayor-Cucapah earthquake and thus esti-

mate the rupture extents and stress drops of these aftershocks.

3.3.2 Initial processing of the data

Before analysing the recorded data for each event, I identify the P wave and S wave
arrivals and remove data which have low signal-to-noise ratios (SNRs). I also perform

some initial processing steps on the data before using the phase coherence method

I use the vertical components and east components of seismic stations to analyse
the P wave and S wave, respectively. I identify the P wave and S wave arrival for each
component at each station using the Akaike Information Criterion Derivative (AICD)
(e.g., Morita and Hamaguchi, 1984) picking method from the PhasePicker module
(Chen and Holland, 2016). Initially, the picking method uses autoregression to predict
the amplitude of a signal. The Akaike Information Criterion determines the quality
of the fit of the predicted amplitude from autoregression to the actual amplitude of
the signal. The AICD detects changes in the quality of fit. The AICD thus identifies
large differences in the predicted amplitude and the actual amplitude of a signal as are
evident in the P wave arrival. The resulting arrivals appear to be accurate to within a

few tenths of a second from visual inspection of traces with high SNRs.

I identify the P wave arrival using the AICD picking method on a 12-s time window
filtered between 3 and 20 Hz and centred on the P wave arrival time predicted using
raytracing (Crotwell et al., 1999) through the iasp91 1-D Earth velocity model (Kennett
and Engdahl, 1991). For traces where there was no detectable P wave arrival, I rerun
the picking process using a lower picking threshold and a shorter time window for
calculating the moving average used for autoregression. The lower threshold encourages
the picking approach to pick a less clear arrival. I use the same approach to find the S
wave arrival in a 24-s time window centred on the predicted S wave arrival time. I use
a longer window to identify the S wave as the predicted S arrival seemed less accurate
from visual comparisons with the data. I use a narrower time window for the S wave

for some traces to avoid including the P wave arrival in the window.

I perform several other initial steps after picking the arrivals. I detrend each seismic
trace, taper 5% of the start and end of the trace, and apply a bandpass filter between
0.05 Hz and 40 Hz. Then I correct for the instrument response and resample at 100

Hz. All initial processing is performed using ObsPy (Beyreuther et al., 2010).

Note that I choose not to rotate the seismograms into the transverse component,

but instead use the east component. For my work in Chapter 2, rotation of seismograms
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was not important as most of the energy of the P wave that I was analysing arrives
on the vertical component. However, most of the energy of the S wave will appear on
the transverse component as SH energy due to the loss of energy from the SV phase
through reflections and conversions at layer boundaries (e.g., Bormann et al., 2002).
Thus, in most cases the recorded seismograms should be rotated into a new reference
frame featuring the transverse component, which is aligned in a direction perpendicular
to the incoming wave. On the other hand, most of the stations I use here are to the
north of the analysed earthquakes (Figure 3.7), and so the east component is roughly
equivalent to the transverse component. This assumption also seems to agree with my
results, with the S wave and P wave having very similar stress drops from the phase
coherence method (Section 3.5.6). It is still possible, however, that the east component
is different enough to the transverse component that rotation may make some difference
to my results to the S wave, so in future rotation should be performed before analysing

the S wave.

3.3.3 Identifying co-located earthquake pairs and aligning traces

To remove the path effects, or Green’s functions, I need to identify earthquakes
with similar Green’s functions. I identify pairs of earthquakes as co-located if they are
within some distance threshold horizontally and vertically. If I use a longer distance
threshold, then I would identify more pairs of earthquakes but the Green’s functions
of these earthquakes may differ and reduce the falloff frequency. If I use a shorter
distance threshold then the number of earthquake pairs with different Green’s functions
may be reduced, but the number of stress drops would also be reduced. The 1.5-km
uncertainties on the locations of earthquakes in the catalog of Hauksson et al. (2012)
also mean that using a shorter distance threshold may discard some earthquake pairs
that are actually co-located. I choose to use a 2-km co-location threshold. The 2-km
threshold helps mitigate the number of earthquakes with different Green’s functions
and is above the uncertainty of earthquake locations in the catalog, whilst also leaving
enough results to interpret. Note that this co-location threshold is larger than the
rupture diameters one might expect for M > 3 earthquakes. The Green’s functions of
the earthquake may differ and reduce the phase coherence, so the stress drops in this

study should therefore be treated as lower bounds on the true stress drop.

After identifying pairs of earthquakes with similar Green’s functions, I also need to
make sure that the magnitudes of each earthquake in a pair are sufficiently different.
If the smaller earthquake in the co-located pair has a similar magnitude to the larger
earthquake, then it may also have a larger rupture extent. The falloff frequency for
the earthquake pair would then describe the rupture extent of the smaller earthquake

rather than that of the larger earthquake. To reduce the number of earthquake pairs
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where the rupture extent of the smaller earthquake affects the falloff frequency, I accept
pairs of earthquakes only when the magnitude of the smaller earthquake is 0.3 or more

magnitude units smaller than the magnitude of the larger earthquake.

To increase the number of aftershocks which have viable falloff frequencies, I use
earthquakes from 31 days after the 2010 El Mayor-Cucapah main shock to the 31st
December 2018 as the smaller earthquakes in earthquake pairs. In total, there are 1942
co-located pairs of earthquakes which include 632 unique aftershocks. Note that a few
of these pairs still have falloff frequencies which are affected by the rupture extent of
the smaller earthquake (Sec. 3.4.7).

For each earthquake pair and each of the P and S wave arrivals, I align the traces of
each station using normalised cross correlation. The alignment of these traces must be
accurate to ensure that poor alignment does not introduce a phase shift and decrease
the phase coherence. To align the traces, I first bandpass filter the traces between 3
and 20 Hz. Then I cross-correlate a 2-s window of each trace beginning 0.3 s before
the arrival. The window includes 0.3 s before the arrival to allow for uncertainties
in the picked arrivals. I shift the 2-s window and identify the best alignment of the
traces as the shift with the highest cross correlation coefficient. I accept stations with
maximum cross correlations coefficients of greater than or equal to 0.7. This cross
correlation coefficient threshold should select traces which have clear arrivals. Using a
cross correlation coefficient threshold also helps select earthquake pairs that have similar
path effects. If the path effects of the two earthquakes are different, then the traces will
differ and the cross correlation coefficient will be reduced. Also note, however, that the 3
- 20 Hz frequency band includes frequencies that are higher than the corner frequencies
that one might expect for the M > 3 aftershocks. Using only earthquake pairs which
have high cross correlation coefficients at these high frequencies may systematically
discard dissimilar earthquakes with lower falloff frequencies and result in artificially

high falloff frequencies and stress drops.

I accept stations which have high signal-to-noise ratios for specific frequency bands

. . . s Signal
using an estimate of the signal fraction: Signalt Noise

the signal fraction, I first use a time window of the trace beginning on the arrival which

(e.g. Figure 3.5b). To estimate

includes the signal (the arrival) and the noise. I take the power spectrum of this window
as an estimate of the power spectrum of the signal plus the noise. Next, I use a window
before the arrival which includes only the noise. I take the power spectrum of the noise
window as an estimate of the power spectrum of the noise. The contribution of the noise
to the power spectrum of the arrival window is thus the ratio of the power spectrum
of the noise window and the power spectrum of the arrival window, assuming that the

noise is consistent for both windows. This ratio is the noise fraction ——225¢ __  The
Signal+Noise
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contribution of the signal to the power spectrum is thus 1 —
. Signal

fraction Signal+Noise

most the energy in the window on the arrival, and a signal fraction of zero suggests

that the noise contributes most of the energy in the window.

I compute a signal fraction spectrum for each trace at each station. I use the power
spectrum of a 2.3-s window beginning 0.3 s before the arrival as the signal and the
power spectrum of a 2.3-s window beginning 3.6 s before the arrival as the noise. 1
compute the ratio of these spectra to obtain the noise fraction and the signal fraction
as described above. I accept traces if the average signal fraction is more than 0.6 in
the 3 - 6 Hz, 6 - 10 Hz, and 10 - 15 Hz frequency bands.

I also calculate a signal-to-noise ratio in the time domain by comparing the variance
of the signal in the window beginning on the arrival with the variance of the noise
window. Both windows are bandpass filtered between 3 and 20 Hz. Using a time
domain signal-to-noise threshold should select clear arrivals from the dataset. I accept

only traces which have a time domain-based SNR of more than 3.

Note that for the calculation of the phase coherence for the S wave, I estimated the
signal to noise ratio and signal fraction of my analysis window by comparing the S wave
window with the same noise window as I used for the P wave. This approach has the
benefit of maintaining consistency in the signal to noise ratio calculation for both the
P wave and S wave which allows direct comparison of the P wave and S wave results.
On the other hand, it is possible that this approach misrepresents the actual signal to
noise ratio. The P wave arrives shortly before the S wave for many of the stations I
analyse, and could cause the coherence of the S wave to decrease. It therefore may

make sense to treat the P wave as the noise in future work.

3.3.4 Computing the phase coherence and obtaining falloff frequen-

cies

I use the well-aligned and high signal-to-noise ratio data identified above in the
phase coherence method. The first step in the phase coherence method is to remove
the path effects, or Green’s functions, from the signal at each station. I remove the
phase of the Green’s functions from the data for each station and for each earthquake
pair by computing the cross-spectra (Equation (3.2)). I select a 2.3-s window of the
signal at each station beginning 0.3 s before the arrival. I taper the 2.3-s window
using a multi-taper approach (e.g., Thomson, 1982, Park et al., 1987). A multi-taper
approach discards less of the signal than more conventional tapers (Park et al., 1987). 1

compute 10 tapers or Slepian sequences (e.g., Thomson, 1982, Park et al., 1987) using a
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time half-bandwidth product of 4, which defines the frequency resolution of the tapered
signal to be every 0.02 Hz. I avoid using tapers which do not taper down to zero at
their edges because these tapers create steps in the tapered data which cause artificial
high amplitude spectral signal at higher frequencies. I thus apply four tapers to the
2.3-s window and compute the cross spectrum for each taper. I average over the cross

spectra. of the tapers to obtain the cross spectrum at each station.

I compute the inter-station phase coherence C), for each pair of earthquakes using
the cross spectra of all available stations (Equation (3.4)). I use the inter-station phase
coherence for each earthquake pair to pick the falloff frequency. The falloff frequency
is determined by the variation in apparent source time functions. The apparent source
time functions vary in response to differences in travel times for signals in the rupture
(Sec. 3.3.1) which vary with azimuth. If the azimuthal range of stations is too narrow,
then the variation in apparent source time functions will be small and the apparent
falloff frequency may be too high to be resolved. To ensure that there is a wide variation
in apparent source time functions and a resolvable apparent falloff frequency, I use a
maximum of two stations in each bin of 10° azimuth. I also require that the azimuthal
range of stations spans at least 120° (Sec. 3.4.4). I accept earthquake pairs with eight
or more stations that pass these thresholds. An example of P wave and S wave phase

coherence is shown in Figure 3.5a.

I compare the coherence profiles obtained from the data with the “synthetic noise-
adjusted coherence” for each earthquake pair. The synthetic noise-adjusted coherence
uses the signal fraction to estimate how much a given coherence would be reduced
because of the signal-to-noise ratio. I can therefore use the synthetic noise-adjusted
coherence to pick the falloff frequency. This approach avoids picking a falloff frequency
where the coherence decreases due to the decrease in signal-to-noise ratio for higher

frequencies.

To calculate the synthetic noise-adjusted coherence, I consider that the phase coher-
ence contains three components: coherent signal, incoherent signal, and random noise.
The coherent signal is the parts of the ASTF's that are the same between stations. The
amplitude of the coherent signal can be estimated by multiplying the coherence by the
signal fraction. The incoherent signal is the part of the ASTFs which vary between
stations. The amplitude of the incoherent signal can be estimated by multiplying one
minus the coherence by the signal fraction and a random distribution of noise. The
random noise is the noise that appears in a trace and hides the signal that I want to
examine and decreases the coherence through random phase shifts. The amplitude of
the random noise is estimated by multiplying the noise fraction (one minus the signal

fraction) by a random distribution of noise. I add hypothetical amounts of the coherent
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Figure 3.5: An example of the P wave and S wave coherence and the signal fraction for a M
3.83 event with a M 3.44 event. (a): Phase coherence of the P wave (blue) and the S wave
(magenta). Confidence intervals on the P wave coherence estimates are indicated by the shaded
blue regions. Synthetic noise-adjusted coherences are marked in cyan (adjusted coherence of
0.9) and green (adjusted coherence of 0.5). The falloff frequency obtained using the synthetic
noise-adjusted 0.5 coherence for each analysed wave is marked by the blue dashed line for the P
wave and the magenta dashed line for the S wave. The black dashed line illustrates a constant
coherence of 0.5. (b): The signal fraction of the P wave coherence (red) for this earthquake
pair.

signal, incoherent signal, and random noise together to determine the synthetic noise-
adjusted coherence. I estimate the synthetic noise-adjusted coherence for a constant
coherence of 0.5 and 0.9 at all frequencies using the coherence and signal fraction of

each earthquake pair (e.g. Figure 3.5a).

Using the synthetic noise-adjusted coherence, I can pick a falloff frequency of an
earthquake which is less biased by the change in signal-to-noise ratio with frequency.
I pick the falloff frequency as the frequency at which the phase coherence decreases
below the synthetic noise-adjusted 0.5 coherence. I require that the falloff frequency
fulfils several conditions to minimise the effect of noise. First, I require that the falloff

frequency is higher than the frequency of maximum phase coherence to prevent the
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falloff frequency being picked at noisy frequencies below 2 Hz (e.g. Figure 3.5b). I also
require that the next four higher frequencies above the potential falloff frequency are
below the synthetic noise-adjusted 0.5 coherence to prevent the falloff frequency being
picked at single frequencies with particularly low SNRs. Finally, I compute a more
precise falloff frequency by interpolating the coherence between the first frequency that
fulfils my requirements and the previous frequency, because the coherence is sampled
only every 0.4 Hz due to the 2.3-s time window. Note that my results may be bi-
ased towards higher falloff frequencies and therefore higher stress drops because falloff

frequencies below 2 Hz are usually unresolvable due to the low signal-to-noise ratio.

Comparing the synthetic noise-adjusted coherence with the observed coherence also
allows earthquakes which do not have resolvable falloff frequencies to be excluded. If
the observed phase coherence of an earthquake pair falls off at a similar frequency to
the synthetic noise-adjusted 0.9 coherence, then the falloff frequency of that earthquake
pair is controlled by the change in the signal fraction, not by the rupture extent of the
larger earthquake. I visually exclude pairs where the observed coherence falls off close
to the same frequency as the synthetic noise-adjusted 0.9 coherence (e.g., Figure 3.9).
I perform this exclusion visually to try and reduce the number of earthquake pairs that
were removed. Using an automatic threshold would remove most earthquake pairs with

high falloff frequencies, and that would bias the stress drops to lower values.

I estimate 95% confidence limits on each falloff frequency by bootstrapping the
stations used in the inter-station phase coherence. For each earthquake pair, I randomly
select N7sy stations with replacement, where Nyso is 75% of the initial number of
stations used. I recalculate the phase coherence using this new station set. I select
1000 new station sets and obtain 1000 estimates of the phase coherence. I compute the
median and standard deviation of these 1000 coherence profiles at each frequency. 1
subtract twice the standard deviation from the median at each frequency to estimate
the 2.5% confidence limit on the phase coherence and add twice the standard deviation
to the median at each frequency to estimate the 97.5% confidence limit. From these
limits (e.g. blue shaded regions on Figure 3.5a), I pick the 95% confidence limits on
the falloff frequency of each earthquake pair. Note that I accept only earthquake pairs
which have resolvable confidence limits on the falloff frequency. For example, if the
2.5% confidence limit on phase coherence for an earthquake pair does not fulfil the

conditions required to pick the falloff frequency, then I do not use that earthquake pair.

3.4 Results: Falloff frequencies and stress drops

I obtain falloff frequencies f for earthquake pairs using the phase coherence method

for both the P wave and S wave. In total, I find falloff frequencies for 272 earthquake
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pairs by analysing the P wave and 171 earthquake pairs by analysing the S wave out
of a possible 1942 co-located earthquake pairs.

I select the falloff frequencies from earthquake pairs and group them by the larger
event in the earthquake pair. I obtain an estimate of the falloff frequency of each larger
earthquake by examining the scatter of falloff frequencies for the earthquake pairs.
The scatter in the falloff frequencies is caused by effects including variation in the co-
location of each earthquake pair, differences in the azimuthal range of stations used,
and random variations in slip distributions between earthquakes. I estimate the falloff
frequency of each larger earthquake by taking the maximum of the falloff frequencies
from the available earthquake pairs. I take the maximum to mitigate the reduction in
falloff frequency caused by poorly co-located earthquake pairs (Sec. 3.4.2). I use the
95% confidence limits of the maximum falloff frequency as the 95% confidence limits
on the falloff frequency of the earthquake. Note, however, that taking the maximum
falloff frequency may bias the falloff frequency of some earthquake pairs higher than
the true falloff frequency, as some of the scatter in the falloff frequency will be caused
by variations in the azimuthal range of stations. If the falloff frequency is biased high,
then the stress drop is also biased high. Thus my results should be considered with
caution, especially for higher magnitude earthquakes with lower falloff frequencies that

are more likely to be biased high by the maximum falloff frequency approach.

After computing the maximum falloff frequency, I obtain falloff frequencies for 74
earthquakes using the P wave and 51 earthquakes using the S wave. 42 earthquakes

have falloff frequencies for the P and S wave.

I obtain the rupture diameter for each earthquake from the falloff frequency by
computing Fscal%", where Fi.q is a scaling factor and Vjy is the wave propagation
velocity. The wave propagation velocity is obtained from the 1-D models of P and
S wave velocities used by Wei et al. (2011) in their model of the El Mayor-Cucapah
earthquake (Table B.3). I select the appropriate wave propagation velocity for the
depth of each earthquake being analysed. The scaling factor Fj., accounts for the
variation in apparent source time functions resolved by the azimuthal distribution of
stations. The scaling factor thus adjusts the apparent falloff frequency to reflect the
true rupture diameter. I compute the scaling factor for the P wave and S wave using
a representative distribution of stations and synthetic ruptures as described in Sec.
3.4.4. 1 obtain scaling factors Fy., of 1.49 and 2.32 for the P wave and the S wave

respectively.

I estimate the stress drop of each earthquake using the rupture diameter and the

earthquake moments (Equation (3.5)). To obtain the moment of each earthquake, I
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calibrate the magnitudes of earthquakes in the catalog to moment magnitudes using the
equation My = 0.754 M1, +0.88 (Ross et al., 2016). I calculate the earthquake moments
from these moment magnitudes. I determine 95% confidence limits on the stress drop
by calculating the rupture diameter and stress drop from the 95% confidence limits on

each falloff frequency.

The 95% confidence limits estimated above, however, do not account for several
sources of uncertainty in the falloff frequency. These sources of uncertainty include the
accuracy of trace alignment (Sec. 3.4.1), the difference in Green’s functions between
earthquakes (Sec. 3.4.2), the variation in focal mechanisms between earthquakes (Sec.
3.4.3), the variation in the azimuthal range of stations (Sec. 3.4.4), the inclusion of
depth phases in the analysis time window (Sec. 3.4.5), the use of repeating earthquakes
in earthquake pairs (Sec. 3.4.6), and the use of small earthquakes with unexpectedly
large diameters (Sec. 3.4.7). I discuss each of the sources of uncertainty in the following
sections. Note that the effects of some of these factors have been accounted for in my
processing steps and the following sections justify some of the thresholds used in my

analysis.

3.4.1 Accuracy of trace alignment

One of the most significant limitations on the phase coherence in my work on the
Blanco fault was the accuracy of trace alignment (Sec. 2.6.2). Poorly aligned traces
cause a decrease in the phase coherence at a frequency lower than the falloff frequency.
I estimate the effect of trace alignment on coherence for the aftershocks of the El
Mayor-Cucapah earthquake by estimating loop closures for each station and arrival
(Sec. 2.6.2).

To understand loop closures, consider the arrival times at a single station j for
three earthquakes (¢ = 1, 2, and 3): ty;, t;, and t3;. If these three earthquakes form
co-located pairs with each other, the relative alignment times at station j for each pair

should sum to form the loop closure ;4. ;:

toop,j = (t1j — t25) — (t3; — t2;) — (t1; — t35) = 0, (3.6)

which will be close to zero if the alignment is accurate. The alignment error for each

station can be estimated as tjo0p ;/ V3.

I obtain a distribution of loop closures and estimates of the alignment error for
both the P and S wave (Figures B.1 - B.4). T use the estimates of the alignment error

to examine the effect that the uncertainty in the alignment will have on the phase
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coherence. I compute the phase coherence of an event with a copy of itself with the
traces of the copy misaligned by time shifts randomly picked from the distribution of
alignment errors. The coherence of an event with itself should be exactly one at all
frequencies so any decrease in the coherence will be caused by the alignment uncertainty.
I calculate the phase coherence of the event with itself 1000 times using 1000 randomly
selected sets of time shifts. I calculate the median and standard deviation of the
coherence of these 1000 estimates for each frequency. I compute the 2.5% confidence
limit by subtracting twice the standard deviation from the median of the coherence at
each frequency. I compute the 97.5% confidence limit by adding twice the standard
deviation to the median of the coherence at each frequency. The obtained alignment

uncertainty estimates are shown in Figure 3.6.

The alignment uncertainty does not appear to significantly reduce the coherence
at frequencies below 20 Hz for either the P or the S wave. The falloff frequencies of
the M > 3 earthquakes I examine here are likely lower than 20 Hz, so the alignment
uncertainty is not a significant problem for the aftershocks of the El Mayor-Cucapah

earthquake.

3.4.2 Difference in earthquake path effects

Another factor which can reduce the phase coherence is the difference in earthquake
path effects. Earthquakes that are not co-located have different path effects, or Green’s
functions. If the Green’s functions differ, then the phase coherence can be reduced at
lower frequencies than the falloff frequency. It is thus important that earthquakes are
co-located with similar Green’s functions to prevent any effect on the falloff frequency.
In Chapter 2, I assumed earthquakes within 4 km were co-located to account for the
uncertainty in locations of earthquakes on the Blanco fault. In this chapter, I assume
that earthquakes within 2 km are co-located because the earthquake locations in the
catalog of earthquakes for southern California and Baja California are accurate to 1.5

km on average (Hauksson et al., 2012).

Nonetheless, some of the earthquake pairs analysed here may be far enough apart
that their Green’s functions differ. If the Green’s functions of the earthquakes in a pair
are different, then the difference in path effects may introduce a shift in phase at a
frequency which depends on the distance between the earthquakes. For example, if two
earthquakes are 2 km apart then the Green’s functions will be similar at wavelengths
significantly longer than this distance but will begin to differ for wavelengths that are
similar to this distance. The frequency f of a wavelength A of 2 km is roughly 3 Hz using
Vp = f\ and a P wave velocity Vp of 6.16 km/s. The phase coherence of frequencies

above 3 Hz thus may be reduced because of the difference in Green’s functions. If the
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Figure 3.6: The effect of alignment uncertainty on phase coherence for the El Mayor-Cucapah
(EMC) aftershocks. Forced alignment shifts from 0.01 - 0.1 s are plotted as yellow to red lines.
Red lines indicate a higher forced alignment shift. The effect of alignment for the results of
the P wave and S wave coherence are plotted as green and blue lines respectively. The 95%
confidence intervals on the effect of alignment uncertainty for each arrival are indicated by the
shaded areas of the same colour. The dashed black line indicates a constant coherence of 0.5.
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phase coherence is reduced, then the falloff frequency may be reduced from its true
value. I identified an example of this effect in Figure 2.7 where the falloff frequency

increases with decreasing distance between earthquakes in pairs.

Due to the location uncertainty, it is difficult to tell which earthquake pairs are
too far apart, so I cannot remove falloff frequencies which are biased low due to dif-
ferent Green’s functions. Instead, I take the maximum falloff frequency available for
each larger earthquake. The maximum falloff frequency should be the falloff frequency
which is least affected by any reduction in phase coherence caused by a difference in
Green’s functions. There is no guarantee that the maximum apparent falloff frequency
is the true falloff frequency, however, so the falloff frequencies obtained here should be

considered lower bounds on the true falloff frequency of each earthquake.

3.4.3 Variation in focal mechanism

The focal mechanisms of earthquakes in pairs may also differ. The 2010 El Mayor-
Cucapah earthquake had components of two different focal mechanisms: strike slip and
normal faulting (e.g., Wei et al., 2011). The presence of a complex focal mechanism for
the main shock suggests that the focal mechanisms of aftershocks could vary along the
fault plane. Different earthquake focal mechanisms will have different moment tensors
and thus different seismograms at a particular station. The phase coherence of two
earthquakes with different focal mechanisms will thus fall off at a low apparent falloff
frequency even if the earthquakes are otherwise similar. I accept only earthquake pairs
which are co-located within 2 km. That selection should reduce the number of pairs
of earthquakes with different focal mechanisms. Note, however, that I do not know
whether I have excluded all possible pairs of earthquakes where the focal mechanisms
differ, so the falloff frequencies obtained here should be treated as lower bounds on the

true falloff frequencies.

3.4.4 Azimuthal range of stations

To estimate a falloff frequency which corresponds to the rupture diameter of an
earthquake, the azimuthal range of stations used must capture the variation of apparent
source time functions caused by the rupture diameter. A narrow azimuthal range of
stations (e.g. stations within 30°) will have less variation in the apparent source time
functions. The apparent falloff frequency would thus require a large scaling factor to
adjust it to the rupture diameter. A wider azimuthal range of stations (e.g. stations
within 90°+) will have a large variation in the apparent source time functions. The
apparent falloff frequency would thus require a smaller scaling factor to adjust it to the

rupture diameter.
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Although the aftershocks of the 2010 El Mayor-Cucapah earthquake were recorded
on stations at a wide range of azimuths (Figure 3.1), these stations are concentrated
in line with the strike of the main shock. Most of the stations which pass the SNR
and cross correlation thresholds are within a narrow 10 - 20° azimuthal range relative
to the fault strike. The apparent source time functions for stations in this narrow
range are similar, so using stations mostly within this narrow range would result in
high falloff frequencies that would require a high scaling factor to calibrate them to the
rupture diameter. The high apparent falloff frequencies would also be unresolvable for
this dataset due to the decrease in SNR for higher frequencies (e.g. Figure 3.5b). To
increase the variation in apparent source time functions and reduce the apparent falloff
frequencies, I allowed a maximum of two stations in each bin of 10° azimuth. I also

required that each earthquake pair had a range of stations spanning 120° azimuth.

I estimate the scaling factor Fj.,; which calibrates the apparent falloff frequency for
the azimuthal distribution of stations using a representative distribution of stations.
To estimate the representative distribution of stations, I separate stations into 10°
azimuthal bins for each analysed pair of earthquakes. The azimuths of the stations
are estimated relative to the strike of the fault which is roughly 45° anticlockwise from
north. For each azimuthal bin, I determine the percentage of earthquake pairs which
have stations in the bin. I accept azimuthal bins where at least 50% of the earthquake
pairs have stations. For each bin, I select the most commonly used stations until I
have the median number of stations for the bin. I combine the stations from each bin
to form the representative azimuthal distribution of stations. I do not allow stations
to appear multiple times in the representative distribution. The representative station
distribution for the results of the P wave is wider than the results of the S wave and is
more evenly distributed in azimuth (Figure 3.7). The wider and more even distribution
of stations for the P wave suggests that the P wave will require a lower scaling factor
than the S wave to calibrate the apparent falloff frequencies to correspond to the rupture

diameter.

After obtaining the representative distribution of stations, I pick a representative
earthquake location at the northwestern end of the El Mayor-Cucapah rupture (black
star on Figure 3.7) which represents the location of the majority of the earthquakes
with resolvable stress drops. I recalculate the azimuths and estimate take-off angles of
the distribution of stations relative to this earthquake location. I use these azimuths

and take-off angles to estimate the scaling factor.

To estimate the scaling factor for the representative azimuthal distribution of sta-
tions, I create a series of synthetic ruptures with varying radii using the same approach

as Hawthorne et al. (2018). The synthetic ruptures have heterogeneous slip distri-
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Figure 3.7: Representative stations distributions for the results of the P wave and S wave.
The representative distribution of stations for the results of the P wave are indicated by green
triangles. The representative distribution of stations for the results of the S wave are indicated
by red triangles. Stations that appear in the representative distribution of stations for both the
P wave and the S wave are indicated by blue triangles. The location of the earthquake chosen
to represent the majority of my results is denoted by the black star. U.S. states are outlined
by the grey lines. A rough tectonic plate boundary is drawn in red with relative plate motions
annotated. A rough fault strike is shown by the dashed arrow.

butions and rupture bilaterally at a rupture speed equivalent to 90% of the S wave
velocity. For each point on the slip distribution, the travel time to each station in the
representative station distribution is computed using the wave propagation velocity. 1
use a propagation velocity of 6.16 km/s for the P wave and 3.56 km/s for the S wave
which are average velocities for the 1-D velocity model used by Wei et al. (2011) in
their model of the 2010 El Mayor-Cucapah earthquake (Table B.3). The resulting travel
times produce varying apparent source time functions at each station depending on the
azimuth and take-off angle of the signal to the station. A synthetic Green’s function is
also added to the signal at each station by convolving the apparent source time func-
tion with a series of random values picked from a normal distribution. This convolution
produces traces for each synthetic rupture at each station. The cross spectrum is then
estimated between the traces for each synthetic rupture and another synthetic rupture
with a smaller radius at each station. These cross spectra are used to calculate the
inter-station phase coherence. Finally, the apparent falloff frequency for each synthetic

rupture is estimated from the phase coherence.

I estimate the apparent falloff frequency for 100 synthetic ruptures with diameters of
600 - 4000 m. I compare the apparent falloff frequency with the actual rupture diameter.

The difference between the apparent falloff frequency and the actual rupture diameter
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indicates the scaling factor Fy.q that must be applied to calibrate the apparent falloff
frequencies to the true diameter for these ruptures. I find scaling factors of 1.49 and
2.32 for the representative stations distributions of the P wave and S wave analysis,
respectively (Figures 3.8 and B.5). These factors are similar to those obtained in

previous work (e.g., Hawthorne et al., 2018, Williams et al., 2019).

3.4.5 Depth phases in the analysis window

One of the sources of uncertainty I considered for the Blanco fault was the arrival of
depth phases in the analysed time window (Sec. 2.6.6). Depth phases feature the same
source time function as the main arrival, and the variation in relative arrival time be-
tween the depth phases and the main arrival may produce differences in phase between
apparent source time functions and thus reduce the phase coherence. In Chapter 2, I
prevented depth phases decreasing the phase coherence by using stations that were 175
- 800 km from the earthquakes on the Blanco fault. The depth phases for stations in
this distance range had constant relative arrival times to the P wave arrival and thus

did not cause a phase shift and the associated decrease in coherence.

Here I analyse P and S waves and use a shorter 2.3-s time window starting 0.3 s
before the arrival. I test whether depth phases that arrive immediately after the P
and S wave will arrive in the 2.3-s window, and whether these depth phases will have
varying relative arrival times that will reduce the phase coherence. I calculate synthetic
arrival times for the pP, sP, pS, and sS depth phases using TauP (Crotwell et al., 1999)
and the velocity model for the region around the El Mayor-Cucapah earthquake from
Wei et al. (2011) (Table B.3). I find that the pP and sP depth phases arrive in the
2.3-s time window after the P wave arrival for earthquakes shallower than 6 km. The
pS depth phase does not arrive in the 2.3-s window after the S wave arrival for any
earthquakes shallower than 20 km and stations within 500 km. The sS depth phase
arrives within the 2.3-s window after the S wave arrival for earthquakes shallower than
6 km. For the pP, sP and sS depth phases, the relative arrival times of the depth phases
vary compared to the associated main arrival for stations that are less than 175 km

away. The variation in these relative arrival times may reduce the phase coherence.

The variation in relative arrival times of the depth phases affects approximately
50% of the stations in my analysis because the stations are less than 175 km from
the El Mayor-Cucapah aftershocks. These stations tend to have high signal-to-noise
ratios because of their proximity to the earthquakes, so I cannot discard the closer
stations without compromising the number of falloff frequencies I obtain. Since I choose
not to discard closer stations, the depth phases may reduce the phase coherence for

earthquakes shallower than 6 km. However, I observe no systematic difference in falloff
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Figure 3.8: The effect of the representative station distribution on synthetic falloff frequencies
of varying earthquake radii for the P wave. The representative station distribution is picked
as described in the text. (a): Synthetic falloff frequencies for different earthquake diameters.
Points are coloured by the ratio of the diameters of the smaller and larger earthquakes in
the pair. The grey line is the log-log fit for the change in synthetic falloff frequencies with
diameter. (b): Histogram of the factor Fs.q; required to obtain the actual rupture length from
the apparent falloff frequency of each synthetic earthquake. The grey line indicates the median
factor of the histogram, which is 1.49 for the P wave.
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frequency with earthquake depth (Figure B.6) which suggests that depth phases do not

have a significant effect on the phase coherence for this dataset.

3.4.6 Repeating earthquakes

The falloff frequency of the phase coherence of some earthquake pairs may not
reflect the rupture extent of the larger earthquake of the pair. For example, some
co-located earthquakes may be repeating earthquakes. Repeating earthquakes rupture
the same patch of the fault with near-identical slip distributions (Sec. 1.4). If the slip
distributions are near-identical, then the signals from each point on the slip distribution
will arrive at roughly the same time for each earthquake at each station. The apparent
source time functions (ASTFs) of each earthquake at each station will therefore be near-
identical, and the variation of ASTFs of each earthquake will also be near-identical.
The difference in phase of the ASTF's of each earthquake will thus be almost constant
for all stations. The inter-station phase coherence method measures variation in these
differences in phase between stations, so a non-varying phase difference between sta-
tions will cause high coherence at high frequencies. The falloff frequency of the phase

coherence will therefore not relate to the rupture extent of the larger earthquake.

One can observe examples of the effect of repeating earthquakes where one larger
earthquake has multiple earthquake pairs. The phase coherence spectra for a larger
earthquake using several smaller earthquakes is shown in Figure 3.9. The pairs with
high falloff frequencies (blue lines) are possible pairs of repeating earthquakes. The
coherence of these pairs falls off at a high frequency, and that falloff may reflect the
decrease in signal fraction. The pairs with lower falloff frequencies (green lines) are
normal pairs of earthquakes which fall off at a lower frequency than the signal fraction.
Falloff frequencies obtained from repeating earthquake pairs do not represent the rup-
ture extent of the larger earthquake, so I visually exclude them from my analysis by
comparing the phase coherence with the synthetic noise-adjusted 0.9 coherence (Sec.
3.3.4). Note that visually excluding earthquakes with falloff frequencies that match the
signal fraction will preferentially exclude earthquakes with high falloff frequencies and

high stress drops.

3.4.7 Smaller earthquakes with large rupture extents

I identified earthquake pairs where the smaller earthquakes have 0.3 units or more
smaller magnitudes than the magnitude of the larger earthquake. The magnitude de-
pends on the moment My of an earthquake, which in turn depends on the shear modulus
1, the rupture area A, and the averaged slip on the fault due to the earthquake § fol-

lowing My = ,uAS . Therefore, a lower magnitude earthquake can have a larger rupture
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Figure 3.9: S wave coherence for a M 3.68 earthquake with smaller M 3.05 - 3.5 earthquakes.
The average signal fraction is plotted as a red dashed line. A constant coherence of 0.5 is
shown by the black dashed line. The coherence spectra shown in blue have much higher falloff
frequencies than most of the earthquake pairs, and therefore could be repeating earthquakes.
The spectra shown in green have relatively consistent falloff frequencies which are lower than
the falloff frequencies of the blue spectra.
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extent than a higher magnitude earthquake if the slip varies significantly between the
two earthquakes. If the lower magnitude earthquake has a larger rupture extent, then
the falloff frequency of the phase coherence between these events will reflect the rupture

extent of the lower magnitude event rather than the higher magnitude event.

I observe several cases in my analysis where the smaller earthquake in a pair has
a longer rupture extent than the larger earthquake. For example, Figure 3.10 includes
phase coherence spectra for several earthquake pairs for a single larger earthquake.
Most of the spectra have falloff frequencies higher than 10 Hz, but one earthquake
pair has a lower falloff frequency of roughly 6 Hz. The difference between the falloff
frequency of this earthquake pair and the falloff frequencies of the other pairs suggests
that the lower falloff frequency does not correspond to the rupture diameter of the

supposedly larger earthquake.

I visually exclude pairs with particularly low falloff frequencies compared to other
earthquake pairs with the same larger earthquake. Removing the pairs with partic-
ular low falloff frequencies is difficult to automate because the falloff frequency of an
earthquake will vary by a few tens of percent due to variations in the azimuthal range
of stations for different earthquake pairs or due to complexity in the slip distribution.
Excluding pairs where the smaller earthquake has a longer rupture extent is also im-
possible to do if a larger earthquake has only one or two co-located earthquakes. The

falloff frequencies of earthquakes with few pairs should thus be considered with caution.

3.4.8 Summary of steps to account for the effect of uncertainties on

stress drops

In the above sections, I identified several sources of uncertainty in the estimated
falloff frequencies. I estimated the alignment uncertainty from the aligned traces and
found that the observed falloff frequencies should not be affected by the alignment
(Sec. 3.4.1). I also discussed how different Green’s functions between earthquakes can
decrease the coherence (Sec. 3.4.2). I use a co-location threshold of 2 km which should
reduce the number of earthquake pairs where the difference in Green’s functions is a
problem. I also take the maximum falloff frequency to obtain a falloff frequency as close
to the true falloff frequency as possible for earthquakes where the difference in Green’s
functions may be a problem. The co-location threshold of 2 km also helps mitigate any
possible cases of earthquakes pairs having different focal mechanisms (Sec. 3.4.3). 1
encouraged a wider azimuthal range of stations with a wide variation in apparent source
time functions by allowing only two stations per 10° bin of azimuths. I also required
that each earthquake pair has an azimuthal range of stations that spans at least 120°

(Sec. 3.4.4). I determined scaling factors using synthetic ruptures of 1.49 and 2.32 for
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Figure 3.10: S wave coherence for a M 3.37 earthquake with smaller M 3.0 - 3.1 earthquakes.
The average signal fraction is plotted as a red dashed line. A constant coherence of 0.5 is
plotted as the black dashed line. The phase coherence of the larger earthquake with the M 3.0
earthquake plotted in blue has a lower falloff frequency than the other earthquake pairs.
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the P and S waves, respectively. I identified that depth phases do not appear to reduce
the phase coherence for this study (Sec. 3.4.5)

I also examined how variations in the rupture extent of the smaller earthquake may
affect the falloff frequency of the larger earthquake in the earthquake pair. I visually
excluded any examples where repeating earthquakes appeared to significantly increase
the falloff frequency of a larger earthquake by looking at the consistency of falloff
frequencies among earthquake pairs (Sec 3.4.6). I also visually excluded earthquake
pairs where an unexpectedly long rupture length of the smaller earthquake in the pair
appeared to affect the falloff frequency (Sec. 3.4.7). Generally, I found that the effects
of some of the sources of uncertainty described above indicate that the falloff frequencies

in this study are lower bounds on the true falloff frequency.

After imposing the azimuthal range thresholds, taking the maximum falloff fre-
quency for each larger earthquake, and visually excluding earthquake pairs where the
coherence appears to be affected by the rupture extent of the smaller earthquake in
the pair, I determine the final falloff frequencies and stress drops. I discuss these falloff

frequencies and stress drops in the following section.

3.5 Discussion

I examined the stress drops of aftershocks of the 2010 My 7.2 El Mayor-Cucapah
earthquake using the phase coherence method. Here I discuss these stress drops and
examine how they vary with different earthquake properties and with aseismic slip. I
also compare the results of the phase coherence method using the P wave and the S

wave, and I evaluate whether the S wave is a viable alternative to the P wave.

3.5.1 Computing the median stress drop

I obtain falloff frequencies and stress drops for 74 M 3.4 - 4.7 earthquakes using
the phase coherence method on the P wave (Figure 3.11). I estimate median falloff
frequencies and stress drops for each 0.2 magnitude unit bin. I also estimate 95% con-
fidence limits for each median. To estimate the 95% confidence limits on the median
falloff frequency, I select each earthquake in the magnitude bin. I then randomly se-
lect a falloff frequency for each earthquake from the 1000 estimates obtained earlier
by bootstrapping stations. I recompute the median falloff frequency using the selected
falloff frequencies for each earthquake. I repeat this 1000 times to obtain 1000 realisa-
tions of the median falloff frequency of the magnitude bin. I then take the 2.5% and

97.5% confidence limits from these 1000 realisations to represent the uncertainty on the



Chapter 3: Estimating the stress drops of aftershocks of the 2010 My 7.2 El
108 Mayor-Cucapah earthquake using the phase coherence method on P and S waves

median falloff frequency.

For the median stress drops in each magnitude unit bin, I use the same process as
above but calculate the stress drop using each randomly selected falloff frequency from
each earthquake. I then recompute the median stress drop. I repeat this 1000 times
and obtain 1000 realisations of the median stress drop. I pick the 2.5% and 97.5%
confidence limits in the median stress drop from these 1000 realisations. I use this

approach to calculate the median stress drops in all the following analyses.

I use the process above to estimate the median stress drop of all the aftershocks
of the El Mayor-Cucapah earthquake used in the phase coherence method. I find a
median stress drop of 1.7 MPa, with 95% confidence limits of 1.2 MPa and 2.2 MPa.
The median stress drop is similar to the median stress drop of 1.57 MPa estimated
by Shearer et al. (2006) in their large scale study of earthquakes throughout southern
California, but it is lower than the median stress drop for other studies of strike slip
faults in California (e.g., Jones and Helmberger, 1998, Mori et al., 2003, Allmann and
Shearer, 2007, Hardebeck and Aron, 2009, Abercrombie, 2014). The median stress drop
is also lower than the 5.62 MPa average stress drop estimated by Chen and Shearer
(2013) for the first five days of El Mayor-Cucapah aftershocks, and it is lower than the
3.54+0.64 MPa global average stress drop for continental strike slip faults estimated
by Allmann and Shearer (2009).

Although the median stress drop estimated here appears to be lower than many
previous estimates, it is important to remember that I obtain lower bounds on the
stress drops of earthquakes and therefore might expect a systematically lower stress
drop. It is also difficult to compare absolute values between studies because of possible
differences in assumptions. The studies cited above use spectral corner frequency-based
methods to estimate the stress drops of earthquakes. The stress drops from spectral
corner frequency-based methods depend strongly on the rupture velocity, whereas the
stress drops from the phase coherence method depend strongly on the wave propagation
velocity. The rupture velocity is usually assumed to be 75 - 90% of the S wave velocity
(e.g., Madariaga, 1976, Shearer et al., 2006, Allmann and Shearer, 2007, Hardebeck
and Aron, 2009, Abercrombie, 2014, Abercrombie et al., 2017) and is not validated by
modelling the earthquakes. These rupture velocities may not be accurate given the
possibility of earthquakes with rupture velocities faster than the shear wave velocity
(e.g. Xia et al., 2004, Bouchon et al., 2001, Robinson et al., 2006) and earthquakes
with particularly low rupture velocities (e.g., Kanamori and Stewart, 1976, Okal and
Stewart, 1982, Pérez-Campos et al., 2003). On the other hand, the wave propagation
velocity is known to within 10%. The difference in median stress drop between this

study and previous studies could be partially due to inaccurate rupture velocities in
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Figure 3.11: Falloff frequencies (a) and stress drops (b) against magnitude of aftershocks of the
2010 El Mayor-Cucapah earthquake using the P wave. The points are coloured by the number
of pairs used to obtain the maximum falloff frequency as described in the legend. The error
bars on each point are 95% confidence limits on each falloff frequency and stress drop estimated
by bootstrapping stations. Median falloff frequencies and stress drops in 0.2 magnitude unit
bins are plotted as black squares. The error bars on these medians are 95% confidence limits
computed as described in the text.

previous studies. It is also possible that the phase coherence method obtains a more
accurate rupture extent than spectral corner frequency-based methods, which I discuss
in further detail in Sec. 5.3.1.

3.5.2 Dependence of stress drops on moment

The falloff frequencies decrease slightly with increasing earthquake magnitude. Such
a decrease is expected as the rupture extent should increase with magnitude. However,
the falloff frequency does not decrease as much as one might expect assuming that
the rupture extent rapidly increases with magnitude (Wells and Coppersmith, 1994),
so the stress drops appear to increase with magnitude and therefore moment (Figure
3.11b). This moment dependence differs from the lack of dependence observed by most
studies (e.g., Abercrombie, 1995, Mori et al., 2003, Shearer et al., 2006, Allmann and
Shearer, 2007, 2009, Chen and Shearer, 2011, Uchide et al., 2014, Cocco et al., 2016,
Abercrombie et al., 2017). I observed a similar increase in stress drops with moment
in Chapter 2 but attributed that slight moment dependence to the narrow resolution

band of falloff frequencies created by the poor alignment accuracy and low frequency
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noise. It is possible that the moment dependence observed here is also artificially
created. I use a co-location threshold of 2 km which may allow earthquakes pairs that
have different Green’s functions. These pairs will have decreased phase coherence and a
lower apparent falloff frequency. The falloff frequencies of lower magnitude earthquakes
are more likely to be reduced because of their generally higher true falloff frequencies.
Thus, the low co-location threshold may create an artificially shallow dependence of
falloff frequency on magnitude and therefore the increase of stress drop with magnitude.
It is also possible that the apparent moment dependence of stress drops is coincidental.
I find stress drops for only 12 M > 4 earthquakes, and the stress drops for these
earthquakes could be coincidentally high. More stress drops and further work are

required to test whether the moment dependence of stress drops is robust.

3.5.3 Dependence of stress drops on depth

I also examine the variation in the stress drops of aftershocks of the 2010 El Mayor-
Cucapah earthquake with depth. Many previous studies observe that stress drops
increase with the earthquake depth (e.g., Jones and Helmberger, 1996, Hardebeck and
Hauksson, 1997, Shearer et al., 2006, Allmann and Shearer, 2007, Baltay et al., 2011,
Chen and Shearer, 2013, Oth, 2013, Uchide et al., 2014, Goebel et al., 2015, Chen and
MecGuire, 2016), but some studies observe no dependence of stress drops on depth
(e.g., Jin et al., 2000, Kinoshita and Ohike, 2002, Mori et al., 2003, Allmann and
Shearer, 2009, Abercrombie et al., 2017, Goebel et al., 2017, Wu and Chapman, 2017).
Some studies suggest that the increase of stress drop is artificial and can be removed
by accounting for the increase in S wave velocity and therefore rupture velocity with
depth (e.g., Allmann and Shearer, 2009, Abercrombie et al., 2017, Goebel et al., 2017).
Increasing the rupture velocity reduces the rupture extent, so increasing the rupture
velocity with depth will account for the increase in stress drop with depth. Here
I account for the increase in wave propagation velocity with depth by varying the
propagation velocity used to obtain the rupture diameter and the stress drop. I choose
the wave propagation velocity for each earthquake based on the depth of the earthquake
and the velocity model used by Wei et al. (2011) in their slip model of the El Mayor-
Cucapah earthquake (Table B.3).

To test whether the depth dependence of stress drops changes using a depth-varying
wave propagation velocity, I also estimate stress drops using a constant average wave
propagation velocity of 6.16 km/s (Figure 3.12a). I compare these stress drops with the
stress drops estimated using a depth-varying wave propagation velocity (Figure 3.12b).
I estimate a log-linear line of best fit for the change in median stress drops with depth
for each subplot using an L2-norm. Using a constant average velocity, I observe a slight

increase in stress drops with depth. Using a depth-varying velocity, I observe a decrease
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in stress drops with depth. The change in the depth dependence of stress drops using
different velocity models does not agree with previous results which observed a uniform
stress drop using a depth-varying velocity. The change in dependence may suggest,
however, that using a depth-varying velocity is important as it will significantly alter

the stress drops of earthquakes.

The decrease in stress drops with depth observed here differs from the increase in
stress drops with depth that many previous studies observe (e.g., Jones and Helmberger,
1996, Hardebeck and Hauksson, 1997, Shearer et al., 2006, Allmann and Shearer, 2007,
Baltay et al., 2011, Chen and Shearer, 2013, Oth, 2013, Uchide et al., 2014, Goebel
et al., 2015, Chen and McGuire, 2016) and differs from what one might intuitively
expect. From physical intuition, one might expect the stress drops to increase with
depth as the normal stress increases. If the normal stress increases, then the frictional
strength will also increase. Thus the stress drop should increase with depth. I do not
observe an increasing stress drop with depth which suggests that the stress drop is not

controlled by the change in the normal stress.

The decrease in stress drop with depth could reflect the change in seismic coupling.
One might expect the coupling to decrease with depth as the temperature increases
and the crust behaves more ductilely. Perhaps the stress drops decrease following the
same relation between stress drops and coupling that I observed for the earthquakes
on the Blanco fault in Chapter 2. On the other hand, Kuna et al. (2019) observed no
change in the stress drops between the more coupled crust and the less coupled mantle
for earthquakes on the Blanco fault. Their results suggest that the change in coupling

with depth does not have a strong effect on the stress drops of earthquakes.

It is also possible that the depth dependence of stress drops simply reflects the
change in the number of resolvable earthquakes with depth. The three deepest median
stress drops use only one earthquake each. A single earthquake does not accurately
represent the average stress drop. Indeed, excluding these three medians would likely
result in a relatively constant stress drop with depth. The change in median stress drops
with depth also appears to be directly related to the change in earthquake magnitude
for each depth bin. The relative variation of median stress drops with depth is strikingly

similar to the change in average earthquake magnitude for each bin (Figure 3.13).

I also estimate 95% confidence limits on the slope of the line of best fit for the depth-
independent and depth-dependent velocity plots. To estimate 95% confidence limits on
the gradient of this line of best fit, I randomly select a median stress drop for each bin
from the 1000 estimates used to estimate the 95% confidence limits on the median. I

then compute the line of best fit for these new medians. I repeat this 1000 times to
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Figure 3.12: Stress drops of El Mayor-Cucapah aftershocks versus depth where the P wave
velocity used for each earthquake is (a): constant at 6.16 km/s which is the average P wave
velocity from the velocity model of Wei et al. (2011) and (b): increases with depth following the
velocity model used by Wei et al. (2011) (Table B.3). Error bars on the stress drops indicate
95% confidence limits estimated by bootstrapping stations. These stress drops were obtained
by analysing the P wave. Median stress drops in 2 km depth bins are plotted as black squares.
The error bars on these medians are 95% confidence limits. The median stress drops and 95%
confidence limits are calculated using the approach described in the main text. The fitted black
arrows show the trend of increasing stress drop with increasing depth for (a), and decreasing
stress drop with depth for (b).

obtain 1000 estimates of the gradient and obtain 95% confidence limits on the gradient.
T observe 95% confidence limits on the log-linear slope of the depth-independent velocity
stress drops with depth of -0.008 and 0.024. I observe 95% confidence limits on the log-
linear slope of the depth-dependent velocity stress drops with depth of -0.024 and 0.011.
Clearly, the trends for the stress drops using depth dependent and depth-independent
velocities are poorly resolved. Considering the poorly resolved median stress drops at
depth, the effect of earthquake magnitude on the average stress drop in each depth
bin, and the poorly resolved slopes of the change of stress drop with time, the depth
dependence of stress drops for the aftershocks of the El Mayor-Cucapah earthquake is

not well-resolved and I do not discuss it further in this chapter.
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Figure 3.13: Magnitudes of earthquakes analysed using the P wave versus depth (blue circles).
Black squares are median depths and magnitudes in depth bins of 2 km.

3.5.4 Spatial variation of stress drops

The low number of results also affects my ability to examine the spatial variation
of stress drops. Here I attempt to compare the median stress drops for each segment
of the slip model of Wei et al. (2011), but the majority of my results are located
on the northwestern end of the El Mayor-Cucapah rupture (Figure 3.14). There are
few earthquakes to the southeast which have viable falloff frequencies because of their
lower signal-to-noise ratios and narrow azimuthal ranges of stations. Still, I calculate
the median stress drops using the approach in Sec. 3.5.1. I allow only earthquakes that
are within the region of the slip model which I define as latitudes south of 32.73° and
longitudes east of -115.8°. I assign each earthquake to the closest segment. I calculate
a median stress drop of 1.8 MPa (95% confidence limits of 0.9 and 3.6 MPa) for the
2 earthquakes on Segment 1 on Figure 3.14. There are no events on Segment 2. 1
calculate a median stress drop of 2.0 MPa (1.0, 3.4) for the 12 earthquakes on Segment
3. Finally, I calculate a median stress drop of 1.8 MPa (1.2, 2.6) for the 39 earthquakes
on Segment 4. There is no clear variation in the median stress drop along the fault.
On the other hand, there are only 14 earthquakes on the more southeastern segments
of the slip model, so the lack of variation in median stress drops along the fault is not
robust. A larger number of stress drops would be required in order to assess the spatial

variation in stress drops.

The lack of viable stress drops on the southeastern section of the rupture means I
cannot look for the change in the stress drops of aftershocks with the slip of the main

shock. The stress drops that I do obtain are also almost exclusively for earthquakes
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Figure 3.14: Stress drops of aftershocks (coloured dots) projected onto the slip model
(coloured rectangles) of Wei et al. (2011). These stress drops were obtained by analysing
the P wave. The stress drop of each aftershock is indicated by the colour bar on the right of
the figure. The slip of the slip model is indicated by the colours of the slip segments and the
colour bar on the left of the figure. Segment 1 is the most southeastern segment of the slip
model shown in Figure 3.3a, and the number of the segment increases as you move northwest
on the slip model. Only stress drops of earthquakes inside of the region of the slip model are
allowed which is defined as latitudes south of 32.73° and longitudes east of -115.8°.

located on low slip patches of the main shock. One might expect the stress drops of
aftershocks on high slip patches to be difficult to obtain because aftershocks tend to
concentrate around these patches (e.g., Peng and Zhao, 2009, Yamada et al., 2010, Kato
and Nakagawa, 2014, Wu et al., 2017, Wetzler et al., 2018, Yabe and Ide, 2018). Indeed,
Wei et al. (2011) observed that the aftershocks of the El Mayor-Cucapah earthquake
are concentrated around high slip patches. There were, however, several aftershocks on

these high slip patches (Figure 3.3) but they did not pass the signal-to-noise thresholds.

3.5.5 Variation of stress drops with aseismic slip

I examine whether the stress drops of aftershocks change with the decreasing post-
seismic aseismic slip rate observed by Gonzalez-Ortega et al. (2014) (Figure 3.15). 1
calculate moving averages using a window of five values for the 31 days of interest after
the main shock. For each window, I estimate the median stress drop using the approach
in Sec 3.5.1. I estimate a line of best fit in log-log space of the median stress drops and

time using an L2-norm.

I observe that the median stress drop slightly increases with time and therefore
increases with decreasing post-seismic aseismic slip rate. The increase in median stress
drop with time may disagree with the study of Chen and Shearer (2013), who observed
a slight decrease in earthquake stress drop with time over the first 5 days following the
El Mayor-Cucapah main shock. The increase in stress drop with decreasing aseismic

slip may reflect the same behaviour of earthquake stress drops and aseismic slip that
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I observed in the earthquakes on the Blanco fault. For the Blanco fault, I found that
stress drops were higher on the less coupled northwestern half of the fault which has
more aseismic slip. If T observe the same relation between aseismic slip and stress
drops here, then it may suggest the properties of earthquakes can be altered by nearby
aseismic slip. Note, however, that aftershocks are more likely to be triggered by the
stress released by the main shock than by the post-seismic slip (Hardebeck et al., 1998,
Kilb et al., 2002, Cattania et al., 2015).

The increase in stress drops with time for the El Mayor-Cucapah aftershocks also
varies depending on the analysis. If I examine the change in the stress drops of the S
wave with time, then I observe a decrease in stress drops with time (Figure B.9). On
the other hand, I experiment with different moving average windows when computing
the median stress drop (Sec. B.8) and find no change in the trend of increasing stress
drop with time. I also estimate 95% confidence limits on the slope of the line of best fit
in log-log space following the same approach as described in Sec. 3.5.3. I obtain 95%
confidence limits of -0.28 and 0.25 for the log-log slope of the stress drops with time
for the P wave, and 95% confidence limits of -0.45 to 0.18 for the log-log slope of the
results of the S wave. The significant range of these limits indicates that the trend of
changing stress drops with time is not robust for the results of either the P wave or
the S wave. It also suggests that the observed stress drops do not change significantly

with time or decreasing post-seismic aseismic slip rate.

However, the lack of a significant trend of stress drops with aseismic slip is also
interesting. One might expect that stress drops of aftershocks would be higher when
the aseismic slip rate was highest immediately after the main earthquake. The high
aseismic slip rate and stressing rate may encourage the rupture of strong asperities
which would increase the median stress drop. The lower aseismic slip rate later after
the main earthquake may be unable to encourage the rupture of strong asperities and
would result in a lower median stress drop. I do not observe this pattern of decreasing
stress drop with decreasing aseismic slip rate which suggests that the interaction of

aseismic slip and earthquake properties is more complex than this simplistic model.

Note, however, that I use only 74 earthquakes to examine the change in stress drops
with aseismic slip rate. It is possible that this is not enough earthquakes to reliably
resolve the change in earthquake stress drops with the aseismic slip rate. Future work
might examine the behaviour of stress drops with aseismic slip in more detail by us-
ing a dataset with a higher signal-to-noise ratio and stations closer to the rupture. It
would also be interesting to see whether the interaction of aftershocks and aseismic slip
could be tested for other large earthquakes, as post-seismic slip is a fairly common phe-

nomenon (e.g., Smith and Wyss, 1968, Bucknam et al., 1978, Donnellan and Lyzenga,



Chapter 3: Estimating the stress drops of aftershocks of the 2010 My 7.2 El
116 Mayor-Cucapah earthquake using the phase coherence method on P and S waves

| ® Single events H
. [l Medians for windows of 5 events .
i 1
(e 13
i< | e i3
1 =
10% i i
i o
® ! T It |
i 1
i i
5 ' ‘D |
o ® 1 ® 1
= i 1
~ Mo i |om $> o H
g ¢ : ® ¢
0 oM ! [ | !
§ 10°4 2 ) 1 oe i@ oM ® |
3 pe ! S N
®
i It 0 o
1 ® 1
® o * o | |
i ¢ i
1o 0 ® :
i 1
1 1
i 1
i 1
i 1
i 1
i 1
10—1 : . . :
10° 10°

Time since El Mayor-Cucapah earthquake (s)

Figure 3.15: Stress drops of the aftershocks of the El Mayor-Cucapah earthquake plotted
against the time since the earthquake. These stress drops were obtained by analysing the P
wave. Median stress drops of windows including five values are plotted as black squares. These
medians were calculated following the approach described in the text. The 95% confidence
limits on these medians are shown by the error bars and are calculated as described in the text.
The L2-norm line of best fit is plotted as the black arrow.

1998, Hsu et al., 2006, Ingleby and Wright, 2017).

3.5.6 Applying the phase coherence method to the S wave

In this study, I tested whether the S wave can be used in the phase coherence method
and whether it is a viable alternative to the P wave. I ran the same analysis for the S
wave as the P wave using the same signal-to-noise ratio filtering and the same azimuthal
range requirements. I thus estimated falloff frequencies for 51 events with the S wave,
somewhat lower than the 74 events with estimated falloff frequencies using the P wave.
I find falloff frequencies for fewer events for the S wave than the P wave mostly because
of the difficulty in picking the S wave on noisy traces. Because the S wave often occurs
within the coda of the P wave, the arrival can be difficult to identify and therefore
difficult to align. The number of stations that pass the cross correlation coefficient
threshold of 0.7 is therefore reduced compared to the P wave. The lower number
of stations also reduces the azimuthal range of stations which reduces the number of
events that pass the threshold of a minimum 120° azimuthal range. The difference in the

azimuthal range of stations is clear in Figure 3.7 where the representative distribution
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of stations for the S wave is narrower than the representative distribution for the P
wave. The narrow representative distribution of stations for the S wave also means
that the variation in apparent source time functions for the available stations is low, so
the scaling factor Fl.q;, which calibrates apparent falloff frequencies to the true rupture
diameter to account for the variation in apparent source time functions, is particularly
high. T used synthetics as described in Sec. 3.4.4 to obtain a scaling factor of 2.32 for
the S wave which is higher than scaling factors in previous studies (e.g., Hawthorne
et al., 2018, Williams et al., 2019).

I compare the falloff frequencies and stress drops of the P wave and S wave in
Figure 3.16. The lower propagation velocity of the S wave means that the difference in
apparent source time functions caused by the rupture extent of an earthquake will occur
at lower frequencies. Thus the falloff frequencies of the S wave should be systematically
lower than the P wave. I indeed observe that the falloff frequency of the S wave is
systematically lower than the P wave for the 42 events that have S wave and P wave
results (Figure 3.16a). I also observe that the stress drops of the S wave are similar to
the P wave, with the absolute differences between the S wave and P wave stress drops
mostly below 2.5 MPa (Figure 3.16¢). The consistency of these stress drops suggests
that the difference in scaling factor between the waves is well resolved. The overall
median stress drop of 1.6 MPa (with 95% confidence limits of 1.3 - 2.2 MPa) for the S
wave is similar to the median stress drop of 1.7 (1.2, 2.2) MPa observed for the P wave.
I also observed a similar change in depth dependence of stress drops for constant and
depth-varying velocity (Figure B.7). The dependence of stress drop on time, however,

shows a decreasing stress drop with time (Figure B.9).

The similar stress drops of the S wave and P wave and the systematically lower falloff
frequencies for the results of the S wave suggests that the phase coherence method can
also be applied to the S wave. The S wave is therefore a viable alternative to the P
wave if the signal-to-noise ratio is low enough to obscure the P wave arrival so that
the P wave cannot be picked and aligned. However, note that if the P wave cannot
be aligned well, it is unlikely that the S wave will fare better. The arrival of the S
wave often occurs in the coda of the P wave so is difficult to pick and align even before
considering general noise conditions. The coda of the P wave can also act as noise
for the phase coherence of the S wave. The coda of the P wave contains many arrivals
which feature the apparent source time function. The variation in relative time between
the S wave arrival and the arrival of these coda waves causes a shift in phase which
varies for different stations similar to the effect of depth phases (Sec. 3.4.5). The S
wave is still a useful alternative, however, especially if the noise is random and occurs
at particularly high frequencies which will affect the higher falloff frequencies of the P

wave more than the lower falloff frequencies of the S wave.
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Comparing the stress drops determined using the P wave and S wave phase co-
herence could be useful for examining the uncertainty involved in the phase coherence
approach. For example, the absolute difference between the P wave and S wave stress
drops in Figure 3.16c appears to generally increase with increasing magnitude, with a
median absolute difference of 0.6 MPa. This possible increase in the absolute difference
with magnitude suggests that the possible dependence of stress drops with magnitude
may not be robust, but it is also interesting that the P and S wave stress drops are sim-
ilar at low magnitudes. In Section 3.5.2, I suggested that the falloff frequencies of lower
magnitude earthquakes might be artificially reduced by the low colocation threshold,
resulting in a reduced stress drop. Considering that the S wave should have a lower
falloff frequency than the P wave, the similarity between the stress drops of the P wave
and S wave suggests that the stress drops for lower magnitude earthquakes are not as

affected by the colocation threshold as I previously speculated.

3.6 Conclusions

I used the phase coherence method to obtain stress drops for 74 M > 3 aftershocks
of the 2010 El Mayor-Cucapah earthquake. I observed a median stress drop of 1.7
MPa (with 95% confidence limits of 1.2 - 2.2 MPa) which is lower than most previous
studies. The lower median stress drop could be linked to inappropriate low rupture
velocities in previous studies and the strong dependence of stress drops on rupture
velocity for results from spectral corner frequency-based methods. I observed a slight
increase in stress drops with moment which is the opposite of previous observations
of no moment dependence of stress drops. I also observe a decrease in stress drops
with increasing depth, but this trend is not robust. The stress drops of the aftershocks
may also increase with time since the main earthquake. This increase with time occurs
as the post-seismic slip rate decreases which suggests that aseismic slip may influence
the properties of earthquakes. This trend is not robust, however, and further work is

needed to test the interaction between aseismic slip and earthquake stress drops.

I also further developed the phase coherence method by using it on the P wave and
the S wave of aftershocks of the El Mayor-Cucapah earthquake to test whether the S
wave is a viable alternative to the P wave. I found falloff frequencies for 42 earthquakes
using both the P and S wave. The falloff frequencies of the S wave are systematically
lower than the P wave as expected. The stress drops are also similar which indicates
the azimuthal factors are appropriate. The similarity in the stress drops of the P wave
and the S wave suggests that the S wave is a viable alternative to the P wave for the
phase coherence method. Future work can use the S wave to avoid using a P wave

where the arrival is unclear or where there is high frequency noise that obscures the
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higher falloff frequency of the P wave.



Chapter 4

The long recurrence intervals of
small repeating earthquakes may
be due to the slow slip rates of

small fault strands

“Your scientists were so preoccupied with
whether or not they could, they didn’t stop to
think if they should.”

Ian Malcolm, Jurassic Park

4.1 Introduction

Repeating earthquakes are earthquakes that repeatedly rupture particular patches
of faults (Nadeau and Johnson, 1998, Uchida and Biirgmann, 2019). They are recog-
nized via their similar waveforms and consistent rupture area, and are often used to
track the slip rate of the creeping faults that host them (e.g., Nadeau and Johnson,
1998, Nadeau and McEvilly, 1999, Igarashi et al., 2003, Meng et al., 2015, Schmittbuhl
et al., 2016, Uchida et al., 2016, Materna et al., 2018). Repeaters have been used to
track slip rates on strike-slip faults (e.g., Nadeau and Johnson, 1998, Schaff et al., 1998,
Peng and Ben-Zion, 2005, Templeton et al., 2008, Lengliné and Marsan, 2009, Schmit-
tbuhl et al., 2016), subduction zones (e.g., Igarashi et al., 2003, Zhang et al., 2008,
Yamashita et al., 2012, Yu, 2013, Ye et al., 2014, Dominguez et al., 2016, Hatakeyama
et al., 2017), thrust faults (e.g., Chen et al., 2008), and triple junctions (e.g., Chen
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and McGuire, 2016, Materna et al., 2018), but the physics that controls the recurrence

rates of repeaters remains poorly understood.

If all of the slip on repeating earthquake patches accumulates in earthquakes, the
cumulative earthquake slip should match the long-term fault slip rate and the slip per
earthquake should equal the slip rate times the recurrence interval of the repeating
earthquake. However, observed repeating earthquakes occur less often than one would
expect given long-term slip rates estimated from geodesy and geology (e.g., Nadeau and
Johnson, 1998, Nadeau et al., 2004, Chen et al., 2007, Lengliné and Marsan, 2009).

This slip or recurrence interval discrepancy is especially large for small repeat-
ing earthquakes. Observed repeater recurrence intervals t, scale with moment M, as
Mg'” (Nadeau and Johnson, 1998, Nadeau et al., 2004, Chen et al., 2007, Lengliné and
Marsan, 2009) but if earthquakes are assumed to have magnitude-independent stress
drops (e.g., Shearer et al., 2006, Allmann and Shearer, 2007, 2009), the slip per earth-
quake should scale as MO%. And if earthquakes accommodate all the slip on a given
patch, the recurrence interval is equal to the slip1 per earthquake divided by the long
term slip rate. The predicted ¢, thus scales as M (Nadeau and Johnson, 1998, Beeler
et al., 2001) (Sec. 1.4.1) and decreases more quickly with decreasing moment than the

observed t,.

Nadeau and Johnson (1998) were the first to identify the MJ-17 recurrence interval-
moment scaling. They and later authors suggested that smaller repeating earthquakes
could have higher or more heterogeneous stress drops (e.g., Nadeau et al., 2004, Dreger
et al., 2007, Kim et al., 2016). However, stress drops of these earthquakes are observed
to be independent of magnitude (e.g., Allmann and Shearer, 2007) and much lower
than Nadeau and Johnson (1998) suggested (e.g., Imanishi et al., 2004, Abercrombie,
2014).

The correct physical model for repeaters remains unclear, and a range of models have
been proposed. Repeating earthquakes could have long recurrence intervals because
some of the slip on repeating earthquake patches accumulates aseismically or via partial
ruptures in postseismic, interseismic, or preseismic periods (Beeler et al., 2001, Chen
and Lapusta, 2009, Cattania and Segall, 2019). Alternatively, repeating earthquakes
could have long recurrence intervals because they occur within regions of low slip rate
or low stressing rate. Earthquakes could occur in the rupture area of larger earthquakes
(Anooshehpoor and Brune, 2001), on the border of a larger locked asperity (Sammis
and Rice, 2001), or within a cluster of asperities (Johnson and Nadeau, 2002).

Here I seek to test the latter models: to assess whether spatially variable slip rates
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could create the long recurrence intervals of repeating earthquakes. I also suggest an-
other potential origin for spatially variable slip rates: earthquakes could also occur on
an array of fault strands of various lengths which together constitute the main fault.
The slip rate on each strand is smaller than the regional slip rate, as the regional
rate is a sum of all of the strands’ slip rates. The slip on these strands is affected
by complex geometry and interaction between faults, but geological observations and
modelling imply that the slip accumulated on a given fault strand scales linearly with
the length of the strand (e.g., Watterson, 1986, Walsh and Watterson, 1988, Marrett
and Allmendinger, 1991, Gillespie et al., 1992, Cowie and Scholz, 1992, Dawers et al.,
1993, Scholz et al., 1993, Clark and Cox, 1996, Schlische et al., 1996, Fossen and Hes-
thammer, 1997, Kim and Sanderson, 2005, Schultz et al., 2008, Bergen and Shaw, 2010,
Torabi and Berg, 2011, Kolyukhin and Torabi, 2012, Schultz et al., 2013, Carvell et al.,
2014, Xu et al., 2016).

If all fault strands form at the same time, the shorter fault strands should have lower
slip rates than the longer fault strands. To understand the origin of the assumption
that all fault strands form at the same time, consider that the common model for fault
formation is coalescence, where a larger fault forms through the coalescence of a series
of smaller cracks (Scholz, 2002). If a larger fault is made of a series of smaller cracks
which feature less slip and lower slip rates, the slip rate of the larger fault would be the
sum of the slip rates of the smaller cracks. It is plausible then that slip rate of a fault

might be proportional to fault length.

I may thus hypothesise that small earthquakes have especially long recurrence in-
tervals because they are small enough to occur on short fault strands which have low
slip rates. The lower slip rates on these short fault strands could result in alreduced
apparent recurrence interval-moment scaling. To show that the M8'17, or MOg , Tecur-
rence interval scaling can be achieved via varying fault slip rates, I define Vi, (M) to be
the slip rate on a fault which hosts earthquakes with moment Mj. I also hypothesise
that

Vi (Mp) o M, (4.1)

and insert this velocity scaling into relation between recurrence interval and moment
described in Equation (1.10):

1
M3
ty A—0 4.2
1
M§
= A%, (4.3)
MO6
1
= AMO6, (4.4)
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2
where A is a constant equal to ?US and c is a constant. Thus the unexpected

c3k3pu
recurrence interval-moment 1scaling of repeating earthquakes may be because the slip

rate of faults scales with M. Note that I assume y is constant; any scaling of p with

the size of the earthquakes will also affect recurrence interval-moment scaling.

I can also describe an expected relation between the dimension of the earthquakes
and the loading velocity. Earthquake moment is My = MAS and stress drop appears
constant with magnitude (Sec. 1.1.2), which implies that My o D3, and that the

loading velocity Vi, scales with earthquake diameter D as:

VL(M()) X Mé, (4.5)
Vi(D) D, (4.6)

Here D is the diameter of an earthquake with moment My, and V7, is the slip rate of a
fault that typically hosts earthquakes with diameter D and moment My. As I assume
that smaller earthquakes are more likely to occur on smaller fault strands, the scaling
of loading velocity with earthquake diameter is likely similar to the scaling of loading

velocity with fault strand length.

This hypothetical scaling of loading velocity with fault strand length may also have
a physical basis. Whilst many studies have observed that the maximum displacement
of a fault scales linearly with the length of the fault (e.g., Gillespie et al., 1992, Dawers
et al., 1993, Schlische et al., 1996), some studies have observed that the maximum
displacement scales with the square root of fault length (e.g., Fossen et al., 2007, Schultz
et al., 2008). It is plausible then that the slip rate of a fault scales with the square root of
fault length, assuming that the slip rate scales linearly with the maximum displacement
of a fault. Assuming that the rupture diameter of earthquakes on a fault scales linearly
with the fault length due to larger earthquakes occurring on larger faults, it thus seems
plausible that the slip rate scales with the square root 01f earthquake diameter, from

which one may derive that slip rate is proportional to MJ.

Small earthquakes may thus have especially long recurrence intervals because they
are small enough to occur on short fault strands which have low slip raltes. There may
be no discrepancy in slip on a local scale, and slip may scale as My on each fault
strand (blue lines on Figure 4.1b). One might infer a slip deficit on a regional scale
only because the repeating earthquake rate is compared with the regional slip rate,
which is the sum of the slip rates on the collection of fault strands (green dashed line
on Figure 4.1Db).

Here I test the hypothesis that fault strand- or segment-dependent slip rates create
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Figure 4.1: Conceptual model of my hypothesis. (a): Map view of earthquake sequences
(circles) on different fault strands (dotted lines) within a regional scale fault (green dashed line).
Larger fault strands have higher slip rates (larger arrows) and can host larger earthquakes (larger
radii). (b): Hypothetical recurrence interval versus moment plots for earthquake sequences

1
that could exist on each fault strand. The solid blue lines indicate a M scaling of recurrence
intervals on each fault strand while the dashed green line illustrates a M§-7 scaling that might
be observed by considering all the earthquakes together.

the Mg'” recurrence interval scaling of repeating earthquakes. I note that if spatially
variable slip rates create the Mg'” scaling, that scaling should be apparent among
widely spaced earthquake sequences. But closely spaced sequences should respond to
the same local slip rate and thus have a scaling closer to My . So I compare the
recurrence intervals of closely and widely spaced earthquake sequences near Parkfield,

California.

4.2 Data: Repeating earthquake sequences

I search for distance-dependent scaling using two datasets from Parkfield, California.

4.2.1 Earthquake sequences identified by Lengliné and Marsan, 2009

I analyse a catalog of repeating earthquake sequences identified by Lengliné and
Marsan (2009). The catalog includes 334 repeating earthquake sequences composed of
2414 M 0.94 — 3.19 earthquakes that occurred between 1984 and 2007. Lengliné and
Marsan (2009) formed these sequences by requiring repeating earthquakes to have sim-
ilar waveforms, 70% horizontal source overlap, and a magnitude difference of less than
or equal to 0.2 magnitude units compared to any of the earthquakes in the sequence.
Many of these sequences were perturbed by the 2004 My 6.0 Parkfield earthquake,
however, so I truncate the catalog 1 day before the 2004 event and thus analyse 220
sequences composed of 1540 earthquakes (Figure 4.2). I assume that the earthquake
rate is stable in the 1984 — 2004 time interval.
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4.2.2 Two-earthquake sequences from the relocated NCSN catalog

I also identify pairs of co-located earthquakes, which I describe as 2-earthquake
sequences, directly from the Northern California Seismic Network (NCSN) earthquake
catalog, as relocated by Waldhauser and Schaff (2008) and Waldhauser (2009). I select
a subset of this catalog in the 90-km long area shown in Figure 4.2 (coordinates in Table
C.1) and exclude any earthquakes with depths shallower than 4 km as their depths are
more poorly resolved (Figure 4.2). T analyse earthquakes between 1984 and 2004, again
stopping 1 day before the 2004 Parkfield event. The analysed relocated catalog consists
of 5255 events with magnitudes of M 0.15 — 4.9.

To begin, I calculate the earthquake moments My from the reported catalog mag-
nitudes, assuming My = 10V6M+905 Ny (Wyss et al., 2004). I use the moment to
estimate earthquake rupture radius r, assuming an elliptical slip distribution (FEshelby,
1957) and a stress drop Ao of 10 MPa, as has been inferred for the Parkfield area (e.g.,
Imanishi et al., 2004, Allmann and Shearer, 2007, Abercrombie, 2014):

(7 My\3

Next, I use a simple approach to identify 2-earthquake sequences of repeating earth-
quakes — earthquakes that rupture the same area — without using waveform correlation.
For each earthquake in the catalog, I search for the next earthquake in time that is
located within one rupture radius horizontally and vertically, and which has a magni-
tude within 0.3 magnitude units. I allow a 34-m uncertainty on the horizontal location
and an 80-m uncertainty on the vertical location. These uncertainties are the 95% con-
fidence limits for relative location errors in the relocated catalog ( Waldhauser, 2009;
catalog version 201112.1). I require that one earthquake in each 2-earthquake sequence
has a magnitude greater than M 1.3, to avoid selecting sequences which have skipped
an event. Earthquakes with M < 1.1 may be missing from the catalog, as a frequency-
magnitude plot suggests a Gutenberg-Richter distribution with a roll-off at magnitudes
below 1.1 (Figure C.1).

This search for similar earthquakes identifies 1230 2-earthquake sequences. Note
that the analysis of these sequences assumes that all of these co-located events are
repeating earthquakes. This assumption seems acceptable for the Parkfield region; up
to 55% of small earthquakes in smaller-scale studies of this region have been identified
as repeating earthquakes using waveform correlation analysis (Nadeau et al., 2004), and

isolated events are excluded by the relative location requirements.
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Figure 4.2: (a): NCSN earthquake locations in map view along the Parkfield segment of the
San Andreas Fault. Earthquakes after the day before the 2004 My 6 earthquake are excluded.
Earthquakes that appear in the catalog of Lengliné and Marsan (2009) are marked in red.
The hypocentre of the 2004 My 6 earthquake is marked by the yellow star. (b): Earthquake
locations along strike versus depth. The inset plot demonstrates two example 2-earthquake
sequences (black circles) identified using the simple approach discussed in the text. The third
obvious cluster of earthquakes did not meet my criteria (grey circles). The radii of these
earthquakes is calculated in the text. (c): Larger scale view of study area (green) in global
context.

4.3 Method and Results

4.3.1 Analysing earthquake sequences in the Lengliné and Marsan
catalog

I begin by analysing the median recurrence intervals and moments of each sequence
in the catalog of Lengliné and Marsan (2009) (light grey dots on Figure 4.3a). The
moment is calculated from the NCSN magnitudes using the calibration of Wyss et al.
(2004), as described above. I also compute and plot the median recurrence intervals
and moments in various moment bins (black squares on Figure 4.3a). I compute 95%
confidence limits on the median recurrence intervals by jackknifing the sequence catalog.
In each of 2000 realisations, we remove 20% of the sequences and recompute the median
recurrence interval and moment for each moment bin. The error bars in Figure 4.3a

indicate 95% confidence limits derived from these realisations.

I use these uncertainty estimates when I estimate the best-fitting recurrence interval-
moment slope, or scaling exponent . When fitting -, I weight each point by one divided
by the variance implied by the 95% confidence limits on each point. I then jackknife
again to estimate uncertainties on the scaling exponent. I recalculate the best-fitting
exponent 1000 times, excluding 20% of the earthquake catalog each time. The slope
of the relation between these median recurrence intervals and moment bins in log-log

space is equal to the scaling exponent v of the recurrence interval-moment relation
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discussed earlier (¢, o< M{). The slope 7 should be equal to % if all earthquakes
have the same stress drop and the slip per earthquake is equal to the regional slip
rate multiplied by the recurrence interval. Given the limited number of sequences in
the catalog of Lengliné and Marsan (2009), the recurrence interval-moment scaling
exponent is poorly constrained at 0.15 (95% confidence limits of 0.13 and 0.20) but
is consistent with the shallower v = % scaling, which is equivalent to the v = 0.17

identified by Nadeau and Johnson (1998).

I want to know if the recurrence interval-moment scaling is different for closely and
widely spaced earthquake sequences. As noted in the introduction, if closely spaced
earthquake sequences are sensitive to similar slip rates, recurrence intervals may locally
scale as Mg even though widely spaced sequences show a Mg'” scaling, on average.
So I consider pairs of earthquake sequences. For each pair, I calculate the ratio of the

median recurrence intervals of the sequences and the ratio of the median moments.

The recurrence interval and moment ratios of earthquakes should follow the same
scaling as the recurrence intervals and moments. Suppose I analyse two repeating
earthquake sequences labelled a and b, which have median recurrence intervals ¢, , and
trp and moments My, and My,. These sequences occur on asperities with loading
velocities of Vy, , and V7 ;. If I compute the ratio of the recurrence intervals of the two
sequences, it should scale with the ratio of moments and loading velocities following

the same recurrence interval-moment scaling as in Equation (1.10):

1
t AMZ VLJ)
o= (4.8)
b AMOBbVL,a
1
- (MO’“> L (4.9)
Moy) Via' '

where I assume that A is the same for the two sequences.

When the two earthquakes are part of the same fault strand and the loading velocity

is homogeneous over the whole strand, the recurrence intervals tend to

1
bra <M°’“>3 (4.10)
trp Mo

If the two events are part of two fault strands with two distinct velocities, the “normal”

tr,a MO,(L
trp Mo

1 1
) ° scaling will disappear. If the loading velocity scales with moment M

trb

5

. . . t Moo\ 5
as described above, the ratios will scale as =% ( MEZ) .

All the ratios between sequences in the catalog of Lengliné and Marsan (2009)
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are plotted in Figure 4.4a (grey dots). Next, I bin and examine the scaling of ratios
by inter-sequence distance. I compute the inter-sequence distance by computing the
distance between the median locations of each earthquake sequence. For each distance
bin, I compute the median recurrence interval ratios and median moment ratios for
various moment ratio bins (coloured symbols with error bars). Finally, I estimate the
recurrence interval-moment scaling for each distance bin by fitting lines in log-log space

through the median recurrence interval ratios.

I compute 95% confidence limits on the median recurrence interval ratios by jack-
knifing the sequence catalog as above. The error bars in Figure 4.4a indicate 95%
confidence limits derived from the 1000 realisations of the jackknifed catalog. I use the
uncertainty estimates when I estimate the best fitting slopes, or scaling exponent +, for
the median recurrence interval ratios and moment ratios for each distance bin, using

the same approach as the simpler recurrence interval-moment slope calculation.

To ensure high-quality statistics, I prefer to consider only medians in distance and
moment bins that include at least 20 sequences with at least 10 sequences that figure
in the numerators of the moment ratios and at least 10 sequences that figure in the
denominators of the moment ratios. I plot medians that do not fulfil these requirements
with open symbols and dashed error bars, and where possible I do not use them in the
exponent calculation. The catalog of Lengliné and Marsan (2009) includes a limited
number of sequences, however, and none of the distance bins of interest meet this 20
sequence requirement. For completeness, I nevertheless compute scaling exponents for
these distance bins using the available (poorly constrained) medians and plot them
with open symbols in the inset panel in Figure 4.4a. All of the confidence intervals on
these scaling exponents include 0.17 and exclude %, but the confidence interval width

is likely underestimated due to the low number of sequences used in the jackknifing.

4.3.2 Analysing 2-earthquake sequences in the relocated NCSN cat-
alog

I perform a similar analysis for the 2-earthquake sequences identified in the NCSN
catalog. I first calculate the time between the earthquakes in each sequence — the
recurrence interval — and plot it against the average moment of the sequence (Figure
4.3b). I then estimate the scaling exponent of the calculated recurrence intervals with
moment using the same approach as above. The scaling exponent of these calculated
recurrence intervals with moment is 0.18 (95% confidence limits of 0.16 and 0.20),
similar to the M8'17 scaling of recurrence intervals of repeating earthquakes obtained

from waveform correlation by Nadeau and Johnson (1998).



Chapter 4: The long recurrence intervals of small repeating earthquakes may be due
130 to the slow slip rates of small fault strands

I again want to compare each earthquake sequence with closely and widely spaced
sequences, so I compute recurrence interval and moment ratios for all possible sequence
pairs. I estimate the distance between these sequences as the distance between the
locations of the first events in the 2-earthquake sequences. 1 experiment with different
approaches for estimating the distance between sequences and find no significant im-
pact on my results (Figures C.18 and C.19). I do not want to compare 2-earthquake
sequences that are part of the same longer sequence, however, so I exclude ratios of se-
quences that are within 200 m and 0.3 magnitude units of each other. Then I compute
median recurrence interval ratios and moment ratios for a range of moment ratio and
distance bins, and calculate 95% confidence intervals (error bars) and the best-fitting
scaling exponent using jackknifing, following the same procedure as for the catalog of
Lengliné and Marsan (2009). In each of 1000 jackknifed realizations, I remove 20% of
the earthquake catalog, exclude any 2-earthquake sequences that have lost an earth-

quake, and recompute recurrence interval ratios, moment ratios, and scaling exponents.

I next fit lines to the median recurrence interval ratios and moment ratios to obtain
scaling exponents for each distance bin. The scaling exponents obtained for earthquakes
separated by more than 100 m are scattered around 0.17 and include 0.17 in their 95%
confidence intervals (Figure 4.4b). The 0 - 100 m distance bin is an exception, how-
ever. It has a best-fitting scaling exponent of 0.3 and includes % within its uncertainty

intervals.

4.3.3 Testing for bias in the analysis

I repeat my analysis with a range of modifications to check that the observed recur-
rence interval-moment scaling is not biased by the approach. Full details and discussion
are available in Appendix C. I test whether the result changes if I modify the bin widths
(Figure C.2) and the averaging method (Figure C.3). I also exclude 2-event sequences
with recurrence intervals of less than one month to try and avoid any effect of af-
tershocks (Figure C.4), extend the buffer period before the Parkfield earthquake to 6
months (Figure C.6), and attempt to avoid any bias in the recurrence intervals due
to end of the earthquake catalog (Figure C.7). Finally, I take the earthquake loca-
tion uncertainty into account (Figure C.8), change the stress drop assumed to estimate
earthquake radii to align with a global estimates of stress drop (e.g., Allmann and
Shearer, 2009) (Figures C.9 and C.10), and attempt to track sequences from the NCSN
locations (Figure C.11). In these tests, the exponent for the 0 - 100 m distance bin
remains elevated but is up to 0.1 lower than the previous scaling exponent. It has
best-fitting values between 0.23 and 0.3, and according to the jackknife probabilities,

it has a 75 - 95% chance of exceeding the average exponent of the other distance bins.
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4.3.4 Validation with synthetic earthquake catalogs

To check that the code and methodology are appropriate, I analyse several synthetic
catalogs as generated by Jessica Hawthorne. First, I consider a synthetic catalog where
repeating earthquakes have recurrence intervals that scale as Mg'”. The analysis re-
covers this Mg'” scaling, with some scatter (Figure C.22). Uncertainty-induced scatter

in the scaling exponent is evenly distributed above and below 0.17 in all distance bins.

I also analyse a clatalog of earthquakes on multiple fault strands, where recurrence
interval scales as M on each fault strand and the slip rate of each strand scales with
its length. This catalog simulates the scenario suggested in Figure 4.1. As expected,
I retrieve a scaling exponent of close to % for the lower distance bin and a reduced

exponent of close to 0.17 for the wider distance bins in these catalogs (Figure C.23).

4.4 Discussion

I analysed the recurrence interval-moment scaling of repeating earthquakes in two
earthquake catalogs. The scaling exponents obtained by analysing the sequences catalog
of Lengliné and Marsan (2009) appear to be inconsistent with spatially dependent
slip rates, as the scaling exponents are scattered around 0.17 and do not vary with
the distance between repeating earthquake sequences. As I note above, however, this
catalog usually has less than 10 unique sequences in the numerator and denominator
of each moment ratio and distance bin and therefore a large uncertainty on the scaling

exponents which is not necessarily captured in the jackknifing.

The scaling exponents obtained from 2-earthquake sequences in the NCSN catalog
are better resolved, and they are consistent with spatially dependent slip rates. The
2-earthquake sequences within 100 m of each other give a high scaling exponent with
a best-fitting value of 0.3 obtained from 1878 pairs of sequences. The 95% confidence
intervals on the exponent of 0.25 - 0.34 include %: the value expected when constant-
stress drop repeaters occur in response to a locally uniform slip rate, without allowing
for aseismic slip. The 2-earthquake sequences which are 100 - 250 m apart also give
an elevated exponent of 0.2, with 95% confidence limits of 0.16 - 0.24. More widely
spaced sequences give scaling exponents close to the 0.17 value identified previously
(e.g., Nadeau and Johnson, 1998, Nadeau et al., 2004, Chen et al., 2007). The change
in scaling could indicate that the background slip rate changes with location and that
smaller earthquakes occur on regions of the fault with lower slip rate or lower stressing
rate (Anooshehpoor and Brune, 2001, Johnson and Nadeau, 2002).

The jackknife-based uncertainties suggest a distance-dependent change in scaling
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Figure 4.3: Median recurrence interval versus median moment for sequences from (a): the
repeating earthquakes catalog of Lengliné and Marsan (2009) and (b): the relocated northern
California catalog (Waldhauser and Schaff, 2008, Waldhauser, 2009) on a log-log scale. Indi-
vidual values are plotted as red circles, with medians for moment bins shown as black squares.
The error bars on the medians indicate 95% confidence limits, which were estimated via jack-

1 1 1
knifing (details in the text). The ¢, scaling relations of Mg, M¢ (M{-17), and My? are plotted
as solid blue, dashed green, and dotted red lines respectively.
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Figure 4.4: Recurrence interval ratios versus moment ratios (small red circles) for pairs of
sequences in (a): the catalog of Lengliné and Marsan (2009) and (b): the relocated NCSN cat-
alog (Waldhauser and Schaff, 2008, Waldhauser, 2009). The medians of sequences in different
moment ratio and distance bins are plotted with varying colors and symbols, as described in
the legend. Open symbols with dashed error bars are bins which did not contain at least 10
unique pairs in the numerator and denominator of the ratios. Those points are excluded from
the slope calculation. Inset plots: slopes for various distance bins. Slopes with open symbols
have been calculated using only points with open symbols, so have large uncertainties that are
not captured by the 95% confidence limits. Recurrence interval scaling relations are as in Figure
4.3. Error bars represent 95% confidence limits are calculated using jackknifing as described in
the text.
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exponent with greater than 99% probability. However, these uncertainties may not
include all sources of error, and in some of the tests for biases on the NCSN catalog,
I found that the 0 - 100 m scaling exponent could be close to 0.17 within uncertainty.
For example, I found a scaling exponent of 0.23 (0.16 - 0.32) when I attempted to track
longer sequences from the NCSN locations (Figure C.11). Nevertheless, I note that
in all of the tests on the NCSN catalog, the 0 - 100 m distance bin had the largest
exponent (Figures C.2 - C.15).

The change in scaling at distances of 0 - 200 m is consistent with my use of primarily
M 1- 2.5 earthquakes, which have diameters around 10 - 100 m. Such earthquakes could
frequently occur on fault strands with lengths of 100 m or less. It may be that when
I compare earthquake sequences within 200 m of each other, I am usually comparing
sequences on the same fault, but when I compare earthquakes more than 200 m apart,
I am usually comparing sequences on different faults (e.g., Waldhauser et al., 2004),

which could have different slip rates.

The results of this study suggest that spatially dependent slip rates are a viable
explanation of the scaling of the recurrence intervals of repeating earthquakes with
moment. This explanation would imply that the scaling first identified by Nadeau and
Johnson (1998) reflects the properties of the fault system, not the properties of the
earthquakes themselves. The results may indicate that one can further probe the fault
system and learn about its fault strands and slip rates by examining the timing and

spacing of repeating and non-repeating earthquakes.

It is also worth considering the physical basis of these fault strands, and it is useful
to begin by discussing the origin of faults and their structure. Faults do not form by
simply fracturing more rock, but appear to form by coalescence of a series of smaller
cracks (e.g., Scholz, 2002). As cracks coalesce to form the larger fault, the fault creates
shear zones between further cracks and the fault continues to lengthen. Through this
process, faults grow and continue to accumulate slip, forming a narrow core along their
length where the majority of their slip occurs. This fault core is surrounded by a wider
damage zone, where the width of this damage zone increases with the displacement on
the fault, so older faults which have slipped more such as the San Andreas fault will
have large damage zones than other younger faults. Within these damage zones are a
series of deformation bands and smaller, secondary slip surfaces. Perhaps the smaller,
low slip rate faults that must be present for repeating earthquakes to be accurately
explained by the hypothesis investigated here are secondary slip surfaces within the
damage zone of the larger Parkfield fault. Without further physical evidence in the
form of lab or field measurements, however, it is unclear that the nature of repeating

earthquakes can be explained using the smaller, low slip rate faults that I suggest here.
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The results in this chapter should be interpreted with caution. I analyse only
one region here, and I use a simple approach to identify repeating earthquakes. There
remain several other viable explanations for the recurrence interval scaling. The scaling
could result from aseismic slip (Anooshehpoor and Brune, 2001, Beeler et al., 2001,
Sammis and Rice, 2001, Chen and Lapusta, 2009), partial ruptures of repeater patches
(Cattania and Segall, 2019), or highly heterogeneous stress drops (Nadeau and Johnson,
1998).

4.5 Conclusions

With this work, I sought to test the hypothesis that small repeating earthquakes
have exceptionally long recurrence intervals because they occur preferentially on fault
strands or segments with low slip rates. I examined the recurrence interval-moment
scaling of repeating earthquakes in the Parkfield area using the repeating earthquake
catalog of Lengliné and Marsan (2009) and sequences in the relocated NCSN catalog
(Waldhauser and Schaff, 2008, Waldhauser, 2009) identified using a simple approach.
With the catalog of Lengliné and Marsan (2009), I obtain a scaling within error of the
MQ'7 scaling identified by Nadeau and Johnson (1998) for all subsets of the sequences.
But with the NCSN location-based sequences, which have better spatial resolution, 1
recover that scaling only when I consider sequences that are more than 100 m apart.
Sequences within 100 m of each other show a scaling close to M}, as would be expected
if the earthquakes have magnitude-independent stress drops and keep up with the local
fault slip rates. This “normal” local scaling suggests that the observed Mg'” scaling
can be explained by spatially varying slip rates or by a collection of fault strands that

have size-dependent slip rates.






Chapter 5

Discussion and conclusions

“There is an art to flying, or rather a knack.
The knack lies in learning how to throw yourself

at the ground and miss.”

Douglas Adams, Life, the Universe and
Everything

In the previous chapters, I obtained stress drops of earthquakes on the Blanco fault
(Chapter 2) and of aftershocks of the 2010 El Mayor-Cucapah earthquake (Chapter 3),
and examined the recurrence interval-moment scaling of repeating earthquakes (Chap-
ter 4). I observed that the stress drops of earthquakes may vary because of aseismic
slip. T also found that the recurrence interval-moment scaling of repeating earthquakes
may reflect the properties of faults that feature the repeating earthquakes. Here, I dis-
cuss what these observations may tell us about the interaction of earthquake properties
with aseismic slip and fault properties. I evaluate the uncertainties in my analysis
and examine how these uncertainties affect my observations. My analysis used new
methods to evaluate the properties of these earthquakes. I discuss the advantages and

disadvantages that these methods have compared to more conventional approaches.

I begin by discussing the properties of stress drops of earthquakes on the Blanco fault
(Chapter 2) and aftershocks of the 2010 El Mayor-Cucapah earthquake (Chapter 3).
I examine how the estimated stress drops vary with earthquake moment and aseismic
slip on the Blanco fault. I also examine how the stress drops of the El Mayor-Cucapah
aftershocks vary with moment, depth and time since the main event (Sec. 5.1). Next,
I discuss the relationship between aseismic slip and repeating earthquakes. I discuss
whether the unexpected scaling of the recurrence intervals of repeating earthquakes

with moment can be explained by spatially varying slip rates (Sec. 5.2).

137
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Then I evaluate the phase coherence method I used in Chapters 2 and 3. I dis-
cuss the advantages and disadvantages of the phase coherence method and examine
how the method may be used together with commonly used spectral decomposition
methods to look at rupture properties such as the rupture velocity (Sec. 5.3.1). I also
examine the simplified approach for identifying repeating earthquakes which I used in
Chapter 4 (Sec. 5.3.2). I compare the sequences identified by the simple approach
with sequences identified using the more computationally expensive cross correlation
approach in previous studies to test whether the simple approach correctly identifies
repeating earthquake sequences. I describe the advantages of using the simple approach
to analyse the properties of repeating earthquakes. Finally, I outline the key findings
of my thesis (Sec. 5.4).

5.1 Properties of earthquake stress drops

5.1.1 Comparing average stress drops

I obtain stress drops of earthquakes on the Blanco fault (Chapter 2) and stress
drops of the aftershocks of the 2010 My 7.2 El Mayor-Cucapah earthquake (Chapter
3). I observe a median stress drop of 8 MPa (95% confidence limits of 6 - 12 MPa) for
earthquakes on the Blanco fault and a median stress drop of 1.7 MPa (1.2 - 2.2 MPa)
for the aftershocks of the 2010 El Mayor-Cucapah earthquake. The factor of 4.8 higher
median stress drop of earthquakes on the Blanco fault suggests that earthquakes on
oceanic transform faults may have higher stress drops than earthquakes on continental
strike slip faults. Previous studies have also observed that stress drops are system-
atically higher on oceanic transform faults (Allmann and Shearer, 2009), but with a

smaller factor of 1.7 difference.

The stress drops of earthquakes on the Blanco fault and aftershocks of the El Mayor-
Cucapah earthquake may differ because of a fundamental difference in rupture proper-
ties between oceanic transform faults and continental strike slip faults. For example,
earthquakes on oceanic transform faults may have systematically shorter rupture ex-
tents because of the presence of serpentinite along the fault, which may act as a rupture
barrier to limit the rupture extent. The difference in stress drops may also be artificial,
however, because of differences in data quality for each study. For example, frequencies
lower than 1 Hz tend to have lower signal-to-noise ratios (SNRs) for the data of the
earthquakes of the Blanco fault and frequencies lower than 2 Hz have lower SNRs for
the data of El Mayor-Cucapah aftershocks. Relatively few of the falloff frequencies of
the aftershocks are close to the lower limit of 2 Hz (Figure 5.1). On the other hand,
many of the falloff frequencies of the M > 5 earthquakes on the Blanco fault are close

to 1 Hz. Earthquakes with similar magnitudes, larger rupture extents, and thus lower
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falloff frequencies will be unresolvable because of the low SNR at low frequencies. The
earthquakes with larger rupture extents will have lower stress drops, so excluding them
may artificially increase the median stress drop. Alternatively, perhaps I used inappro-
priately high wave propagation velocities to estimate the rupture extent. Using more
appropriate velocities might eliminate the difference in average stress drops. To elimi-
nate the difference in average stress drop, the wave propagation velocities would need to
be equal to 0.8 times the current velocities for the aftershocks of the El Mayor-Cucapah
earthquake and 1.1 times the velocity used for the earthquakes on the Blanco fault.
Although these changes seem small, they are unlikely given the already low velocities
(average 6.16 km/s for the P wave) used for the aftershocks of the El Mayor-Cucapah
earthquake and the high velocity (8.04 km/s) used for the earthquakes on the Blanco
fault. It is also possible that the difference in average stress drop between the earth-
quakes on the Blanco fault and the El Mayor-Cucapah aftershocks is real and reflects

the moment dependence of stress drops which I discuss later (Sec. 5.1.2).

I can also compare the median stress drops for the Blanco fault and the aftershocks
of the El Mayor-Cucapah earthquake with previous estimates of average stress drops
for similar tectonic settings. If the median stress drops are similar to these previous
estimates then that might suggest that I obtain accurate estimates of the stress drop.
The median stress drop of 8 MPa for earthquakes on the Blanco fault is higher than
the median stress drop of 3 - 4 MPa (inferred from Figure 5.2) observed by Kuna et al.
(2019) on the Blanco fault. The 8 MPa median stress drop is also higher than other
previous studies of oceanic transform faults which have average stress drops of less than
1 MPa (Boettcher and Jordan, 2004, Moyer et al., 2018), but it is within uncertainty
of the global average stress drop of 6.03 MPa for oceanic transform faults estimated
by Allmann and Shearer (2009). On the other hand, the 1.7 MPa median stress drop
observed for the aftershocks of the 2010 El Mayor-Cucapah earthquake is lower than
the 5.62 MPa average stress drop estimated for the first five days of El Mayor-Cucapah
aftershocks by Chen and Shearer (2013). The median stress drop for the aftershocks
is also lower than the 3.5440.64 MPa global average stress drop for continental strike
slip faults estimated by Allmann and Shearer (2009).

The estimates of the median stress drop obtained here differ from estimates in
previous studies. The difference in estimates may be because of different assumptions
made in my work and previous studies. For example, the stress drops obtained from
the phase coherence method are less sensitive to changes in the rupture velocity. Thus
assuming an incorrect rupture velocity will not change stress drops obtained using
the phase coherence method as much as the stress drops from spectral decomposition
methods. The phase coherence method may also obtain a more accurate rupture extent

than spectral decomposition methods in some cases (Sec. 5.3.1). It is also important
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Figure 5.1: (a): Falloff frequencies and (b): stress drops of earthquakes on the Blanco fault
(blue circles) and aftershocks of the 2010 El Mayor-Cucapah earthquake (red circles). The
results for the aftershocks of the El Mayor-Cucapah earthquake were obtained using the P
wave. The uncertainties (error bars) on each value are 95% confidence limits estimated from
bootstrapping the stations used in the phase coherence calculation. Median falloff frequencies
and stress drops are plotted as black squares in 0.2 magnitude unit bins. The error bars on each
median are 95% confidence limits estimated by selecting 1000 samples of bootstrapped falloff
frequencies for each earthquake in each magnitude bin.

to note that most of the studies using spectral decomposition methods do not include
uncertainties on individual stress drops, so may underestimate the uncertainty in their
average stress drops. My median stress drops may thus be within uncertainty of the
average stress drops from previous studies. However, it is difficult to determine the
cause of the observed difference in stress drops between my work and previous studies
without further analysis. One important test would be to obtain stress drops for a
set of earthquakes using both the phase coherence method and spectral decomposition
methods. With sets of results from each method, it would be easier to identify the

cause of the difference between results of each method.

In the following sections, I discuss whether the stress drops of earthquakes estimated
in this thesis depend on other earthquake properties, fault properties, and aseismic slip.
Note, however, that all these properties affect stress drops concurrently, so the effect
of different properties can be difficult to isolate. For example, one might imagine that

larger earthquakes occur systematically deeper than smaller earthquakes. If stress drops
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Figure 5.2: Seismic moment versus earthquake radius of earthquakes on the Blanco fault
obtained by Kuna et al. (2019). Constant stress drops are plotted as dotted lines. Earthquakes
are either (a): crustal seismicity or (b): mantle seismicity. Crustal seismicity is shallower than
7 km and mantle seismicity is deeper than 7 km. Figure modified after Kuna et al. (2019).

then increase with depth, is this because stress drops increase with depth, or because
stress drops increase with magnitude? It is impossible to differentiate between depth
and magnitude dependence in this case without further observations. The difficulty
in differentiating between the effects of depth and magnitude in the hypothetical case

above demonstrates that the results I discuss here should be considered with caution.

5.1.2 Moment dependence

Most studies observe that stress drops do not vary with moment (e.g., Abercrombie,
1995, Mori et al., 2003, Shearer et al., 2006, Chen and Shearer, 2011, Uchide et al., 2014,
Chen and McGuire, 2016, Abercrombie et al., 2017, Yoshida et al., 2017). However, 1
observe a slight increase with moment in the stress drops of earthquakes on the Blanco
fault and the stress drops of aftershocks of the El Mayor-Cucapah earthquake (Figure
5.1). T also observe that the median stress drop of earthquakes on the Blanco fault is a
factor of 4.8 higher than the median stress drop of the El Mayor-Cucapah aftershocks.
The difference in median stress drops may reflect the difference in magnitude between
the two studies: the median stress drops was calculated for M > 5 earthquakes on the
Blanco fault and M < 4.8 aftershocks of the El Mayor-Cucapah earthquake.

The change in stress drop with magnitude can be considered more directly by ex-
amining the variation in falloff frequency with magnitude. I expect the falloff frequency
to decrease with increasing rupture extent and increasing magnitude. I observe that

the falloff frequency decreases slightly with magnitude of the aftershocks of the El
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Mayor-Cucapah earthquake, but it appears to be relatively constant with magnitude of
earthquakes on the Blanco fault (Figure 5.1). The unexpected weak decrease in falloff
frequency with magnitude results in stress drops that increase with magnitude. It is
possible, however, that the change in falloff frequency with magnitude of each dataset

is artificially created by the poor resolution of falloff frequencies in my analysis.

In Chapter 2, I noted that there was a narrow band of resolution for falloff fre-
quencies because of the large alignment uncertainty and low frequency noise. The large
alignment uncertainty allowed only falloff frequencies lower than 4 Hz to be resolved.
On the other hand, the noise at low frequencies allowed only falloff frequencies higher
than 1 Hz to be resolved. This narrow band of resolution may artificially create the

constant falloff frequencies with magnitude of earthquakes on the Blanco fault.

In Chapter 3, I used a co-location threshold of 2 km to select pairs of earthquakes
to analyse because of the uncertainty in earthquake locations. Using this co-location
threshold may allow earthquakes with different Green’s functions to be included in
pairs. These variable Green’s functions can reduce the phase coherence and cause a
lower apparent falloff frequency. Lower magnitude earthquakes will be more likely to
have a reduced apparent falloff frequency because of their generally higher true falloff
frequencies. The weak co-location threshold may thus introduce an artificially shallow
dependence of falloff frequency on magnitude and thus an artificial increase of stress

drop with magnitude.

On the other hand, it is worth considering whether stress drops may indeed increase
with the magnitude of an earthquake. Although I suggest here that the moment de-
pendence is artificial, Kuna et al. (2019) also observed a slight increase in stress drops
with moment (Figure 5.2). There is also some evidence that moment dependence can
occur for individual regions (Cocco et al., 2016). One might imagine, therefore, that
higher magnitude earthquakes may have higher stress drops in particular regions. In-
deed, many earthquake properties such as the slip (e.g., Candela et al., 2011, Cocco
et al., 2016) and fracture energy (the energy used to create the new fault surface) (e.g.,
Cocco and Tinti, 2008, Cocco et al., 2016) appear to be scale-dependent and therefore
moment-dependent, so why do observations generally find that the stress drop is inde-
pendent of moment? One hypothesis is that some frictional properties of a fault, such
as the yield stress, follow some statistical, spatial distribution which is scale indepen-
dent. The stress drop reflects the heterogeneity of stress on a fault, so the stress drop
is also scale independent (e.g., Andrews and Barall, 2011, Candela et al., 2011, Cocco

et al., 2016). Another simplistic view is that because stress drop is proportional to “:;5,

and the rupture area A depends on the radius 7% and slip scales with earthquake size,

the stress drop does not depend on moment (Sec. 1.1.2). The moment-independence
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of stress drops is a fundamental constraint on our understanding of earthquake physics
which must be solved before we can claim that we understand the physical process
of earthquakes. The slight moment dependence I observe in my results highlights the

work still needed to fully understand the dependence of stress drops on moment.

It is also important to take into account that I obtained stress drops of only 61
earthquakes on the Blanco fault and 74 aftershocks of the 2010 El Mayor-Cucapah
earthquake. The observed slight moment dependence is therefore based on relatively
few measurements. To examine the moment dependence in more detail would require
more and better resolved falloff frequencies and stress drops. But the presence of mo-
ment dependence in my results suggests that it would be worthwhile to investigate the
moment dependence in future. It would be interesting to see whether the stress drops
from the phase coherence method and spectral corner frequency-based methods would
both depend on moment, or whether the dependence appears because of a difference
between the two methods (Sec. 5.3.1).

5.1.3 Depth dependence

In some studies, stress drops appear to increase with depth (e.g., Jones and Helm-
berger, 1996, Hardebeck and Hauksson, 1997, Shearer et al., 2006, Allmann and Shearer,
2007, Baltay et al., 2011, Chen and Shearer, 2013, Oth, 2013, Uchide et al., 2014, Goebel
et al., 2015, Chen and McGuire, 2016). These studies assume a constant rupture ve-
locity at all depths and therefore a uniform S wave velocity at all depths. However,
several studies have observed that the depth dependence of their stress drops vanished
if they used an S wave velocity that increased with depth (e.g., Allmann and Shearer,
2009, Abercrombie et al., 2017, Goebel et al., 2017). The increase in S wave velocity
with depth increases the rupture velocity with depth. A higher rupture velocity results
in shorter rupture extents for deeper earthquakes. Shorter rupture extents means lower
stress drops. Thus, the increase in stress drops with depth may be removed by using a

depth-dependent S wave velocity.

I could not investigate the dependence of stress drops on depth for earthquakes
on the Blanco fault because the depths of the earthquakes were poorly resolved (Table
A.3), but I did examine the stress drops of the El Mayor-Cucapah aftershocks for depth
dependence. Note that I vary the P wave velocity here as I use the propagation wave
velocity in the phase coherence method rather than the rupture velocity. I found that
the stress drops of the El Mayor-Cucapah aftershocks increased slightly with depth
when I used a depth-independent P wave velocity (Figure 3.12a). I found that the
stress drops decreased slightly with increasing depth when I used a depth-dependent

P wave velocity (Figure 3.12b). However, I estimated the 95% confidence limits on
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the slopes of the log-linear lines of best fit for stress drops with depth using both
depth-independent and depth-dependent velocity. I estimated 95% confidence limits of
-0.008 and 0.024 for the slope of the stress drops using a depth-independent velocity
and 95% confidence limits of -0.024 and 0.011 for the slope of the stress drops using
depth-dependent velocities. Both of these trends have poorly resolved slopes and do
not indicate a large variation in stress drop with depth. The relative variations in stress
drop between medians for individual depth bins may also reflect the increase of stress

drops with increasing moment (Sec. 3.5.3).

A lack of variation of stress drops with depth has been observed in previous studies
(e.g., Jin et al., 2000, Kinoshita and Ohike, 2002, Mori et al., 2003, Allmann and
Shearer, 2009, Abercrombie et al., 2017, Goebel et al., 2017, Wu and Chapman, 2017).
My results and the results of these studies are interesting as they suggest that the depth
of an earthquake does not affect its stress drop. Such depth-independent stress drops
are surprising at first glance, the stress drops should increase with depth because the
normal stress increases with depth due to the increasing overburden. If the normal stress
increases with depth then the frictional strength of the fault should also increase with
depth, and the larger frictional strength could allow for larger stress drops for deeper
earthquakes. Another possible explanation of this surprising depth-independence of
stress drops could be the variation in pore fluid pressure. The pore fluid pressure may
increase with depth at the same rate as the normal stress. The effective normal stress
may thus remain uniform with depth, resulting in no change in shear strength and

stress drops with depth.

The stress drops of the aftershocks of the El Mayor-Cucapah earthquake suggest
that stress drops do not increase with depth in response to increasing normal stress.
However, the dependence of stress drops on depth may be affected by the approach I
use to estimate the falloff frequency. I accepted the maximum falloff frequency from all
available earthquake pairs for a single earthquake as the true falloff frequency of the
earthquake. Picking the maximum apparent falloff frequency discards falloff frequen-
cies that are biased low by different Green’s functions due to the large 2-km co-location
threshold. However, using the maximum falloff frequency may also systematically in-
crease the falloff frequencies of shallow earthquakes. Shallow earthquakes have more
earthquake pairs because there is a higher density of earthquakes at shallow depths.
Shallow earthquakes are therefore more likely to have a range of apparent falloff frequen-
cies around the true falloff frequency which represents the scatter in apparent falloff
frequency caused by small variations in the azimuthal range of stations. The maximum
falloff frequency for shallow earthquakes is thus likely to be the highest apparent falloff
frequency in the scatter around the true falloff frequency. If all the maximum falloff

frequencies sample the highest apparent falloff frequency in the scatter then the relative
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variations of stress drops are robust as they are systematically biased high above the
true falloff frequency. Deeper earthquakes have fewer earthquake pairs, however, so
the scatter of apparent falloff frequencies around the true falloff frequency may not be
fully represented. Thus the maximum falloff frequency for deeper earthquakes might
not be the highest apparent falloff frequency. Deeper earthquakes may sample system-
atically lower apparent falloff frequencies than shallow earthquakes, despite the true
falloff frequency being similar for both sets of earthquakes. The decrease in median
stress drop with depth could thus be artificially created. The three deepest median
stress drops also use only a single earthquake. It is unlikely that a single earthquake
will accurately represent the median stress drop at depth. Indeed, excluding these three
medians would likely result in a relatively constant stress drop with depth. Without
better resolution of falloff frequencies and more stress drops, it is difficult to conclude
whether the stress drops of aftershocks of the El Mayor-Cucapah earthquake depend
on depth.

5.1.4 Variation with aseismic slip

Examining the interaction of aseismic and seismic slip was one of the main aims
of my thesis. I examined the stress drops of earthquakes on the Blanco fault and

aftershocks of the El Mayor-Cucapah earthquake for interaction with aseismic slip.

Stress drops of earthquakes on the Blanco fault increase with seismic coupling,
with a factor of 1.7 (0.8 - 3.5) higher stress drops on the more coupled southeastern
half compared to the less coupled northwestern half (Williams et al., 2019). This
variation of stress drops with coupling is similar to the factor of 2 higher stress drops on
more coupled segments of East Pacific Rise faults observed by Moyer et al. (2018) and
consistent with the lower stress drops on creeping segments of strike slip faults observed
by some studies (e.g., Jin et al., 2000, Allmann and Shearer, 2007). On the other hand,
Kuna et al. (2019) found no systematic difference in stress drops earthquakes in more

coupled crust and less coupled mantle.

In Chapter 2, I suggested that the lower stress drops on the less coupled north-
western half of the fault could be linked to a mantle upwelling underneath the fault
(Byrnes et al., 2017). 1 suggested that this mantle upwelling increases the temperature
of the crust and reduces the width of the seismogenic zone, reducing the length of the
seismic cycle. A shorter seismic cycle means asperities have less time to heal so are
weaker and rupture with lower stress drops. But there are alternative mechanisms that
may explain the dependence of stress drops on seismic coupling. For example, the low
stress drops on the northwestern half of the fault could be due to the complexity of

the faulting. The northwestern half of the fault consists of 3 - 4 depressions with short



146 Chapter 5: Discussion and conclusions

strike slip segments between them (Figure 1.10b). Some of these depressions include
possible normal and strike slip faulting (e.g., Embley and Wilson, 1992, Juteau et al.,
1995, Braunmiller and Nabélek, 2008). The southeastern half has much simpler struc-
ture with most of the fault consisting of a single strike slip fault: the Blanco ridge. One
might imagine that the complex faulting in the northwestern half of the fault allows
penetration of fluids into the crust and that these fluids increase the pore pressure and
reduce the effective normal stress. A lower effective normal stress results in a lower

shear strength and thus lower stress drops (e.g., Roland et al., 2012, Moyer et al., 2018).

On the other hand, the higher stress drops on the southeastern half of the Blanco
fault could be caused by fluid interaction that creates serpentinite. Some forms of ser-
pentinite are stable at low slip rates and normally resist earthquake nucleation. These
serpentinites are also unstable at high slip rates and allow earthquakes to nucleate
if an external trigger increases the slip rate (Reinen et al., 1991). Strong asperities
within serpentinite may remain stable at low slip rates for a long time, allowing them
to accumulate high amounts of stress. When the slip rate or stressing rate does in-
crease, for example through dynamic triggering (e.g., Kilb et al., 2000, Gomberg and
Johnson, 2005, Velasco et al., 2008), the strong asperities experience earthquakes with
particularly high stress drops. Serpentinite diapirism under the Blanco ridge has been
suggested as the mechanism for the formation of the ridge structure (Embley and Wil-
son, 1992, Dziak et al., 2000, Kuna et al., 2019). Most of the earthquakes on the
southeastern half of the Blanco fault occur on the Blanco ridge. The high stress drops
on the southeastern half of the Blanco fault may therefore be due to the presence of
serpentinite. Note, however, that the presence of serpentinite has yet to validated by

physical samples (Dziak et al., 2000).

The variation of stress drops with seismic coupling could also be due to the depth
dependence of stress drops on the Blanco fault, which I cannot examine due to the poor
resolution of earthquake depths. One might imagine that the earthquakes on the cooler
southeastern half of the Blanco fault are systematically deeper than the earthquakes
on the warmer northwestern half. These deeper earthquakes could have higher stress
drops (e.g., Jones and Helmberger, 1996, Hardebeck and Hauksson, 1997, Shearer et al.,
2006, Allmann and Shearer, 2007, Baltay et al., 2011, Chen and Shearer, 2013, Oth,
2013, Uchide et al., 2014, Goebel et al., 2015, Chen and McGuire, 2016). On the other
hand, coupling decreases with depth as the temperature increases and the crust behaves
more ductilely (e.g., Brace and Kohlstedt, 1980, Sibson, 1984, T'se and Rice, 1986). By
this reasoning, if stress drops increase with coupling, then they should decrease with
depth. The lack of evidence for decreasing stress drops with depth in the literature
suggests that the change in coupling with depth does not affect the stress drops or

that the increase of stress drops with depth due to an increase in normal stress (Sec.
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1.1.2) is the more dominant effect. Previous work on the Blanco fault ( Braunmiller and
Nabeélek, 2008) also suggests that there is no systematic spatial variation in earthquake
depths on the Blanco fault (Figure 1.11), so it is unlikely that the depth dependence of

stress drops could artificially create the variation of stress drops with seismic coupling.

I also examined whether the stress drops of aftershocks of the 2010 My 7.2 El
Mayor-Cucapah earthquake varied with the post-seismic aseismic slip rate (Chapter
3). The post-seismic aseismic slip rate appears to decay with time (Gonzalez-Ortega
et al., 2014). The stress drops of the aftershocks appear to slightly increase with time
when the P wave is analysed (Figure 3.12). If the stress drops increase with time then
perhaps they reflect the interaction between aseismic slip and earthquake properties
identified in the stress drops of earthquakes on the Blanco fault. However, the stress
drops of the aftershocks decrease with time when the S wave is analysed (Figure B.7).
I also estimated 95% confidence limits on the slope of the line of best fit in log-log
space for the stress drops with time for both the P wave and S wave. I found 95%
confidence limits of -0.28 to 0.25 on the slope of the line of best fit for the P wave and
95% confidence limits of -0.45 to 0.18 on the slope of the line of best fit for the S wave.
Clearly, the trend of stress drop with time is not well resolved for either set of results.
The lack of a consistent trend of stress drops with time between the two sets of results
and the poor resolution of the slopes of the two sets of results suggests that there is no
systematic change in stress drops with time. The stress drops of the aftershocks thus

do not appear to be affected by the decrease in aseismic slip rate.

The lack of significant variation in stress drops of aftershocks of the ElI Mayor-
Cucapah earthquake with the aseismic slip rate is interesting. A physical intuition
might lead one to expect the stress drops to decrease with time and decreasing aseismic
slip rate. The high aseismic slip rate immediately after the main earthquake may
encourage the rupture of strong and weak asperities. Later after the main earthquake,
the lower aseismic slip rate may not be able to rupture the strong asperities due to a
lower stressing rate, thus decreasing the average stress drop. This relationship between
aseismic slip rate and stress drop is not observed in the stress drops of the aftershocks
of the 2010 EI Mayor-Cucapah earthquake, which suggests that effects other than the
aseismic slip rate may affect the earthquake stress drop. One of these effects could
be that the main shock increases the pore pressure on some asperities and lowers the
pore pressure on others. The asperities with reduced pore pressure will have increased
effective normal stress and therefore increased frictional strength which allows them to
resist rupture. The asperities with increased pore pressure will have decreased effective
normal stress and therefore decreased frictional strength. These weakened asperities
will rupture more easily with lower average stress drops. The pore pressure on the

weakened asperities may then decrease with time as the pore pressure re-equilibrates
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in the fault zone. The decrease in pore pressure will increase the effective normal stress
and frictional strength of the weakened asperities. The increase in frictional strength
with time may cause the average stress drop of asperities to increase with time. Perhaps
this pore pressure effect is acting at the same time as the effect of aseismic slip, and
I therefore do not observe any systematic change in stress drop. Note also that the
stress changes induced by the main shock are more likely to trigger aftershocks, so
the post-seismic slip may not be the main control on the stress drops of aftershocks
(Hardebeck et al., 1998, Kilb et al., 2002, Cattania et al., 2015).

If the stress drops of aftershocks of the 2010 El Mayor-Cucapah earthquake do in-
crease with decreasing post-seismic slip, then they may follow the same relation between
aseismic slip and earthquakes properties as the increase in stress drops of earthquakes
with seismic coupling on the Blanco fault. I suggest a number of mechanisms including
strong asperities, serpentinisation, and pore pressure effects to explain the physics be-
hind the change in stress drops with aseismic slip. But several of these mechanisms are
likely acting at the same time. The change in stress drops likely reflects the trade-off
between these mechanisms. There is also a key difference between the results of Chap-
ters 2 and 3. The variation in stress drops of earthquakes on the Blanco fault appears
to be due to the amount of aseismic slip, whereas the variation in stress drops of the
El Mayor-Cucapah aftershocks may be due to the change in aseismic slip rate. It is not
clear whether the effects of increased aseismic slip and increased aseismic slip rate for
the two different datasets are related through the same mechanism, and the mechanisms

I suggest for each dataset may not explain the variation in the other dataset.

It is also important to remember that I obtain relatively few stress drops here.
Future work should aim to significantly increase the number of available measurements
to test the robustness of the observed effects of aseismic slip on earthquake stress drops.
It would also be interesting to see if the dependence of earthquake stress drops on
aseismic slip can be observed elsewhere. For example, one could investigate the relation
between stress drops and post-seismic slip on subduction zones following megathrust
earthquakes or examine the variation of stress drops with coupling on more faults with
creeping and locked segments (e.g., Jin et al., 2000, Allmann and Shearer, 2007, Moyer
et al., 2018, Kuna et al., 2019). Any dependence of stress drops on aseismic slip must
be considered with caution, as the dependence of stress drop on moment, depth, focal
mechanism, or other properties could cause an apparent relation between stress drops

and aseismic slip.
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5.1.5 Assumptions made about stress drop

Throughout this discussion, I make the assumption that if the strength of a fault
varies, then I should see low stress drops for earthquakes on weaker areas of a fault, and
high stress drops for earthquakes on stronger areas of a fault. In order for this to be
true, I make the assumption that the final stress after the earthquake is constant across
the region of interest, and therefore that an earthquake with a high stress drop must
have ruptured a strong asperity with a high initial shear stress required for rupture.
Although this assumption is sometimes used in previous studies (Hardebeck and Aron,
2009, Hauksson, 2015, Yoshida et al., 2017), it is not clear how accurate it may be. It
is difficult to obtain measurements of the stress on a fault especially after a disruptive
earthquake, so direct estimates of the initial stress and final stress before and after an
earthquake respectively, are uncommon. Thus I make the assumption that the stress
drop, which represents the relative change in stress on the fault due to the earthquake,
describes the change from some initial stress to a final stress, where the final stress is

some minimum stress level that is relatively constant for most rocks.

The constant final stress level that I suggest here may be affected by other fac-
tors such as the temperature. Higher temperature rocks are likely to be velocity-
strengthening, and therefore slip aseismically when they have stress applied to them
(Abercrombie and Ekstrom, 2001, Boettcher et al., 2007, He et al., 2007, Braunmiller
and Nabélek, 2008). Only at particularly high stress will these rocks slip seismically
(e.g., Scholz, 2002), and as soon as this stress is partially released, the rock may begin
slipping aseismically again. In situations like this, the final stress of the rock after an
earthquake may be higher than one would expect for velocity-weakening material, and
so this is one illustration of where my assumption of a constant final stress may be
inappropriate. Increased temperature may also cause low stress drops by shortening

the healing time between earthquakes (Hauksson, 2015).

In order for the stress drop to correlate strongly with the fault strength, I must
also assume that stress drops are near-complete stress drops, releasing most or all of
the stress on a patch of a fault, reducing the shear stress to the dynamic frictional
stress. There is some evidence for earthquakes which have complete stress drops (e.g.,
Zoback and Beroza, 1993, Barton and Zoback, 1994, Hasegawa et al., 2011, Ross et al.,
2017) but other authors have observed possible evidence of earthquakes with partial
stress drops (e.g., Sharma and Wason, 1994, Cotton and Campillo, 1995, Gibowicz,
1998). Partial stress drops of earthquakes may occur if the fault locks immediately
after the occurrence of an earthquake, when the average dynamic stress for the fault is
reduced and the stress drop is not complete (Brune, 1970, 1976, Sharma and Wason,

1994). Alternatively, if the release of stress in the earthquake is not constant across the
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fault, then some regions of the fault may retain higher stress levels after the earthquake
(Brune, 1970, 1976). It is also possible that the final stress on the fault after an earth-
quake is lower than the dynamic stress, which is often called the frictional overshoot
model(Savage and Wood, 1971, Gibowicz, 1998).

There is widespread debate on which of these models is the correct approach (e.g.,
Savage and Wood, 1971, Madariaga, 1976, Snoke et al., 1983, Brune, 1976, Brune et al.,
1986, Smith et al., 1991) and some studies even see evidence that multiple models may
apply to different regions (e.g., Gibowicz, 1998). If complete, partial, and overshoot
stress drops are possible, then one cannot infer any information about the strength
of faults from the static stress drops derived from earthquakes on those faults. This
ambiguity in what stress drops represent is problematic for my analysis, and suggests
that the inferences I make about the strength of faults later in this thesis may be
incorrect. On the other hand, even with partial stress drops one might still expect
some level of correlation with the strength of faults, even if that correlation is much
weaker than if stress drops were complete. So, I assume that stress drops are complete
for this discussion of this thesis, but it is important to remember that a difference in

stress drop may not necessarily reflect a difference in fault strength.

It is also worth considering the effect that other factors may have on the stress drops
I estimate here. For example, observations of induced seismicity have suggested that
increased pore fluid pressure may result in lower stress drops (e.g., Chen and Shearer,
2011, Goertz-Allmann et al., 2011, Kwiatek et al., 2014). Increased pore fluid pressure
will reduce the effective normal stress and therefore reduce the frictional strength of
a rock (e.g., Scholz, 2002). Thus an increased pore fluid pressure may lead to lower
stress drops of earthquakes, assuming that the final stress after earthquakes is constant
between regions of higher and lower pore fluid pressure. Perhaps the variation in stress
drops I observe along the Blanco fault is not related to a hotter crust on one side, but
instead to variation in pore fluid pressure along the fault with higher pore fluid pressure
on the north west segment of the fault because of its more complex structural history

resulting in more damaged and permeable rock.

The change in stress drops along the Blanco fault could also be related to a change
in P wave velocity along the fault. The phase coherence method assumes a P wave
velocity to obtain the rupture extent from the falloff frequency. For the Blanco fault,
I assume a constant P wave velocity of of 8.04 km/s along the fault, whereas in reality
the P wave velocity likely varies. A P wave velocity that is a factor of 0.8 lower on
the north west segment of the fault compared to the south east segment would be
enough to explain the difference in stress drops which I observe in Chapter 2, which

is a reasonable change in P wave velocity along the fault. If the velocity structure of
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a fault is particularly heterogeneous then it could also explain smaller scale changes
in stress drops of earthquakes estimated using the phase coherence method. I do not
consider variations in velocity here, so my results should be considered carefully with

appreciation of the uncertainties and assumptions involved.

5.2 Aseismic slip and repeating earthquakes

The interaction between aseismic slip and earthquakes can also be seen in repeating
earthquakes. Here, I discuss what the results of Chapter 4 can tell us about the
interaction of repeating earthquakes with aseismic slip and fault properties. I begin
by establishing why repeating earthquakes are commonly associated with aseismic slip.
Then I describe my observations of the properties of repeating earthquakes and examine
how they might reflect fault properties rather than aseismic slip. I also discuss the

assumptions I make in explaining the observations and whether they are appropriate.

To understand why repeating earthquakes have been suggested to be symptomatic
of aseismic slip, consider the patch on which a repeating earthquake occurs. If all the
slip on the patch accumulates seismically, then the cumulative slip rate of repeating
earthquakes on that patch should match the tectonic slip rate, and ‘1che recurrence
intervals ¢, of repeating earthquakes should scale with moment My as My (e.g., Nadeau
and Johnson, 1998, Beeler et al., 2001) following

1 2
Mg Aos

tp= 0" 5.1
1.81uV}, (5:1)

where Ao is the stress drop, p is the shear modulus and V7 is the loading velocity.
However, observed recurrence intervals of repeating earthquakes scale as Mg'” (e.g.,
Nadeau and Johnson, 1998, Nadeau et al., 2004, Chen et al., 2007, Lengliné and Marsan,
2009). The recurrence intervals of repeating earthquakes are longer than expected for
smaller earthquakes which indicates a deficit in the seismic slip of repeating earthquakes

compared to the tectonic slip rate.

Several studies have attempted to explain the long recurrence intervals of repeating
earthquakes and the deficit in slip between repeating earthquakes and the tectonic
slip rate. Some authors suggested that repeating earthquakes have high stress drops
(Nadeau and Johnson, 1998) or that repeating earthquakes occur in regions of low slip
rate or stressing rate (Anooshehpoor and Brune, 2001, Sammis and Rice, 2001, Johnson
and Nadeau, 2002). The most commonly accepted explanations, however, use aseismic
slip on the repeating earthquake patch to account for the deficit in slip (Beeler et al.,
2001, Chen and Lapusta, 2009, Cattania and Segall, 2019). Some studies have thus
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used repeating earthquakes as a proxy for aseismic slip to estimate the seismic hazard
(e.g., Birgmann et al., 2000, Schmidt et al., 2005).

In Chapter 4, I presented another explanation for the recurrence interval-moment
scaling of repeating earthquakes which does not require aseismic slip. I suggested that
a single large fault is likely made up of a series of smaller fault strands. Geological
observations imply that the individual shorter fault strands will have accumulated less
slip than the longer fault strands (e.g., Watterson, 1986, Walsh and Watterson, 1988,
Magrrett and Allmendinger, 1991, Gillespie et al., 1992, Cowie and Scholz, 1992, Dawers
et al., 1993, Scholz et al., 1993, Clark and Cox, 1996, Schlische et al., 1996, Fossen and
Hesthammer, 1997, Kim and Sanderson, 2005, Schultz et al., 2008, Bergen and Shaw,
2010, Torabi and Berg, 2011, Kolyukhin and Torabi, 2012, Schultz et al., 2013, Carvell
et al., 2014, Xu et al., 2016). Therefore, if I assume that all the fault strands originated
at the same time, the shorter strands will have lower slip rates than the longer strands.
The unexpected recurrence interval-moment scaling of repeating earthquakes may thus

be explained by the spatially varying slip rates of different fault strands.

I tested this hypothesis by examining the scaling of ratios of recurrence intervals
of repeating earthquake sequences with ratios of their moments. If sequences occur
on the same fault, then they should have the same slip rate andlthe ratio of their

recurrence intervals should scale with the ratio of their moments M;? If sequences

0,ratio"
occur on different faults, then they should have different slip rates and thelratio of
their recurrence intervals should scale with the ratio of their moments MOG,ratio‘ I
found that the scaling of recurrence interval ratios with moment ratios changed with
the distance between repeating earthquake sequences: recurrence interval ratios scaled
with moment ratios Mémtio
1
M()E,ratio

sequences suggests that the unexpected recurrence interval-moment scaling of repeating

for closely spaced sequences and scaled with moment ratio

for widely spaced sequences. This change in scaling with the distance between

earthquakes could be caused by the variation in slip rate between fault strands on which
the repeating earthquake sequences occur. The unexpected recurrence interval-moment
scaling of repeating earthquakes could thus reflect the properties of the fault rather than

aseismic slip.

However, some of the assumptions I make in the above hypothesis may be inap-
propriate. For example, it is easy to imagine that larger, well developed faults are
older than smaller faults (Segall and Pollard, 1983) and have slipped more because
they have had more time to accumulate slip, not because they have higher slip rates.
If the slip rate does not scale with fault length, then how can the change in recurrence
interval-moment scaling with distance be explained? One alternative is that the larger

amount of slip on older fault strands could result in decreased stress drops on older
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fault strands. If a larger, older fault strand has slipped extensively, then the asperi-
ties on the fault surface may be worn away and the fault may be smoother (e.g., Sagy
et al., 2007, Brodsky et al., 2011) and have a lower shear strength. If a younger, shorter
fault strand has slipped less, then the asperities on the fault surface will be less worn
and the fault may be rougher and have a higher shear strength (e.g., Candela et al.,
2011). The stress drops of earthquakes on these shorter, rougher fault strands should
thus be higher than earthquakes on the longer, smoother fault strands, assuming that
the final stress is constant in the region or that stress is heterogeneous and higher on
the rougher fault strands. The shorter fault strands are more likely to host smaller
earthquakes. When I compare sequences on the same fault strand, the stress drop is
similar and does not affect the recurrence interval-moment scaling. When I compare
sequences on different fault strands, the stress drop is higher for shorter fault strands
and will change the recurrence interval-moment scaling relation. This stress drop-based

explanation would allow all fault strands to have the same slip rate.

If stress drop scales with the length of the fault strand, then stress drop sholuld also
scale with moment. To obtain the recurrence interval-moment scaling of M, stress
drop Ao must scale with M(; i in the relation between recurrence interval and moment
(Equation (5.1)) so that:

t, = 5.2
v STV, (5.2)
1 1
M§M76
t, 00 (5.3)
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It is also interesting to calculate the stress drop of earthquakes of various sizes by
substituting the observed average recurrence intervals and earthquake moments from
Figure 4.3 into the equation for recurrence interval (Equation (5.1)). First, I rearrange

Equation (5.1) for stress drop:

3
1.81t, 0V, 2
TRy (5.5)

Ao = (
Then, I assume that the shear modulus p is 30 GPa (Dziewonski and Anderson, 1981)
and the average slip rate on the Parkfield segment of the San Andreas fault is 26.2
mm/yr (Toké et al., 2011). I assume that there are X fault segments contributing
equally to this slip rate so that the loading velocity V7, on each one is (26.2 mm/yr)/X.

I insert the median recurrence interval and moment estimates from the repeating earth-
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quake sequences identified in Figure 4.3b. I obtain a stress drop of 300 MPa for a M 1.3
earthquake on a single small fault and a stress drop of 90 MPa for a M 3 earthquake on
a single large fault. Alternatively, if there are ten faults then the stress drop of a M 1.3
earthquake is 10 MPa and the stress drop of a M 3 earthquake is 1 MPa. The stress drop
consistently decreases with magnitude for any number of faults. The stress drops for a
higher number of faults are similar to values estimated in previous studies (e.g., Iman-
ishi et al., 2004, Allmann and Shearer, 2007, Cotton et al., 2013, Abercrombie, 2014,
Cocco et al., 2016) and are not as high as the near-lithostatic stress drops suggested by
Nadeau and Johnson (1998). On the other hand, stress drops have not been observed
to decrease with moment (e.g., Abercrombie, 1995, Mori et al., 2003, Shearer et al.,
2006, Chen and Shearer, 2011, Uchide et al., 2014, Chen and McGuire, 2016, Cocco
et al., 2016, Abercrombie et al., 2017, Yoshida et al., 2017). The lack of any decrease
in stress drop with moment suggests that the unexpected recurrence interval-moment
scaling of repeating earthquakes cannot be explained by varying stress drops with fault
roughness or age. It is, however, useful to consider and eliminate other explanations
for the change in the recurrence interval-moment scaling of repeating earthquakes with

the distance between sequences.

If fault strand-dependent slip rates or stress drops cannot explain the change in
recurrence interval-moment scaling with distance between repeating earthquake se-
quences, then what alternatives are available? Perhaps repeating earthquakes occur
on strong locked asperities within a larger creeping region (Anooshehpoor and Brune,
2001) or occur on a series of clustered asperities (Johnson and Nadeau, 2002). Both
of these models involve spatially varying slip rates on a fault and smaller earthquakes
in slower slipping regions, which might explain the variation in recurrence interval-
moment scaling with distance without the assumption of slip rates or stress drops that

scale with fault length.

It is also important to consider that there are uncertainties inherent in my analysis,
such as whether I correctly identify repeating earthquakes (Sec. 5.3.2). These uncer-
tainties and the limited dataset I use to obtain my results mean that I cannot exclude
the other explanations for the unexpected recurrence interval-moment scaling of re-
peating earthquakes with a high degree of confidence (e.g., Nadeau and Johnson, 1998,
Beeler et al., 2001, Sammis and Rice, 2001, Chen and Lapusta, 2009, Cattania and
Segall, 2019, Chen and Lapusta, 2019). I should also note that repeating earthquakes
do appear to coincide with aseismic slip where the aseismic slip is inferred from geodesy
(e.g., Nadeau et al., 1995, Schaff et al., 1998, Nadeau and McEvilly, 1999, Birgmann
et al., 2000, Matsuzawa et al., 2002, Igarashi et al., 2003, Uchida et al., 2003, Nadeau
et al., 2004, Peng and Ben-Zion, 2005, Chen et al., 2008, Lengliné and Marsan, 2009,
Uchida and Matsuzawa, 2011, Schmittbuhl et al., 2016, Gardonio et al., 2018). The
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co-location of repeating earthquakes and aseismic slip suggests that the explanations
for the unexpected recurrence interval-moment scaling which use aseismic slip may be
reasonable (Beeler et al., 2001, Chen and Lapusta, 2009, Cattania and Segall, 2019).
On the other hand, the geodetic observations of aseismic slip are made over large re-
gions, so it is unclear whether the aseismic slip may control the occurrence of repeating

earthquakes on small scales.

The uncertainties in the analysis and the limited dataset in Chapter 4 also mean
that further work is needed to test whether the variation in recurrence interval-moment
scaling with distance is real. One important test would be whether the variation in
scaling can be replicated for other regions and earthquake catalogs. Possible catalogs
to investigate would be the global earthquake catalog or induced seismicity catalogs
(e.g., Schoenball and Ellsworth, 2017), although induced seismicity catalogs may not
follow the same relation as natural earthquake catalogs due to their triggering mech-
anism. For the analysis to work, it is essential that these catalogs have high quality
locations. For instance, to see the variation in recurrence interval-moment scaling for M
< 3 earthquakes, I needed earthquake locations that were accurate to under 100 m to
identify the change in scaling for earthquakes that were 100 - 200 m apart. However, if
a repeating earthquake catalog is mostly M > 3 earthquakes then the scaling variation
should be observed at larger distances. Observing the variation in scaling for larger dis-
tances between larger earthquakes would suggest that the recurrence interval-moment
scaling of repeating earthquakes reflects a fundamental interaction between earthquake

properties and fault properties.

5.3 Development of new methods

In my thesis, I developed new methods which I used to obtain stress drops and
to identify repeating earthquakes. Here I discuss the uncertainties involved in each
method and compare them to pre-existing methods. I also examine how each method
could be used in future to improve our knowledge of earthquake properties. I begin by
discussing the phase coherence method used to obtain stress drops in Chapter 2 and 3
(Sec. 5.3.1). I then discuss the simple approach for identifying repeating earthquakes
used in Chapter 4 (Sec. 5.3.2).

5.3.1 The phase coherence method

I used the phase coherence method (Hawthorne and Ampuero, 2017, Hawthorne
et al., 2018, Williams et al., 2019) to obtain stress drops of earthquakes on the Blanco
fault and aftershocks of the 2010 Mw 7.2 El Mayor-Cucapah earthquake. The phase
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coherence method uses variations in apparent source time functions caused by spatially
distributed slip to identify the rupture length and thus the stress drop of an earth-
quake. The phase coherence method provides a new approach to analyse the properties
of earthquakes and presents new opportunities for understanding the mechanics of
earthquakes. My work in Chapter 2 is some of the first to use and develop the phase
coherence method and demonstrates that it can be used to obtain earthquake stress
drops. I built upon this foundation in Chapter 3, where I used the phase coherence
method on the P wave and the S wave signals and demonstrated that the S wave is a
viable alternative to the P wave. Using the S wave may be advantageous for datasets

where the signal-to-noise ratio is low and the arrival of the P wave is obscured by noise.

The phase coherence method differs from conventional methods for obtaining stress
drops, such as the spectral decomposition and spectral ratio fitting methods (Sec.
1.1.1). Stress drops obtained with the phase coherence method depend only weakly
on the rupture velocity but strongly on the propagation velocity, whereas stress drops
obtained using conventional methods depend strongly on the rupture velocity. A strong
dependence on the wave propagation velocity is more acceptable than a strong depen-
dence on the rupture velocity, as the wave propagation velocity is often estimated
through velocity modelling and is reasonably well known (within 10%). The wave
propagation velocity may be difficult to choose, however, if different regions of the
rupture area have different velocities. The rupture velocity is more uncertain and is
often assumed to be 90% of the shear wave velocity (e.g., Madariaga, 1976, Shearer
et al., 2006, Allmann and Shearer, 2007, Hardebeck and Aron, 2009). The rupture ve-
locity is also more difficult to measure than the wave propagation velocity. Complete
knowledge of the rupture velocity would require detailed modelling of the rupture pro-
cess of each earthquake (e.g., Fan and Shearer, 2015, Grandin et al., 2015). Thus the
rupture velocity is more uncertain than the wave propagation velocity and a strong
dependence on the rupture velocity is less acceptable than a strong dependence on the

wave propagation velocity.

To understand how the phase coherence method depends strongly on the wave
propagation velocity and conventional spectral corner frequency-based methods depend
strongly on the rupture velocity, consider the approach that the methods use to obtain
the rupture extent. The phase coherence method estimates the rupture extent without
obtaining a rupture duration, whereas other methods use the rupture duration to infer
the rupture extent. The rupture duration may not accurately represent the size of an
earthquake, even with the correct rupture velocity. Take, for example, a complex and
abnormal rupture shown in Figure 5.3. The rupture begins at the epicentre marked by
the black dot and ruptures through segments A, B, C, and D in sequence with 0.2 s

between the start of rupture of each segment. The rupture of each segment takes 0.3 s.
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The rupture velocity 3 is 2.7 km/s, 90% of the shear wave velocity of 3 km/s. Spectral
corner frequency-based methods which rely on rupture duration will identify a rupture
duration of 1.1 s and thus a corner frequency f. of 0.9 Hz, from which one can calculate
a rupture radius r of roughly 1 km using r = ’;—f and assuming a circular rupture
(Brune, 1970) and that k is 0.32 (Madariaga, 1976, Shearer et al., 2006, Allmann and
Shearer, 2007, 2009, Abercrombie, 2014). This estimated rupture radius is twice as
large as the true rupture radius of 0.55 km, as using the rupture duration does not take

into account complex ruptures.

On the other hand, the phase coherence method examines differences in phase
between signals in a rupture. These signals vary in arrival time at different stations
due to the direction of rupture propagation, or rupture directivity, but they also vary
due to the difference in distance that the signal must propagate through. The phase
difference will be largest between the signals from A and C, as they have the largest
distance between them. The large distance results in a large difference in propagation
time, and thus a large difference in phase, demonstrated on Figure 5.3 by the difference
in arrival times of A and C on stations E and W. The falloff frequency of the phase
coherence will be around 6 Hz assuming that the P wave velocity is 6 km/s, though it
may vary somewhat. The falloff frequency is scaled by a factor Fj., which comes from
synthetic modelling of earthquakes using an assumed rupture velocity. The scaling
factor Fs.q can vary significantly depending on the rupture velocity e.g. Hawthorne
et al. (2018) observed that the scaling factor can range from 0.7 to 2.2 using a rupture
velocity that was equivalent to 5% and 100% of the shear wave velocity, respectively.
An appropriate rupture velocity is thus still important for the phase coherence method,
but not as important as an appropriate wave propagation velocity. In this example, the
rupture velocity is well known, so the falloff frequency is equivalent to a rupture radius
closer to the true value. The difference in estimated rupture radius may explain the
higher stress drops I obtain from the phase coherence method. If spectral decomposition
methods routinely overestimate the rupture radius, they will also underestimate the
stress drop. Note, however, that there will only be a large difference in estimated
rupture extents between the two methods for complex or bilateral ruptures; for simple
unilateral earthquakes or point sources, both the phase coherence method and spectral

corner frequency based methods should obtain similar rupture extents.

I examined the difference between stress drops determined in Chapters 2 and 3
and previous studies in Sec. 5.1. I observed higher stress drops for earthquakes
on the Blanco fault than previous estimates (Boettcher and Jordan, 2004, Allmann
and Shearer, 2009, Moyer et al., 2018, Kuna et al., 2019) and lower stress drops for
aftershocks of the El Mayor-Cucapah earthquake than previous estimates (Allmann
and Shearer, 2009, Chen and Shearer, 2013). This lack of systematic difference in
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Figure 5.3: The effect of a complex slip distribution on the results of spectral corner frequency-
based methods and the phase coherence method. The large black circle indicates the entire
earthquake rupture area and the black dot illustrates the epicentre. The four coloured patches
marked A-D are different segments of the rupture. Signals at stations (triangles) are plotted
through time with the signal from each segment coloured by the colour of the segment. Total
durations of the apparent source time function are given for each station. The signal of each
segment arrives at a different time in the source time function depending on the relative distance
between the segment and the station. Signals from A and C have the largest difference in arrival
times between stations as shown by their early or late arrivals at stations E and W. Signals B
and D have the next largest difference shown in their arrival times at stations N and S.
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stress drops suggests that the phase coherence method does not estimate systemat-
ically shorter apparent rupture extents than conventional spectral corner frequency-
based methods. Interestingly, I also observe a slight moment dependence of stress drop
(Sec. 5.1.2) whereas most previous studies find that stress drops do not depend on
moment (e.g., Abercrombie, 1995, Mori et al., 2003, Shearer et al., 2006, Chen and
Shearer, 2011, Uchide et al., 2014, Chen and McGuire, 2016, Abercrombie et al., 2017,
Yoshida et al., 2017). Perhaps the moment dependence I observe reflects the difference
between the phase coherence method and spectral corner frequency-based methods. If
larger magnitude earthquakes have more complex ruptures than smaller earthquakes,
then one might expect that spectral corner frequency-based methods overestimate rup-
ture extents by increasing amounts as the magnitude of the earthquake increases. The
overestimated rupture extents could obscure an increase in stress drop with moment.
The phase coherence method, however, would not overestimate the rupture extents so
may observe the increase in stress drop with moment. Note, however, that I study only
two regions here and relatively few earthquakes, so further work is needed to test the
behaviour of the results of the phase coherence method against the behaviour of the

results of spectral corner frequency-based methods.

Spectral corner frequency-based methods have several advantages over the phase
coherence method, as there are several sources of uncertainty which do not affect these
methods as much as they affect the phase coherence method. These sources of un-
certainty include the trace alignment (Sec. 2.6.2; Sec. 3.4.1), the noise at higher
frequencies, and depth phase arrivals (Sec. 2.6.6; Sec. 3.4.5). The trace alignment
is the first step in removing the path effects, and a poor alignment will result in an
apparent phase difference between events which reduces the phase coherence at high
frequencies. I estimated the accuracy of the trace alignment for the data from earth-
quakes on the Blanco fault in Figure 2.6. The quality of alignment in that case meant
that I could not obtain falloff frequencies which were equal to or above 3.7 Hz, as they
may have been systematically biased to lower values by the poor alignment. The qual-
ity of alignment depends on the signal-to-noise ratio of the data and the clarity of the
arrivals. For example, the alignment uncertainty for the P and S wave in Chapter 3
had less of an effect on lower frequencies than the alignment uncertainty of the P wave
in Chapter 2 (Figure 5.4) because I accepted fewer stations with lower signal-to-noise
ratios in Chapter 3. Alignment is less important for spectral corner frequency-based
methods, as these methods require only a rough window that includes the earthquake
source time function, and any minor shifts of the window outside of the arrival will

make little difference as long as the window captures most of the earthquake.

High frequency noise has more of an effect on the results of the phase coherence

method than the results of conventional spectral corner frequency-based methods. The
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Figure 5.4: The effect of alignment uncertainty on the phase coherence for the results on
the Blanco fault (Chapter 2) is plotted in black. The effect of alignment uncertainty from the
results of the El Mayor-Cucapah aftershocks for the S wave and P wave (Chapter 3) in blue
and green, respectively. The 95% confidence intervals on the effect of alignment uncertainty
for each dataset are indicated by the shaded areas. The black dashed line indicates a constant
coherence of 0.5 at all frequencies.
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falloff frequency of an earthquake tends to be significantly higher than the corresponding
corner frequency. Whilst the corner frequency for a M 5 earthquake might be around
1 Hz (Figure 1.2), the falloff frequency of the same earthquake is likely to be around 2
- 4 Hz (e.g., Figure 2.10). Thus the effect of high frequency noise is more of a problem
for the phase coherence method. One approach to mitigate this could be to use the S
wave rather than the P wave when estimating the falloff frequency of an earthquake.
The falloff frequency of the S wave will be lower than the falloff frequency of the P
wave because of the slower propagation velocity of the S wave. I analysed both the P
wave and S wave in Chapter 3. The results of the S wave were relatively consistent
with the results of the P wave, so the S wave may be a viable alternative to the P wave

if higher frequencies are particularly noisy.

Depth phase arrivals in the analysed time window of the phase coherence method
will also decrease the coherence, and may cause the falloff frequency to be underesti-
mated (Sec. 2.6.6; Sec. 3.4.5). To mitigate this effect, I discarded stations that may
include depth phase arrivals in the 5-s window in Chapter 2. I could not discard stations
in Chapter 3 because of lower signal-to-noise ratios for more distant stations, so depth
phases may have limited the resolution of falloff frequencies of shallow earthquakes in
Chapter 3. For spectral corner frequency-based methods, depth phases can cause res-
onance in the earthquake spectrum estimated using spectral decomposition methods
(Allmann and Shearer, 2009). Allmann and Shearer (2009) also noted, however, that

the resonance did not affect their estimated corner frequencies.

Other problems with the phase coherence method can be caused by the smaller
earthquakes that larger earthquakes are paired with. If the larger and smaller earth-
quakes are part of the same repeating earthquake sequence, then the phase coherence
will remain high to extremely high frequencies and fall off at a high frequency which
does not represent the rupture extent of the larger earthquake (Sec. 3.4.6). On the
other hand, if the smaller earthquake has a larger rupture extent than the larger earth-
quake, then the larger rupture extent of the smaller earthquake will cause the falloff
frequency of the earthquake pair. The falloff frequency will thus not correspond to
the rupture extent of the larger earthquake (Sec. 3.4.7). Both of these cases change
the falloff frequency of the larger earthquake, and both are difficult to identify auto-
matically. Repeating earthquakes can be removed using a phase coherence and signal
fraction matching approach, as I did visually in Chapter 3, but identifying which falloff
frequencies belong to the smaller earthquake of a pair due to a larger rupture extent
is much more difficult. To identify smaller earthquakes which have large rupture ex-
tents, the smaller earthquake must feature in pairs with even smaller earthquakes, so
that the falloff frequency of the smaller earthquake can be isolated independently of

the large earthquake. Alternatively, the large earthquake must have enough consistent
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falloff frequency estimates that the falloff frequency of the small earthquake with the
large rupture extent does not match the distribution of falloff frequencies and can be
excluded. The possibility of repeating earthquakes and small earthquakes with large
rupture extents must be considered with caution, and both act as limitations on the
use of the phase coherence method. Note, however, that both examples I give here will

also cause problems for spectral corner frequency-based methods.

The next step to validate results from the phase coherence method is to apply both
phase coherence and spectral corner frequency-based methods to the same dataset.
Using these methods together would allow one to look at rupture properties that neither
individually allow. As I discussed above, the phase coherence method may find a
smaller, more accurate rupture radius than corner frequency methods for some complex
ruptures, and comparing the differences in these radii may help to investigate how
common complex ruptures are. Comparing the results of different methods may also
illustrate variations in the rupture velocity for different earthquakes, as spectral corner
frequency-based methods obtain an estimate of the rupture duration, and the phase
coherence method estimates the rupture extent. By comparing the rupture duration
and extent from the two methods, one can isolate the rupture velocity. The rupture
velocity is currently difficult to estimate and involves computing- and time-intensive
modelling of the earthquake rupture (e.g., Fan and Shearer, 2015, Grandin et al., 2015).
Using both methods as described above would simplify this process and may allow the
rupture velocity to be estimated for many earthquakes, which could help us to better

understand the rupture process.

Future work could also test the resolution of the phase coherence method and
whether the method could be useful for problems outside of earthquake seismology.
For example, could the method be used on acoustic emissions within a dam to examine
the size of any possible cracks? It will be interesting to see new and innovative applica-
tions for the phase coherence method and how the method can be used to investigate

the physics of earthquake rupture.

5.3.2 Identifying repeating earthquakes without cross correlation

I used a simple approach to identify pairs of repeating earthquakes (two-earthquake
sequences) in Chapter 4. The approach is simpler and faster than the usual methods
for identifying repeating earthquakes. Most studies (e.g., Nadeau and Johnson, 1998,
Lengliné and Marsan, 2009, Materna et al., 2018) compare the waveforms of earth-
quakes through cross correlation and select earthquakes with high cross correlation
coefficients as repeating earthquakes. Here I identified repeating earthquakes using dis-

tance and magnitude thresholds similar to these previous studies but did not examine
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the waveforms of earthquakes.

The observation of varying recurrence interval-moment scaling with distance be-
tween repeating earthquake sequences discussed earlier (Sec. 5.2) is only reliable if my
simple approach correctly identifies repeating earthquakes. The 0.3 magnitude differ-
ence threshold and rupture radius-based location threshold I use to identify repeating
earthquakes are similar to the approach of Lengliné and Marsan (2009) and other re-
peating earthquake studies (e.g., Nadeau and Johnson, 1998, Peng and Ben-Zion, 2005,
Chen and McGuire, 2016, Materna et al., 2018), but the lack of a cross correlation-
based threshold could mean some sequences are composed of unrelated earthquakes.
To test this, I compared my sequence catalog with the catalog of Lengliné and Marsan
(2009) (Figure 5.5). I correctly identify 22.5% of the pairs of earthquakes in the se-
quences catalog of Lengliné and Marsan (2009). At first glance, the low proportion
of similar pairs suggests that my approach does a poor job of finding repeating earth-
quakes. However, 60.8% of the pairs in the catalog of Lengliné and Marsan (2009) are
excluded because I do not use any earthquakes after the 2004 Parkfield earthquake or
any earthquakes shallower than 4 km depth, and 4.6% are excluded because I use a
higher completeness magnitude of 1.3 compared to the completeness magnitude of 1.2
that Lengliné and Marsan (2009) used. The remaining 12.1% of earthquake pairs are
not identified because they do not meet the 0.3 magnitude difference threshold or the
rupture radius-based location threshold or in some cases because they form earthquake

pairs with earlier earthquakes.

If T exclude pairs of earthquakes which were not within my region and magnitude
range of interest, then I correctly identify 65% of the pairs of earthquakes. The remain-
ing 35% of earthquake pairs which I failed to identify could be caused by changes in
the earthquake magnitude and location in the NCSN catalog in the ten years between
the study of Lengliné and Marsan (2009) and my study. The simple non-cross corre-
lation based approach identifies over half of the repeating earthquakes found by cross
correlation, so does a reasonable job of identifying repeating earthquakes. The sim-
ple approach 1to identify repeating earthquakes also finds a recurrence interval-moment
scaling of M (Figure 4.3), which is similar to the M{-17 recurrence interval-moment
scaling of repeating earthquakes from previous studies (e.g., Nadeau and Johnson, 1998,
Lengliné and Marsan, 2009).

It is possible that any misidentification of repeating earthquakes is not a problem.
Consider that the change in slip rate of fault strands may affect the rate of all earth-
quakes on the fault strand, and not just recurrence intervals of repeating earthquakes.
If this is true then the change in fault scaling with distance may indicate a much more

fundamental relation where the slip behaviour of an array of fault strands controls
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Figure 5.5: The reasons that pairs of earthquakes from the sequences in the catalog of Lengliné
and Marsan (2009) were excluded from my data analysis. Red bars indicate reasons that pairs
were excluded and the green bar indicates the percentage of pairs that were included in the
repeating earthquake catalog in my study. From left to right these reasons refer to: one of
the earthquakes in the pair being after the 2004 My 6.0 Parkfield earthquake, one of the
earthquakes being above 4 km depth, both of the earthquakes being below the completion
magnitude of 1.3, the earthquakes being too far apart, the difference in earthquake magnitudes
exceeding the 0.3 threshold, and the first earthquake of the pair getting paired with an earlier
event in the simpler approach.
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earthquake occurrence. The change in recurrence interval-moment scaling should then
also occur in general earthquake catalogs, not just in repeating earthquake catalogs. If
the slip rate depends on the fault strand or spatial location, then seismic hazard esti-
mates should take this into account, and it may allow seismic hazard estimates to be
made on a small spatial scale. Note, however, that extensive further testing of this hy-
pothesis is needed before a fundamental relation between fault strands and earthquake

occurrence can be inferred.

The approach I used to identify repeating earthquakes is simple and fast and reli-
ably identifies repeating earthquakes when compared with previous studies of the same
area. The simplified approach could significantly speed up the identification of repeat-
ing earthquakes and allow further investigation into the relation between repeating
earthquakes and fault properties in more regions. It may also allow investigation of
repeating earthquakes in areas with lower signal-to-noise ratios, as long as the uncer-

tainties on the locations of earthquakes in the catalog are relatively low.

5.4 Conclusions and Key Findings

In this thesis, I used new methods to examine the effect of aseismic slip and fault
properties on earthquake properties. I examined the effect of aseismic slip on stress
drops of earthquakes on the Blanco fault (Chapter 2) and on stress drops of aftershocks
of the 2010 My 7.2 El Mayor-Cucapah earthquake (Chapter 3). I obtained these stress
drops using the phase coherence method, a new method which uses the variation of
apparent source time functions to estimate the rupture extent. I further developed the
phase coherence method by applying it in regions with lower data quality, and identified
sources of uncertainty that must be counteracted, such as the effect of alignment. I also
found that the S wave is a viable alternative to the P wave for applications of the phase
coherence method. Using the phase coherence method, I found that the interaction
between aseismic slip and stress drops varies between regions, which suggests there is

no simple relationship between aseismic slip and earthquake properties.

I also looked at whether the unexpected recurrence interval-moment scaling of re-
peating earthquakes could be explained using fault strand-dependent slip rates (Chap-
ter 4). I hypothesised that spatially variable slip rates can be used to explain the
scaling of recurrence intervals with moments of repeating earthquakes. I detected these
repeating earthquakes using a simple approach which does not involve cross correla-
tion. I found that this simple approach identifies the majority of repeating earthquakes
identified by previous cross correlation-based approaches. I found that the unexpected
recurrence interval-moment scaling of repeating earthquakes may occur because of spa-

tially varying slip rates. Here, I describe the key findings of my thesis and suggest
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future work that could test some of the behaviours of earthquake properties that I
observed. I also suggest how future work could take advantage of the phase coherence

method or the simple approach for detecting repeating earthquakes.

Key Finding 1: Stress drops of earthquakes may depend on the aseismic

slip.

In Chapters 2 and 3, I examined the stress drops of earthquakes using the phase
coherence method. In Chapter 2, I obtained stress drops of earthquakes along the
Blanco fault, off the coast of Oregon, U.S.. My work was some of the first to estimate
stress drops of earthquakes on the Blanco fault. The seismic coupling, or proportion
of moment released by earthquakes compared to aseismic slip, varies along the Blanco
fault, with a more coupled southeastern half of the fault and less coupled northwestern
half (Braunmiller and Ndbélek, 2008). I observed that stress drops were a factor of
1.7 higher for earthquakes on the more coupled southeastern half of the fault, similar
to the degree of variation in stress drops on other faults with varying coupling (e.g.,
Moyer et al., 2018). The factor of difference in stress drops suggests that aseismic
slip can affect the properties of earthquakes. I suggested that mantle upwelling under
the northwestern segment of the fault (Byrnes et al., 2017) may result in a smaller
seismogenic zone, which can be loaded more quickly by aseismic slip and have a shorter
seismic cycle. A shorter seismic cycle gives the asperities on the fault less time to heal,

reducing their shear strength and thus the stress drop.

In Chapter 3, I obtained stress drops of aftershocks of the 2010 My 7.2 El Mayor-
Cucapah earthquake. I observed that the stress drops of these aftershocks increased
with time since the main shock when analysing the P wave. I also observed that
the stress drops of these aftershocks decreased with time since the main shock when
analysing the S wave. Both of these trends are low amplitude and not robust. The
lack of a systematic change in stress drops with time for both waves suggests that the

stress drops do not change with aseismic slip rate.

The variation in the interaction of aseismic slip with stress drops of earthquakes
suggests that the interaction is complex and that other factors may change the effect
that aseismic slip has on earthquake properties. I suggested several mechanisms for the
possible variation in stress drops with aseismic slip including a shorter seismic cycle,
the presence of serpentinite, and pore pressure effects. The interaction of aseismic slip
and stress drops merits further examination, which could include more data analysis
or earthquake modelling. It would be interesting to see if the interaction of aseismic
slip and stress drops can be replicated in studies of other faults with varying coupling

along their length and if the behaviour of aftershock stress drops is indeed linked to



§5.4 Conclusions and Key Findings 167

the post-seismic slip rate.

Key Finding 2: The unexpected scaling of recurrence intervals with mo-
ments of repeating earthquakes may be explained by spatially variable slip

rates.

In Chapter 4, I tested whether the unexpected recurrence interval-moment scaling
of repeating earthquakes in Parkfield, California, can be explained by multiple fault
strands within a larger fault zone. I hypothesised that the slip rate on each fault
strand increases with its length, assuming that all faults originate at the same time.
To test this, I compared the relative recurrence intervals and moments of repeating
earthquake sequences with the distance between them. I found that closely spaced
sequences, which likely occur on the same fault strand with the same slip rate, follow a
recurrence interval-moment scaling of M, whilst widely spaced sequences, which likely
occur on different fau}t strands with different slip rates, follow a recurrence interval-
moment scaling of MJ?, similar to the unexpected recurrence interval-moment scaling
of M8'17 observed in previous studies (e.g., Nadeau and Johnson, 1998, Lengliné and
Marsan, 2009). The variation in recurrence interval-moment scaling with the distance
between sequences suggests that the unexpected recurrence interval-moment scaling
can be explained by spatially variable slip rates or slip rates that depend on the length
of a fault strand. Thus, perhaps authors should be careful when inferring aseismic slip
from the recurrence intervals of repeating earthquakes and should not use the inferred
aseismic slip to inform seismic hazard analysis (e.g., Birgmann et al., 2000, Schmidt
et al., 2005).

If slip rates that depend on the length of a fault strand do determine the recurrence
intervals of repeating earthquakes, then earthquake properties may be fundamentally
determined by fault properties. To explain the recurrence interval-moment scaling, I
assumed that the slip rate of the fault strand scales with its length following a power-
law distribution. A power-law distribution suggests that fault properties may be self-

similar, but this assumption requires further investigation.

The fault strand-dependent slip rate scaling I suggest here to explain the behaviour
of repeating earthquakes needs further testing in the lab, testing with earthquake
modelling, and supporting observations in the field. One way this scaling could be
tested is to apply my approach to other earthquake catalogs, to see if the same recur-
rence interval-moment scaling variation is observed with the distance between repeating
earthquake sequences. These catalogs would need accurate locations to allow the sepa-
ration of different fault strands. Possible catalogs which would be appropriate include

induced seismicity catalogs (e.g., Schoenball and Ellsworth, 2017), although these cat-
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alogs may not follow the same relation due to the induced nature of their seismicity.
It would also be interesting to see if this repeating earthquake behaviour can be repli-
cated in the lab at centimetre to millimetre scales, which would also test whether the

power-law scaling of slip rate with the length of a fault strand is correct.

Key Finding 3: Further development of the inter-station phase coherence
method.

In Chapters 2 and 3, I used and further developed the inter-station phase coher-
ence method to obtain stress drops of earthquakes (Hawthorne and Ampuero, 2017,
Hawthorne et al., 2018, Williams et al., 2019). The phase coherence method uses vari-
ations in apparent source time functions to estimate the rupture extent of earthquakes,
and thus the stress drop. My work is some of the first to use this method to obtain the
stress drops of earthquakes and some of the first to test the functionality of the phase
coherence method on distant earthquakes using the offshore earthquakes on the Blanco
fault in Chapter 2. I also further developed the phase coherence method by applying
it to both the P wave and S wave in Chapter 3. I found that the results of the P wave
and S wave were relatively consistent which suggests that the S wave may be a useful
alternative to the P wave if the higher falloff frequencies of the P wave are obscured by

noise at high frequencies.

The phase coherence method has several advantages and disadvantages when com-
pared to conventional spectral corner frequency-based methods. One advantage is that
the results of the phase coherence method depend more strongly on the propagation
wave velocity in the rupture area than on the rupture velocity. As the propagation
wave velocity is normally well known to within 10%, and the rupture velocity is usu-
ally assumed to be 75 - 90% of the shear wave velocity, the rupture velocity is more
uncertain and therefore a weaker dependence on the rupture velocity may improve the
accuracy of stress drop estimates. The phase coherence method may also provide a
more accurate estimate of the rupture extent of an earthquake as the method does not
rely on the rupture duration, as opposed to spectral corner frequency-based methods
which infer the extent from the duration. An example of how using the rupture du-
ration may overestimate the rupture extent of an earthquake is discussed above (Sec.
5.3.1).

However, the phase coherence method also has several sources of uncertainty which
do not significantly affect the results of spectral corner frequency-based methods. These
uncertainties include the accuracy of trace alignment and the occurrence of depth phases
in the analysis window. I discussed how some of the sources of uncertainty can be

mitigated in Chapters 2 and 3.
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The phase coherence method offers a new approach for examining the properties of
earthquakes, which could be combined with existing spectral corner frequency-based
methods to look at earthquake properties such as the rupture velocity, which are oth-
erwise difficult to examine. Future work could use these methods together to examine
the differences in stress drops estimated using each method and to examine what these
differences suggest about the rupture properties of earthquakes such as the rupture

velocity.

Key Finding 4: A simple non-cross correlation based approach success-

fully identifies repeating earthquakes.

In Chapter 4, I identified repeating earthquakes in Parkfield, California, using a
simple approach which does not rely on cross correlation of seismic records. I identified
pairs of earthquakes as repeating earthquakes if their locations were within one earth-
quake radius (plus location uncertainty) and within 0.3 magnitude units. Although one
might expect this approach to be more error prone due to the lack of cross correlation,
I identified similar repeating earthquake sequences to previous work (Figure 5.5). I also
observed the same unexpected recurrence interval-moment scaling as previous studies
(Figure 4.3) (e.g., Nadeau and Johnson, 1998, Lengliné and Marsan, 2009).

The simple non-cross correlation based approach for identifying repeating earth-
quakes appears to correctly identify repeating earthquakes. However, further work is
needed to test the performance of the simple approach on other earthquake catalogs,
especially those that are of lower quality than the earthquake catalog in Parkfield,
California. The simple approach offers an easier and faster approach to examine the
behaviour of repeating earthquakes, without the time-consuming process of cross cor-
relating seismic records. Future work may be able to take advantage of this simple
approach when waveforms are difficult to cross-correlate due to low signal-to-noise ra-

tios.

5.5 Concluding Remarks

In this thesis I have investigated the interaction of fault properties and aseismic slip
with earthquake properties. I have further developed the inter-station phase coherence
method for examining the rupture extent and thus the stress drop of earthquakes,
which offers a new approach that can be used with existing methods to examine the
properties of earthquakes such as the rupture velocity. I used the phase coherence
method to obtain some of the first stress drops for earthquakes on the Blanco fault
and to estimate stress drops of aftershocks of the 2010 My 7.2 El Mayor-Cucapah

earthquake. I identified an interaction between aseismic slip and the stress drops of
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earthquakes. The stress drops of earthquakes on more coupled segments of the Blanco
fault were higher than the stress drops of earthquakes on less coupled segments. The
stress drops of aftershocks of the El Mayor-Cucapah earthquake may also increase as

the post-seismic slip rate decreases, but this trend is not robust.

I also used a simple approach to identify pairs of repeating earthquakes in Park-
field, California and to investigate the cause of the unexpected recurrence interval-
moment scaling of repeating earthquakes. This simple approach finds similar repeating
earthquakes to previous cross correlation-based approaches and offers a simpler and
faster approach to analyse repeating earthquakes. I found that the recurrence interval-
moment scaling of repeating earthquakes varied with the distance between them and
thereby showed that the unexpected recurrence interval-moment scaling of repeating
earthquakes can be explained by spatially variable slip rates. This explanation sug-
gests that fault properties may fundamentally determine the recurrence intervals and

moments of earthquakes.

This thesis has improved our understanding of the interaction of earthquake prop-
erties and aseismic slip and has further established the inter-station phase coherence
method and the simple method for identifying repeating earthquakes as useful ap-

proaches for future investigation of earthquake properties.



Appendix A

Appendix for Chapter 2

A.1 Networks

Here, I give details on the networks I used in this study (Table A.1).
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Table A.2: Results for cross correlation coefficient thresholds of 0.6 and 0.8.

CCC Total events Overall median NW No. events NW median SE No. events SE median Factor of
stress drop

>5 >5 >5 stress dr ifference
Threshold M>5 (95% confidence limits) M>5 stress drop M>5 stress drop difference
0.6 61 8 (6, 12) 30 6 (4, 11) 31 11 (6, 22) 1.7 (0.8, 3.5)
0.8 39 11 (7, 18) 20 8 (5, 14) 19 18 (8,33) 2.1(0.8,4.7)

A.2 Results using a 0.8 cross correlation coefficient thresh-

old

I rerun the phase coherence method, accepting only traces which have a cross cor-
relation coefficient of 0.8 or higher for the 2-s window beginning on the P arrival. 1
find that the results are similar to those of the main study, where I use a cross correla-
tion coefficient threshold of 0.6. These results are shown in Table A.2, Figure A.1 and

Figure A.2.

A.3 Example phase coherence results

This section displays some example phase coherence results from my analysis. The
phase coherence spectra are marked in blue with the blue shaded area defining the 95%
confidence limits. The black solid lines are the estimated alignment uncertainty derived
from the entire loop closure distribution, and the green lines are the estimated alignment
uncertainty using only events within 4 km. Both have associated 95% confidence limits
plotted as well. The dashed black lines represent the 0.5 coherence threshold for picking
the falloff frequency, and the falloff frequency itself. The rest of the figures in this section

will have this format.

Figures A.3, A.4, A.5, and A.6 are examples of results for a my 4.9 earthquake,
which has the National Earthquake Information Center (NEIC) catalog identifier of
us10007cvf. Figures A.7, A.8, and A.9 are phase coherence spectra examples for a My
5.6 event which has the NEIC catalog identifier usp000j99k, and should have a longer

rupture diameter and thus a lower falloff frequency than the my, 4.9 event.
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Figure A.1: (a): Falloff frequencies against magnitude for 75 events using a cross correlation
coefficient of 0.8. (b): Stress drops plotted against magnitude for the same events using a cross
correlation coefficient of 0.8. Note that magnitudes have been shifted by values less than 0.05
to differentiate between data points. Earthquakes with M < 5.0 which are unlikely to have the
correct falloff frequency are highlighted by the gray shaded area on the plot. The 3.7 Hz limit
on reliable falloff frequencies due to the alignment uncertainty is indicated by the green shaded
area. Results are colored by the number of earthquake pairs available for each measurement.
Lower bounds on falloff frequencies have been limited to 1 Hz due to significant low frequency
noise. Medians for 0.1 magnitude bins are plotted as squares.
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Figure A.2: (a): Stress drops calculated using a cross correlation coefficient of 0.8 for M > 5.0
earthquakes on the Blanco fault plotted along the fault from A to B. The thick black vertical
dashed line in the centre of the plot indicates cutoff point I defined between the northeast and
southwest segments (derived from the Cascadia Depression shown as the red square in (b)).
Stress drops are colored by amplitude. Symbols indicate the number of earthquake pairs that
were available for each measurement. The median stress drops for the northwest and southeast
segments are shown by the dashed horizontal green and black lines, respectively. The shaded
areas around these medians show the 95% confidence limits. (b): Stress drops for M > 5.0
earthquakes on the Blanco fault plotted in map view.
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40 Eec?ligned stations and align uncerts mb4.1 with mb4.9
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Figure A.3: The phase coherence spectrum for the my, 4.9 event with a my, 4.1 event, which

has the NEIC catalog identifier us10002bbm.

77 rlegligned stations and align uncerts mw4.2 with mb4.9
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Figure A.4: The phase coherence spectrum for the my 4.9 event with a My 4.2 event, which

has the NEIC catalog identifier us200025te.
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22 Eeoaligned stations and align uncerts mb4.8 with mb4.9
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Figure A.5: The phase coherence spectrum for the my, 4.9 event with a my, 4.8 event, which
has the NEIC catalog identifier usp000gugg.

32 Eeoaligned stations and align uncerts mb4.0 with mb4.9
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Figure A.6: The phase coherence spectrum for the my, 4.9 event with a my, 4.0 event, which
has the NEIC catalog identifier usp000grbf.
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64 rlegligned stations and align uncerts mb4.9 with mw5.6
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Figure A.7: The phase coherence spectrum for the My 5.6 event with a my, 4.9 event, which
has the NEIC catalog identifier us10007cvf.

25 rlegligned stations and align uncerts mw4.6 with mw5.6
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Figure A.8: The phase coherence spectrum for the My 5.6 event with a My 4.6 event, which
has the NEIC catalog identifier usb000rtdy.
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12 regligned stations and align uncerts mw4.9 with mw5.6
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Figure A.9: The phase coherence spectrum for the My 5.6 event with a My 4.9 event, which
has the NEIC catalog identifier usp000j20v.

A.4 Figures for loop closures and trace alignment uncer-

tainties

This section contains histograms of the loop closures discussed in the incorrect trace
alignment section, as well as histograms of the alignment uncertainties of traces derived
from these loop closures by dividing loop closures by the square root of 3. Figures
A.10 and A.11 are histograms of the loop closures and associated alignment errors,
respectively, for the entire dataset being used to generate my final results. Figures
A.12 and A.13 are histograms of the loop closures and associated alignment errors
where I use only event loops where all three events within the loop are within 4 km of

each other.

A.5 Azimuthal effect on falloff frequency

The azimuthal distribution of stations used in phase coherence calculation can
change the resulting falloff frequency. To model this effect, I collaborated with my

supervisor Jess Hawthorne.
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Figure A.10: Histogram of loop closures for the entire dataset. Black dashed lines indicate
loop closures of £ 0.05. Loop closures were binned in increments of 0.05. The two colors refer
to the original loop closures before I re-estimate alignment times using the event relocation,
and after the correction from that process has been applied.

A heterogeneous slip distribution on a roughly circular fault patch was assumed.
This heterogeneous slip distribution has a non-zero mean slip and tapers to zero at the
edges. This earthquake model was used to generate apparent source time functions for
each station around the patch depending on azimuth, convolve them with synthetic<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>