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Abstract

This work aims to understand the formation routes of a variety of interstellar
molecules. The formation of molecules in the interstellar medium (ISM) is a key
process to understanding the chemical diversity of the universe as well as the
origins of biological life on Earth. Some of the molecules (methyl formate and
glycolaldehyde) under study have been identified in the ISM via telescopic detec-
tion. Other molecules investigated have been proposed to be present in the ISM
as a result of terrestrial laboratory studies on simulated ISM ices (urea, ribose
and benzoic diacids). Quantum chemical calculations were used to follow the re-
action pathways of these molecules and test their feasibility under astrochemical
conditions. It was found that the presence of hydrogen bonding ices around the
reaction species greatly affects the energetics of the reactions and increases their
likelihood to occur in the ISM. Additionally, water ice was found to have a large im-
pact on the dissociation of methanol into radical species allowing for much more
facile subsequent reactions than previously thought. Water ice was also found
to affect the ease of ionisation of polycyclic aromatic hydrocarbon (PAH) species
which have been proposed as a constituent of ISM dust grains.
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Glossary

Arcsecond (arcsec) Angular measurement used to describe the location of an
object in space. Each degree of a circle is divided into 60 arcminutes and
each arcminute into 60 arcseconds.

Astronomical unit (AU) The average distance between the Earth and the Sun,
1 AU = 1.49 ×1011 m.

Complete Active Space Perturbation Theory nth order (CASPTn) A method for
including electron correlation into multi-configurational calculations using
perturbation theory where n stands for the order of perturbation used.

Complex Organic Molecule (COM) A molecule found in space that is composed
of several atoms, primarily carbon, hydrogen, nitrogen and oxygen.

Configuration Interaction (CI) A method for solving the Schrödinger equation
that makes use of multiple determinants, hence allowing for multiple elec-
tron configurations.

Cosmic Ray High-energy radiation originating, largely, from outside of the Solar
System.

Density Function Theory (DFT) A computational, quantum mechanical method
for finding the properties of a many-body system using the density of the
electrons.

Hartree-Fock (HF) A single determinant method of approximately determining
the wave-function and energy of a many-body system.

Heliopause The pressure boundary at which the Sun’s solar wind is no longer
strong enough to push back the stellar winds of other nearby stars.

Hot core A small, dense and hot area, occurring in regions of star formation, that
is important in the formation of molecules in the ISM.



Glossary

Interstellar Medium (ISM) The regions of space between stars, the boundary
between a star and the ISM is usually defined to be the heliopause.

Light-year (ly) The distance travelled by light in 1 year, 1 ly = 9.5× 1015 m.

Molecular Mechanics (MM) A means for finding the energy of a system using
classical models.

Molecular Cloud A dust cloud in the ISM with the correct physical conditions to
allow for the formation of molecules. They can also be star-forming regions.

Multi-configurational Self-consistent Field (MCSCF) Another quantum chem-
istry method that allows for multiple electronic configurations within a system
that employs both CI-like and HF-like techniques.

Nebula An interstellar cloud largely containing dust, ionised gases, hydrogen and
helium.

our Own N-layered Integrated molecular Orbital molecular Mechanics (ONIOM)
A method for combining two or more computational methods, such as molec-
ular modelling and quantum mechanics, to treat a system.

Parallax Half of the measured angle through which a star appears to move during
the year.

Parsec (pc) A star with a parallax of 1 arcsec is 1 parsec away, 1 pc = 3.08 ×1016

m.

Protoplanet An early stage in planet formation at which a differentiated core has
formed within the protoplanetary disk as a result of internal melting.

Protoplanetary Disk A rotating disk of dense gas and dust, surrounding a newly
formed star, in which planets can form.

Protostar A young star, still in the first stage of star formation, that is gaining
mass from a molecular cloud.

Solar Mass (M�) The mass of the Sun, 1 M� = 2.0× 1033 g.

Supernova An astronomical event during the last stages of stellar evolution for a
massive star wherein it is destroyed.

Time-dependent DFT (TD-DFT) A variety of DFT that allows for the investigation
of the properties of a system inside a time-dependent potential such as an
external magnetic field.

5



1. Introduction



1. INTRODUCTION

1.1 A brief inventory of space

1.1.1 Space is empty

Much of the Universe is empty. It is also vast (our solar system alone spans
about 150 000 astronomical units, AU, and the nearest star to our Sun is 300 000
AU away, where 1AU = 1.49× 1011 m) and cold (as low as some tens of Kelvin).1

There are regions where defining a temperature is difficult as there are so few
particles present. There is also an abundance of UV photons and cosmic rays.
Cosmic rays are high-energy particles in excess of 100 MeV nucleon−1.2 Given
the levels of ambient radiation, it seems unlikely that any chemical species would
survive long. However, as will be discussed in the subsequent sections, this is
incorrect.

The objects that can be found within the Universe, stars and comets and plan-
ets, are familiar to everyone. What may be less familiar is the nature of the gaps,
as it were, between these objects. These ‘gaps’ are what is referred to as the
interstellar medium (ISM). The ISM is defined to be everything beyond the stel-
lar envelope, which stops at the edge of the heliopause. The heliopause is the
term for the pressure boundary between the solar wind (the stream of charged
particles emitted from the Sun’s surface, referred to as a stellar wind for stars in
general) pushing outwards and the ISM pushing in, see figure 1.1.1

Figure 1.1: A diagram showing the heliopause of a star, image credit
NASA/IBEX/Adler Planetarium.
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1. INTRODUCTION

As noted above, one might expect the ISM to be uniform and devoid of inter-
esting chemistry. In fact, it is quite the opposite. The ISM is far from uniform,
with a temperature range of 106 K down to as low as 10 K and densities from 108

particles cm−3 to 10−4 cm−3.3 To put this in context, the most dense region of the
ISM is several orders of magnitude less dense than the highest vacuum that can
be achieved on Earth. The vacuum system at the CERN Large Hadron Collider
yields a 10−11 mbar pressure which is described as ‘almost as rarefied as that
found on the surface of the Moon’¶ whose surface pressure is given by NASA
as 2 × 105particles cm−3∗∗.2 The ISM contains the ever-present hydrogen. It is
1000 times more abundant than any other more chemically interesting species,
but also found in the ISM are helium, lithium, and heavier elements, see figure
1.2.1,3 The heavier species are scattered into the ISM either by stellar winds or by
supernovae.4

Figure 1.2: A log plot of the total abundance by weight of the ele-
ments in the Universe, reproduced with permission from Web Elements
(https://www.webelements.com) copyright Prof. Mark Winter

1.1.2 Stars and the elements

Having mentioned that any element heavier than lithium on the periodic table
has been scattered into the ISM by stars it seems logical to briefly describe the
¶https://home.cern/science/engineering/vacuum-empty-interstellar-space
∗∗NASA Moon fact sheet https://nssdc.gsfc.nasa.gov/planetary/factsheet/moonfact.html
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1. INTRODUCTION

formation of stars. Hydrogen, helium and lithium were created during the Big
Bang, the event approximately 15 billion years ago during which the Universe
began. ‘Big Bang nucleosynthesis’ is the term used to refer to the creation of
those elements through the fusion of protons and neutrons into increasingly larger
elements as shown in equations 1.1 - 1.3.1,5

n + p+ −−→ 2H + γ (1.1)

2H + n −−→ 3H + γ (1.2)

3H + p+ −−→ 4He + γ (1.3)

The limitations of Big Bang nucleosynthesis means that, initially, there was very
little chemical diversity in the Universe. The lack of any element beyond lithium
being created during the Big Bang is caused by there being no stable nucleus
with five or eight nucleons. In the case of berylium-8 this is because it decays
quickly back into two alpha particles.6 This means that, in the small number of
events that do produce a heavier element, it decays back into smaller nuclei.5

Thus, to create heavier elements another nucleosynthesis process is needed. It
was Hoyle et al. who revealed that stellar nucleosynthesis would form the way
towards elements beyond lithium.7,8

A star is formed through gravitational collapse of a molecular or dense cloud.9

As an aside, this process is quite similar to that of planet formation, a subject
that will be discussed in more detail later. The constituent pieces in this case are
molecular, or dense, clouds. This subject will be covered in more detail later on.
In order for a cloud to collapse it must first exceed the Jeans mass, which is the
mass above which the gravitational forces pulling the cloud inwards exceed the
pressure pushing it out.10 It is worth noting that the Jeans mass is temperature
dependent, as pressure is related to temperature, and so as the Universe cooled
the Jeans mass decreased, hence, larger stars would have formed earlier in the
Universe’s life.11 As the cloud collapses and forms a core, the temperature and
pressure increase until the pressure balances the gravitational forces and a pro-
tostar is formed.12 Eventually enough additional mass is gained from the material
in the envelope around the protostar that collapse begins again, leading to the
birth of a new star.

Initially, the energy source of a young star is the fusion of protons to form he-
lium nuclei. When hydrogen has been consumed proton fusion stops, the star
contracts further, increasing the density and temperature. At roughly 108 K, he-
lium begins to be consumed, which ultimately yields carbon as the product of the
triple alpha process.1,13 The triple alpha process (the fusion of three 4He nuclei)
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1. INTRODUCTION

is both slow and requires high densities of helium, and so would not have gen-
erated any significant amount of carbon during the Big Bang.14 With increasing
temperature and size, stars burn carbon (giving O, Ne, Na and Mg) then neon,
then oxygen. Finally, silicon is burnt, which produces elements up to iron (to con-
textualise the size of stars in relation to which elements they burn as fuel, our own
Sun burns hydrogen and has a mass of 2× 1033 g).1 Any elements beyond iron in
the periodic table are produced in supernovae.

1.1.3 Dust clouds

Interstellar clouds have already been mentioned in passing in relation to their
part in star formation, but it is worthwhile to devote more attention to them. The
colder, denser regions of the interstellar medium are referred to as interstellar
clouds. There are two varieties of interstellar cloud: diffuse and dense. Diffuse
clouds have low densities, a few tens of atoms per cubic centimetre, and have
temperatures around 100 K.15 Owing to the extremely low density, there is some
debate as to how sensible it is to define a temperature for these regions.1 Dense
clouds have roughly 106 atoms cm−3 and temperatures in the region of 10 K.1,2

They are up to tens of parsecs (1 pc = 3.08× 1016 m) across and contain up to 105

solar masses of material.3 It is in these dense clouds that new stars and planets
are made. The star-forming regions in dense clouds are often referred to as hot
cores.4,16

While dense clouds can remain stable for millions of years, eventually gravity
will cause the cloud to collapse in on itself which leads to the formation of a new
star.3 It is not only the ability to yield new stellar objects that makes these dense
clouds interesting. They are chemically diverse by astronomical standards. Some
170 different molecules have been observed via their rotational, rovibrational and
electronic transitions.4 These species range from hydrides and oxides to a selec-
tion of unsaturated radicals and ions.2 A large number of species that have been
observed are shown in Table 1.1. These molecules play their own part in star
formation as molecules are required for the heat of the newly forming star to be
radiated away.

It should also be noted that the ISM is not comprised of gaseous matter
alone. In fact about 1% by mass of its constituents are interstellar dust grains.
A schematic of a dust grain is shown in Figure 1.3.1,18 Dust grains can be car-
bonaceous or silicaceous in nature. It has been suggested that silicaceous grains
could be formed of silicates such as forsterite, (Fe, Mg)2[SiO4], or a similar min-
eral.19 The composition of the carbonaceous grains is somewhat more com-

∗The Cologne Database for Molecular Spectroscopy (CDMS), https://cdms.astro.uni-
koeln.de/classic/entries/
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1. INTRODUCTION

Table 1.1: A selection of identified interstellar and circumstellar species4,17 for a
complete list please see the CDMS.∗

Simple hydrides, oxides, sulphides and halides
H2 CO NH3 CS HCl
O2 H2O2 PO CO2 NaCl

H2O SO2 OCS H2S KCl
PN SiO SiH4 SiS AlCl
N2O CH4 HSCN HF AlF

HONC HNCO AlOH
Nitriles and acetylene derivatives

C2 HCN CH3CN HNC C2H4

C3 HC3N CH3C3N HNCO C2H2

C5 HC3N CH3C5N HNCS C6H6

C3O HC7N CH3C2H HNC3 C3H6

C3S HC9N CH3C4H CH3NC C3H7CN
C4Si CH3C6H HC2NC
H2C4 HC2CHO CH2CHCN CH2CCHCN

Aldehydes, alcohols, ethers, ketones and amides
H2CO CH3OH HCOOH HCOCN CH3CH2CN

CH3CHO CH3CH2OH HCOOCH3 CH3NH2 NH2CH2CN
CH3CH3CHO CH2CCHOH CH3COOH CH3CONH2 NH2CN

NH2CHO (CH2OH)2 (CH3)2O H2CCO CH2CHCN
CH2OHCHO (CH3)2CO H2CS
C2H5OCHO CH3SH

Cyclic molecules
C3H2 SiC2 c – C3H CH2OCH2 C6H6

c – SiC3 H2C3O C2H4O
Molecular cations

CH+ CO+ HCNH+ OH+ HN2
+

CH3
+ HCO+ HC3NH+ H2O+ H3

+

HS+ HOC+ H2COH+ H3O+ SO+

HCS+ HOCO+ CF+ HCl+ H2Cl+

Molecular anions
C4H– C6H– C8H–

CN– C3N– C5N–

Radicals
OH C2H CN C2O C2S
CH C3H C3N NO NS
CH2 C4H HCCN SO SiC
NH C5H CH2CN HCO SiN
SH C7H NaCN KCN MgCN

C3H2 C8H MgNC FeCN
C4H2 HNO H2CN HNC3 HO2

C6H2 AlNC SiNC C4Si SiCN
HCP CCP AlO

Fullerenes
C60 C70 C60

+
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1. INTRODUCTION

plex. The dust grains may be made from amorphous carbon, carbynes, diamond,
fullerene, graphite or even polycyclic aromatic hydrocarbons (PAHs).20–22

Figure 1.3: The structure of a dust grain in a dense cloud in the ISM1

These dust particles are capable of scattering light, which makes them the
main source of opacity in the ISM. Gas phase species can also accrete on grain
surfaces, which can lead to the formation of ice mantles around the dust grains,
much like those found around comets.2 Water ice is a common ice mantle compo-
nent but CO, CO2, CH4 and NH3 have also been detected, along with some larger
species like methanol and formic acid.4,23 In recent years the potential for these
dust grains to facilitate surface reactions between species found in the ISM has
been shown to be increasingly important and is a subject that will be discussed
in more detail later.24,25

1.1.4 Planets, asteroids and comets

As well as forming part of interstellar clouds, dust grains form the basis of
asteroids, meteoroids, and comets. Asteroids and meteoroids, as well as their
cousins residing in the outer solar system, comets, are largely composed of min-
erals and some metals. The most common of the minerals are from the olivine or
pyroxene families.26 They can be dry, in the sense that they lack an outer layer of
ice, or ice-bearing. These ices can be similar in composition to those ices found
on dust grains.26

Planets are largely formed from the conglomeration of other entities found
within the interstellar medium which, as they condense energy, begin to heat
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1. INTRODUCTION

internally.1,27 This heating causes differentiation of the now molten materials, al-
lowing the heavier elements to sink and form a core surrounded by the less dense
elements.1,28 This led to the question of how heavy elements such as gold or plat-
inum have been found in the Earth’s surface. It was found that precious metal
ions are capable of diffusing from the core to the surface along the boundaries
between grains on mantle rock.29 The chemistry that occurs on the constituent
parts of the forming planetesimal, as well as the reactions that happen during
the formation, greatly dictate the resulting chemical state of the planet itself. The
chemical diversity of the newly-made planet can be enhanced by collisions with
meteors and comets. It is thought that such a bombardment occurred on early
Earth.1,30 As Earth amply shows, planetary chemistry can grow to be incredibly
complex. There are many questions as yet unanswered as to how the initially
simple chemical processes available to newly-created Earth led to the myriad
complex chemical and biological reactions taking place now.

1.1.5 Molecules in space

The presence of molecules in the ISM, and some examples of what is present,
has already been touched upon during the discussion of interstellar clouds. How-
ever, this raises the question of how we know that these species are indeed
present. The simple answer is via astronomy. Astronomy is closely related to
high-resolution spectroscopy. It makes use of rotational, vibrational, or even elec-
tronic transitions to identify molecules.1 Since the first detection of Ca+ along the
line of sight towards the binary star δ-Orionis in 1904, the number of molecules
identified has increased greatly.1,31 The capabilities of the instruments used have
also improved markedly. A variety of telescopes are used nowadays to study
space. One of the newest is the Atacama Large Millimeter/submillimeter Array
(ALMA) which offers the high sensitivity and spectral resolution needed to study
young stars.32 Figure 1.4 shows an example of the imaging possible using tele-
scopes. It shows the Helix nebula imaged in infrared and visible light as well as
in the molecular emission of S-band H2, which is the release of energy from ro-
tationally excited dihydrogen molecules within the nebula.33 If astronomers are to
image space they must select a region of it to study using these telescopes. One
frequently used source for studying molecules in the ISM is Sagittarius (Sgr) B2, a
molecular cloud complex and one of the most massive star-forming regions in the
Galaxy.16 Many organic molecules have been detected for the first time towards
this source.34

There is much interest in the organic molecules found in the ISM, particularly
those that can be classified as complex organic molecules (COMs). In this con-
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1. INTRODUCTION

Figure 1.4: Upper: the Helix nebula imaged in IR (using the VISTA
telescope) and visible light (using the MPG/ESO 2.2-metre telescope)
produced by the European Southern Observatory (ESO) in 2012
(https://www.eso.org/public/images/eso1205d/) and lower: the Helix nebula
imaged in the molecular S-branch emission of H2 using ISOPHOT on the Infrared
Space Observatory, reproduced from Speck 2002.33
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1. INTRODUCTION

text complex simply means that the molecule contains several atoms and, as one
would expect, organic means that it is made from a combination of carbon, hy-
drogen, nitrogen and oxygen.35 Some of these COMs are well known on Earth,
others less so, such as C4H– .36 The focus of much research in the field is the un-
derstanding of the formation of these species, so that we can better understand
the universe and the mechanisms and processes that led to the beginning of life,
some theories of which are outlined below.

1.1.6 The origins of life

The origins of life discussion as it exists today, namely as a scientific topic
rather than a philosophical and religious one, came with the publication of Oparin’s
theories of a ‘primordial broth’.37 This broth referred to the oceans on early Earth
that became enriched in organic molecules as a result of lightning acting on a
reducing atmosphere, a reducing atmosphere simply being an atmosphere that
acts as a reductant. The work of Urey and Miller in the 1950’s, which is discussed
in more detail later, gave further weight to these arguments when their experi-
ments were found to produce amino acids. However, geological record data does
not support the existence of a reducing atmosphere, and Urey-Miller type experi-
ments using alternative, less severe, atmospheres fail to replicate the diversity of
biologically relevant molecules.38

An alternative theory to the necessary components for life being synthesised
on early Earth is that they were brought to Earth via cometary impacts. The
relative abundance of organic matter outside of the asteroid belt compared to the
amount inside it suggests this may be true.39 This is coupled with the evidence
from the surface of the moon of a period of ‘heavy bombardment’ of Earth by
comets.40 The discovery of organic molecules on both meteorites (Murchison,
Orgueil and Taggish Lake) and comets supports this.41–43 These discoveries show
the need for understanding how these organic species are formed in an ISM
setting.

The next issue to address is how biological life started from the building blocks
formed in space. Again, there are a variety of theories for this, two of which will be
detailed here. There have been suggestions that life started with the formation of
an abiotic metabolism. The citric acid cycle has been proposed as one potential
starting point, as it can produce amino acids, purines and pyrimidines. Another
option is based on fixing carbon from CO2 by oxidising FeS2, see figure 1.5 for
a simplified version of the cycle.44,45 There have also been cycles put forward
that are based on mineral clays. These clays could have adsorbed the organic
molecules found in early Earth’s oceans and acted as a heterogeneous catalyst
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1. INTRODUCTION

Figure 1.5: A simplified version of the citric acid cycle where citrate is made from
the reaction between oxaloacetate and coenzyme A (CoA). The product citrate
is then converted back into oxaloacetate through oxidising reactions with NAD or
FAD (electron carrier molecules).

for the formation of larger species.46,47 This would require the organic molecules
to be retained on the clay surface and so it has been proposed that the clay
surfaces may have formed barriers analogous to modern biology’s lipid bilayers.46

Additionally, the ordered stacking of mica layers suggest how mineral systems
could store and pass on genetic information in a manner similar to DNA base pair
stacking.46

Alternatively to this, in 1962 Rich first introduced the concept of an RNA world,
which posits that life began with replication of genetic information coming first.48

Later, the discovery of the catalytic capabilities of RNA in the form of ribozymes,
which are RNA molecules that catalyse the hydrolysis and esterification of RNA
substrates, furthered the case for this theory.49–51 The RNA world hypothesis does
rely on the constituent parts of RNA being synthesised either in space or on
early Earth. Both urea and ribose are precursors to RNA and the feasibility of
their formation under astrochemical conditions is explored in later sections. First,
however, we will discuss how the formation of complex molecules in the ISM is
modelled by astrochemists and review some examples of molecules that have
been detected.

16



1. INTRODUCTION

1.2 The formation of complex organic molecules

1.2.1 Astrochemical modelling

Modelling gas-phase reactions

Much of the gas-phase chemistry in the ISM takes place in the star-forming
regions of dense molecular clouds. Local heating by the protostar causes species
that had previously accreted onto the surfaces of dust grains to sublime back into
the gas phase.4 Then, in these warm regions of gas, simple saturated molecules
can react.36 However, despite the local warming, the temperatures reached are
still low (some tens of Kelvin) which means that endothermic reactions and re-
actions that have energy barriers are still unlikely to proceed.52,53 Some types
of reaction that do not possess energy barriers, and thus can occur under any
interstellar conditions, are shown along with examples in Table 1.2.

Table 1.2: The general types, with examples, of reactions which possess no en-
ergy barrier and thus are viable in an interstellar context.52

Reaction Type Example
Ion-Molecule H2

+ + H2 −−→ H3
+ + H

Radiative Association C+ + H2 −−→ CH2
+ + γ

Dissociative Recombination H3
+ + e– −−→ H + H2

Radical-Radical CN + C2H2 −−→ H3CN + H

Of these available reactions, it is those between ions and neutral molecules
that dominate.54,55 Positive ions in molecular clouds are largely formed by cos-
mic rays or via reactions with species that have been ionised by cosmic rays.36

However, ionisation can also be caused by secondary electrons (electrons gen-
erated as the products of an ionisation process).56 Cosmic rays can also lead to
the production of UV photons within the molecular clouds. This occurs via sec-
ondary electrons electronically exciting H2 which then re-radiates.57 The ability of
cloud species to generate UV radiation internally means that photodissociation
and photoionisation are possible processes despite the fact that dense molecular
clouds are opaque in the UV.

Now that we have established what kinds of chemical reactions are occurring
in the ISM, the question of how to model such reactions arises. Interstellar chem-
istry is not thermodynamically driven, but governed by kinetics instead, providing
the reaction is exothermic. Thus, chemistry in the ISM can be modelled using
a network of all possible process, with their associated rate constants, referred
to as a chemical reaction network. These networks help to mimic the growing
complexity of the molecules as the successive reactions occur. The complexity
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arises from the simple compounds made in early steps combining to form larger
and larger species. There are several chemical networks which work on this prin-
ciple.58–60 In these networks, rate constants are generally of the form shown in
equation 1.4.

k(T ) = α(
T

300
)βe(− γ

T
). (1.4)

This is a modified Arrhenius equation for rate constant k as a function of tempera-
ture, T, where α is the value of the reaction rate, β characterises the temperature
dependence of the rate and γ is the activation barrier in Kelvin.52,60

Modelling astrochemical systems in this manner, by using coupled rate equa-
tions, has been shown to be both efficient and accurate in many cases.61 These
equations propagate the average concentration of species through non-linear dif-
ferential equations, which contain both source and sink terms that correspond to
available chemical reactions.61 In these models, the rates of ionisation and dis-
sociation, caused by cosmic rays and UV photons, must be included in addition
to the relevant rates of reaction. This is done by equations such as 1.5 and 1.6
respectively.60

kCR = AiζCR , (1.5)

kUV = Ae−(CAv )χ, (1.6)

where ζCR is the cosmic ray ionisation rate, Av is the visual extinction and χ is
the UV flux. Ai and A are pre-exponential parameters which represent the rate
coefficients and e−(CAv ) takes into account the continuum attenuation from the
dust grains present in interstellar environments.60

Gas-phase chemistry, however, does not always successfully reproduce the
observed abundances of detected molecules. For example, the measured abun-
dances of alcohols like CH3OH and C2H5OH in hot cores are higher than those
predicted by models in which these species are formed entirely via gas-phase
chemistry.62 Equally, many models assume that both (CH3)2O and HCOOCH3

are formed in the gas phase after the ejection of methanol from grain surfaces.
However, HCOOCH3 formation from this was found to be less efficient than pre-
viously assumed, even though (CH3)2O can be efficiently produced this way.62

The use of gas-phase chemistry alone also fails to reproduce the observed
abundance of methyl formate, which can be seen alongside two of its structural
isomers in Figure 1.6.63 These isomers are of interest to astrochemists as they
may have relevance in searching for the origins of life. If gas-phase chemistry
alone cannot accurately predict the abundances of the molecules observed in the
ISM then logically some other process must be occurring to cause the discrep-
ancy.
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Figure 1.6: The C2H4O2 isomers methyl formate, glycolaldehyde and acetic acid.

Modelling grain surface reactions

In recent years it has become increasingly apparent in the field that a large
array of complex organic molecules found in the interstellar medium originate on
the surfaces of the dust grains. In particular, these dust grains act as catalysts
for astrochemical reactions.64 In addition, the dust grain can act as a heat sink,
thus preventing or moderating the rapid dissociation of the product.65 Therefore,
it seems worthwhile to add such chemistries into existing astrochemical models
to ascertain whether this leads to predicted abundances in better agreement with
those observed. One way to do this is to alter existing astrochemical networks
to include terms that take grain-surface chemistry into account. This requires the
inclusion of equations that detail the rates of adsorption and desorption from grain
surfaces as well as for the rate of reactions taking place on the grain surface.

The rate of adsorption of a molecule onto a dust grain can be modelled using
equation 1.7, and the first order rate of desorption via 1.8,60,66

kads(i) = sAνAngrainπr 2
grainng (A), (1.7)

kdes(i) = kevap,Ans(A). (1.8)

Here, ng (A) is the number density of species A in the gas-phase, rgrain is the
average radius if a dust grain (on the order of 0.1 µm) with number density ngrain,
and νA is the average gas-phase thermal velocity. For the desorption equation
kevap,A is the thermal desorption rate which depends on the binding energy of the
species and ns(A) is the number density of the species A on the surface.60,66

Thus, only the rate of reaction on the grain surface is left to consider. In
studying this several assumptions are commonly made. One is which surface-
reaction mechanism is taking place. This could be the Langmuir-Hinshelwood
mechanism67 which requires both reacting species to be adsorbed on the grain
surface, after which they diffuse across the surface until they meet and react
(see figure 1.7 for a schematic representation). This is as opposed to the Eley-
Rideal or Hot Atom mechanisms, in which only one species is adsorbed on the
surface while the other remains in the gas-phase. Commonly, one assumes that
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the grains are spherical with a radius of 0.1µm and that the species are attached
to the surface via physisorption thus allowing for significant mobility. Using these
assumptions the surface rate of reaction, R(i j), between species i and j due to
diffusion can be determined using equation 1.9.60

R(i j) = κ(i j) {Rdiff (i) + Rdiff (j)}Ni Nj nd , (1.9)

where Ni and Nj are the mean number of molecules of i and j on the surface,
Rdiff is the rate of diffusion for each species and κ(i j) is the probability for a given
reaction between i and j to occur. If there is no barrier to the reaction then κ(i j) =
1, but if there is an energy barrier then equation 1.10 must be used.60

κ(i j) = α exp (− Ea

Tg
). (1.10)

Figure 1.7: A diagram of the Langmuir-Hinshelwood surface reaction mechanism
where both species are adsorbed onto the surface before the reaction occurs.

It has been shown that, by adding in grain surface chemistry to an astrochem-
ical network, surface reactions can be an efficient means of making complex or-
ganic molecules.68 It is also apparent, unsurprisingly, that the majority of surface
chemistry takes place at higher grain temperatures, when diffusion across the sur-
face becomes more feasible for precursor species.69 In terms of the abundances
of the isomers of methyl formate, acetic acid, and glycolaldehyde, the addition
of grain surface chemistry does not make the predicted abundance match those
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observed but it does indicate that methyl formate almost certainly has a grain-
surface origin.68,69

Models for dust grains

If dust grain surfaces are as important to the formation of some complex or-
ganic molecules as they appear to be then we need a way to model them effi-
ciently. Polycyclic aromatic hydrocarbons (PAHs) have been suggested as nucle-
ation sites for carbonaceous dust grains and thus are often used as substitutes for
dust grains when modelling grain surface processes.64,65 They have been shown
to be good catalysts in some astrochemical reactions, as outlined below.

It has been suggested that PAHs have a role in the formation of H2 in the
ISM.70 There have also been suggestions that H2O2 could be formed on grain
surfaces which would ultimately lead to the formation of H2O via the reactions
1.11 and 1.12.65

O2 + H+ H −−→ H2O2 (1.11)

H2O2 + H −−→ H2O+ OH (1.12)

The ionisation energies of polycyclic aromatic hydrocarbons are low and so,
due to the large amount of radiation in the ISM, it is possible that they exist as
molecular cations in space.71 Both hydrogen and molecular oxygen can adsorb
onto PAH surfaces and so reactions between these species are possible.65,72 The
reaction between O2 and hydrogen on the surface is barrierless and yields a
species that can either dissociate into benzene•+ (often used as a small PAH ana-
logue) and HO2

•, which is a precursor to hydrogen peroxide, or undergo further
reaction with hydrogen to give H2O2.

Alternative processes leading to water involve the hydrogenation of O, O2 and
O3 on surfaces, where hydrogen peroxide is not an intermediate.73 However, the
addition of hydrogen to di- and triatomic oxygen is not barrierless and so the se-
quential, and barrierless, addition of H to oxygen atoms adsorbed onto the grain
surface is more likely.19 Additionally, some doubt has been cast on the likelihood
of solid water remaining on grain surfaces.74 It has been posited that the exother-
mic nature of the formation process of water would cause immediate dissociation
from the surface and that, in diffuse clouds, the grain surface would remain too
warm for efficient water-ice build up.74 However, in colder dense clouds simula-
tions and experimental studies have found that water ice can and does form on
carbonaceous surfaces.75–77

Another example of PAHs acting as catalysts for astrochemical reactions is
the formation of sulphur-containing species. Sulphur species are often used as
an evolutionary tracer in star-forming regions.78 However, the form of the sulphur-
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containing species is not well understood. The large abundance of hydrogen
makes it sensible to suggest that hydrogenated sulphur, such as H2S, should
be present but it is not observed.64 What has been detected is OCS.79 Some
potential OCS formation reactions are given in Table 1.3.64

Table 1.3: Potential formation reactions for OCS in star-forming regions.64

Reaction Pathway
CO + S −−→ OCS

CO + HS −−→ OCS + H
CS + O −−→ OCS

CS + OH −−→ OCS + H

The energy barriers involved in these reactions are noticeably reduced when
they are modelled as taking place on the grain surface rather than in the gas
phase. In the case of the last two reactions listed they become barrierless on the
surface and thus are eminently feasible in the ISM.64 Adriaens et al. suggest that
the catalytic effect of coronene, the PAH they used to mimic the grain surface, lies
in the role of this molecule in the polarisation and weakening of the CO bond via
induced-dipole-induced-dipole interactions.64

In light of the literature reviewed above, it seems that polycyclic aromatic hy-
drocarbons may be suitable models for carbonaceous dust grains. The use of
PAHs as grain models could help to elucidate the nature of reactions taking place
on dust grain surfaces as well as showing how the grains themselves catalyse
these reactions.

Diffusion and desorption processes

The way in which grain-surface chemistry can be included in chemical network
models of astrochemical reactions was described earlier. However, for chemical
species on grain surfaces to be able to react with one another they need to be
able to diffuse across the grain surface. Thus, it seems logical to attempt to
understand this process as well as possible. A key assumption was that grain-
surface reactions take place via the Langmuir-Hinshelwood mechanism, which
has been previously discussed during the coverage of grain surface models. A
key part of this mechanism is that it requires the reacting species to be able to
diffuse across the surface. Higher grain-surface temperatures aid the diffusion
of ‘heavy’ surface radicals. It has been suggested that the stochastic heating
caused by cosmic rays could aid and, indeed, speed up diffusion processes on
the grain surface.60 It has also been suggested that it is possible that quantum
tunnelling could have an effect of the rate of diffusion.60
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The inclusion of these tunnelling processes into chemical networks does have
an effect on the predicted abundances. By allowing small, light atoms and molecules
such as H, H2 and O to tunnel through energy barriers, the formation of H- and
O-bearing species is enhanced.60 The enhancement stems from the fact that with
quantum tunnelling species can move across the surface at much lower grain tem-
peratures, which then leads to greater abundances of related product species.60

That oxygen atom tunnelling is sufficient to give rise to a noticeable increase in
O-bearing species is perhaps surprising for oxygen given its mass relative to hy-
drogen. There is clearly more chemical complexity to be found in cold regions
than one would initially expect.

Cosmic-ray-induced heating also increases the abundance of complex species
on the grain surface by increasing the mobility of precursor molecules. However,
this effect is only efficient when the visual extinction (the absorption and scat-
tering of radiation by dust particles) is low.60 Moreover, even though this causes
an increased abundance of the more complex species, this is accompanied by a
decrease in the abundances of simpler molecules. This is a result of the photodis-
sociation of surface molecules, which produces more radicals, which can react to
generate the more complex species.60

It has been suggested that the barriers to surface migration are too large for
anything other than hydrogen atoms and so diffusion-limited processes would
be unlikely to generate many COMs.80 However, the ice mantles of interstellar
dust grains are subject to irradiation from UV photons which can have an effect
on the ice. In particular, the energy of these photons is high enough to ionise the
molecules that comprise the ice mantle.81 When these molecules are ionised they
break down into more reactive species, which subsequently react with neighbour-
ing molecules or radicals.

This mechanism is evidenced by the fact that, when a binary mixture of H3COH
and CO ices was irradiated with 5 keV electrons, both methyl formate and glyco-
laldehyde were observed as products.81 The predicted formation routes of both
isomers are summarised in figure 1.8.

Given that methanol and carbon monoxide have been observed as grain ice
constituents, this could be a promising formation route to some of the C2H4O2

isomers.82 The abundances agree qualitatively with those found via observation,
in that methyl formate is more abundant than glycolaldehyde, but acetic acid was
observed only when a methane and carbon dioxide ice mixture was used.83

It is also important to understand the desorption process of any COMs formed.
Many astrochemical models treat desorption as an instantaneous process, even
though this unlikely to be the case.84 A better understanding of how and when
species desorb from the grain surface may help shed light on the relative abun-
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Figure 1.8: The formation routes for the C2H4O2 isomers when a binary ice mix of
methanol and carbon monoxide was subjected to irradiation.81

dances of the COMs that have been observed. Water-ice is capable of trapping
CO and retaining it within the ice such that it desorbs at higher temperatures than
expected given the strength of the interaction between it and the ice.84

Collings et al. posited that the desorption behaviour of species within a wa-
ter ice mantle is largely controlled by the behaviour of the surrounding water.84

Species that are similar to water, i.e species that can hydrogen bond with the
water, co-desorb with water whereas CO-like species display what is known as a
‘molecular volcano’ as well as co-desorption. A molecular volcano is a desorption
process during which trapped molecules are released much like a volcano erupt-
ing.84 There are also intermediate species, those whose behaviour is between
water-like and CO-like, which can be modelled using suitable scaled kinetics for
the release of CO-like species.84

Further studies have looked at the desorption behaviour of more complex as-
trochemically relevant molecules, in particular the C2O2H4 isomers in order to
ascertain whether a difference in desorption process could account for the differ-
ences in observations.85 As with the simpler species the nature of the interactions
with the water ice determine the desorption behaviour. Burke et al. found that the
COMs could be put into categories very similar to those used by Collings et al.
giving a further two: complex intermediate, and complex water-like.86 The cate-
gories and the molecules that fall into them are summarised in Table 1.4. The
difference in desorption behaviour between the C2O2H4 isomers may play a part
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Table 1.4: The desorption behaviour of various astrochemically relevant species
as categorised in Collings 2004 and Burke 2015.84,86

Desorption category Species
Water-like NH3

CH3OH
HCOOH

CO-like N2

O2

CH4

NO
Intermediate C2D2

C2H2

CO2

OCS
CS2

SO2

CH3CN
H2S

Complex Intermediate HCOOCH3

H3COCH3

OC(CH3)2

Complex Water-like H3CCOOH
H3CCH2OH

H3CCH(OH)CH3

HCOCH2OH

in why methyl formate has been observed in a wider variety of objects than acetic
acid and glycolaldehyde which could have remained trapped in the ice.85

1.2.2 A brief survey of some examples

Now that we have covered some of the processes behind identifying chemical
species in the ISM as well as understanding their formation it seems prudent
to cover some examples. These examples show how detections, computational
modelling and laboratory studies work in tandem to elucidate how the chemical
diversity of the ISM has arisen.

Formic acid (HCOOH) represents a possible precursor to both acetic acid
and glycine and has been detected towards a wide variety of sources in the
ISM.62,87–90 This variety of detection sources includes in cometary comae (the
envelopes of sublimed material formed around comets when they pass close to
the Sun) and as a solid on interstellar grains.82,91 This latter detection strongly
suggests that there is a grain surface formation route to formic acid. Both CO and
H2O ice are common in the ISM and the photolysis of such ices has proved to
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yield formic acid amongst other products.92 Additionally, irradiation of these ices
with high energy electrons leads to the formation of HCO and OH, which can the
react to give HCOOH.93 An alternative route using OH and CO has been pro-
posed that goes via the intermediate species HOCO, which can then react with a
hydrogen atom to give formic acid.94

Model ice studies disagree as to the importance of this alternative route. Ben-
nett et al. found it to only be a minor route, with the HCO and OH reaction pair
playing a more key part in formic acid generation.95 Ioppolo et al., however, sug-
gest that HOCO could have a more key role than previously outlined and could ex-
plain the presence of formic acid in dense molecular clouds and at the beginning
of the warm up phase of protostars in star forming regions.96 Some gas-phase
routes have been proposed for the formation of formic acid from either HCO+ and
H2O or CH4 and O2

+.97,98 Both of these routes first lead to HCOOH+ which then
dissociatively recombines to give formic acid. However, this dissociative recombi-
nation was found to be less efficient than thought, making the grain surface routes
the much more likely option.99

Both benzene and larger PAHs have been detected in the ISM as well as
some benzene derivatives (benzonitrile and phenol).100–104 Despite this, the for-
mation route for benzene is not well understood, to the extent that including the
currently proposed formation routes for benzene and benzonitrile in the kinetic
database KIDA leads to column densities that do not match those observed. This
implies that there must be formation routes as yet unaccounted for.103 It has been
suggested that benzene could be formed from the irradiation of acetylene ices
by electrons.105 Computational investigations found a plausible reaction route in
which three acetylene units join together sequentially and then cyclise to form the
product benzene ring. However, these experiments were designed to probe ben-
zene formation on Saturn’s moon Titan and so may not be applicable in an ISM
setting. Nonetheless acetylene has been detected in the ISM and so this may still
represent a viable formation route.106 Propargyl alcohol (HC2CH2OH) has also
been put forward as a possible benzene precursor. This is due to its ability to
dissociate into OH and C3H3, the latter of which can dimerise into benzene.107

Indeed, irradiating a propargyl alcohol ice does lead to benzene as a major prod-
uct.108 There is, as yet, no confirmed detection of propargyl alcohol, but its isomer
propenal has been detected and work has been done to suggest where propargyl
alcohol may exist in the ISM.109,110

Of particular interest in an astrobiological sense are ways in which amino acids
could be formed. Research on this topic has been conducted for decades. One,
now famous, early example is the Urey-Miller experiment from the 1950’s.111 In
this experiment, a proposed reducing atmosphere of H2O, CH4, NH3 and H2,
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modelled on the atmosphere of Jupiter, was sparked with electrodes over wa-
ter to mimic lightning in an early Earth atmosphere (shown in figure 1.9). The

Figure 1.9: A diagram of the experimental setup used by Miller and Urey to inves-
tigate the formation of biologically relevant organic molecules on early Earth.111

condensed vapours were then analysed and found to contain a variety of bio-
logically relevant molecules including amino acids. The Urey-Miller experiment
is not uncontroversial. Firstly, geological records do not support the presence
of a strongly reducing atmosphere on early Earth. Secondly, the results were
racemic whereas biological systems are well known to contain only single entan-
tiomers.112 Nonetheless, the biological importance of amino acids means that a
plausible abiotic synthesis needs to be found.

Two precursors to amino acids that could be formed, abiotically, on dust grain
surfaces are acetamide and acetonitrile. Acetamide formation also begins with
the complexation of O2 to the PAH cation surface. Subsequent reactions with
CH3CN and hydrogen lead to CH3C(OH)NH, which can undergo exothermic hy-
drogen transfer to yield acetamide.65 Acetonitrile may be produced by a reaction
between CH2CN+ and ammonia but, as yet, the formation mechanism is poorly
understood.65 It has been found that the suggested formation route is both bar-
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rierless and exothermic. However, it is so exothermic that, were the molecule to
dissipate the reaction enthalpy via vibrational relaxation, it would dissociate again
immediately. Thus, if acetonitrile is produced this way, the process must use the
grain surface as a heat sink.65

Another astrobiologically important COM that could be formed on the surface
of dust grains is urea, H2NCONH2, which has been detected in the Murchison
meteorite.113 In this instance it is the ice mantle of the grain, as opposed to the
grain surface itself, that is providing the means to form the product.114 Irradiation
of an ammonia/carbon monoxide ice mix yielded OCN– , H2CO, formamide, NH4

+,
urea and formylhydrazine. It was thought that urea would form via reactions 1.13
and 1.14,

NH4
+ +OCN− −−→ NH3 + HNCO (1.13)

NH3 + HNCO −−→ CO(NH2)2 (1.14)

However, Förstel et al. conducted an experimental study which indicates that this
formation route is unlikely.114 They suggest instead that urea could be formed via
the insertion of NH into the C – H bond of formamide as shown in Figure 1.10
though further investigation is required to ascertain the feasibility of this reaction
(see Chapter 4).

Figure 1.10: The synthetic routes to urea from formamide via irradiation by cosmic
rays. The lower route is that suggested by Förstel et al. in which NH inserts into
the C – H bond of formamide.114
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Urea is not the only COM that has been found on the surfaces of comets or
meteorites; amino acids and nucleobases have also been found.113,115 Recently
the simplest amino acid glycine has been found on the comet Wild 2 and in the
coma of comet 67P/Churyumov-Gerasimenko.116 Until this detection, glycine had
remained elusive despite the fact that it had been shown in laboratory studies that
irradiation of ices containing water, methanol, carbon mono- and dioxide and am-
monia or hydrogen cyanide can produce glycine amongst other amino acids.117,118

Various formation routes have been suggested, both on grain surfaces and in
the gas-phase. These involve the addition of either the NH2 radical or NH3OH+

to acetic acid, or the reaction between the radicals NH2CH2 and HOCO.119–121

Adding in the surface reactions for the formation of glycine leads to a signifi-
cant abundance thereof. The actual peak abundance, as well as the tempera-
ture dependence of the main formation routes, varies depending on the warm-
ing timescale of the model.122 The gas-phase reactions that can lead to glycine
never achieve significance in comparison with the grain-surface reactions and
thus seem unlikely to contribute greatly to interstellar glycine.122

1.2.3 Aims

Advances in astrochemical modelling, both theoretical and experimental, are
bringing us closer to understanding the observations. The importance of grain
surface reactions has become more apparent and they are beginning to offer
explanations as to why seemingly very similar molecules have different abun-
dances.68,69,123 We are building a better picture of the reactions, and of the diffu-
sion and desorption processes.60,84–86

However, there is still much to be done. As yet, various molecules important
for understanding the origins of life do not have clear astrochemical synthesis
routes.114,122 For example, it has been suggested that biologically relevant sug-
ars could be produced via the formose reaction, which is the autocatalytic self-
condensation of formaldehyde.124,125 However, the vast range of products pro-
duced by the formose reaction means the yield of the most astrobiologically de-
sirable sugars is low, and there is still the question of synthesising the amino acids
and nucleoside bases. There is more work to be done in the field, even as our
understanding of it grows and deepens.

Herein, a variety of ISM chemistry is considered. Firstly, the ionisation be-
haviour of PAHs of increasing size in water ice is investigated (Chapter 3) and
the UV-vis spectrum of benzoic acid and benzene diacid mixtures are predicted
(Chapter 4). In Chapter 5 the production of methyl formate and its isomer gly-
colaldehyde from the radical species HCO and HOCH2 or OCH3 is probed using
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multiconfigurational methods. Various formation routes to urea based on those
proposed by Förstel et al. are explored using Density Functional Theory (DFT)
and multiconfigurational methods, see Chapter 6. Finally, the ability of the for-
mose reaction to generate ribose under astrochemical conditions is tested by
calculating transition states and barrier heights using DFT in Chapter 7.
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2.1 Quantum mechanical background

Quantum mechanics attempts to explain phenomena that classical physics
cannot, and quantum chemistry does the same for chemical systems specifi-
cally.126 These phenomena include the structures and properties of molecules,
nuclear motion, and chemical reactivities. This allows chemists to apply quantum
chemical theories and methods to explore chemical systems and their properties.
Quantum chemistry can inform us on stable geometries and conformers; transi-
tion states; spectral properties and reaction mechanisms. It is of particular use in
studying systems or properties that are not easily dealt with in a laboratory set-
ting. As much of astrochemistry occurs at such low temperatures and densities
not easily achievable in a laboratory, computational methods can shed a great
deal of light on the reactions taking place.

At the heart of quantum mechanics lies the time-independent Schrödinger
equation (equation 2.1).127–130

ĤΨ = E Ψ . (2.1)

Here, Ψ is the wavefunction, E is the energy, and Ĥ is the Hamiltonian operator.
The latter is composed of the operators for kinetic and potential energy, Ĥ =

T̂ + V̂ . The kinetic energy operator takes the form;

T̂ =
p̂2

2m
= − ~2

2m
∇2, (2.2)

where, ~ is the reduced Planck’s constant and ∇2 = ( ∂
2

∂x2 + ∂2

∂y2 + ∂2

∂z2 ) and is the
Laplacian. The potential energy operator, V̂ , describes the Coulombic poten-
tial between the charged sub-atomic particles. These interactions can be sepa-
rated into the nuclear-nuclear, nuclear-electron and electron-electron terms. Ad-
ditionally, the Hamiltonian can be simplified by making use of atomic units where
e = 1,me = 1, ~ = 1, 4πεo = 1 leading to equation 2.3.

Ĥ = −1

2

∑
A

1

MA
∇̂R

2 − 1

2

∑
a

∇̂r
2
+ [

∑
A>B

ZAZB

RAB
−
∑
a,a

ZA

rAa
−
∑
a>b

1

rab
]. (2.3)

In this, MA, ZA and RAB are the mass and charge of nucleus A and then the dis-
tance between nuclei A and B. The remaining terms, rAa and rab, are the distances
between nucleus A and electron a, and electron a and electron b respectively. The
first two terms are the nuclear and electronic kinetic energies and the latter three
are the nuclear-nuclear, nuclear-electronic and electronic-electronic potential en-
ergy terms.
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Frequently, we are concerned with the probability amplitude of the wavefunc-
tion, |Ψ2| dτ , which indicates the likelihood of finding a quantum-particle in a given
volume element which includes all space spin coordinates. Also, in general we
deal with the time-independent, non-relativistic Schrödinger equation.131

However, for any system larger than a hydrogenic system, it becomes essen-
tially impossible to solve the Schrödinger equation exactly, and we have to make
some approximations. One of the approximations used to simplify solving the
Schrödinger equation is the orbital approximation which states that each electron
in a many-electron molecule occupies its own one-electron function or orbital.
Another is the Born-Oppenheimer approximation, also known as the adiabatic
approximation. The Born-Oppenheimer approximation states that, as nuclei are
vastly heavier than electrons, the electrons move significantly faster than the nu-
clei.132 As such, electrons can instantaneously adjust to changes in nuclear po-
sition, and so the nuclei appear stationary to the electrons. This allows one to
simplify the Schrödinger equation by separating nuclear and electronic motion.
This means we can now write our wavefunction as in equation 2.4.

ψ(r,R) = Φ(r;R)χ(R). (2.4)

Here, Φ is the electronic wavefunction, χ is the nuclear wavefunction, R is a set
of the nuclear coordinates, and r is a set of electronic coordinates. If we then
apply the Born-Oppenheimer approximation to ĤΨ = E Ψ given that ψ(r,R) =

Φ(r;R)χ(R) we end up with equation 2.5.

Ĥ[φ(r;R)χ(R)] = E [φ(r;R)χ(R)]. (2.5)

Expanding this out and then, as MA >> ma, recognising that terms inversely
proportional to the mass of the nuclei should be very small removing these non-
adiabatic contributions to the kinetic energy the following equation results:

Ĥ[φ(r;R)χ(R)] = −~2

2

∑
a

φa(r)
∑

A

1

MA
∇̂R

2
χ(R)

− ~2

2me

∑
a

∇̂r
2
[φ(r)] + V̂ [φ(r;R)χ(R)]

= E BO [φ(r;R)χ(R)],

(2.6)

in which E BO is the total energy within the Born-Oppenheimer approximation and
differs from the exact, non-relativistic energy by a non-adiabatic correction.

If we then apply the clamped-nucleus approximation, in which we fix the nu-
clear framework such that the nuclei are motionless, we can calculate the elec-
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tronic energies for fixed nuclear positions, via equation 2.7.131

Ĥel Φ(r) = Eel(R)Φ(r;R). (2.7)

In this, Ĥel is the electronic Hamiltonian which is written in full (in atomic units) in
equation 2.8, where ZA is the charge on nucleus A, rAa is the distance between
nucleus A and electron a, rab is the distance between electron a and electron b,
and RAB is the distance between nuclei A and B .

Ĥel = −
1

2

∑
a

∇2
a −

∑
A,a

ZA

rAa
+
∑
a>b

1

rab
+

∑
A>B

ZAZB

RAB
. (2.8)

The result of the clamped nucleus approximation is that the last sum in the elec-
tronic Hamiltonian becomes a constant given that the inter-nuclei distance does
not change. This then leads to the idea of a potential energy surface where the
electronic Schrödinger equation for various sets of nuclear coordinates is solved
and the geometry with the lowest potential energy can be found.

The above approximations allow us to simplify the process of solving the
Schrödinger equation somewhat. As previously stated, it is not practically pos-
sible to achieve exact solutions for systems with multiple electrons, but we can
find approximate solutions by building upon what we know about one-electron
systems. It is then possible to create the many-electron wavefunction by combin-
ing together several one-electron wavefunctions. We do so by forming the anti-
symmetrised product (a so-called Slater determinant, see section 2.2) of several
one-electron wavefunctions, |Φ̃〉, given here in Dirac’s bra-ket notation. Bra-ket
notation is a convenient shorthand in which the ket, |a〉, represents the wavefunc-
tion and the bra, 〈a′ |, is its complex conjugate. If the bra and ket are written as
follows, 〈a′ ||a〉 then integration over dτ is implied (often the two central lines are
merged into a single line).

Having found an approximate solution, we can use the Variation Principle,
equation 2.9, which states that the energy obtained is an upper bound for the true
energy of the system. By minimising this expression, it is possible to find the most
accurate wavefunction within our assumptions,

Ẽ =
〈Φ̃|Ĥ |Φ̃〉
〈Φ̃|Φ̃〉

≥ E0, (2.9)

hence, allowing the properties of the system to be accurately predicted.
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2.2 The Slater-Condon Rules

The Hamiltonian under the Born-Oppenheimer approximation is composed of
kinetic and potential energy terms split into nuclear and electronic contributions.

Ĥ = T̂n + T̂e + V̂nm − V̂ne + V̂ee , (2.10)

where T̂n is the purely nuclear kinetic operator, T̂e is the purely electronic ki-
netic operator, V̂nm is the nuclear-nuclear potential operator, V̂ne is the nuclear-
electronic potential operator and finally, V̂ee is the electronic-electronic potential
operator. If the electrons are treated as independent particles, it is possible to
write an N-particle wavefunction as the product of N independent, orthonormal,
single electron functions as in equation 2.11.

φ(r1, r2, ..., rN) = ϕ1(r1)ϕ2(r2)...ϕN(rN) =
N∏
i

ϕi(ri). (2.11)

This is the Hartree product form of the electronic wavefunction. However, elec-
trons possess spin as well as space coordinates. Thus, this must be included
as well. This is done by rewriting the Hartree product in terms of the space-spin
wavefunction for N particles Θ(τ) = Φ(r)Ξ (σ) and the single particle space-spin
wavefunction θi(τi) = φi(ri)ζi(σi) to get

Θi(τi , τ2, ..., τN) = θ1(τ1)θ2(τ2)...θn(τN) =
N∏
i

θi(τi). (2.12)

However, single electrons are indistinguishable fermions which means that
they must obey the Pauli antisymmetry principle. This means that there must be
an accompanying change of sign upon the swapping of two electrons.126,133 This
principle can be obeyed by writing the electron wavefunction as a normalised
determinant, for example this two electron case:

Θ(τ1, τ2) =
1√
2!

[
θ1τ1 θ2τ1

θ1τ2 θ2τ2

]
=

1√
2!
[θ1τ1θ2τ2 − θ1τ2θ2τ1]. (2.13)

The above is referred to as a Slater determinant and is inherently antisymmetric.
This, simple, two-electron case can be extended to an N-electron one with the
general normalisation constant 1√

N!
. The same result can be achieved by using
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the antisymmetriser operator, Â, which takes the form in equation 2.14.134

Â =
1

N!

∑
π̂∈Sn

εππ̂. (2.14)

The antisymmetriser includes the permutation operator π̂ which swaps the coor-
dinates of a pair of particles, and επ which is the sign change associated with the
permutation. The wavefunction equation that results from the use of the antisym-
metriser is equivalent to the Slater determinant wavefunction.

Using an antisymmetric wavefunction within the Born-Oppenheimer approxi-
mation has useful consequences as can be seen when applied to the Hamilto-
nian. If the terms are collected based on the number of electrons they involve the
following equation is obtained.

Ĥ = −1

2

∑
a

∇̂2 −
∑
A,a

Za

rAa
+
∑
a>b

1

rab
+ T̂n + V̂nn

=
∑

a

ĥa +
∑
a>b

v̂ab + T̂n + V̂nn.
(2.15)

The first term, ĥa, is the one electron operator, while the second term, v̂ab, is the
two electron operator. This means that the electronic energy can be expressed
as in equation 2.16.

Ẽ =
∑

a

〈Θ̃|ĥa|Θ̃〉+
∑

ab

〈Θ̃|v̂ab|Θ̃〉. (2.16)

If Θ is written out in terms of the spin-orbitals, then the one-electron term be-
comes 〈θ1...θnÂ|ĥa|Âθ1...θn〉. Expanding out Θ by using the antisymmetriser oper-
ator and rearranging due to the idempotence of Â, means that this can be simpli-
fied into equation 2.17.

〈θ1...ψn|ĥaÂ|θ1...θn〉 =
∑
π̂

〈θ1...θn|ĥaπ̂|θ1...θn〉. (2.17)

Assuming the one-electron orbitals are orthonormal, the only non-zero term in
this is for the identity π̂ operator as, if two of the electrons are swapped (a and b

for example), ĥa only acts on one electron yielding equation 2.18.

〈θ1|θ1〉...〈θa|ĥa|θb〉〈θb|θa〉...〈θn|θn〉, (2.18)

where 〈θa|θb〉 = 0 as a does not equal b. This is further simplified as, under the
identity operator, normalisation means that all 〈θc |θc〉 = 1 and thus, the matrix el-
ement simply becomes 〈θ1|b̂i |θa〉, which mean that the one-electron parts reduce
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down to equation 2.19.

ha = 〈θa| −
1

2
∇2 −

∑
A

ZA

rA
|θa〉. (2.19)

An analogous derivation can be performed for the two-electron parts, however,
in this case both the identity operator and the π-operator that swaps a and b (as
v̂ab operates on both of them) yield non-zero terms leading to equation 2.20.

〈θ1|θ1〉...〈θaθb|v̂ab|θaθb〉...〈θN |θN〉−

〈θ1|θ1〉...〈θaθb|v̂ab|θbθa〉...〈θN |θN〉
(2.20)

Two of these terms, 〈θaθb|v̂ab|θaθb〉 and 〈θaθb|v̂ab|θbθa〉, are the Coulomb (identity)
and Exchange (swap) operators and can also be expressed as shown in equa-
tions 2.21 and 2.22, respectively

Jab = 〈θaθb|
1

r12
|θaθb〉, (2.21)

Kab = 〈θaθb|
1

r12
|θbθa〉, (2.22)

where θa and θb are orbitals and r12 is the inter-electron separation. Equation 2.21
describes the repulsion an electron in orbital θm experiences from an electron
in orbital θn. It is simply an electrostatic, and thus purely classical, interaction.
J is often approximated as a one-electron integral meaning that each electron
only experiences an average of the interactions with all the other electrons in the
system. The Exchange term arises from the antisymmetry of the wavefunction in
that electrons of the same spin tend to avoid one another. Unlike the Coulomb
term it is entirely quantum mechanical in nature. If we take these along with the
one-electron Hamiltonian, then the energy can be expressed as in equation 2.23.

Ẽ =
n∑

ia=1

ha +
1

2

n∑
a=1

n∑
b=1

(Jab − Kab). (2.23)

Splitting up the one and two electron terms in the manner that we have are re-
ferred to as the Slater-Condon rules.135–137

Given that these terms deal with the repulsion and exchange interactions be-
tween electrons in different orbitals we need to be aware of the origin of these
orbitals. It is commonplace for orbitals to be constructed from a linear combina-
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tion of atomic orbitals, LCAO, as outlined in equation 2.24.

θi =
m∑
p

cpiχp. (2.24)

In which cpi is a variational parameter and χp is a basis function. Once the atomic
orbitals have been combined to form the molecular orbitals these molecular or-
bitals then make up the Slater determinant, Θ = |θi(1)...θn(n)〉, which then leads
to the energy.

2.3 Hartree-Fock self-consistent field theory

As a result of the LCAO approximation the trial energy depends on the values
of the variational coefficients, cpi , which form an N by N matrix. To obtain the
best energy the cpi parameters are varied, and through them the orbitals, until a
minimum is reached. In contrast to the Molecular Orbitals, the atomic orbitals are
not necessarily orthogonal. This means we need to consider the overlap between
them. We can do this by using the overlap matrix, also N by N , which contains
the overlap integrals of the basis functions as shown by equation 2.25.

Spq =

∫
χpχqdτ . (2.25)

Thus, the variation principle gives rise to a set of secular equations, see equa-
tion 2.26,

m∑
q=1

Fpqcqi = εi

m∑
q=1

Spqcqi , (2.26)

which equates to equation 2.27

|F− εS| = 0, (2.27)

but can also be written in matrix form as Fc = εSc, known as the Roothaan-Hall
secular equation.138 Here S is the overlap matrix, as defined in equation 2.25,
and c is the matrix of variational parameters; ε is a diagonal matrix of the orbital
energies and F is the Fock matrix. The Fock matrix is given by equation 2.28

Fpq = hpq +
∑
〈χpχr ||χqχs〉ρsr , (2.28)
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where hpq = 〈χp| − 1
2
∇2 − ZA

rA
|χq〉 and ρsr is a matrix element of the one-particle

reduced density matrix ρ which is given by equation 2.29.

ρsr =
∑

1

c∗isci r . (2.29)

If the basis were complete, continuous, and spanned all of space these matrix
elements would be ρ(r , r ′), where r and r ′ are positions. The diagonal terms would
then simply be the electron density, and so, represent the probability of finding an
electron at position r . However, the basis is not continuous or complete, but
discrete, thus s and r stand for orbitals (which span a discrete region of space),
and so the diagonal terms, ρss , represent the chances of finding an electron in
orbital s.

The self-consistent field (SCF) method uses a single Slater determinant. Dur-
ing an SCF calculation, a set of basis functions and trial coefficients are chosen
and used to form the wavefunction. From this, the overlap and Fock matrices
can be evaluated. From here, the secular equations can then be solved to yield
a set of orbital energies and a new set of coefficients. If the energy and density
changes from one step to the next are smaller than the convergence criteria, the
solution is self-consistent. The energy is then at a minimum which could be global
or local. If this is not true, then the new coefficients are used in a new cycle, and
the procedure is repeated until convergence occurs and the best energy is found.
This process means that the HF energy of the system slowly approaches the true
energy of the system and the result is optimised.

Hartree-Fock theory however, is only exact for a system with a single electron
in it. Any system more complex than this will experience something known as cor-
relation. Correlation is a term used to refer to the interactions between electrons
in a system. HF does not include these interactions between particles, instead,
particles only experience average interactions from all the other particles in the
system due to approximating J, the Coulomb operator, as a one-electron integral.
Thus the Hartree-Fock energy differs from the exact energy by something known
as the correlation energy. The physical basis of correlation energy is made up of
two parts, the dynamic and static correlation.139–142 Dynamic correlation covers
the electrons being located unphysically close to one another due to only expe-
riencing an average interaction. Static correlation is more complicated and can
be most easily thought of as the correlation stemming from only using one elec-
tronic configuration. Methods that go beyond Hartree-Fock attempt to find ways
to reintroduce this correlation and thus come closer to the exact energy of the
system.
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2.4 Density functional theory

The basis of density functional theory (DFT) for non-degenerate states are the
Hohenberg-Kohn (HK) theorems, the first of which states that any property of the
ground state of a system is a functional of the ground state electron density, ρ.143

The integral of ρ defines the number of electrons, the cusps define the positions
of nuclei and their heights define the nuclear charge. Therefore ρ contains all
the information required to determine the properties of a system. The second
Hohenberg-Kohn theorem says that, for a trial density, the resulting energy is
always an upper bound on the energy for the true density. This means that the
trial ρ is variational and so the Variation Principle can be used to find the optimum
density.

Hohenberg and Kohn though, did not suggest a form for the functional which
would give the exact energy from the density. The most common of approaches to
this is the Kohn-Sham (KS) approach, which uses mean-field and self-consistent
methods.144 Thus, whilst also making use of the Born-Oppenheimer approxima-
tion, the following equation for the electronic energy can be written.

E [ρ0] = Vne [ρ0] + FHK [ρ0]

= 〈ρ0|V̂ne |ρ0〉+ 〈ρ0|T̂ee |ρ0〉+ 〈ρ0|V̂ee |ρ0〉

= Vne [ρ0] + Te [ρ0] + Vee [ρ0],

(2.30)

where FHK is the Hohenberg-Kohn functional which can be split into kinetic and
potential elements. The potential operator, V̂ee , includes some Coulombic inter-
actions and so can be written as V̂ee = 1

2
V̂12 + V̂nc , with the first term describing

the Coulombic part and the second the remaining non-Coulombic interactions.
The exact nature of both V̂nc and the kinetic operator T̂e are unknown but based
on Hartree-Fock theory, V̂nc should include some kind of exchange.

KS DFT has some similarities with Hartree-Fock theory in that it swaps the
true electronic density, ρ, for the electronic density of a system of non-interacting
particles % . Doing so allows for the density to be written as the sum of a series of
single particle densities.

%(τ) =
∑

i

|ϕi(τi)|2. (2.31)
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Here ϕi is the single particle function of particle i. From here we can construct an
equation for the energy using this substitute density as in equation 2.32,

E [%] = 〈%|T̂e |%〉 − 〈%|V̂ne |%〉+ 〈%|
1

2
V12|%〉+ 〈%|f̂xc |%〉

= −1

2

∑
i

〈ϕi |∇̂2
r |ϕi〉 −

∑
i

〈ϕi |
ZA

rAi
|ϕi〉+

1

2
〈ϕi |V̂i j |ϕj〉+ 〈%|f̂xc |%〉

= Te [%] + Vne [%] + J[%] + Exc [%],

(2.32)

where Te [%] is the non-interacting kinetic energy; Vne [%] is the Coulombic inter-
actions between the nuclei and the non-interacting electronic density; J[%] is the
Coulombic interactions between the particles in % and Exc [%] is the exchange-
correlation energy. The form of the functional operator for the exchange-correlation,
f̂xc , is at present not known.

An analogy between the Fock operator from Hartee-Fock theory and the Kohn-
Sham exhange-correlation operator can be made by considering how f̂xc acts on
the single particle function ϕi . Combine this with expanding the single particle
functions out in terms of basis functions and an equivalent of the Roothaan equa-
tions can be formed.145

ϕi =
∑
µ

cµiϑµ. (2.33)

Here, in equation 2.33, cµi is a coefficient and ϑµ is a basis function. From here
it is then possible to write a matrix equation, again in analogy to Hartree-Fock
theory, which can be solved self-consistently.

As previously mentioned, the exact form of the exchange-correlation operator
f̂xc is not known meaning that the term for the exchange-correlation energy, Exc ,
is not known either. Consequently it must be approximated. The way in which this
is done varies depending on which generation of DFT functional is being used.
The earliest is the local density approximation (LDA) in which Exc takes the form
shown in equation 2.34,

Exc [ρ] = −cx

∫
ρ

4
3 (r)dr, (2.34)

which is derived from the uniform electron gas, making it effective for use in solid
state physics but less so for chemistry.144 The generalised gradient approximation
(GGA) marks the second generation of DFT functionals. GGAs depend both on
ρ and its derivative as can be seen in equation 2.35

E B88
xc = E LDA

xc − βρ
1
3

x2

1 + 6βx sinh−1 x
, (2.35)
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where x = |∇ρ|/ρ 4
3 . β is simply a parameter that has been fitted to a set of

test data.146 GGAs are more accurate for thermochemistry than LDAs, but both
underestimate barrier heights.147

The next set of functionals are the hybrid functionals, so called, because
they contain Hartree-Fock-like exchange terms in conjunction with LDA exchange
terms. They are often more accurate than pure functionals. One, well-known,
example of a hybrid functional is that of Becke, Lee, Yang and Parr with three
parameters, B3LYP. The Exc term for B3LYP, see equation 2.36, contains, as the
name suggests, three parameters which were fitted to a training set of experi-
mental atomisation energies, ionisation potentials and proton affinities.148,149

E B3LY P
xc = (1− a)E LDA

x + aE HF
x + b∆E B

x + (1− c)E LDA
c + cE LY P

c . (2.36)

Such functionals have been found to perform well in calculating properties such
as vibrational frequencies and electronic energies.150–153

2.5 Time-dependent density functional theory

In all previous sections the time-independent Schrödinger equation has been
used. However, if the matter of interest is the response of a system to some
stimulus over time, then the time-independent form of the equation is no longer
appropriate. A means to include time-dependence into the HK theorems was
developed by Runge and Gross. These are, unsurprisingly, known as the Runge-
Gross (RG) theorems.154 The first RG theorem is a time-dependent parallel to
the first Hohenberg-Kohn theorem. If an external potential is turned on at t0 then
the time-dependent electronic density, ρ(τ , t), determines the wavefunction plus
some phase factor as described in equation 2.37,

Θ(τ , t) = e iψ(t)Θ[ρ,Θ0](τ , t), (2.37)

where Θ0 is the initial wavefunction Θ(τ0, t0). If the system under study is in the
ground state then the first RG theorem can be combined with first HK theorem
(see equation 2.30) so that the time-dependent wavefunction depends on the
initial electronic density of the system up to some phase factor. The second HK
theorem, the one that states the energy functional is variational in nature, can
also be extended to a time-dependent case. To do this one must use the time-
dependent action which, in its functional form, can be seen in equation 2.38,

A[ρ(τ , t)] =

∫ t1

t0

〈Θ[ρ(τ , t)]|i ∂
∂t
− Ĥ(τ , t)|Θ[ρ(τ , t)]〉dt, (2.38)
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which has a stationary point at the correct time-dependent electronic density.155,156

It is convenient to rewrite the action function in terms of the time-dependent
analogue of the HK functional and an external potential operator, see equation
2.39.

A[ρ(τ , t)] = F HK [ρ(τ , t)]−
∫ t1

t0

∫
û(τ , t)ρ(τ , t)dτdt. (2.39)

As in time-independent DFT, if the electronic density ρ is replaced with that of a
system of non-interacting particles, %, then it is possible to form a time-dependent
equivalent of the Kohn-Sham single-particle functional equation, equation 2.40.

−1

2
∇̂2

r −
∑

A

ZA

rai
+
∑
k 6=j

〈ϕk(τk , t)|v̂jk + û(τ , t) + α̂xc |ϕj(τj , t)〉 = i
∂

∂t
|ϕj(τj , t)〉

Â(t)|ϕj(τj , t)〉 = i
∂

∂t
|ϕj(τj , t)〉.

(2.40)

Here, Â(t) is the time-dependent action function operator and it contains the
time-dependent action exchange-correlation function operator, α̂xc . As with the
exchange-correlation operator in time-independent DFT, the form of this opera-
tor is unknown. A common approach to this problem is to use the exchange-
correlation function operator from time-independent DFT, making the assumption
that the exchange-correlation function reacts instantaneously to the time evolution
of %.

There are a variety of approximations to TD-DFT of varying complexity. One
simple one is Linear-Response adiabatic TD-DFT (LR-TD-DFT) which stems from
time-dependent Hartree-Fock theory. It makes use of the polarisability of the
ground state of the system to garner information about the singly-excited elec-
tronic states. Its implementation makes use of the Casida equations, a subject
beyond the scope of this work, which give the linear response of a system to a per-
turbation.157–159 LR-TD-DFT makes use of the KS orbitals from time-dependent
KS-DFT to simplify the Casida equations down to the following:

(A− B)
1
2 (A+ B)(A− B)

1
2Z = −→ω 2Z, (2.41)

in which Z = (A− B)
1
2 (X+ Y); A and B are orbital rotation Hessian matrices; −→ω

is a vector containing excitation energies and X and Y are coefficient matrices.
Solving these equations means that (A−B) needs to be diagonalised. This is not
necessarily always computational tenable. Additionally, it is not always necessary
to solve the full Casida equations as in LR-TD-DFT. Approximations can be made
to 2.41. For instance, B can be neglected to give equation 2.42. However, this is
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quite a severe approximation to make.

AXT DA = −→ω T DAXT DA. (2.42)

This is the Tamm-Dancoff Approximation (TDA) in which XT DA is the LR-TD-DFT
coefficient matrix and −→ω T DA is a vector of excitation energies within the TDA ap-
proximation to LR-TD-DFT.160 TDA has been found to reproduce band shapes
for the emission and absorption spectra for various conjugated molecules how-
ever, it does underestimate the relative peak intensities, making it a reasonable
approximation.161

2.6 Solid state density functional theory

Up until this point all the theory discussed is primarily used on single molecules
or small clusters in the gas-phase. While it is possible to include solvent in these
systems either explicitly or implicitly it is not so feasible to use these methods to
treat, for example, crystalline solids.162 A crystalline solid consists of an infinite
number of repeating units in two or three dimensions. These units are called unit
cells. The vectors along which the repeating unit cells are placed to recreate the
infinite system are the unit, or primitive, vectors and are represented as ai where
i = 1, 2, 3, .... It is combinations of these unit vectors that make up what is known
as the Bravais Lattice.163 The Bravais lattice and the symmetry point group of the
unit cell allow us to classify crystalline solids into one of 230 space groups.164

As stated above, it is not tractable to study the infinite number of electrons
contained within an infinite, repeating structure, and so this problem must be cir-
cumvented. This can be done using Bloch’s theorem, which makes links between
the properties of the electrons in an infinite periodic system with those in the unit
cell.165 More exactly, it states that the wavefunction of an electron in an external
periodic potential is:

ψk(r) = e ik.ruk(r), (2.43)

where,
uk(r) = uk(r + ai). (2.44)

Thus the wavefunction is the product of a function with the same periodicity as the
potential and a complex phase factor that stems from the translational symmetry
of the system. This then means that the wavefunction at some location one unit
vector away from the original point becomes that given in equation 2.45.

ψk(r + ai) = e ik.aiψk(r). (2.45)
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Therefore, the probability density is exactly the same at both points as the phase
factor cancels out.163 Additionally, if certain vectors, k, are chosen then e ik.ai will
equal one meaning the wavefunction will be in phase in all periodic repeats of the
unit cell.

A set of the three smallest vectors that satisfy this are sufficient to describe all
of the reciprocal lattice vectors. These are an analogue to the unit lattice vectors
in real space, with reciprocal lattice being the Fourier Transform of the lattice in
real space. The primitive vectors in reciprocal space are defined by equation
2.46.

ai · bi = 2πδi j . (2.46)

This leads to a set of primitive reciprocal lattice vectors which are defined by;

b1 = 2π
a2 × a3

Ω
, b2 = 2π

a3 × a1

Ω
, b3 = 2π

a1 × a2

Ω
, (2.47)

in which Ω is the volume of the unit cell. These primitive reciprocal vectors can
then be used to define the volume of a cell in reciprocal space which is referred
to as the first Brillouin zone.166 It is possible, then, to calculate the wavefunction
for an infinite system based on the wavefunction for the electrons in the finite
unit cell using an, in principle, infinite number of primitive reciprocal, or k, vectors
in the first Brillouin zone.164 However using a infinite number of k vectors is not
necessary. Nearby k vectors contain nearly identical information so it is possible
to construct a suitable wavefunction using only a finite number of k vectors.

Another tool used in solid state DFT is periodic boundary conditions. These
allow for the macroscopic properties of a system to be calculated from a much
smaller collection of atoms. In essence, tiles or boxes of a small repeating unit
are arranged in two or three dimensions to replicate the entire, infinite system.
Should a particle leave the box or tile at one edge it is replaced by an equivalent
entering the box or tile from the opposite edge to maintain the total number of
particles within the box. The periodic boxes must, however, be of the correct size.
Boxes that are too small can lead to unphysical interactions between the system
and its own image in a neighbouring box.167

The way in which the wavefunction of a unit cell can be extended to describe
a large repeating system has been outlined above, but as in non-periodic DFT,
some basis is needed to construct the orbitals. However, unlike non-periodic DFT
which uses localised basis sets, solid state calculations make use of plane waves,
which are simply sine and cosine functions. Each orbital wavefunction is made
up of a linear combinations of these plane waves each with different reciprocal
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lattice vectors.168

Ψk
i (r) =

∑
G

ai ,k+Ge i(k+G)·r . (2.48)

In this, k is the wavevector that characterises the wavefunction, G is the reciprocal
lattice vector and r is the general position vector. Taking this into account the KS
equation may be written in the following form:

∑
G ′

{ ~
2

2m
|k+G|δGG ′ +Vion(G−G′) +Velec(G−G′) +VXC (G−G′)}aik+G′ = εi ai ,k+G′ ,

(2.49)
where Vion is the electron-nuclear functional, Velec is the electron-electron func-
tional and VXC is the exchange-correllation functional.

Plane waves have several benefits, including the ease with which one can
change from real space representation to reciprocal space representation via fast
Fourier transforms. Additionally, basis set superposition errors that exist when
using localised basis sets are avoided. Basis set superposition errors are due to
the mismatch in energy that occurs between two molecules calculated at short
and long range as the basis functions of the two halves overlap at short range.
However, the description of the electron density around the nucleus is not done
well by plane waves. To properly describe the density in these regions various
approaches exist. One of these is the use of pseudopotentials. These potential
functions represent the way the valence electrons interact with the nucleus and
core electrons.168 Various forms are available for pseudopotentials depending on
how many plane waves they are constructed from. Soft pseudopotentials, which
use fewer plane waves, decrease computational cost, and even ultra- and super-
soft pseudopotentials exists. However, the softer the potential the less transfer-
able between atomic environments it is. Therefore a balance must be struck.

An alternative approach is that of the projector augmented wave (PAW) which
is more accurate than using ultrasoft pseudopotentials.169 PAW methods use dif-
ferent basis functions for different regions of the system. Atomic regions use
basis functions made from atom-like partial waves whereas the basis functions
in bonding regions are a set of envelope functions, the smooth curve outlining
the extremes in amplitude of a rapidly oscillating signal. The partial solutions for
the different regions are then matched at the interface. Essentially, PAW meth-
ods combine augmented wave methods and pseudopotentials to give a unified
electronic structure approach.170
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2.7 Multi-configurational self-consistent field theory

Up until this point the majority of the discussion has covered various kinds of
DFT which, like HF theory, is a single-determinant method. This means that only
one electronic configuration is taken into account during the calculations. There
are systems, however, that require more than one configuration to be included
in order to describe the chemistry occurring properly. Such processes include
the breaking and forming of bonds, or reactions involving diradicals and first row
transition metals. Multi-configurational self-consistent field theory (MCSCF) is
one way to approach calculations on multi-reference systems.171,172

Part of the basis of MCSCF is Configuration Interaction (CI). In CI methods
the non-relativistic Schrödinger equation is solved within the BO approximation.
In CI an N electron basis function can be written as substitutions or excitations
from the HF reference determinant as in equation 2.50

|Ψ〉 = A0|Φ0〉+
∑

ra

Ar
a|Φr

a〉+
∑

a<b,r<s

Ars
ab|Φrs

ab〉+
∑

a<b<c,r<s<t

Arst
abc |Φrst

abc〉+ ..., (2.50)

where A is some variational coefficient, |Φ0〉 is the HF reference determinant and
|Φr

a〉 is the Slater determinant formed by replacing spin orbital a in |Φ0〉 with spin
orbital r. This constitutes a single excitation from the ground state wavefunction
and terms corresponding to double, triple and higher excitations can be included
into the CI wavefunction. Every N-electron Slater determinant can be described
using the set of N spin orbitals it is formed from. This set of orbital occupancies is
called a configuration interaction, or configuration state function (CSF), hence the
name of this method.173 By constructing the wavefunction as a linear combination
of these CSFs, the CI method accounts for electron correlation by expanding the
wavefunction beyond a single determinant.

MCSCF uses a combination of HF and Configuration Interaction (CI). In MC-
SCF one constructs the wavefunction from a linear combination of Slater deter-
minants as in equation 2.51.

ΨMCSCF =
∑

K

AK ΦK

=
∑

K

AK A
∏
i⊂K

∑
µ

χµcµi .
(2.51)

This is a linear combination of CSFs, much as is done in CI, which differ in how
the electrons are arranged in the MOs, φi . Unlike CI, both the AK coefficients
and the cµi coefficients are optimised variationally. If all possible CSFs within a
given active space are used then what is known as complete active space SCF
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(CASSCF) is being used.172 Alternatively, if only some of the possible CSFs are
selected by the user then this is restricted active space SCF (RASSCF).174

A good, demonstrative example of the need for a multi-configurational wave-
function is when looking at how the MOs of CH2 change as a function of the HCH
angle. Firstly, let the highest occupied molecular orbital (HOMO) and the lowest
unoccupied molecular orbital (LUMO) be a1 and b1 respectively. Now, when the
HCH angle is small the a1 orbital is a combination of the carbon 2s and 2pz while
the b1 orbital is purely carbon 2px . This changes as the angle approaches linearity
the 2s contribution to the a1 orbital decreased to zero and so the HOMO energy
rises. Finally, at an HCH of 180◦ the two MOs merge to form a π MO.175

Thus, the ground state singlet wavefunction can be described by equation
2.52 when the structure is bent.

Ψ = a1(α)a1(β). (2.52)

However, as the angle increases towards linear the configuration with two elec-
trons in the b1 MO becomes increasingly important such that when linear the
singlet wavefunction becomes:

Ψ = 2
1
2{a1(α)a1(β)− b1(α)b1(β)}. (2.53)

Thus, to describe the bend potential of the CH2 singlet state at all angles the
wavefunction needs to be

Ψ = A{a1(α)a1(β)}+ B{b1(α)b1(β)}. (2.54)

This is one of the simplest possible MCSCF wavefunctions, the two-configuration
SCF wavefunction.

It is possible to include perturbation theory into multi-configurational calcula-
tions, termed CASPTn calculations where the n indicates which order of pertur-
bation theory is employed. The order of the perturbation is the point at which the
power series describing the perturbation is curtailed. Perturbation theory allows
for the approximate solution of a complicated quantum chemical system by solv-
ing the problem for a simpler system and then applying a correction in the form of
a small perturbation.176 As such it can allow for the addition of electron correla-
tion into a system.177 CASPTn methods, in particular, take a multi-configurational
reference function and so can be applied to radical or transition metal systems
which benefit from a multi-configurational approach.
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2.8 Molecular Mechanics

Unlike the previous sections, molecular mechanics (MM) does not use quan-
tum mechanics, but rather classical models to predict the energy of a system as
a function of its geometry. Such approaches are often employed for geometry op-
timisations of systems that are too large to feasibly tackle with quantum methods,
such as those seen in chapter 4. In MM the energy of the system is constructed
from potential energy terms for bond stretches, bends, torsional energy, van der
Waals energy, electrostatics and cross terms, see equation 2.55

E = Estr + Ebend + Etors + EvdW + Eel + Ecross . (2.55)

The stretching and bending potentials of bonds are treated similarly using
truncated polynomial series to describe the increases in energy as the bond or
angle deviates from the equilibrium geometry. The torsional energy term deals
with the interactions resulting from changes in dihedral angles and is modelled us-
ing a Fourier series as the angle can deviate from equilibrium quite substantially.
For atom pairs that are further than two atoms apart van der Waals interactions
need to be calculated.178 At short range such interactions are highly repulsive be-
fore becoming attractive at intermediate range. If the separation is too great then
no interactions are felt. A computationally economical way to handle these forces
is to use a Lennard-Jones potential, equation 2.56,

EvdW (RAB) = ε
[
(

R0

R
)12 − 2(

R0

R
)6
]
. (2.56)

The electrostatic terms, giving the interactions between partially charged atoms,
use a Coulombic potential. Finally, the cross terms account for how some inter-
actions have an effect on others, for instance how hydrogen bonding affects the
stretching in OH bonds.179

MM methods can be used in conjunction with quantum mechanical methods
through implementations like ‘our Own N-layered Integrated molecular Orbital
molecular Mechanics’ (ONIOM).180 ONIOM allows one to treat the region of the
system where the chemistry under investigation is occurring using higher level
methods and the rest of the system with a computationally cheaper approach.181

Commonly quantum mechanics is used for the chemically interesting region and
teamed with MM to describe the surrounding system.

The methods and theories laid out here have been used in the following chap-
ters to follow astrochemical systems of interest. UV-Vis spectra of a variety of
molecules have been generated using TD-DFT while radical systems have been
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tackled using MCSCF. In addition to this, solid state optimised geometries and
spectral properties have been found using plane wave methods. More detail on
the exact implementation of the methods used in each chapter are given within
the chapter.
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3. BENZENE AND CARBON DIOXIDE ICE IRRADIATION

The chemistry that occurs on icy dust grain surfaces is a key linking feature of
the chapters in this work. Some of the processes and molecules that result from
the irradiation of such ices have already been discussed in the introduction. In
this chapter the identities of the products of irradiation of a CO2 and benzene ice
mix by electrons are determined.

3.1 The biological relevance of carboxylic acids

The synthesis of biologically relevant molecules in the interstellar medium
(ISM) is a topic of much interest. Firstly, to understand how the molecules that
have been detected in the ISM were formed and then, secondly and as already
discussed during the introduction, by elucidating the formation of these molecules
in the ISM the origins of life on Earth may also be understood. Additionally, it
could shed light on the possibility for similar biological chemistry occurring on
other planets. In section 1.1.4 of the introduction it was briefly discussed how
planets form from smaller entities in space, and thus, how the chemistry available
and occurring on those smaller parts influence the chemistry that takes place on
the planet as a whole. So, by understanding ISM chemistry light can be shed on
the chemistry of early Earth as well as other planets.

One such small, biologically relevant, group of molecules are carboxylic acids.
These are organic species whixh contain a hydrocarbon section bonded to the
carboxylic acid group COOH. Carboxylic acids can act as biomarkers as well as
intermediates to the formation of amino acids, proteins and lipids.182–187 Thus far,
both formic and acetic acids have been detected in the ISM.87,188–191

The biological relevance and successful detection of carboxylic acid species
in the ISM has led to a number of studies from the astrochemical community. It
has been shown that carboxylic acids can be formed via the irradiation of model
ISM ices composed of suitable reactant materials. For instance, water and CO
ice has been shown to yield formic acid, HCOOH, when irradiated with energetic
(5 keV) electrons at 10 K.192 Similar ice irradiation studies using methane and
carbon dioxide have led to acetic acid and higher order acids, while CO2 and a
hydrocarbon ice also yields a mix of acids.83,193,194

One particular variety of carboxylic acids that are of interest are aromatic car-
boxylic acids. Benzoic acid has been identified in the Murchison and Orgueil me-
teorites and can be used as an intermediate in forming secondary metabolites.195

In fact, the Murchison, Orgueil and Tagish Lake meteorites have been found to
contain an array of more complex carboxylic acids ranging from succinic to glu-
taric acid (figure 3.1).41 However, despite both the identification of these species
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and the results of the laboratory ice studies, the mechanism for the formation of
carboxylic acids in the ISM is not fully understood.

Figure 3.1: The structures of succinic and glutaric acids, both of which have been
identified on meterorites.41

Suggestions have been made as to how these molecules form in the ISM, such
as those by Irvine et al. which made use of the following gas-phase reactions:

CH4 +O2
+ −−→ HCOOH2

+ + H (3.1)

HCOOH2
+ + e− −−→ HCOOH + H (3.2)

which is an ion molecule reaction followed by dissociative recombination.98 For
acetic acid specifically the following gas-phase formation route using protonated
methanol has been posited,

H3COH2
+ + HCOOH −−→ H3CCOOH2

+ + H2O (3.3)

H3CCOOH2
+ + e− −−→ H3CCOOH + H (3.4)

which is an alkyl cation transfer and then a dissociative recombination.17 Both
methanol and formic acid have been detected so, provided that protonated methanol
can be formed, this could be a plausible formation route.188,196 However, gas-
phase formation routes have proved to not be as favourable as a grain surface
based reaction pathway. Gas-phase formation routes give an average abundance
of 2.5 × 10−11 relative to hydrogen while ice surface based routes give an aver-
age of 4.9 × 10−11.68,69 While the difference is not particularly severe it is clear
that surface chemistry has its place in generating organics in the ISM, particu-
larly as laboratory experiments on processed ices have yielded carboxylic acids
alongside formyl and hydroxycarbonyl radicals.193 Thus, a potential radical-based
mechanism for the formation of carboxylic acids is outlined below.

H2O+ −−→ HO · + H · (3.5)
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CH4 −−→ CH3 · + H · (3.6)

RH −−→ R · + H · (3.7)

H · + CO −−→ HCO · (3.8)

H · + CO2 −−→ HOCO · (3.9)

HCO · +OH · −−→ HCOOH (3.10)

HOCO · + CH3 · −−→ CH3COOH (3.11)

HOOCH · + R · −−→ RCOOH (3.12)

Energetic electrons cause the bond breaking reactions 3.5, 3.6 and 3.7 leading to
radical products. The excess kinetic energy from these reactions then allow the
addition of a hydrogen radical to either CO or CO2, reactions 3.8 and 3.9, to give
the formyl and hydroxycarbonyl radical respectively. There can be barrierless
radical recombination like those described in reactions 3.10, 3.11 and 3.12 to
create the carboxylic acid species.

It is possible for benzene to undergo the kinds of reactions laid out above to
lead to benzoic acid and thus this may be the source of the benzoic acid found
on meteorites. Indeed, studies on the irradiation of a 1:50 benzene and CO2 ice
mix at 10 K have identified benzoic acid and meta- and para-diacids. In these ex-
periments mid-IR data was used to confirm the identity of the products.197 Experi-
mental work on a 1:100 benzene to carbon dioxide ice yields the UV-vis spectrum
in figure 3.2 upon annealing to 200 K.198 James et al. suggest that the residue
left after annealing the ice is formed from a ‘benzene-like’ structure. However, the
composition of the residue could not be unequivocally assigned. The previous
work of McMurtry et al., in which mid-IR data was used to identify the meta- and
para-diacids, implies that these diacid structures could be present in addition to
benzoic acid.197

As the exact nature of the residue remains unknown, we aim to use solid-
state periodic DFT calculations to confirm which of the diacids are formed. The
diacids being: phthalic acid (1,2-benzenedioic acid, figure 3.3b); isophthalic acid
(1,3-benzenedioic acid, figure 3.3c) and terephthalic acid (1,4-benzenedioic acid,
figure 3.3d). The aim of this work is to suggest the relative proportions thereof by
comparison of calculated UV-vis spectra to experiment.
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Figure 3.2: The UV-vis spectrum of the residue of an 1:100 benzene (C6H6):
carbon dioxide (CO2) ice processed with 1 keV electrons for 180 minutes and
then annealed to 200 K. Reproduced with permission from James et al. 2019.198

a b c d

Figure 3.3: The structures of a) benzoic acid, b) phthalic acid, c) isophthalic acid
and d) terephthalic acid.

3.2 Methodology

All calculations have been performed using the GAUSSIAN 09 suite of elec-
tronic structure programmes† using DFT with the M06 functional199 using the

†GUASSIAN 09, revision D.01, M. J. Frisch et al., Gaussian, Inc., Wallingford, CT, 2009
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def2-TZVP basis set.200,201 In addition to this, the Vienna Ab-initio Simulation
Package (VASP)‡ using DFT with the projector-augmented wave method170,202

and the PBE0 functional.203

The ground electronic states of unit cells, as described in literature, of ben-
zoic acid, phthalic acid, isophthalic acid and terephthalic acid in the gas-phase
were optimised to a minimum in Gaussian 09.204–207 Each cell contained four
molecules of each acid arranged in two layers with hydrogen bonding interac-
tions between the molecules in each layer, see figure 3.4. The IR and UV-vis
spectra, calculated using time-dependent DFT (TD-DFT), for all systems were
generated in Gaussian 09 at the M06/def2-TZVP level.208,209 Periodic solid-state
systems of each acid were optimised using VASP using their respective crystal
structures207,210–212 from which the solid-state IR and UV-vis spectra of the opti-
mised systems were calculated at the PAW/PBE0 level (see appendix A.3 and
A.4 for example inputs).213

All experimental data were gathered by David Ashworth of the Foster Group.
Experimental FTIR measurements of powder samples of the individual acids for
benchmarking purposes were taken on a Perkin Elmer Spectrum 2 FTIR spec-
trometer, equipped with a diamond UATR Two accessory. Sixteen scans were
collected from 400 - 4000 cm−1, with a resolution of 1 cm−1. Terephthalic acid
was analysed as supplied. Larger crystals of benzoic acid and phthalic acid
were lightly ground with a marble pestle and mortar prior to analysis. Benzoic
acid/terephthalic acid mixtures were tumbled prior to analysis to ensure homo-
geneity.

Experimental solid UV-vis measurements of ground samples of the individ-
ual acids for benchmarking purposes were taken on a Cary5000 spectrometer
between 400 - 175 nm, with a resolution of 1 nm and a scan speed of 600 nm
s−1. Spectra were collected using a PrayingMantisTM Solid State sample stage
reflectance accessory. The sample holder was coated in Teflon tape to minimise
holder absorbance and a background recorded. Ground samples were sprinkled
onto the tape. overlaid
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Figure 3.4: The optimised structures of the periodic unit from VASP(left) and the
DFT gas-phase tetramer from Gaussian 09 (right) for top: benzoic acid, second
row: phthalic acid, third row: isophthalic acid and bottom: terephthalic acid.
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3.3 Using computational means to understand the

experimental findings

3.3.1 IR benchmarking

Prior to performing any calculations to generate spectra, periodic solid-state
DFT geometry optimisations were carried out on all of the acid systems using
crystal structures from the Cambridge Crystallographic Data Centre database
(CCDC)∗. The optimised periodic cells can be seen in figure 3.4. In each case
the anticipated hydrogen bonding and π−stacking interactions are evident in the
alignment of the acid molecules. The gas-phase optimised unit cells can also be
seen in figure 3.4. Comparison of the structures makes it obvious that not all of
the long range order of the system is replicated in the gas-phase. In particular
the alternating directions of the stacked sheets in the benzoic acid system is not
seen in the gas-phase due to the limited scale of the calculation. The optimised
structures in both the gas- and solid-phase have been used going forward to
generate spectroscopic data.

Before undertaking the solid state calculations to generate the UV-vis spectra
for the acids, non-periodic DFT and solid state DFT IR calculations were carried
out and compared to experimental IR data to confirm the validity of the solid state
approach. The experimental IR for each of the acids were obtained in the solid
phase. Figure 3.5 shows the calculated and experimental spectra for each acid.
Both the calculated spectra show the strong CO and OH absorbances (at 1600
and 2600 cm−1 respectively) one would associate with carboxylic acids at similar
wavelengths to those in the experimental spectra. No shift has been applied to
the VASP spectra. The gas-phase spectra have been scaled by 0.94, 0.91, 0.92
and 0.91, respectively for benzoic, phthalic, isopthalic and terephthalic acid, to
account for the lack of anharmonicity in the calculations. The scaling factors were
chosen so as to be the smallest possible to bring the CO, OH and CH3 peaks into
position.

The substantial broadening of the OH peak of the COOH group seen in the ex-
perimental and solid-phase DFT calculations arises from the extent of hydrogen
bonding present in these systems. This also shifts the peaks to a lower wave-
length than expected in the gas-phase due to the weakening of the OH bond.214

As a consequence of this the peaks for the CH and OH stretches merge into
one very broad peak. Examination of the individual vibrations show the alcohol
stretches fall between 3210 and 3300 cm−1. The same bond weakening effect

‡VASP 5.3.2 September 2012: https://www.vasp.at
∗https://www.ccdc.cam.ac.uk
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Figure 3.5: The experimental solid phase IR spectrum (black), the non-periodic
gas-phase calculated spectrum (blue) and the periodic, solid phase spectrum
(red) for top left: benzoic acid, top right: phthalic acid, bottom left: isophthalic
acid and bottom right: terephthalic acid.
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accounts for the shift of the CO double bond peak at roughly 1700 cm−1. The
fingerprint region has not been calculated in the solid state spectra as lower lying
modes are not predicted as accurately and no spectral assignment is being made
from the fingerprint region, hence it is not shown in the spectra. The rough agree-
ment between the solid state DFT IR spectra and those generated experimentally
for the key functional group peaks (CO and OH) suggests that the geometries
generated through this methodology will be suitably representative of the system
and can be used to calculate UV-Vis spectra to attempt to assign the identities
of the residue components. It is also clear that the use of gas-phase methods
are not sufficient to model the system as, while the peaks occur at a reasonable
wavenumber, the peak shape poorly matches that from experiment.

3.3.2 Single acid systems

For each of the optimised solid-state acid systems VASP UV-vis calculations
using TD-DFT on the previously optimised unit cells for each acid were performed.
As with the IR calculations these were compared with experimental solid state UV-
Vis measurements. The results are shown in figure 3.6, in this instance none of
the spectra have been shifted. What is clear here is that the peaks require shifting
in order to bring them into line with the experimental spectrum. The shifted spec-
tra can also be seen in figure 3.6 and a shift of 0.5 eV has been applied. Going
forward all calculated UV-Vis spectra have been shifted. The match between the
experimental and calculated spectra is not strong. This is thought to stem from
the fact that powder experimental samples were used whereas the calculations
were on highly crystalline model systems and so show more distinct peaks.215

As the experimental ice systems was annealed prior to taking its spectrum it is
expected that the calculations will provide much better agreement.

Each calculated spectrum was plotted against the UV-Vis spectrum of the
model benzene and carbon dioxide ice after it had been processed with high
energy electrons. All the calculated spectra plotted against the residue spectra
have been shifted by 0.25 eV to lower wavelengths to correct for overestimation
of UV-Vis excitations by DFT.216 Figure 3.7 shows each of these plots. It is worth
noting that, as anticipated, the match between the residue spectra and the cal-
culated solid-state spectra is much better than between the calculated spectra
and the experimental powder UV-Vis. This is due to the residue having under
gone heating which will have caused a transition from an amorphous ice to a
more crystalline residue. Thus, the greater crystallinity of the residue will be bet-
ter replicated by the crystalline calculated systems than the powder experimental
samples were. It is clear that no single acid can account for the absorbance peak
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Figure 3.6: The experimental powder (black) and VASP calculated (red) UV-Vis
spectra both unshifted (left column) and shifted by 0.5 eV (right column) for top:
benzoic acid, second row: phthalic acid, third row: isophthalic acid and bottom:
terephthalic acid.
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Figure 3.7: The model processed benzene and CO2 ice experimental (black) and
VASP calculated (red) UV-vis spectra for top left: benzoic acid, top right: phthalic
acid, bottom left: isophthalic acid and bottom right: terephthalic acid.

shape of the irradiated ice. In particular the peak at 175 nm is not well repre-
sented in all samples. This finding is consistent with the literature in which both
benzoic acid and meta- and para-diacids have been detected as the product of
processing this kind of ice.197

3.3.3 Mixed acid systems

The proposed mechanism for the addition of CO2 to benzene in ISM ices is
based on radical-radical reactions. For any diacid to be produced a first addition
of CO2 must occur. There is also no certainty that any one benzene ring will
undergo two additions. Additionally the kinetics for the first and second addition
of a carboxylic group has been elucidated. The first addition has a rate constant
of (2.8± 1.1)× 10−4 s−1 while the second addition has a much lower rate constant
of (9.3 ± 8.9) × 10−6 s−1.197 Given that it is not certain that all benzene rings will
undergo two additions and that the second addition proceeds much slower than
the first it seems intuitive that the monoacid has been detected in these ices.
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Figure 3.8: How a carboxylic acid group stabilises a radical on the benzene ring
leading to meta-directed functional group addition.

The location of the second added carboxylic acid group can be influenced
by the first carboxylic acid group. Carboxylic acid groups are known to possess
meta- directing character due to charge stabilisation, see figure 3.8. However,
given the suggested mechanism proceeds via radical chemistry, which does not
affect the π system, this stabilisation effect may not be seen. There are steric
arguments against the formation of phthalic acid, ortho-benzene diacid, as this
structure places the carboxylic acid groups in the closest proximity and thus would
experience the largest amount of steric hindrance. To confirm that phthalic acid
is not part of the ice a composite spectrum of benzoic and phthalic acid in a 1:1
mix was made. Figure 3.9 shows the spectrum and as can be seen the peak
at roughly 180 nm which is not present in the residue spectrum indicates that
phthalic acid is not part of the products. The meta- and para- acids would not
experience the same level of steric hindrance and so both species could form,
likely in statistical mixtures.

Figure 3.9: The composite calculated UV-Vis spectrum for a 1:1 benzoic
acid:phthalic acid mix (green) compared with the experimental residue UV-Vis
spectrum (black).
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The para- acid, terephthalic acid, and the meta- acid, isophthalic acid, have
both been proposed to have been detected. These detections were made on the
basis of IR data from the processed ice. Figure 3.10 shows the experimental,
gas-phase DFT and solid-state periodic spectra for both isophthalic and tereph-
thalic acid overlaid. As is clear from these overlays both compounds have very
similar IR spectra. The high degree of similarity would cause difficulties in pre-
cisely identifying one over the other from IR data alone. Hence, the IR data is
inconclusive and what can be said is that both acids could be present. The calcu-
lated UV-Vis spectra of terephthalic acid and isophthalic acid, however, are more
distinct and may allow for a much more confident identification, see figure 3.7.

In order to begin attempting to replicate the experimental data some thought
needs to be had over what other likely residue components could be. It is unlikely
that any benzene or CO2 remain in the ice after the annealing process as both
species desorb at temperatures lower than 200 K.198 Consequently the residue
will be comprised of a mixture of benzoic, isophthalic and terephthalic acids. Ad-
ditionally, as the first addition of a COOH group is faster than the second it has
also been anticipated that benzoic acid will comprise a larger part of the residue
than either of the two diacids. Composite UV-Vis spectra have been made from
the solid-state periodic DFT calculated spectra in which variable proportions of
each neat spectrum have been summed together as Gaussian distributions to
yield an overall multi-acid spectrum. These composite spectra (shifted by 0.25
eV to lower wavelengths for the same reasons as the neat acid spectra in section
3.3.2) have then been compared with the experimental residue spectrum.

Figure 3.11 shows the composite spectra for a mixture of benzoic and tereph-
thalic acid (green trace) overlaid with the experimental residue spectrum (black).
The mixtures used are a 3:1, 1:1 and 1:3 mix of benzoic acid to terephthalic
acid. As becomes obvious in the mixtures with an equal or majority proportion
of terephthalic acid there is a peak at roughly 250 nm which is not seen in the
residue. Given that the first addition of CO2 to benzene occurs faster than the sec-
ond, this result is consistent with the idea that a larger quantity of the monoacid
would be present. The closest shape match is that of the 3:1 benzoic acid to
the terephthalic acid spectrum although this still reverses the relative intensities
of the two peaks at the lowest wavelength, roughly 190 and 175 nm. Additionally,
the shape of the peak at the lowest wavelength (150 nm) in the residue spec-
trum is not well matched by that in the calculated spectrum. Both benzoic and
terephthalic acids have a peak at roughly 175 nm in their UV-Vis spectra which
combine to give a signal in this region that is too large compared to the residue
spectrum. This suggests that, should any terephthalic acid be formed it is a minor
constituent of the residue.
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Figure 3.10: The overlaid IR spectra for terephthalic (black) and isophthalic (red)
acids; top: experimental, middle: calculated gas-phase and bottom: calculated
solid-state periodic. 65
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Figure 3.11: The composite spectra for top: a 3:1 mixture of benzoic acid and
terephthalic acid, centre: a 1:1 mixture of benzoic acid and terephthalic acid and
bottom: a 1:3 mixture of benzoic acid and terephthalic acid compared with the
experimental residue spectrum (black trace).
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Figure 3.12: Left: the composite spectra for top: a 3:1 mixture of benzoic acid
and isophthalic acid, centre: a 1:1 mixture of benzoic acid and isophthalic acid
and bottom: a 1:3 mixture of benzoic acid and isophthalic acid compared with
the experimental residue spectrum (black trace). Right: the composite spectra for
top: a 3:1:1 mixture of benzoic acid, terephthalic acid and isophthalic acid, centre:
a 3:1:2 mixture of benzoic acid, terephthalic acid and isophthalic acid and bottom:
a 2:1:2 mixture of benzoic acid, terephthalic acid and isophthalic acid compared
with the experimental residue spectrum (black trace).
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Figure 3.12 shows the equivalent composite spectra for a mixture of benzoic
acid and isophthalic acid in the same 3:1, 1:1 and 1:3 proportions compared with
the residue spectrum. The shape match between these is much better, due to
the lack of the large peak at 175 nm, than that of the terephthalic acid containing
composite spectra. In particular the 1:1 mixture shows a great degree of overlap
with the residue spectrum, although the intensity of the peak at roughly 240 nm
is overestimated. Nonetheless this mixture of acids presents a much more likely
residue composition than benzoic acid and terephthalic acid. This is somewhat
at odds with the first addition of the carboxylic acid group proceeding at a quicker
rate than the second, however, due to the CO2 being vastly in excess compared
to the benzene in the original ice (a 100:1 mix) a high degree of conversion to the
diacid is not unlikely.

As previously stated it is not a simple task to distinguish between isophthalic
acid and terephthalic acid and thus, there is a possibility that both species are
present in the residue. In order to explore this possibility composite spectra in-
cluding all three acids have been plotted (figure 3.12). 3:1:1, 3:1:2 and a 2:1:2
mixtures of benzoic acid : terephthalic acid : isophthalic acid have all been consid-
ered. The 3:1:1 mixture (top right in figure 3.12) shows the least successful shape
match to the residue spectrum with the two lowest wavelength peaks blending to-
gether. As with the benzoic acid and isophthalic acid mixtures, the three acid mix
with equal proportions of benzoic acid and isophthalic acid (bottom right in figure
3.12) matches the residue spectrum most closely. Including terephthalic acid in
this mixture makes little visible change from the 1:1 benzoic acid to isophthalic
acid spectrum (centre left figure 3.12) further suggesting that it may be present
in the ice in minor amounts but would take further investigation to identify conclu-
sively.

What this data does suggest is that the directing nature of the COOH group
may be affecting the system. Clearly isophthalic acid containing ice mixes provide
a better match to the experimental data than those with terephthalic acid which
implies the formation of the meta acid is more favourable. If this is the case then
there is a possibility that the reaction might not proceed through purely radical
chemistry but charged species instead. Ascertaining whether this supposition is
correct would require further work however, it is not obvious how this could be
achieved .

3.4 Conclusions

After confirming the validity of the method chosen using IR data, and based
on the experimental work of James et al., it is clear by inspection of the com-
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posite calculated spectra that the most likely composition of the residue from a
benzene:CO2 1:100 ice is a 1:1 mixture of benzoic acid and isophthalic (meta-
benzene diacid) acid.198 No benzene or CO2 is anticipated to remain in the ice
after annealing and the excess of CO2 in the ice would lead to a large percentage
of conversion to the diacid. Some singly substituted acid remains due to the first
addition to the benzene ring possessing a larger rate constant than the second
addition.197

The previously reported detection of isophthalic and terephthalic acid, in addi-
tion to benzoic acid, in such a residue is not fully supported by the UV-vis spec-
tra calculated here. Mixtures of benzoic acid and terephthalic acid fail to repro-
duce the residue spectrum. Additionally, including minor quantities of terephthalic
acid in a 1:1 mixture of benzoic and isophthalic acid does not visibly change the
shape of the composite calculated spectrum and so some terephthalic acid may
be present but only in small amounts. IR data for isophthalic acid and tereph-
thalic acid do not differ substantially enough to conclusively distinguish between
the two.
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4. IRRADIATION OF POLYCYCLIC AROMATIC HYDROCARBONS IN WATER
ICE

As already outlined in the introduction it has become apparent that dust grain
surface reactions play a key part in the formation of COMs in the interstellar
medium.64,65 They not only act as surface catalysts, but can also mediate the
dissociation of newly formed products by serving as an energy sink. The intro-
duction also briefly covered the make-up of these grains, with carbonaceous ma-
terial being suggested as a major grain core component. This chapter examines
the behaviour of polycyclic aromatic hydrocarbons, a possible grain component,
when subjected to radiation, and how water ice affects that behaviour.

4.1 Polycyclic aromatic hydrocarbons and their place

in the ISM

Dust is commonplace in the interstellar medium (ISM). In fact, it accounts for
approximately 1% by mass of the material in interstellar dust clouds.217 This dust
is believed to be either silicaceous or carbonaceous in nature; see figure 1.3 in
the introduction.19,218 Polycyclic aromatic hydrocarbons (PAHs) are believed to be
a constituent of carbonaceous dust grains and are themselves widespread in in-
terstellar environments.21,71,217,219,220 Steps towards understanding the formation
of PAHs from acetylene in the ISM have also been made.221,222

Ices are as present in the ISM as dust, the latter frequently being coated in the
former.3 In particular, water ice is a primary component of the icy mantles found
on dust grains.76 PAHs have been shown to act as catalysts to water formation
in interstellar space by providing a surface upon which the relevant reactions can
take place.22,23,70 Icy dust grain and PAH surface catalysis has proved to be signif-
icant in the formation of organic molecules in the ISM.69,123,223 These range from
species such as hydrogen peroxide, which can be involved in water formation, to
molecules of biological relevance and importance like ribose.65,224

The involvement of PAHs coated by water ice mantles in the formation of
COMs means that the nature and behaviour of such species in ices warrants
further investigation. PAHs embedded in water ice have been shown to be easily
ionised to PAH cations.225–228 Computational studies have observed the ionisa-
tion energy of PAHs in ice to be reduced by as much as 2 eV compared to the
gas-phase.229 This reduction means that PAHs frozen in ice could be ionised by
near-UV radiation as opposed to vacuum UV allowing PAH cations to be involved
in chemistry taking place in regions of the ISM classified as non-ionising.

In an experimental study involving quarterrylene in water ice (in a 1:500 ra-
tio) Gudipati and Allamandola observed, upon irradiation with 266 nm light, the
growth of a peak corresponding to the positively charged quarterrylene ion (see
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Figure 4.1: The absorption spectrum of desposited quarterrylene in water ice at
20 K showing the decrease in absorbance of the neutral species and an increase
in the absorbance of the cationic species upon irradiation with 266 nm laser light
for 45 minutes. Inset: The absorbance spectrum before irradiation. Reproduced
with permission from Gudipati and Allamandola, Astrophys. Journal, 2006.230

figure 4.1).230 This growth is also accompanied by a negative absorbance in the
region of the parent neutral species which amply shows the conversion of the
neutral species into the cation. Gudipati et al. posit that the quarterrylene oc-
cupies a ‘special site’ in the ice matrix that promotes ionisation at much reduced
wavelengths (2.1 eV lower in energy) compared to the gas-phase. They also
put forward the possibility that the lowering of the ionisation energy is due to the
ability of the surrounding water ice to solvate the electron.231,232 However, the
experimental data is not able to confirm this.

In this work we have studied the behaviour of a range of PAHs (benzene,
napthalene, anthracene, pyrene, perylene, coronene and quarterrylene) using
time-dependent density functional theory (TD-DFT) on a model PAH/ice system.
Calculations were performed both to attempt to observe the effect of water ice
on the ionisation energy of the PAH and also to investigate whether there is any
evidence of the water ice solvating the excited electron.
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4.2 Methodology

All calculations have been performed using the GAUSSIAN 09 suite of elec-
tronic structure programmes † using DFT at the CAM-B3LYP level148,149,233 and the
6-311G** basis with the D3 version of Grimme’s dispersion with Becke-Johnson
damping.234,235 Additional calculations were carried out using the Maestro 2014-
3 release molecular modelling software package ‡ using the AMBER and OPLS
force fields.236–238

The ground electronic states of neutral and some ionised PAH species with
and without surrounding water ice clusters were optimised. The selected number
of water molecules were placed, pre-geometry optimisation, to maximise cover-
age of the PAH. For small clusters this was done using DFT in Gaussian 09,
and second derivatives were calculated to ensure the structures were station-
ary points, while larger systems were optimised to a minimum using molecular
modelling in Maestro 2014-3. The UV-Vis spectra for all systems were calcu-
lated using time-dependent DFT (TD-DFT) in Gaussian 09 at the CAM-B3LYP/6-
311G**/GD3BJ level.208,209 The Tamm-Dancoff approximation calculations to find
the transition oscillator strengths between excited states were done at the same
level of theory while the electron density calculations were done at the CAM-
B3LYP/6-311G(d,p) level.239–243 The cube files generated during the electron den-
sity calculations were then used to create density difference images to display
where the electron density had moved to during the excitation.

4.3 The electronic behaviour of PAHs in ice

4.3.1 Ionisation

To ensure comparability between the experimental and computational results
the gas-phase spectrum of benzene only was benchmarked against that gener-
ated experimentally. The location of the maximum in the calculated spectrum for
gas-phase benzene is consistent with that determined via experiment (168 nm for
the calculated spectrum and 175 nm for the experimental spectrum) and thus no
scaling has been applied to the calculated spectra, see figure 4.2 ∗. Additionally,
no shifts in peak positions are observed between the calculations for the isolated,
gas-phase PAH and that embedded in ice which is consistent with experimental
observations.229,244 We have also calculated the spectrum for the benzene cation

†Gaussian 09, revision D.01, M. J. Frisch et al., Gaussian, Inc., Wallingford, CT, 2009
‡Maestro Release 2014-3: MS Jaguar, Schrödinger, LLC, New York, NY, 2014
∗Spectrum of gas-phase benzene obtained from the NIST WebBook, see

https://webbook.nist.gov/cgi/cbook.cgi?ID=71-43-2
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and pyrene (neutral and cationic) as an example of a larger system. The intent
behind this was to ascertain whether the calculations gave the same changes in
the spectra when the cations were treated with TD-DFT. The cationic systems so
show an analogous shift in the wavelength of the largest peak to that seen in the
experimental work of Gudipati et al., see figure 4.3, indicating that the method
is treating the system correctly. A calculation for the quarterrylene cation was
attempted however this proved to be too computationally intensive to be feasible.

In order to understand the mechanism behind the reported decrease in ionisa-
tion energy of PAHs in water ice a series of calculations based on Koopmans’ the-
orem were carried out. Koopmans’ theorem posits that the energy of the HOMO
is equivalent to the negative of the ionisation potential, and that the optical gap is
given by the HOMO-LUMO energy gap. HF calculations on benzene in increasing
amounts of water were carried out to outline the behaviour of the HOMO-LUMO
gap, equal to the negative of the ionisation energy, with increasing quantities of
water present. The HOMO-LUMO gaps calculated however, show no change

Figure 4.2: The experimental and calculated UV-Vis spectra of benzene in the
gas-phase. The spectrum of gas-phase benzene was obtained from the NIST
WebBook, see http://webbook.nist.gov. Epsilon here is simply the molar aborsb-
tion coefficient with units of dm−3mol−1cm−1 .
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Figure 4.3: The UV-vis spectra for benzene, the benzene cation, pyrene and the
pyrene cation showing the shift in the UV-Vis spectra between the neutral and the
charged species in ice.

with increasing amounts of ice as shown in figure 4.4. Not only is the energy
gap remaining consistent, but the energies of the HOMO and LUMO themselves
show little to no change with increasing quantities of water. This demonstrates
that there is, electronically, no change in the system. Thus, no ionisation can be
said to be taking place.

In contrast, the UV-vis spectrum of benzene in water ice does change with
increasing size of the ice as shown in Figure 4.5. The peak height at 170 nm
clearly shifts to lower energies and decreases in magnitude with increasing num-
bers of water molecules in the ice. The inset shows the difference between the
gas-phase ionisation energy and the excitation energy against the number of wa-
ters displaying how the excitation energy steadily drops away from the gas-phase
value. These results suggest that rather than an ionisation process occurring
there is simply an excitation as the signals in the UV-Vis spectra correspond to
the promotion of an electron from a lower lying state to a higher one. It also shows
that the energy input to achieve this excitation is reduced by including increasing
quantities of water in the system, thus, going forward excitation energies have
been used rather than ionisation energies.
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Figure 4.4: The HOMO and LUMO energies of a series of systems of benzene
in increasingly large quantities of water ice showing that the ionisation energy, as
approximated by Koopmans’ theorem, do not appreciably change.

Park and Woon report a decrease in the ionisation of 2.1 eV (from the gas
phase value of 9.24 eV) when modelling benzene in ice using the isodensity po-
larised continuum model (IPCM) to apply the water ice to the system.229,245 We
see an analogous decrease in the excitation energies in our calculations but to a
much lesser degree, a maximum of 0.5 eV with 100 water molecules. A greater
amount of water placed around the benzene does result in a larger excitation
energy decrease such that the size of the decrease does appear to be slowly
converging on that previously reported (see also Gudipati et al).230 Were it com-
putationally tenable to continue to a much more extensive explicit water clusters
it is believed that the decrease could reach 2 eV.

Thus, there is an effect of the ice on the electronic structure of the PAH. How-
ever, it is observed in the UV-vis and not the HOMO-LUMO gap. This suggests
that describing what is occurring as ionisation in the traditional sense is mislead-
ing. The electron is clearly not removed to infinity and so ionisation is incomplete.
It is however, highly possible that the electron is promoted off the PAH and onto
the ice to become a solvated electron.231 This process would still lead to the gen-
eration of a charged PAH in the ice, in line with what has been observed even
though it is not technically a full ionisation process. Therefore, in line with these
findings, excitation energies have been used to investigate the behaviour of larger
PAHs to confirm that this behaviour is observed in other, related systems.
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A)

B)

Figure 4.5: A: The UV-vis spectra for benzene with increasing numbers of water
showing the overall decrease in the size of the excitation at 170 nm as the amount
of water increases. B: the magnitude of the decrease in the excitation energy of
the maximum absorption plotted against the amount of water.
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4.3.2 The effect of water ice on excitation energies

As can be seen in figure 4.5 the decrease in excitation energy does not de-
crease uniformly with the addition of more and more water ice. Moreover, it was
found that it does have some small dependence on the exact position of the water
molecules around the benzene. To investigate this further, five different starting
geometries for benzene surrounded by twenty water molecules were optimised.
Each of these resulted in a different energy minimum. These optimised benzene-
water clusters were then treated with TD-DFT to yield the UV-vis spectra to ob-
tain the excitation energies. The greatest variation in excitation energy maximum
between structures was 0.1 eV as can be seen in figure 4.6. It is therefore pos-
sible that small structural discrepancies could cause the discontinuities within the

A B C

D E

Figure 4.6: How the excitation energy of benzene surrounded by 20 water
molecules changes depending on the arrangement of water around the benzene
where A, B, C, D and E are the different starting structures used.
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data. However, they are not large enough to invalidate any conclusions that can
be drawn.

As it is believed that the water ice is solvating the excited electron, the amount
of coverage of the PAH by the ice could affect the decrease in the excitation en-
ergy. This stems from the belief that a greater degree of coverage by the ice
allows for more opportunity for interactions between the ice and the PAH species.
This effect is indeed seen in figure 4.5 where larger amounts of water offering
better coverage leads to a lower excitation energy, it is also worth noting that the
degree of coverage has only a very small effect of the position of the peaks (a
maximum movement of only 6.5 eV to lower energy). However, given the organic
nature of the PAHs they mix poorly with a polar solvent. This can lead to some
difficulties in maintaining coverage over the PAH regardless of the quantity of wa-
ter used. This separating of the two can be seen in figure 4.7, in which benzene
has moved out of a hexagonal water ice structure. As the crystalline ice structure
did not retain the PAH molecule and as the fluctuations caused by different start-
ing structures are only small, amorphous ice structures have been used as these
provided better coverage. Additionally, in order to probe the maximum extent to
which the ice reduces the excitation energy the UV-Vis spectrum of a system was
only calculated if the PAH was well covered by the ice as poorly covered ices
would give a higher excitation energy.

The excitation energy for benzene in the gas-phase determined here is lower
than that expected, benchmark data for the ionisation energy of benzene and
other PAHs can be found in Deleuze et al.246 This is partly a result of the method
utilised, TD-DFT is known to underestimate excitation energies to a degree, how-
ever not to such an extent that the excitation energies provide no useful infor-
mation.247 Addition of the zero point energy correction causes the energy to be
over-estimated and as it has no effect on the trends being investigated has not
been applied in this case. It is also a factor of using the excitation energy as
opposed to the ionisation energy. As the electron is not fully being removed the
electron the energy input is likely to be lower and so these results are consistent
with this.

This decrease in excitation energy is not only observed for benzene. Naptha-
lene, anthracene, pyrene, perylene, coronene and quarterrylene all display the
same trend of the excitation energy decreasing when placed in ice although the
decrease in energy is smaller than that of benzene ( see figure 4.8). The gas-
phase reference ionisation energies for napthalene, anthracene, pyrene, perylene
and coronene were taken from the NIST WebBook and the references therein.
Ionisation energies have been used as the reference, despite the excitation ener-
gies being those under investigation, for ease of comparison as existing work in
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Figure 4.7: The optimised structure of benzene in 80 water molecules where the
benzene has migrated partially out of the ice structure.

the literature is based on ionisation energies.248–251 The reference ionisation ener-
gies for benzene and quarterrylene are taken from Woon and Park and Gudipati
and the relevant references contained within respectively.229,230

Again, the observed decrease in excitation energy is consistent with the calcu-
lations of Woon and Park who report progressively smaller decreases in ionisation
energy for larger PAHs (their work includes napthalene, anthracene and pyrene
in addition to benzene). As with benzene, the decreases seen here using explicit
water molecules are not as significant as the 1.5 eV reported in the literature
and this is likely a feature of the limits on the amount of water that can possibly
be included in the calculation. ONIOM (our Own N-layered Integrated molecular
Orbital Mechanics180,252) method calculations were attempted in an effort to in-
crease the scope of the water cluster. In these calculations the PAH was treated
with quantum mechanical methods while the water was in a molecular mechanics
layer. However, this proved not to be the most efficient way to perform calcula-
tions on these systems. Any TD-DFT calculation performed on these systems
gave results as if the PAH was in the gas-phase and it became apparent that,
for generating the UV-Vis spectra, the entire system needed to be treated quan-
tum mechanically. The most effective method proved to be optimising the PAH
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Figure 4.8: The maximum decrease in the excitation energy compared to the
literature gas-phase ionisation energy observed in a series of PAHs (benzene
(Benz), napthalene (Napth), anthracene (Anth), pyrene (Pyr), perylene (Peryl),
coronene (Coron) and quarterrylene (Quart)) in water ice compared to the gas-
phase.

and water cluster using molecular mechanics and then performing the TD-DFT
portion of the calculations quantum mechanically.

This trend, that the decrease seen in the excitation energy becomes smaller
as the size of the PAH increases, reverses for coronene and quarterrylene. Here
the decrease is between 0.8 and 0.9 eV, inverting the trend in the size of the ex-
citation energy prior to this point. Gudipati et al posit that the decreasing trend
in ionisation energy is linked to the induced polarization of the PAH, with smaller
PAHs having larger induced polarizations leading to greater decreases in ionisa-
tion energy.230 Using equation 4.1 which has been taken from Gudipati et al., the
ionisation energy of the PAH in the ice is simply the difference between the gas-
phase ionisation and the sum of the polarisation (P+) and the electron affinity.230

I EPAH−I ce = I EPAH−Gas − (1− 1

ε∞
)

e2

2R
− E AI ce (4.1)

Here, I EPAH−I ce is the ionisation energy of the PAH in the ice, while I EPAH−Gas

is the ionisation energy of the PAH in the gas-phase and E AI ce is the electron
affinity of the ice. The second term corresponds to P+ where ε∞ is the optical
dielectric constant of the medium, e is the electron charge and R is the effective
radius of the ion. Given that the polarisation depends on the effective radius
of the ion it is possible that PAHs that strongly deviate from a circular shape,
perylene and quarterrylene for example, may display results that do not align as
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well as other PAHs to the model. It is also possible that, as we have found that
it is the excitation energy rather than the ionisation energy that changes that this
model’s predictions do not truly apply to the system. In that case then there is
no prediction that suggests a steady decrease in the lowering of the excitation
energy is expected.

Equally, as previously stated, there is some geometry dependence on the size
of the decrease and as exhaustive geometry sampling has not been carried out in
this particular instance it is highly possible that other cluster arrangements could
yield larger decreases. What is clear, though, is that in all cases the ice causes
the excitation energy to drop below that of the gas-phase and so the facility of
cation generation would increase. The optimised geometries used for all systems
can be seen in figure 4.9.

4.3.3 Electron density

In order to ascertain if it is the ice surrounding the PAHs that allows for the
decrease in excitation energy, electron density calculations were undertaken and
the density differences between the ground and excited states calculated. It was
thought that the lost electron is solvated by the ice, making it easier to remove
from the PAH system.231 In all instances electron density is observed on the water
in a number of the excited states for each PAH. In all cases the excited state
that corresponds to the strongest transition in the UV-vis spectrum also shows
electron density on the surrounding water (see figure 4.10 and 4.11). This heavily
implies that the ease of ionisation seen in PAHs in interstellar ice analogues is
linked to the ability of the water molecules to accept the excited electron from the
PAH.

In addition to investigating where the electron density lies, the transition strengths
between the excited states for benzene have been calculated. This was done to
ascertain whether excitations into higher states would decay down into the states
that were found to have electron density on the water ice. In the case for benzene,
several higher states have transition oscillator strengths greater than 0.1 between
them and the excited states with electron density on the water, see table 4.1. For
benzene the states that correspond to the strongest UV-Vis transition are excited
states 3 and 4. Table 4.1 shows that a variety of higher lying states have strong
decay pathways down into excited states 3 and 4. Examining the electron density
of these states (top row in figure 4.10) shows both of these states to have electron
density on the water ice. This implies that, should an electron from the PAH be
excited into one of these higher lying states it would decay back down into the
state where the electron density lies on the water. It was hoped that the transition
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A) B)

C) D)

E) F)

G)

Figure 4.9: The optimised structures of the PAHs (A: benzene, B: napthalene, C:
antracene, D: pyrene, E: perylene, F: coronene and G: quarterrylene) in water
ice used to generate the UV-Vis spectra from which the decrease in the excitation
energy was ascertained.
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Figure 4.10: The electron density difference between the ground state and the
excited state corresponding to the strongest transition for various PAHs in water
ice (top row: both benzene; bottom row: napthalene and anthracene) in the ex-
cited state that corresponds to the strongest transition in the calculated UV-vis
spectrum. Red areas correspond to a gain in electron density and blue areas to
a loss of electron density.
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Figure 4.11: The electron density for various PAHs in water ice ( top row: pyrene
and perylene; bottom row: coronene and quarterrylene) in the excited state that
corresponds to the strongest transition in the calculated UV-vis spectrum. Red
areas correspond to a gain in electron density and blue areas to a loss of electron
density.
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Table 4.1: All the calculated electronic transition oscillator strengths between the
excited states of benzene or pyrene in water ice with a value greater than 0.1.

Benzene Pyrene

State i State j Oscillator strength State i State j Oscillator strength

7 3 0.3 10 2 0.4
8 3 0.4 12 2 0.2
9 3 0.1 13 2 0.1
9 4 0.3 16 7 0.1

10 4 0.4 18 7 0.1
16 3 0.3 19 1 0.1
18 4 0.3 22 7 0.2

strengths between the excited states of quarterrylene could be calculated but this
calculation proved to be too computationally expensive to be tenable. Therefore,
in order to examine the behaviour of a larger system, pyrene was chosen. Here,
the excited state that corresponds to the strongest UV-Vis transition is excited
state 21 which, like benzene, shows electron density on the water ice. However,
due to this being a much higher energy excited state, there are no higher lying
states that relax down into it. Nonetheless, this state does not have any strong
transition oscillator values into any lower energy excited states, suggesting that
the electron, once excited, would remain in place. Overall, the data firmly sug-
gests that the electron can easily be excited away from the PAH system and onto
the surrounding ice where it would remain. This then effectively creates a PAH
cation within the ice.

4.4 Conclusions

It has been shown that the previously reported decrease in the ionisation en-
ergy of PAHs in water ice is potentially due to the ability of the water ice to accept
the excited electron and solvate it away from the PAH.229,253 All of the PAHs tested
here, benzene, napthalene, anthracene, pyrene, perylene, coronene and quarter-
rylene showed a decrease in the strongest excitation in the calculated TD-DFT
spectrum compared to the gas-phase ionisation energy. The largest decrease
was seen in benzene, 2.1 eV, and the smallest in perylene, 0.1 eV. The extent of
the decrease in excitation energy is dependent on the coverage of the PAH by the
ice. Greater coverages by larger quantities of water ice lead to larger decreases
in the excitation energy.
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While the trend in the decrease in the excitation energy displays a downward
slope with larger PAHs showing a smaller decrease than smaller ones, it is not
smooth. This is thought to be partly due to the small geometry dependence seen
in the size of the excitation energy decrease. It may also result from the shape of
the PAH itself, with those being the least circular showing smaller decreases than
expected when compared with the polarisation based model proposed in Gudipati
et al 2006.230

Electron density calculations show that all of the PAHs in ice investigated in
this paper have excited states with electron density evident on the ice. These
states correspond to those contributing to the strongest excitation found in the
gas-phase spectrum for the PAH. In addition to this the transition oscillator strengths
for benzene and pyrene were calculated which suggested that once the electron
was excited into the ice it was unlikely to decay back to a state with the electron
returned to the PAH.
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5. METHYL FORMATE AND GLYCOLALDEHYDE FORMATION

As has been previously discussed a wide range of organic molecules can
be formed on dust grain surfaces in the ISM. In this chapter the focus falls on
the isomers methyl formate and glycolaldehyde whose observed abundances, as
mentioned in the introduction, have yet to be fully replicated by simulations.

5.1 Molecules in the ISM

Methyl formate (in both its cis- and trans- forms) and its structural isomers
glycolaldehyde and acetic acid (see figure 5.1) have been established to exist
in the interstellar medium (ISM) for some years now. Methyl formate was the
first to be observed towards Sagittarius B2 in 1975 by Brown et al.254 This was
followed by the detections of glycolaldehyde and acetic acid in 1997 and 2000
respectively (both also detected towards Sagittarius B2).125,255 Of the three iso-
mers, methyl formate is the most abundant, then acetic acid, with glycolaldehyde
being the least abundant. The abundance ratios for the isomers were found to
be 26:1:0.5.256 Formation routes for each of these species have been included in
various chemical networks. However, the resulting abundances have yet to fully
replicate those found in the ISM. The fractional abundance with respect to H2

of methyl formate found in hot cores is of the order of magnitude 10−8 whereas
models only yield an abundance on the order of 10−9.68,69

Figure 5.1: The C2H4O2 isomers methyl formate, glycolaldehyde and acetic acid.

After its successful detection, methyl formate was initially thought to be formed
in the gas-phase. This formation route involved H2CO and MeOH, both of which
are formed on dust grain surfaces.122,257 A subsequent dissociative recombina-
tion, as shown in reactions 5.1 and 5.2, yields the desired product. There are al-
ternative channels, but these were found to be less efficient than the one shown.123

[CH3OH2]
+ + H2CO −−→ [HC(OH)OCH3]

+ + H2 (5.1)

[HC(OH)OCH3]
+ + e− −−→ HCOOCH3 + H (5.2)

If one makes the assumption that these processes are efficient, then significant
amounts of methyl formate can be produced in a 104 - 105 year time span.258
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However, these proposed gas-phase reactions were later modelled computation-
ally and it was found that reaction 5.1 has an energy barrier of 128 kJ mol−1 which
is insurmountable under astrochemical conditions.123 Alternative gas-phase for-
mation routes for methyl formate have been explored to fully explore whether or
not forming methyl formate under these conditions is possible. Table 5.1 shows
those routes that were investigated.123 However, these reactions were not found
to be viable under astrochemical conditions either due to the presence of an en-
ergy barrier (reactions 1-3) or by requiring three-body reactions (reactions 4-5).123

In these latter cases, the third-body is required to radiate away any energy gen-
erated during the reaction to prevent the product decomposing immediately back
to the reactants.

Table 5.1: Alternative reactions for the formation of methyl formate as proposed
by Horn et al.123

Reaction Pathway
H2CO + [H2COH]+ −−→ [HC(OH)OCH3]+ + hν (1)
[CH3OH2]+ + CO −−→ [HC(OH)OCH3]+ + hν (2)

[H2COCH2OH]+ + H2CO −−→ [HC(OH)OCH3]+ + H2CO (3)
CH3OH + [HCO]+ −−→ [HC(OH)OCH3]+ + hν (4)
CH3

+ + HCOOH −−→ [HC(OH)OCH3]+ + hν (5)

Thus far all the mentioned reactions have led to cis-methyl formate as the
product. Trans-methyl formate (where the carbonyl group and the CH3 group are
trans to one another) is the higher energy conformer. However, it may be that
there are formation routes to it which are more energetically accesible than those
leading to the cis-isomer. Thus, two further reactions for the formation of methyl
formate were investigated, (5.3) and (5.4), which were used to generate both
isomers of methyl formate.63

CH3OH + [HC(OH)2]
+ −−→ [HC(OH)OCH3]

+ + H2O (5.3)

HCOOH + [CH3OH2]
+ −−→ [HC(OH)OCH3]

+ + H2O (5.4)

Reaction 5.3 was found to have a barrier to the formation of both cis- and trans-
methyl formate (17 and 21 kJ mol−1 respectively), while reaction 5.4 produces
trans-methyl formate via a barrierless reaction.63 Given the presence of an en-
ergy barrier to interconversion between trans and cis of about 35 kJ mol−1, this
indicates that trans-methyl formate should be present to some extent in interstel-
lar environments. When these new routes for the production of methyl formate
were added to existing chemical networks, the results did indeed suggest that
trans-methyl formate should be an abundant molecule in hot cores.259 A tentative
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detection of trans-methyl formate in the Sagittarius B2(N) molecular cloud has
been made based on a laboratory rotational spectrum.260

However, even with the inclusion of formation routes for both isomers, the
observed abundance of methyl formate cannot be replicated by gas-phase chem-
istry alone, with the abundance of cis-methyl formate being 3 orders of magni-
tude too low and the abundance of trans-methyl formate not sufficient to close the
gap.259 Therefore, it has become increasingly clear that gas-phase reactions in
the ISM cannot produce methyl formate in the amounts that have been measured.
Equally, the abundances of glycolaldehyde and acetic acid, while qualitatively in
agreement, do not match those observed.69 Consequently, proposed formation
routes for methyl formate have shifted to be those taking place on the surfaces of
icy dust grains as ices contain potential building blocks for methyl formate and its
isomers.81,261–264 In particular, interstellar ices are typically composed of H2O, CO
and CO2, with MeOH, CH4, H2CO and NH3 having also been observed.69 These
molecules can photodissociate to produce radicals which lead to further, more
complex, moieties.

This chapter aims to use computational means to establish whether the rad-
icals HCO, OCH3 and HOCH2, generated from ice mantle species, can be used
to make methyl formate and glycolaldehyde. Both gas-phase and ice surface re-
actions describing the dissociation of methanol to give HOCH2 and OCH3 were
carried out followed by reactions between HCO and both dissociation products of
methanol to investigate the formation of methyl formate and glycolaldehyde from
them. The effect of the presence of water ice molecules on these radical-radical
reactions was also tested.

5.1.1 HCO and HOCH2

In order to explore the formation of methyl formate, and to a lesser extent gly-
colaldehyde, an initial selection of radicals to use was made. This was done by
simply examining the structure of methyl formate and glycolaldehyde and cleav-
ing along a suitable bond. The natural choice for methyl formate is along the
central CO bond and the analogous CC bond for glycolaldehyde (see figure 5.2).
As can be seen in figure 5.2 the resulting radical pairs are HCO plus either OCH3

or HOCH2 depending on whether methyl formate or glycolaldehyde is the target.
Both OCH3 and HOCH2 can be generated via dissociation of a hydrogen from
methanol in the ISM.265 However, given the conditions of the ISM and the rel-
ative strengths of these bonds, with a CH bond being easier to dissociate than
OH by 91 kJ mol−1, then HOCH2 would be more likely to form in interstellar en-
vironments.266 The reaction of HCO and HOCH2 to give both isomeric products
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Figure 5.2: The bonds in methyl formate (left) and glycolaldehyde (right) which
can be cleaved to yield a suitable radical pair.

(methyl formate and glycolaldehyde) will also be probed to discover if competing
reactions might lead to the difference in abundance between the two isomers.

5.2 Methodology

Initial calculations were performed using the GAUSSIAN 09 suite of electronic
structure programmes∗ using DFT at the B3LYP level148,149,233 using a 6-311G**
basis. These were followed by calculations carried out using the MOLPRO suite
of ab initio programmes†.

The ground state structures of methyl formate, glycolaldehyde and methanol
were optimised in GAUSSIAN 09 using DFT at the uB3LYP/6-311G** level and
these optimised structures were then used to construct z-matrices for scan type
calculations. The scans were set up such that the HOCH2 and HCO radicals were
oriented to form either of the target products (mimicking the internal angles and
dihedral angels found in either methyl formate or glycolaldehyde) and placed at an
initial distance of 5 Å. The inter-radical distance was decreased in steps of 0.25
Å, with the structures being re-optimised, except for the inter-radical distance, at
each step. The angles and dihedral angels of the carbon and oxygen backbone of
the structure were held fixed at the values found in the optimised product structure
to maintain structure of the radicals during the approach. This scan procedure
was then repeated with two water molecules added to the system to simulate a
partial solvation shell.

∗GAUSSIAN 09, revision D.01, M. J. Frisch et al., Gaussian, Inc., Wallingford, CT, 2009
†MOLPRO, version 2015.1, a package of ab initio programs, H.-J. Werner, P. J. Knowles, G.

Knizia, F. R. Manby, M. Schtz, and others , see http://www.molpro.net.

92



5. METHYL FORMATE AND GLYCOLALDEHYDE FORMATION

Similar scan type calculations were also performed in MOLPRO using the MC-
SCF/RASSCF programmes and the cc-pVDZ basis set of Dunning and coworkers
to afford a more accurate portrayal of the radical nature of the system (see ap-
pendix A1 for an example input).267–270 For these calculations the structure of
methanol was used as the starting geometry. The bond of the dissociating hy-
drogen was increased in 0.05 Å steps and at each step the remainder of the
structure was optimised at the HF level. This procedure was then repeated with
two water molecules in the system. The radicals pairs (HOCH2 + HCO or OCH3 +
HCO) were oriented to form either glycolaldehyde or methyl formate, as in the
DFT scans, and set at a distance of 5 Å apart and the distance then decreased
in 0.05 Å steps. As previously, the geometries were re-optimised at the Hartree-
Fock level at each step. Scans were performed with and without explicit water
molecules present. This process was not carried out for the dissociation of H2CO
as there is only one possible product unlike with methanol where the aim was to
discover the dominant product.

For both the methanol and methyl formate/glycolaldehyde MCSCF calcula-
tions, the active space was selected by first obtaining the orbital occupancies via
an MP2 calculation. All orbitals with an occupancy greater than 1.98 were closed
so that they were all doubly occupied and those with occupancies lower than 0.2
were restricted.271,272 The restricted orbitals were limited to a total of no more than
two electrons within those orbitals. The remaining orbitals were left active. The
number of Configuration State Functions (CSFs) in each calculation are shown in
Table 5.2.

Table 5.2: The number of CSFs in each RASSCF calculation

Reaction Without water With water

MeOH −−→ MeO• + H• 1176 325
MeOH −−→ CH2OH• + H• 66 6

HCO• + OMe• −−→ Methyl formate 13965 276
HCO• + CH2OH• −−→ Glycolaldehyde 5715 1891
HCO• + CH2OH• −−→ Methyl formate 4186 10585

5.3 Testing the proposed formation route

5.3.1 Methanol dissociation

In order to approach understanding the system, the feasibility of forming the
reactant radicals was first investigated. Initial work was conducted in the gas-
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phase and then repeated with water present to act as a minimal ice surface. To
ascertain whether the proposed radicals are viable options in the ISM restricted
active space multi-configurational (RASSCF) scan calculations were carried out
to create potential energy curves for the dissociation of methanol. For this either
the alcohol hydrogen or one of the methyl group hydrogens was removed in in-
cremental steps. At each step of the calculation the geometry is optimised as in
all previous cases. The result of this without any water included in the system
can be seen in figure 5.3. As can be seen in the curves for the OH dissociation
the difference between the HF and RASSCF curves at long range is quite sub-
stantial. This shows the need for treating these systems in a multi-configurational
manner to ensure the correct behaviour is modelled. The difference between HF
and RASSCF is less for the CH dissociation, implying the active space is not fully
correct. This has been sought to be corrected below.

Figure 5.3: The dissociation curves for the OH bond (left) and CH bond (right) in
methanol using HF, MCSCF and CASPT2 methods.

Figure 5.4: The dissociation curves for the OH bond (left) and CH bond (right) in
methanol using HF (dark blue and orange respectively) and MCSCF (light blue
and green) methods with two specific water molecules included in the system.
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The resulting dissociation energies are 5.6 eV (129.1 kcal/mol) for the CH
bond and 4.5 eV (103.8 kcal/mol ) for the OH bond. In the case of OH, this is in
reasonable agreement with previous computational and experimental work (105
kcal/mol) however, the CH dissociation is overestimated compared to the previ-
ously reported 96.2 kcal/mol.273 This result suggests that the initial idea to use
HOCH2 in the radical pair with HCO due to the easier dissociation of the CH bond
was incorrect and that OCH3 is more likely to be feasible in an astrochemical envi-
ronment than first thought. Additionally it is clear from the potential energy curves
that using CASPT2 does not alter the shape of the curve or the dissociation but
merely shifts it. In light of this further calculations were only done using RASSCF.

As this is to investigate the formation of methyl formate on an ice grain surface
the same type of scan calculation was repeated but with two water molecules
included in the system. Figure 5.4 shows the dissociation curves now with these
two water molecules included. Such a small scale ice system was used as a
larger system would not have been feasible to treat with MCSCF. Here, the sim-
ilarity between the HF and RASSCF curves is thought to stem from the inter-
actions between the water and the dissociating hydrogen radical allowing HF to
treat the system better than in the non-solvated case. The dissociation energy
for the CH bond shows little change being 5.5 eV (126.8 kcal/mol) while that for
the OH bond drops significantly to 3.1 eV (71.5 kcal/mol). The undulations in
the curve for the OH dissociation are caused by changes in the geometry of the
system which are addressed in more detail below. The CH curve remains much
smoother during the dissociation as no large structural changes are seen. It is
clear from figure 5.4 that in this case the dissociation of the CH bond is described
much better than in the bare case. Therefore, it was decided not to pursue the
bare calculations any further.

A selection of the optimised geometries along the curve for each bond were
visualised and showed why including water in the system only seems to affect the
OH dissociation case. The dissociation energy for the CH bond remains largely
unchanged from that found for the gas-phase dissociation and this stems from
the lack of interaction between the removed hydrogen and the water. In contrast
for the OH bond dissociation the water included in the system readily picks up the
removed hydrogen. This can be seen in figure 5.5. There is a possibility that the
way in which the water has arranged itself around the methanol affects the out-
come. For instance in the OH dissociation case there is an oxygen atom directed
at the out-going hydrogen ready to receive it while this is not the case for the CH
bond. Given that the systems were optimised with regards to the geometries for
this quantity of water the behaviour is representative. Larger ice systems may
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show other behaviour as there would be more available ice molecules to accept
the dissociating hydrogen.

Figure 5.5: The resulting structures from the RASSCF calculations for the dis-
sociation of the OH (left) and CH (right) bond in methanol with two nearby water
molecules.

In order to further test this, a DFT scan calculation was carried out on the CH
bond dissociation system with five water molecules. This amount of water was
chosen as this was the smallest amount that showed a water oxygen atom placed
in such a way to receive the dissociating hydrogen. DFT as opposed to RASSCF
was used in this case as the previous HF curves showed good behaviour in the
long range and because the increased system size made the use of multicon-
figurational methods untenable (see figure 5.6). However, even with this larger
amount of ice the water still does not take up the hydrogen radical and it remains
largely unsolvated. It causes disruption of the hydrogen bonding network between
the ice water molecules (see inset in figure 5.6). Obviously, in a more rigid ice
lattice structure, the rearrangement of the water hydrogen bonding would be less
feasible. Thus, this CH dissociation could be less unfavourable than portrayed
here, but one would expect OCH3 would still be the major dissociation product.
This was also found to be consistent with observational findings in which OCH3

has been detected towards the dense core B1-b confirming the viability of forming
this species in the ISM.274

Consequently, if methyl formate is being made on icy grain surfaces then
OCH3 becomes an even more viable starting radical than HOCH2. The signif-
icant difference in dissociation energies between the two bonds when able to
interact with water ice could lead to a greater abundance of OCH3 compared to
HOCH2. As a consequence of these results it would seem that the initial choice
of radicals does not reflect what would occur in an interstellar environment and

96



5. METHYL FORMATE AND GLYCOLALDEHYDE FORMATION

Figure 5.6: The potential energy curve as calculated by DFT for the dissociation
of the methanol CH bond in the presence of five water molecules. Inset left: the
initial structure of the system and inset right: the final structure of the system.

the distribution of the two isomers, methyl formate and glycolaldehyde, may stem
from the ease of formation of OCH3 over HOCH2. In order to confirm this, though,
the potential formation routes for methyl formate and glycolaldehyde from these
radicals must be tested with regards to their viability in an astrochemical setting
through further calculations.

5.3.2 DFT calculations

In order to explore the potential for using HOCH2 and HCO to form methyl
formate instead of glycolaldehyde, initial DFT scan calculations were carried out.
The scope of these calculations was to give a low cost, short time scale indication
of the systems behaviour. Unrestricted DFT was used to try and describe the
radicals as best as possible. Hereby, we note that DFT does not treat open-shell
systems as well as other methods used below. Thus, our DFT calculations were
intended to give initial indications and inform our further approach.

As outlined in the previous section HOCH2 is likely to be the minor product of
methanol dissociation. To rule out competing reactions to form methyl formate or
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a) b)

c) d)

Figure 5.7: The input geometries for the formation of cis- (a) and trans-methyl for-
mate (b) and cis- (c) and trans-glycolaldehyde (d) from the radicals HCO and
HOCH2. The highlighted OCO (green) and COC (dark blue) angles and the
OCOC dihedreal (orange) in (a) are the additional structural elements kept fixed
during the scans.

glycolaldehyde from HCO and HOCH2 being a factor in the greater abundance of
methyl formate over glycolaldehyde, the route to methyl formate formation from
this radical pair has been tested. In these calculations the two radicals were
brought together in a geometry conducive to forming the target product. Exam-
ples of the input geometries used can be seen in figure 5.7. In order to maintain
the intended direction of approach for the incoming radicals a select combination
of angles and dihedrals within the system were frozen in the optimisation in ad-
dition to the distance between the radicals. The restricted geometric variables
are highlighted on the input structure for cis-methyl formate in figure 5.7 as an
example.

When these scans, see figure 5.8, were performed in the absence of any wa-
ter molecules neither methyl formate nor glycolaldehyde were observed. As is
clear from the figure there are signifcant discontinuities in the graph. In these
scans, arrangements of radicals that could lead to both the cis- and trans- iso-
mers were tested in light of the possible existence of trans-methyl formate in the
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ISM.63 Investigation of the product structures showed that the ultimate products
of these calculations were either two molecules of formaldehyde, in the case of
methyl formate, or CO + CH3OH when trying to form glycolaldehyde. This oc-
curred for both cis- and trans- orientations. The point at which this unwanted
product formation occurs can be seen on the potential energy curves marked by
the sharp discontinuity at 3.25 Å or 2.75 Å for glycolaldehyde and methyl formate
respectively in figure 5.8. Because we are only investigating a one-dimensional
cut of a multidimensional surface, the optimisation that happens at each point is
not stable leading to unintended side product formation. Smaller scan steps were
attempted however these had no effect on the shape of the curve.

In the case of methyl formate, the alcohol hydrogen must move onto the car-
bon to generate the methyl group. Therefore, it is not so surprising that the prod-
uct is not formed. However, to form glycolaldehyde a carbon-carbon bond simply
needs to be made. That, therefore, glycolaldehyde is not seen then is more un-
expected. Despite this, the result here is consistent with previous work by Woods
et al., which indicates that gas-phase formation routes for glycolaldehyde only
begin to contribute to observed abundances at core temperatures of at least 100
K.275,276 It would appear that prior to any carbon-carbon bond formation the hy-
drogen from the HCO radical transfers onto the carbon of the HOCH2 to form the
methanol observed. An analogous hydrogen transfer, although in this instance
from the alcohol of the HOCH2 onto the HCO, is occurring during the methyl for-
mate scans to yield the two formaldehyde molecules seen. After this point, as
the initial radicals are no longer present the desired products can no longer form.
Moreover, as there are alternative reaction channels that are more favourable it is
unlikely that there is any chance that methyl formate or glycolaldehyde would be
produced in the gas-phase.

As a result of the absence of methyl formate or glycolaldehyde in the reaction,
it suggests that ice is crucial to the success of the reaction. Therefore, an initial
attempt at including ice in the system was made by running a set of scans with
two water molecules present. Two water molecules were chosen as this is the
minimum amount of water required to perform the hydrogen transfer needed to
form methyl formate from HCO and H2COH. This water was intended to act as
a minimal ice surface as a grain surface reaction is thought to be the source of
methyl formate in the ISM. It was hoped that it would both prevent the hydrogen
transfer that leads to the unwanted side products and facilitate the formation of
methyl formate. Figure 5.9 contains the potential energy curves and products for
the calculations including water.

By including water in the system the loss of the radicals via formaldehyde
formation is negated and both cis- and trans-glycloaldehyde are observed. Ad-
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a) b)

c) d)

Figure 5.8: Upper: the potential energy curves for the attempted formation of cis-
methyl formate (dark blue), trans-methyl formate (light blue), cis-glycolaldehyde
(orange) and trans-glycolaldehyde (green). Lower: the lowest energy geometries
resulting from each scan, cis-methyl formate (a), trans-methyl formate (b), cis-
glycolaldehyde (c) and trans-glycolaldehyde (d).

ditionally the discontinuities that were present in the gas-phase curves are no
longer present, see figure 5.9. This is likely a result of the ability of the water
molecules to hydrogen bond with the hydrogens present on the radicals thus pre-
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a) b)

c) d)

Figure 5.9: Upper: the potential energy curves for the formation of cis-methyl
formate (dark blue), trans-methyl formate (light blue), cis-glycolaldehyde (or-
ange) and trans-glycolaldehyde (green) with two water molecules included in
the system. Lower: the lowest energy geometries resulting from each scan cis-
methyl formate (a), trans-methyl formate (b), cis-glycolaldehyde (c) and trans-
glycolaldehyde (d).

101



5. METHYL FORMATE AND GLYCOLALDEHYDE FORMATION

serving them until they are close enough to form a carbon-carbon bond. As shown
by figure 5.9, of the two methyl formate isomers only cis-methyl formate is seen
as a product. Again this shows that water acts as a means of maintaining the
radicals until they are within a suitable reaction distance. It suggests that water
can act as a hydrogen shuttle, or bridge, allowing the alcohol hydrogen to ‘move’
from the oxygen and onto the carbon to form the methyl group of methyl formate.
At present it is thought that trans-methyl formate could equally be formed in this
manner but is not observed here due to the placement of the water molecules.
As opposed to spanning the distance between the HOCH2 oxygen and carbon
the water molecules are arrayed around the carbonyl of the HCO. The lack of
trans-methyl formate is therefore likely to be a result of this difference in water
placement.

While cis-methyl formate is able to be formed from HOCH2 + HCO there is a
barrier to this reaction of 72.3 kJ/mol. The barrier corresponds to the movement
of the hydrogen atoms from the alcohol group and water molecules leading to
CH3 group formation. Given ISM conditions the presence of a barrier is too great
to surmount. A transition state calculation followed by an internal reaction coordi-
nate (IRC) scan were carried out to further explore the barrier. The geometry of
the calculated transition state can be seen in figure 5.10. Tunnelling of light atoms

Figure 5.10: The calculated transition state for the formation of methyl formate
from HCO and HOCH2 via hydrogen transfer between the radicals and the in-
cluded water molecules.

has been shown to contribute to COM abundances in the ISM and therefore, be-
fore discounting the reaction, the potential for hydrogen to tunnel through the
barrier was explored.60 By fitting a gaussian curve to the IRC data it allowed for a
tunnelling probability to be calculated using the Wentzel-Kramers-Brillouin (WKB)
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method, which is a method for approximating the solution to a time-independent
one-dimensional differential equation.277 The calculated tunnelling probability was
4.25×10−17. As lifetimes in the ISM can be lengthy the formation of methyl formate
from these radicals may still be a feasible, although minor, route via hydrogen
tunnelling. However, due to the difficulties of treating radical systems with DFT it
is possible this result is simply an artefact of the method giving the system ionic
character which is not representative of the actual processes taking place. In light
of this, we explored this reaction further with MCSCF which deals with radicals
much more accurately, as detailed in the next section.

5.3.3 Multi-configurational calculations

As DFT is a single determinant method, which often results in long range
interactions that are incorrectly ionic in nature, and as radicals are often multi-
reference problems, multi-configurational self-consistent field calculations (MC-
SCF) were performed to confirm the results of the DFT scans. As before the
HCO and HOCH2 radicals were used to form both methyl formate and glycolalde-
hyde, both in the cis arrangement, as well as using HCO and OCH3 to generate
methyl formate for comparison. The potential energy curves for the glycolalde-
hyde and methyl formate from HCO + OCH3 scans can be seen in figure 5.11.
Both of these scans result in the intended products with no barrier to formation
(see figure 5.11). Additionally, treating the problem in a multi-configuration man-
ner yields curves displaying much better long range behaviour when compared to
the HF curve.

It is therefore reasonable to believe that these radical pairs could represent
formation routes for glycolaldehyde and methyl formate in the ISM. Radical for-
mation routes have already been found to be viable in the ISM. For example the
dimerisation of the formyl radical can barrierlessly lead to glycolaldehyde, so this
results is consistent with other work in the field.276 In figure 5.12 it is shown that
when the same type of scan was performed fo HCO + HOCH2 to form methyl
formate the product is not observed at any point during the scan. Repeating the
scan with water included in the system, as with those done using DFT, results in
the same lack of product. There is no noticeable product minimum to be found
in the curve (shown in figure 5.12). A sample of the optimised geometries along
the scan path show both the two formaldehyde molecules seen in the waterless
DFT scans as well as formic acid plus CH2 and then CO2 + CH2 + H2 at shorter
inter-radical distances. These can all be seen in figure 5.12.

Given that, even with water included, the RASSCF calculations on HCO +
HOCH2 to form methyl formate do not generate the target COM suggests that
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Figure 5.11: Left: the potential energy curves for the formation of cis-
glycolaldehyde from HCO + HOCH2 using HF (orange) and using RASSCF
(green) and for the formation of cis-methyl formate from HCO + OCH3 using HF
(dark blue) and RASSCF (light blue). Right: the input geometries and the geom-
etry of the lowest energy point on the potential energy curves for the formation
of cis-glycolaldehyde (upper) from HCO + HOCH2 and cis-methyl formate (lower)
from HCO + OCH3.

this may not be a feasible formation route. It is thought that in the DFT calcula-
tions the radicals are behaving in an unwanted ionic way making the hydrogen
removal appear more facile than it would actually be. In light of this and the
results of the methanol dissociation calculations it would appear that HOCH2 +
HCO are not a suitable radical pair for forming methyl formate and competition
between formation methyl formate and glycolaldehyde from this radical pair does
not contribute to their relative isomeric abundances. As can be seen in figure 5.11
forming methyl formate from the more intuitive radical pair HCO + OCH3 is barrier-
less and does not require any additional water molecules to facilitate the reaction.
The same can be said for the formation of glycolaldehyde from HOCH2 + HCO
and thus, should either radical pair encounter one another on the ice the relevant
COM is likely to form. Therefore, the conclusion must be drawn that the rela-
tive ease of OCH3 formation compared to HOCH2 formation is the more strongly
contributing factor in the difference in abundance between the two isomers.

5.4 Conclusions

The gas-phase dissociation of methanol gave energies of 5.6 eV for the CH
bond and 4.5 eV for the OH bond. However, when water ice is included in the
calculations the difference becomes significantly more pronounced. The dissoci-
ation energy for the CH bond was found to change very little and is 5.5 eV. The
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a) b) c)

Figure 5.12: Upper: the potential energy curve for forming cis-methyl formate
from HCO and HOCH2 with water (HF in dark blue and RASSCF in light blue)
and without water included (HF in orange and RASSCF in green) Lower: the opti-
mised structures from using HCO + HOCH2 to form methyl formate as calculated
using RASSCF methods. Where a is the initial geometry, b is the point at which
formic acid is observed and c is the final products at very small CO distances.

OH bond dissociation energy, in contrast, decreases by one and half electron
volts to 3.1 eV. By examining a selection of optimised structures for both bonds
along the dissociation curve this difference stems from how much the removed
hydrogen interacts with the water. In the CH bond case there is little interaction
with the water. For the OH bond the water picks up the dissociating hydrogen
making the process more facile

The results of the DFT calculations on the formation of methyl formate and
glycolaldehyde from HOCH2 + HCO show no product when performed in the gas-
phase. Instead either two formaldehyde molecules or methanol and CO are seen.
These products were found to be the result of hydrogen transfer between the two
radicals at distances longer than that at which they would react to form the in-
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tended product. When water is included in the system both intended products
are seen as the water helps to preserve the radicals until they are at a suitable
distance at which to react. In the methyl formate calculations the water performs
an additional role in facilitating the movement of the alcohol hydrogen onto the
CH2 group to form the methyl group of the methyl formate molecule. This hydro-
gen movement has an associated barrier of 72.3 kJ/mol. Tunnelling calculations
give a tunnelling probability of 4.25×10−17. In general, it was found that DFT dealt
poorly with the radical based problems contained in this chapter.

Analogous multi-configurational calculations on the formation of methyl for-
mate from both OCH3 + HCO and HOCH2 + HCO as well as glycolaldehyde from
HOCH2 + HCO. These show that both glycolaldehyde and methyl formate will
form without barriers from HOCH2 + HCO and OCH3 + HCO respectively. Using
HOCH2 + HCO to form methyl formate does not yield the desired product even
in the presence of water. This is in contradiction with the DFT results. However,
as multi-configurational methods are much better suited to radical systems this
result is taken to be the more representative of the chemistry taking place.

As it was found that dissociating the methanol OH with water present in place
of an icy grain mantle requires less energy than dissociating the CH bond, and
that the recombination with OCH3 + HCO is a barrierless reaction route. Then
methyl formate formation using OCH3 and HCO is potentially viable in the ISM.
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6. UREA FORMATION FROM RADICAL AND CHARGED SPECIES

In this chapter the formation of another organic molecule in the ISM is dis-
cussed. In particular urea, which has been briefly covered already in section
1.1.2 of the introduction. The following sections will outline the biological impor-
tance and context of urea as well as several possible formation pathways using
neutral, radical and charged reactant species.

6.1 Urea as an astrobiological molecule

Urea, CO(NH2)2, is the simplest known dipeptide. Terrestrially it is the waste
product of a variety of biological functions and often used as a fertiliser. It was
also the first biological molecule to be produced entirely abiotically.278 As such, it
is viewed as a potentially important molecule in the abiotic origin of life, and was
one of the identified products of the now famous Urey-Miller experiment in the
1950s.111 A subsequent experiment, for the prebiotic formation of pyrimidines, by
Robertson and Miller further showed the relevance of urea to the origins of life
field.279 They showed that urea acts as a carbon source in the formation of cyto-
sine and uracil via the scheme given in figure 6.1.280 The biological relevance of
these two nucleotides is clear and fits in with the proposed RNA world hypothesis
(which was discussed in section 1.1.2 in the introduction) for the Origins of Life
on Earth.281

Figure 6.1: The reaction of urea with itself to ultimately yield the nuclear bases
cytosine and uracil.

Thus, in the current models for the formation of biologically relevant molecules
in the ISM, urea is key. However, there are some concerns over the proposed
terrestrial means for the production of urea. It was thought that a Wöhler-type
synthesis mechanism would account for the presence of urea on early Earth. A
Wöhler type synthesis starts from NH4(OCN) which dissociates into ammonia and
HOCN upon heating. These species then react to form urea, see equation 6.1.282

NH4(OCN) −−→ NH3 + HOCN −−⇀↽−− (NH2)2CO (6.1)

However, concentrations of ammonia cyanate on early Earth are thought to
be low. This problem is compounded by the fact that cyanates are not stable
in water over geological timescales. This would substantially limit the amount
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of cyanate present. As a consequence this formation route for urea would be
difficult.283 An alternative to terrestrial formation would be that urea is formed in
space and brought to Earth during cometary impacts. The identification of urea
on the Murchison meteorite, along with amino acids and nuclear bases, lends
credence to this theory.113

While urea has been confirmed via its presence on the Murchison meteorite
it has yet to be firmly detected in any region of the interstellar medium (ISM).284

Experiments using model ices as well as chemical networks suggest that a vari-
ety of amines and amides should be present though, suggesting urea could be
formed readily. Formamide, acetamide and methylamine have all been detected
in the ISM. Formamide in particular, is a possible precursor to urea.285–287 Urea
has been synthesised in model ices irradiated to mimic the galactic cosmic rays
(GCRs) and high energy UV present in the ISM. However, the exact mechanism
has yet to be determined.114 Two potential mechanisms have been suggested by
Förstel et al. using formamide, detected along with urea in the model ice experi-
ments, as an intermediate. These proposals are outlined in figure 6.2.

Figure 6.2: The possible mechanisms for the formation of urea from formamide
and ammonia proposed by Förstel et al..114

The successful detection of formamide in the ISM and the wealth of existing
work on the formation thereof means that the way in which it is produced in the
ISM is not probed in this work.288–291 Instead, this work aims to use computational
means to test the feasibility of these proposed mechanisms for the formation of
urea from formamide and ammonia under astrochemical conditions.
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6.2 Methodology

Calculations were performed using the GAUSSIAN 09 suite of electronic struc-
ture programmes ∗ using DFT at the CAMB3LYP level148,149,233 using a 6-311G**
basis.234,292 Further calculations were carried out using the MOLPRO suite of ab
initio programmes †.

GAUSSIAN 09, using DFT at the CAMB3LYP/6-311G** level, was used to
optimise the ground state structures of all the reactants for the formation of urea
and these optimised structures were then used to construct z-matrices for scan
type calculations.

The scan type calculations carried out in MOLPRO using the MCSCF/RASSCF
programmes and the 6-311G(d,p) basis set (see appendix A.1 for an example of
a MCSCF scan input) used the same approach as in Chapter 5. The reactant
species were placed at a maximum inter-reactant distance of 5 Å and the distance
decreased in steps. The geometries, except for any variables required to main-
tain the angle of approach for the incoming radical and the inter-radical distance,
were re-optimised at the Hartree-Fock level at each step. For systems where a
restricted active space was required orbitals with occupations higher than 1.98
were closed so that they were doubly occupied and those with occupancies lower
than 0.2 were restricted.234,267–269,271,272,292 The restricted orbitals were limited to
a total of no more than two electrons within those orbitals. The remaining orbitals
were left active. An indication of the size of the active space and the number of
CSFs included is given in Table 6.1.

Table 6.1: The number of CSFs in each RASSCF calculation

Reaction Number of CSFs

H2NCHO + H2N• 182182
H2NCO• + H3N 182182
H2NCO• + H2N• 89232

DFT scans with and without additional ice species present were also set up.
These were carried out such that the reactants were oriented to yield the target
product, similarly to the MCSCF scans, at an initial long distance. This distance
between the reactants was then decreased in steps of 0.5 Å to a minimum dis-
tance of 1 Å. At each successive step the structures were re-optimised at the
CAMB3LYP/6-311G* level. For the isocyanic acid calculations, relaxed scans

∗GAUSSIAN 09, revision D.01, M. J. Frisch et al., Gaussian, Inc., Wallingford, CT, 2009
†MOLPRO, version 2015.1, a package of ab initio programs, H.-J. Werner, P. J. Knowles, G.

Knizia, F. R. Manby, M. Schtz, and others , see http://www.molpro.net.
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using redundant coordinates were used to scan over the inter-reactant distance
in steps of 0.1 Å with the geometries being re-optimised at each interval at the
B3LYP/6-311G** level.148,149,233

6.3 Comparison of the potential formation reactions

All the routes explored in this work are outlined in figure 6.3. The intermediates
and final products as calculated are given for those steps where the structures are
known. The subsequent sections of this report will address each type of route;
neutral, single and double radical and charged, in turn and assess their feasibility
under astrochemical conditions.

Figure 6.3: The reaction profiles for the urea formation routes investigated in this
work. The energies in each route are plotted relative to the energy of the initial
reactants. Routes in black are neutral-neutral reactions, red routes involving a
single radical, blue routes are between two radicals and green routes use charged
species.

6.3.1 Neutral-neutral Pathways

As shown in the proposed formation from Förstel et al. one potential route
to forming urea is the reaction between formamide (H2C(O)H) and ammonia.114
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This reaction requires the incoming ammonia to cleave an NH bond and the for-
mamide to break its CH bond allowing dihydrogen to form as a side-product in
a concerted reaction. In the first instance, this reaction was followed in the gas-
phase by scanning along the formamide-ammonia intermolecular distance using
DFT. The resulting potential energy curve can be seen in figure 6.4. The potential
energy curve shows that the reaction products are less energetically stable than
the reactants, being almost 400 kJ mol−1 higher in energy. Closer inspection of the
optimised structures along the scan show that the NH and CH bonds highlighted
previously do not break. No dihydrogen side product is seen and consequently
urea does not form in this case. The structure at the point with an intermolecular
distance like the CN bond in urea, which one would expect to be at the bottom of
the well of the curve, is given in the inset of figure 6.4.

Figure 6.4: The potential energy curve for the addition of ammonia to formamide
in the gas-phase to give urea as calculated by DFT where the energy at an inter-
molecular distance of 5 Å is taken as the zero. Inset: The structure at an inter-
molecular distance of 1.5 Å for the reaction between formamide and ammonia to
make urea, showing the lack of NH and CH bond cleavage.

Literature gives the homolytic cleavage enthalpy of an NH bond in ammonia
as +450 kJ mol−1 (4.6 eV) which is a significant energy input.293 In astrochemical
settings this energy would have to come from high energy UV radiation. A,,onia
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radicals have been observed in the ISM but their abundance is highest towards
the edges of dense clouds where radiation can penetrate more easily.294 There-
fore, this route may only be viable in the gas-phase at the boundaries of interstel-
lar clouds.

However, it is not in the gas-phase that we expect this reaction to be occurring.
The experimental work done by Förstel et al. was carried out by irradiating a
simulated ISM ice. This means that calculating the potential energy curve for this
reaction in the absence of any surrounding ice species is not a good description
of the system of interest. Surrounding ice species could offer stabilisation to the
departing hydrogen atoms and facilitate their removal allowing urea to form where
it could not in the gas-phase.

In order to more accurately represent the system, the DFT scan calculation for
forming urea from formamide and ammonia was repeated with three surrounding
water molecules acting as neighbouring ice species. The resulting potential en-
ergy curve from this ice containing scan is shown in figure 6.5. As can clearly be
seen, the inclusion of ice species does little to alter the shape of the curve from
the earlier gas-phase calculation. Again, inspection of the optimised structures
generated at each point along the scan show that the water has no interaction
with the departing hydrogens. The structure at the point where the intermolec-
ular distance is similar to that of the CN bond in urea (figure 6.5) indicates that
the water would preferentially interact with the carbonyl which leaves them poorly
placed to offer any stabilising interactions with the dissociating hydrogen atoms.

The scale of the ice included in this scan is obviously limited; the decision to
use only three water molecules was to try to elucidate the nature of the stabilising
interactions without the calculation becoming too computationally expensive. It is
therefore possible that with with a larger scale ice, interactions not present here
would be observed. There is also the possibility that the formation of urea is not
seen here as the homolytic cleavage of the NH anbd CH bonds is being poorly
treated by DFT, a method known to struggle with radical systems.295

To try and confirm the possibility for this reaction route, high accuracy CCSD(T)
energy calculations were carried out on the products and reactions of this pro-
posed mechanism step. The results of these calculations in the gas phase show
that the formation of urea and dihydrogen from formamide and ammonia is, in
fact, endothermic by 26 kJ mol−1 and so unlikely under ISM conditions (figure
6.6). The inclusion of the zero point energy correction does reduce the endother-
micity to 8 kJ mol−1, an amount that could be surmounted in the ISM. However,
this does not take into account any potential transition state which was not able
to find. It would be expected to be quite substantial since two bonds are broken
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Figure 6.5: The potential energy curve for the addition of ammonia to formamide
to give urea as calculated by DFT. Curves with and without three water molecules
acting in place of an icy dust grain mantle are shown, where the energy at an
intermolecular distance of 5 Å is taken as the zero. Inset: The structure at an in-
termolecular distance of 1.5 Å for the reaction between formamide and ammonia
to make urea, with three water molecules acting as ISM ice species, showing the
lack of NH and CH bond cleavage.

in this reaction whereas only one is formed. In light of this, alternative reactions
have been investigated.

6.3.2 Single radical pathways

The alternative reaction mechanism for the formation of urea given by Förstel
et al. uses a formamide radical and ammonia as the reactants. Radical reactions
are prevalent in the ISM and contribute to the formation of many COMs making
this a promising formation pathway.296–299 Initially, the dissociation of formamide to
yield the radical species was investigated. The same scan type set up as outlined
previously was used but this time the reaction coordinate was the formamide CH
bond. This process proves to be barrierless and has a dissociation energy of 644
kJ mol−1 (6.7 eV) in the gas-phase and 678 kJ mol−1 (7.0 eV) when on water ice.
The potential energy curve can be seen in figure 6.7. The calculated dissociation
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Figure 6.6: The reaction profile for the addition of neutral formamide to neutral
ammonia in the gas-phase showing the reaction to be endothermic and thus not
feasible under astrochemical conditions

Figure 6.7: The potential energy curve for the dissociation of formamide to give
the formamide radical in the gas-phase as calculated by DFT with and without
water ice molecules present where the energy at a radical distance of 5 Å is
taken as the zero.

energy could sufficiently be overcome by the high energy UV radiation present in
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the ISM and so it is highly likely that, so long as the radiation can penetrate far
enough into the cloud, the formamide radical will be present.

As before, DFT scan calculations were run to generate the potential energy
curve for the reaction between a formamide radical and ammonia with and without
water ice present. Both potential energy curves can be seen in figure 6.8. As
with the formamide plus ammonia reaction route the curve shows no minimum
around the equilibrium CN bond length in urea. However, unlike the previous
case, hydrogenated urea is observed as a product. As the scan progresses, a
hydrogen radical does dissociate from the NH3 moiety of the hydrogenated urea
but this still does not correspond with a minimum in the potential energy curve.
Adding water into the system does not help stabilise the hydrogen radical and
thus an energy minimum is still not seen in the ice-containing calculations. As
previously stated, DFT does not describe radical reactions well and so these
calculations were not expected to yield a complete view of the system but to
inform the approach taken with subsequent multiconfigurational calculations.

RASSCF calculations were carried out to follow the reaction between the for-
mamide radical and ammonia. In these calculations, the CN bond was used
as the reaction coordinate and the structures were re-optimised at each step.
The potential energy curve for this reaction calculated using multiconfigurational
methods is given by figure 6.9. Here, urea is observed to form, along with a hy-
drogen radical. However, the products are higher in energy than the reactants
by 20 kJ mol−1 and there appears to be a substantial barrier to the formation of
the products of 282 kJ mol−1 which would be insurmountable under astrochemical
conditions. Inspection of the transition state structure (inset in figure 6.9) shows
that the barrier corresponds to the midpoint of NH bond cleavage and CN bond
formation. After this point the ammonia nitrogen forms a CN bond with formamide
to make urea and the hydrogen radical formed departs. The small discontinuity
in the gradient of the potential energy curve at 1.55 Å corresponds to a geomet-
ric change in the system. At 1.55 Å the nitrogen switches arrangement from the
trigonal ammonia conformation to the planar NH2 group found in urea.

Clearly, this particular route to urea is not feasible and so alternatives must
be sought out and their potential tested. One such possibility would be to use
formamide and an amino radical as opposed to the formamide being the radical
species. A scan of the CN distance for these reactant species was performed.
The potential energy curve, figure 6.10, shows no large barrier however, the reac-
tion is endothermic. The dip in the energy at roughly 3.5 Å is caused by the forma-
tion of favourable interactions between the amino radical and the formamide car-
bonyl and amino group, forming a six-membered hydrogen bonding ring. The dis-
ruption of these interactions as the CN intermolecular distance decreases causes
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Figure 6.8: Top: The potential energy curve for the addition of ammonia to the
formamide radical in the gas-phase as calculated by DFT to give urea. Here, the
energy at a radical distance of Å is taken as the zero. Inset: the structure of the
species formed at the interspecies distance closest to the length of the CN bond
in urea. Bottom: The potential energy curve for the addition of ammonia to the
formamide radical, as calculated by DFT, to give urea. Curves with and without
three water molecules acting in place of an icy dust grain mantle are shown and
the energy at a radical distance of Å is taken as the zero. Inset: the structure of
the species formed at the interspecies distance closest to the length of the CN
bond in urea.
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Figure 6.9: The potential energy curve for the addition of ammonia to formamide
radical in the gas-phase to give urea as calculated by RASSCF where the energy
at a radical distance of 4 Å is taken as the zero. Inset: The optimised structure at
an inter-reactant distance of 1.825 Å corresponding to the peak of the barrier in
the potential energy curve calculated by RASSCF for formamide radical reacting
with ammonia
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the small barrier at 2.8 Å. The increase in energy from 2.7 Å onwards in caused by
the incoming amino radical distorting the shape of formamide and thus breaking
the π delocalisation. The peak of this energy increase lies 150 kJ mol−1 above the
initial, well-separated species. The second dip in energy at 1.5 Å represents a
high energy intermediate and does not correspond to the formation of urea. The
optimised structure at this point is shown in the inset in figure 6.10.

As can be seen, the formamide CH bond does not cleave to yield the target
product of urea. Scanning the CH bond in this intermediate gave the potential
energy curve in figure 6.11. This process displays another barrier of 108 kJ mol−1

which corresponds to the point at which the switch is made from tetrahedral inter-
mediate to the planar structure seen in urea. The curve then plateaus after the
formation of urea and a hydrogen radical at 2.8 kJ mol−1 with the products being
18 kJ mol−1 less stable than the tetrahedral intermediate species. Both the barrier
and the endothermicity of the reaction make this an unlikely formation route under
ISM conditions.

6.3.3 Radical-radical pathways

The variety of substantial barriers to the formation of urea from formamide and
an amino radical make this an unlikely astronomical formation pathway. There is
a further option for using formamide and ammonia based reactants to yield urea
which is to use both a formamide radical and an amino radical. Radical-radical
reactions contribute to the presence of many COMs in the ISM, thus it makes
sense to consider this candidate mechanism.300,301 Multiconfigurational methods
were used once more to calculate the energy of the system whilst scanning over
the CN distance between the radicals.

The singlet state potential energy curve is shown by the blue trace in figure
6.12. The well at 1.4 Å corresponds to the formation of urea via radical-radical
recombination and has a depth of roughly 400 kJ mol−1, which is in line with
experiment for the formation of a CN bond. The barrier at 2.4 Å is caused by the
rearrangement of the formamide radical, which at long inter-radical distances had
optimised to a linear isocyanic acid type structure, see inset in figure 6.12.

Given that the unpaired electrons on each radical can take either up or down
spins, the radicals may not be in the singlet spin state and so a second triplet state
scan was also performed. The results of this scan are denoted by the yellow
trace in figure 6.12. The triplet scan does not yield urea like the singlet state
scan does, but behaves much better at long range. If the two curves are overlaid
using the triplet results at long range and the singlet at short range, then urea
can be formed with a minimal barrier of only 4 kJ mol−1. Providing the change
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Figure 6.10: The potential energy curve for the addition of an amino radical to
formamide in the gas-phase to give urea as calculated by RASSCF where the
energy at a radical distance of 5 Å is taken as the zero. Inset: The optimised
structure of the intermediate at 1.5 Å in the potential energy curve for the forma-
tion of urea from an amino radical and formamide.
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Figure 6.11: The potential energy curve for the dissociation of the CH bond in
the high energy intermediate given from the reaction between formamide and an
amino radical. Here, the energy of the system at a separation of 5 Å taken as the
zero.
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Figure 6.12: The potential energy curve for the addition of an amino radical to a
formamide radical to give urea as calculated by RASSCF in the singlet and triplet
states with the energy of the triplet system at a 5 Å separation taken as the zero.
Inset: The hydrogenated isocyanic acid like structure seen in the system at long
separations.

in spin was allowed via some mechanism, this pathway presents the most facile
means by which to produce urea in the ISM from radical species generated from
formamide and ammonia. There is of course no guarantee that it would be, and
even if the magnetic fields of the ISM could achieve this, the likelihood of this
pathway being facilitated is low at best. Consequently, further alternatives which
do not use radicals were probed.

6.3.4 Charged pathways

As the formamide radical was observed to rearrange to an isocyanic acid type
structure, the use of isocyanic acid as a reactant in the formation of urea was
also investigated. The long range structure observed in the formamide radical
and ammonia calculations was that of hydrogenated isocyanic acid. Additionally,
recent work by Brigiano et al in which they probed various urea formation routes
found the most facile to be a route using an ionic species.302 Thus, protonated
isocyanic acid was used in these calculations. Therefore the first step that was
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elucidated using scan type calculations is the protonation of isocyanic acid. There
are multiple options for where the protonation can occur: on the nitrogen, the
carbon or the oxygen atom. The potential energy curves for protonating on each
of these atoms is shown in figure 6.13.

Figure 6.13: The potential energy curves for the addition of a proton to the oxy-
gen, nitrogen and carbon atoms in isocyanic acid with the lowest energy struc-
tures for, left to right, the oxygen protonated system, the carbon protonated sys-
tem and the nitrogen protonated system shown.

For protonation on nitrogen and oxygen the process is barrierless and the well
depths are 603.1 and 603.9 kJ mol−1 respectively. Protonation on the carbon,
however, is not barrierless, but requires an energy input of 14.4 kJ mol−1. It
also results in a much less stable species, with a well depth of only 172.8 kJ
mol−1, making it the least likely of the three pathways. Of the remaining two
protonation reactions nitrogen protonation would appear to be the major route.
This is the product that most naturally leads on to the formation of urea as it
creates one of the amino groups found in urea. Nonetheless, the similarity in
energies for the nitrogen and oxygen protonated species mean the possibility
cannot be discounted that the oxygen protonated species can also be formed.

Consequently, the addition of ammonia to each of these species has been
probed. Figure 6.14’s upper panel shows that, if ammonia reacts with nitrogen
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protonated urea, the addition proceeds barrierlessly and has a well depth of 171.9
kJ mol−1. The alternative reaction, where ammonia simply deprotonates the iso-
cyanic acid species is also barrierless but has a much shallower well of 57.4 kJ
mol−1 making the addition reaction the more energetically favourable of the two.
The turquoise trace in figure 6.14 shows the reaction between ammonia and the
oxygen protonated variant of protonated isocyanic acid; this reaction is also barri-
erless, but ammonia appears to bind more weakly. The protonated urea product is
only 85.1 kJ mol−1 lower in energy than the well-separated reactants (figure 6.14)
and the angle between the incoming ammonia and the isocyanic acid remains
wider than the equilibrium angle.

It should be noted that the oxygen protonated species would also have to
undergo tautomerisation (figure 6.15 upper) after the loss of a proton from the
ammonia, to yield the target product urea. If this tautomerisation goes via a one
step process then there is a barrier of 130 kJ mol−1 which is prohibitively high.
If the tautomerisation occurs via a series of steps as outlined in figure 6.16 then
there are no barriers involved but energy in the form of radiation is required to
dissociated the OH bond which has a calculated dissociation energy of 636.7 kJ
mol−1, consistent with this type of bond.303 The conclusion therefore is inevitable
that the oxygen protonation route is not available to proceed with.

Just as the oxygen protonated species needs to undergo deprotonation to
form urea, so does the nitrogen protonated species. This process, the potential
energy of which is given in figure 6.17, is barrierless and has a calculated dis-
sociation energy of 636.7 kJ mol−1. As with the oxygen protonated species this
bond could be broken by the high energy radiation present in interstellar clouds
but would require the protonated urea species to be in an area of the cloud pen-
etrated by such radiation.

There is also the possibility that including ice species capable of hydrogen
bonding in the system will help mediate the deprotonation and so reduce the
energy input require. In order to test this an analogous scan calculation was
performed but with two water molecules included to act as proton acceptors. As
can been seen in figure 6.17 the presence of water vastly reduces the amount
of energy required to deprotonate urea to only 7.8 kJmol−1. When the ice is
included in the system the lowest energy structure actually becomes neutral urea
with the proton shared between the water ice molecules, see figure 6.18. This
strongly suggests that the deprotonation would be essentially barrierless under
these conditions. If this is the case, then the use of charged species to form urea
becomes feasible.
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Figure 6.14: Upper: The potential energy curves for the addition of ammonia to
the oxygen protonated isocyanic acid and the nitrogen protonated species with
the lowest energy structures for each system shown. Lower: The potential en-
ergy curves for the addition of ammonia to the nitrogen protonated species and
the deprotonation of the nitrogen protonated isocyanic acid by ammonia with the
lowest energy structure for the deprotonation shown.

6.4 Conclusions

The calculations that were carried out to probe the feasibility of the mechanism
for the formation of urea proposed by Förstel et al., equations 6.2 and 6.3, suggest
that these are not an ISM compatible route.

NH2CHO + NH3 −−→ (NH2)2CO + H2 (6.2)
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Figure 6.15: Upper: The reaction scheme for the addition of NH3 to oxygen pro-
tonated isocyanic acid and the subsequent tautomerisation of the product to give
protonated urea. Lower: The barrier to tautomerisation as calculated using DFT.
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Figure 6.16: Upper: The alternative route for the tautomerisation needed to form
protonated urea from oxygen protonated iscyanic acid. Lower: The potential en-
ergy curves for (right) the protonation of the imine group and (left) the deproto-
nation of the carbonyl as calculated using DFT and taking the energy at an inter
species distance of 5 Å as the zero.

NH2CO · + NH3 −−→ (NH2)2CO + H · (6.3)

The use of neutral formamide and ammonia does not present itself as a possibil-
ity, as the calculations in the gas-phase found this route failed to give a potential
energy curve indicating urea was a favourable product. Inspection of the opti-
mised structures showed that this was due to a lack of bond cleavage for the CH
bond on formamide and one of the NH bonds in ammonia. In order to create
neutral urea, these bonds need to break to give the side product dihydrogen. In-
cluding water in the system as an ice species did not facilitate the bond breaking
via intermolecular interactions. This may have been either due to an insufficient
quantity of water in the system or this mechanism simply is not feasible.

When single point CCSD(T) energy calculations were performed for the re-
actants and products of equation 6.2, the reaction was found to endothermic by
26 kJ mol−1. Zero point energy effects lowered this to 8 kJ mol−1; however, this
does not take any potential transition state into account and given the number of
bonds breaking during the reaction, this transition state is expected to be sub-
stantial. The nature of the ISM therefore makes this particular formation reaction
unlikely. The radical route, equation 6.3, presents a much more feasible pathway.
The formation of the formamide radical, as calculated by DFT, was found to be
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Figure 6.17: The potential energy curve for the deprotonation of protonated urea
as calculated using DFT with and without water.

Figure 6.18: The lowest energy structure for protonated urea with water ice in-
cluded in the system, showing how the water ice helps reduce the energy input
required to deprotonate the urea by sharing the removed proton between the wa-
ter molecules.
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barrierless and the dissociation energy could be overcome by high energy UV
radiation. Thus, providing the formamide radical could be generated in an area
of the interstellar cloud where UV radiation penetrates, the reactants for this step
could exist in the ISM. The subsequent reaction between the formamide radical
and ammonia is again poorly described by DFT, which does not indicate the re-
action is feasible, with the products being higher in energy than the reactants.
Multiconfigurational calculations showed protonated urea to be a stable product
but found a barrier to the reaction of 282 kJ mol−1. This size of barrier would not
be overcome at ISM temperatures.

In light of this, an alternative radical-neutral reaction, equation 6.4, was also
tested using multiconfigurational methods.

NH2CHO + NH2 · −−→ (NH2)2CO + H · (6.4)

However, this was found to progress through a high energy tetrahedral interme-
diate giving the reaction a barrier of 150 kJ mol−1. While this barrier is lower than
that for the previous radical-neutral reaction it is still too high for this to represent
any kind of major formation route for urea in the ISM.

The most promising radical containing reaction for the formation of urea from
formamide and ammonia is the radical-radical reaction given in equation 6.5.

NH2CO · + NH2 · −−→ (NH2)2CO (6.5)

This reaction can progress with a barrier of only 4 kJ mol−1, one low enough that
it is not prohibitive under ISM conditions, provided the system can change from
triplet to singlet multiplicity as the distance between the two radicals decreases.
The likelihood of this being able to occur is contingent on a very specific set of
circumstances, particular with regard to the allowing of the spin flip from triplet
to singlet, means that it would appear that radical chemistry may not contribute
much to the formation of urea in the ISM. Therefore, other, non-radical containing,
routes need to be sought. This is why alternatives using charged species were
tested for their viability.

The use of protonated isocyanic acid and ammonia to form urea was also
investigated and it was found that the most likely pathway used isocyanic acid
protonated on the nitrogen. This then reacts barrierlessly with ammonia to form
protonated urea. The subsequent deprotonation of this species requires an en-
ergy input of 636.7 kJ mol−1 to cleave the NH bond. It is possible that photodisso-
ciation of this bond could occur. An alternative reaction using oxygen protonated
isocyanic acid was found to be unlikely due to the weak binding of the incoming
ammonia and the energy required for the tautomerisation to yield urea.
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The inclusion of water ice into the system when protonated urea is transformed
into the neutral species lowered the energy barrier significantly. In fact, neutral
urea with protonated water was found to be lower in energy than the initial proto-
nated urea containing system. The stabilisation afforded by the water ice’s ability
to hydrogen bond makes this route to urea ISM feasible. Overall, the use of
charged species to form urea in the ISM is the most plausible route to urea in an
astrochemical setting.
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7. THE FORMATION OF RIBOSE IN INTERSTELLAR ICES

Another key element for the origins of life are sugars, specifically ribose which
in its deoxygenated, cyclic form makes up part of the genetic information storing
RNA and DNA. Chapter 6 has already examined how a precursor to nucleotides
is made, another key element of DNA and RNA. Thus, understanding how ribose
could form outside of biological processes could shed light on the how life be-
gan on early Earth. In this section the formose reaction, which is one possible
formation route for ribose and other sugars, is examined.

7.1 Sugars on Earth

One suggestion for the origins of life on early Earth is the RNA world hypothe-
sis, a subject that has already been covered during section 1.1.6 of the Introduc-
tion.304–306 This posits that genetic material in the form of RNA (ribonucleic acid)
was formed abiotically and this then formed the basis for the beginnings of the
biological processes that led to life. For this to hold true the constituent parts of
RNA must have formation routes that could feasibly occur under ISM and/or early
Earth conditions. One such constituent piece of RNA is the sugar ribose in its
2-deoxy form, shown in figure 7.1.

Figure 7.1: The structures of D-ribose (left) and deoxy-ribose (right).

Sugars play an incredibly important role in biology; they are present in genetic
code, and make up part of plant cell walls and act as energy storage molecules.307,308

Sugars and sugar acids, monosaccharides with a carboxylic acid group, with up
to six carbon atoms have been detected on the Murchison and Murray meteorites,
suggesting that they could have an extraterrestrial origin and have been brought
to Earth during cometary impacts.309,310 This raises the question of what exactly
that extraterrestrial formation route is. It has long been known that sugars can
be produced abiotically, via the formose reaction.311,312 The formose reaction is a
series of aldol reactions starting with formaldehyde and glycolaldehyde, both of
which have been confirmed in the ISM.125,313 A reaction scheme for the formose
reaction is given in figure 7.2.
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Figure 7.2: The formose reaction scheme as proposed in 1959 by Breslow for the
autocatalysis of formaldehyde to produce sugars from trioses up to hexoses.312

It has been shown that the formose reaction can be initiated by UV radiation
(λ = 308 nm), something that is present within the dust clouds of the ISM.314 In
a cryogenic argon matrix the photoreaction of formaldehyde has been shown to
lead to glycolaldehyde.315–317 Similar behaviour has been observed in model ISM
ice systems with a water and methanol mix producing sugars, sugar alcohols
and sugar acids when irradiated with UV.224,318,319 An alternative mix of methanol
and carbon monoxide can also lead to sugar formation, with carbenes being sug-
gested as an important intermediate species.318,320–322 However, it is worth noting
that all of these experiments have required energy input, generally from UV pho-
tons, in order to drive the reaction forward.

Additionally, a variety of experiments have elucidated possible routes to ri-
bose and other tetroses and pentoses under prebiotic conditions suitable for early
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Earth.323–329 Amino acids have been shown to act both as catalysts for synthesis-
ing carbohydrates from simple aldehydes and promoters for aldol reactions to
form tetroses.315,316,330 Amino compounds also potentially hold a route to the kind
of enantioselective reactions that lead to only D-sugars being used in DNA and
RNA. Amino nitriles can act as promoters that lead to the formation of 2-deoxy-
D-ribose from aldol reactions under plausible prebiotic conditions.331

The formose reaction has been put forward as the means for forming ribose in
an interstellar setting. However, it has not yet been confirmed as the mechanism
in operation. In some ice-irradiation experiments the diversity of products yielded
is consistent with the formose reaction.224 The products detected in other ice stud-
ies suggest that there must be formation routes at play beyond just formose-type
reactions.319 It has been suggested that photochemistry induced radical reactions
could also be responsible for some of the sugars observed, as irradiation of a
methanol-ammonia mixed ice led to the formation of glycerol, the simplest sugar
molecule.301,332 Another issue with the formose reaction is that it produces linear
ribose and not the cyclic deoxy-ribose found in RNA. Photoredox chemistry has
been demonstrated to reduce ribose to deoxyribose, albeit in aqueous solution
as opposed to within ISM ices, which suggests that it would be possible to form
deoxy-ribose from the products of the formose reaction.333

The aim of this work was to make use of computational methods to outline
whether or not the formose reaction is feasible under ISM conditions, by examin-
ing the energy barriers involved within the successive reaction steps.

7.2 Methodology

All calculations were performed using the GAUSSIAN 09 suite of electronic
structure programmes∗ using DFT at the B3LYP level148,149,233 using a 6-311G**
basis.234,292 Solvent was added to the systems using the Integral Equation For-
malism Polarised Continuum Model (IEFPCM)334 using water as the bulk solvent.

The geometries for all reactants and intermediates in the formation of ribose
from the formose reaction were optimised to give no imaginary frequencies. These
optimised geometries were then used to perform rigid and relaxed scans along
the forming or breaking bond in each reaction step to locate possible transition
state geometries. The scans were run using a step size of 0.05 Å. Once possi-
ble transition states were located, QST3 calculations were carried out to optimise
the transition state. These structures were optimised until only one imaginary
frequency remained that corresponded to the bond breaking or formation in that
particular reaction step.335 Intrinsic Reaction Coordinate (IRC) calculations then

∗GAUSSIAN 09, revision D.01, M. J. Frisch et al., Gaussian, Inc., Wallingford, CT, 2009
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used these transition state geometries to confirm the correct transition state was
reached and to find the energy barrier to the reaction.336,337

7.3 The formose reaction

Figure 7.3 shows a potential route to form ribose through the formose reaction,
starting from methanol and formaldehyde derivatives. The mechanism consists of
nine steps, and is largely composed of successive aldol reactions to increase the
carbon chain. An additional step, D, not included in this investigation as it is the
protonation of formaldehyde and protonated formaldehyde has been detected in
the ISM.338,339 Each step has been labelled with a letter for ease of identification.

The reaction profile for the entire mechanism is given in figure 7.4 and shows
that, overall, the reaction is energetically favourable, with all barriers being sub-
merged below the energy of the initial reactants. This is in line with work by
Jalbout et al. who explored tetrose formation from glycolaldehyde and found
their proposed mechanism to be overall energetically favourable.340 That being
said, not all the steps in the mechanism proposed here are barrierless. In some
cases, steps B and H, the steps are endothermic. For some steps both a cis-
and trans- orientation of the growing sugar molecule are possible. In these cases
both isomers have been investigated. All steps will be discussed in more detail
subsequently.

7.3.1 Step A

Step A is the radical-radical recombination of HOCH2 and HCO to form gly-
colaldehyde. Both reactant species can be made from confirmed ISM molecules,
namely methanol and formaldehyde.196,341 This reaction has been investigated
in Chapter 5 and has been shown to proceed barrierlessly and exothermically,
giving out on the order of 500 kJ mol−1 in energy. This amount of energy being
released, should it remain localised around the reactant molecules and not imme-
diately be radiated away by the ice structure, could help overcome any barriers
present in early subsequent steps of the mechanism.

7.3.2 Steps B to F

Step B is the protonation of the newly formed glycolaldehyde, which could be
in either the cis- or trans- orientation. Cis-glycolaldehyde has been confirmed
in the ISM and is the more stable isomer due to intramolecular hydrogen bond-
ing, while trans- has only been detected tentatively.254,342 Both isomers exhibit a
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Figure 7.3: The reaction mechanism for a plausible route to the formation of ri-
bose via the formose reaction where each step is labeled with a letter, this naming
scheme will be maintained throughout. Step D, not shown, is the protonation of
formaldehyde.312
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Figure 7.4: The reaction profile for the formation of ribose from the formose re-
action as outlined in figure 7.3. All energies are plotted relative to the energy of
the reactants of step A (the radical-radical reaction between HOCH2 and HCO)
and the energies of all steps include all species present in the entire reaction to
maintain consistency. Blue denotes reactions in which no specific isomer was
sought whereas the red and yellow denote the specific use of the cis and trans
isomers respectively.
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low energy pre-reaction complex which corresponds to the sharing of the pro-
ton between the water oxygen and the glycolaldehyde oxygen, see figure 7.5.
The fully protonated glycolaldehyde species is lower in energy than the reactants
for both isomers (by 5.5 kJ mol−1 for cis- and 12.2 kJ mol−1 for trans-) and only
marginally higher in energy (1.3 kJ mol−1) than the pre-reaction complex. The
energy released by step A would be more than sufficient to overcome this slight
endothermicity. Additionally the cis- isomer remains lower in energy than the
trans- throughout steps B to F.

Step C, the enolisation of protonated glycolaldehyde by water, exhibits a bar-
rier for both isomers and is endothermic, as shown in figure 7.6. The barrier for
both the cis- and trans- case corresponds to the switch between an sp3 and an
sp2 geometry around the carbon being deprotonated. For the cis- isomer the
barrier height is 82.4 kJ mol−1 and for the trans- it is 83 kJ mol−1. Depending
on whether the system has equilibrated, the energy to overcome these barriers
may come from the initial radical-radical recombination or from UV photons. The
use of UV radiation to form ribose amongst other sugars in experimental settings
implies that this is, in principle, plausible.224

An alternative possibility is that the ice mantle could help to stabilise this re-
action and thus lower the energy barrier. Given that this step involves the re-
moval of a proton, an extended network of hydrogen bonding capable molecules
would allow for greater distribution of the charge, thus helping stabilise the pro-
cess. To model this pathway cis- and trans-glycolaldehyde were reoptimised with
three surrounding water molecules. The transition state structures and the prod-
uct, enolised glycolaldehyde, were also reoptimised with three water molecules
present. Figure 7.6 shows that the addition of water ice lowers the barrier sub-
stantially for both isomers and also stabilises the product to such a degree that
the reaction becomes exothermic. This reaction still is not barrierless but a lower
barrier increases the likelihood that photons, for example, will be able to supply
the energy to overcome it or that the reaction may occur due to tunnelling. In-
spection of the optimised geometries shows that the stabilisation does stem from
the sharing of the removed proton between the water molecules rather than just
one adopting a formal positive charge. The geometries of the water around the
transition states can be seen in figure 7.6. From the geometries of the system it
is clear to see that a hydrogen bonding chain forms between the glycolaldehyde
and the water molecules which distributes the charge between the molecules and
stabilises the species present.

Step D is not shown in figure 7.4 but is the protonation of formaldehyde. Pro-
tonated formaldehyde has been detected in the ISM and so could be available as
a reactant.338,339 Step E is the aldol reaction between protonated glycolaldehyde
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Figure 7.5: Upper: the potential energy curve for the protonation of cis- (red) and
trans-glycolaldhyde (yellow) by H3O+. Lower: the geometries of the low energy
pre-reaction complexes formed during the protonation process.

139



7. THE FORMATION OF RIBOSE IN INTERSTELLAR ICES

Figure 7.6: Upper: the intrinsic reaction coordinates for the enolisation of glyco-
laldehyde (step C) for the cis- (red) and trans- (yellow) isomers of glycolaldehyde.
Lower: the reaction profiles for step C with and without additional, stabilising wa-
ter species to investigate the effect of water ice on the barrier height with the
optimised geometries for the transition states shown.
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and protonated formaldehyde to produce protonated glyceraldehyde. This step
was successfully modelled using trans-glycolaldehyde. However, the transition
state for the cis- isomer could not be located despite various attempts to do so.
The transition state given for the cis- isomer containing reaction actually corre-
sponds to the migration of the formaldehyde from one end of the glycolaldehyde
to the other (shown diagrammatically in figure 7.7) and not simply the addition of
the two species. The cis- isomer of protonated glyceraldehyde (left panel in figure
7.8) is lower in energy than the trans- isomer by 7 kJ mol−1. However, the most
stable structure of protonated glyceraldehyde is that which adopts the staggered
kind of conformation expected for linear organic molecules (central structure in
figure 7.8). As can be seen, this lowest energy structure more closely resembles
the product gained from using trans-glycolaldehyde (right panel in figure 7.8). It
may, therefore, be that the conformational change needed to move from the cis-
isomer to the lowest energy geometry for glyceraldehyde makes this route less
favourable than using trans-glycolaldehyde. Thus, as the correct transition state
for the cis- isomer reaction in step E could not be found and as the target product
bears greater resemblance to the trans- reactant, this is the geometry that has
been carried forward into the subsequent reaction steps.

Figure 7.7: The migration of formaldehyde between carbon atoms on protonated
glycolaldehyde during the attempt to find the transition state for the formation of
protonated glyceraldehyde as part of the formose reaction.

The addition step between trans-glycolaldehyde and protonated formaldehyde
(step E) is exothermic and has a barrier of 7.9 kJ mol−1, see top left in figure 7.9.
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Figure 7.8: The structures of gylceraldehyde obtained using left, a constrained
cis- glycoladehyde, middle, no constraints and right, a constrained trans-
glycolaldehyde.

Due to the small size of the barrier and the 30 kJ mol−1 energy gain upon the
formation of protonated glyceraldehyde there is a chance that the reactants could
overcome the barrier, and, having done so would remain as protonated glycer-
aldehyde. The subsequent enolisation of the protonated glyceraldehyde, step F,
is also exothermic and possesses a similarly small barrier of 6.9 kJ mol−1, see top
right in figure 7.9. The gain in stability for enol-glyceraldehyde is a product of the
delocalisation possible between the double bond and the two oxygen atoms with
lone pairs. Additionally, as with step C, both of these steps could be stabilised by
the addition of water ice to the system. However, as the barriers are already po-
tentially surmountable without extra ice molecules, exploratory calculations have
not been performed in this case.

7.3.3 Steps G to ribose formation

The reaction of this enol with protonated glycolaldehyde to give pentose is
then step G (lower in figure 7.9). This reaction is highly exothermic with pen-
tose lying 136 kJ mol−1 lower in energy than enolised glyceraldehyde, see figure
7.3. There is, however, a barrier associated with this step. The transition state
is 29 kJ mol−1 higher in energy than the reactants, which would be unlikely to
be crossed at ISM temperatures without an additional energy input. The tran-
sition state corresponds to the formation of a tetrahedral intermediate between
the enolised glyceraldehyde and the protonated glycolaldehyde which causes a
change in the geometry of the glyceraldehyde reactant. The size of the barrier
corresponds to 0.3 eV which is far below the amount of energy supplied by UV
photons and so they could provide the energy required to drive this reaction step
forward.
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Figure 7.9: Upper: the intrinsic reaction coordinates for left, the reaction between
protonated glycolaldehyde and protonated formaldehyde to form glyceraldehyde
and right, the enolisation of protonated glyceraldehyde. Lower: the potential en-
ergy surface from the transition state to the products for the aldol reaction be-
tween protonated glycolaldehyde and the enol of glyceraldehyde to give pentose.
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The final steps, H to J, are the rearrangement of the pentose generated in
step G to the intended product ribose. This involves an enolisation step, step H,
followed by the addition of a hydrogen to the double bond and the reformation of
a carbonyl group, step I, and finally the deprotonation to yield ribose, step J, see
figures 7.10 and 7.11. All steps are exothermic but the last step is the only barri-
erless reaction of the three, see figure 7.11. The barriers to reactions H and I are
the largest in the reaction so far at 75 and 47 kJ mol−1 respectively. The barrier in
step H corresponds to the terminal carbon adopting an sp2 geometry so as to be
able to form the carbon-carbon double bond in the enol (see figure 7.10). Con-
versely, the barrier in step I is the point at which the incoming hydrogen causes
a tetrahedral geometry to be adopted, the structure is given in figure 7.10. The
barrier heights are the equivalent of 0.77 and 0.49 eV and so could be overcome
by the input of energy from a UV photon.

Given the effect of water on the barrier height in step C, additional water was
added to step H, as it possesses the largest barrier in the reaction. As with the
previous case the additional water allowed for the sharing of the proton between
them, however; the barrier height was not lowered compared to the gas-phase
case, it actually increases slightly to 80 kJ mol−1. As the barrier corresponds to
the change in geometry of the carbon atom this is not unexpected. The energy
of the product is lowered significantly to the extent the reaction becomes exother-
mic by 14 kJ mol−1. This would increase the barrier to step I. As the barrier to
step I also relates to a change in geometry of a carbon atom it is thought that
it will behave like the barrier in step J and water will be unlikely to reduce it sig-
nificantly. Thus, assuming the barrier height remains roughly consistent it would
increase from 47 to 79 kJ mol−1. However, both of these barriers still correspond
to less than 1 eV in energy meaning that UV photons would be able to provide
the energy to overcome them. Should the presence of UV allow for the formation
of protonated ribose then due to the barrierless nature of the deprotonation step
then the formation of neutral ribose is highly likely.

7.4 Conclusions

The work in this chapter serves best as a proof of concept for the viability of
the formose reaction in the ISM. It was found that the overall reaction is exother-
mic and while barriers are present they are all submerged below the energy of
the initial reactants. The initial radical-radical recombination gives out 413 kJ/mol
of energy and could provide the energy required to overcome barriers early in the
reaction, before equilibration has occurred. Later barriers, such as those encoun-
tered during the enolisation of glycolaldehyde and the conversion of protonated
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Figure 7.10: Upper: the intrinsic reaction coordinates (IRC) for (left) the enolisa-
tion of pentose and (right) the addition of a proton to the pentose enol. Lower:
the transition states for left, the enolisation of pentose and right, the addition of a
proton to the enol to give protonated ribose.
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Figure 7.11: The intrinsic reaction coordinate (IRC) for the deprotonation step to
produce ribose.

pentose to ribose are too high to be crossed at ISM temperatures with no external
energy input. However, these barriers could be overcome if UV photons supply
the energy to surmount it. This is consistent with experimental evidence that irra-
diating laboratory ices with UV can yield sugars.224 The impact of these barriers
could further be reduced by the presence of an ice mantle. The barrier in step C,
the enolisation of glycolaldehyde, was lowered by almost 31 kJ/mol when addi-
tional water was included in the system. The water stabilised the charged species
by means of hydrogen bonding; it also stabilised the product sufficiently that the
reaction became exothermic. Therefore, the formation of ribose on the surface
of icy dust grains should be possible, particularly in areas of the ISM where UV
radiation is present and has penetrated into dust clouds.

What has not been addressed in this chapter are factors such as competing
reactions to form other sugars as the products of the formose reaction are simply
statistical mixtures of all possible sugars. Chirality has also not been enforced
with any particular rigour. It is well known that in biology it is the D stereoisomers
that are present and so future work on this subject needs to investigate how
a racemic mixture is avoided. Nonetheless, the underlying basis of using the
formose reaction to make sugars abiotically is viable and should be given further
consideration.
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It was the aim in this body of work to investigate the formation of a variety
of astrochemical molecules in the ISM. This selection of molecules spans from
those with a key biological role, such as ribose and urea, to those like the PAH
species that make up the dust grains on which other molecules form. In each case
computational methods have been applied to probe the system and processes of
interest.

Chapters 3 and 4 do not directly look at the formation routes of COMs in
the ISM but seek to computationally elucidate experimental findings. After us-
ing experimental and calculated gas-phase spectra to benchmark the solid-state
calculation generated spectra, in Chapter 3 is was found that the most likely com-
position of an irradiated benzene and carbon dioxide ice is a 1:1 mixture of ben-
zoic and isophthalic acid. Single acid systems did not replicate the experimental
residue spectra well and addition of the para substituted acid, terephthalic acid,
did not improve the shape of the simulated spectrum compared to the experimen-
tally obtained one. The apparent preference of formation of isophthalic acid over
terephthalic suggests that the reaction mechanism may have an ionic component
rather than being purely radical based. This is something that would need further
investigation, although at present the form this would take is unkown.

Chapter 4 confirmed that the lowering of PAH ionisation energies in water ices
is facilitated by the ability of the water ice to solvate an electron from the PAH.
The decrease did have some dependence on the amount of water surrounding the
PAH. However, the degree of change in the excitation energy decrease was found
to be on the order of 0.1 eV and so the structural dependence is not great. ONIOM
calculations were attempted to try and increase the amount of water in the system
but these yielded poor UV-Vis spectra and so, the approach to perform structural
optimisations using MM and then apply TD-DFT for generating the spectra was
employed. Electron density calculations showed electron density on the water ice
in various excited states of various PAHs. The calculations also agreed with the
previously reported decrease in the extent of the ionisation energy lowering as
the size of the PAHs increase, although the predictive model does not hold up
well for PAHs that do not have a circular shape.

In Chapter 5 the formation of the isomers methyl formate and glycolaldehyde
from radical species was followed. Initial studies into the dissociation of methanol
to yield one of the reactant radical species gave gas-phase dissociation energies
of 5.6 and 4.5 eV for the CH and OH respectively. This was then found to de-
crease significantly in the case of the OH bond when water ice was included in
the system. The same effect was not observed for the CH bond. Structural ex-
aminations suggest that the difference between the dissociation of the two bonds
lies in the ability of the water ice to take up the departing hydrogen radical with
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this occurring only for the OH bond. The outcome of this difference would lead
to a greater quantity of OCH3 being produced which reacts barrierlessly with the
HCO radical to produce methyl formate which is the more abundant isomer of the
two. More extensive and mixed ice systems that better replicate those found on
interstellar dust grains would allow for this formation route to tested under more
general circumstances.

Chapter 6 employed a similar approach to Chapter 5 to test a suggested inter-
stellar formation route for urea. Neutral-neutral, radical-neutral and radical-radical
as well as ionic pathways were investigated. The neutral-neutral reaction between
ammonia and formamide was found to be endothermic making it unfeasible un-
der astrochemical conditions. Both radical-neutral routes (NH2 · + H2NCHO and
NH3 + H2NCO · ) gave barriers to urea formation that would be insurmountable in
the ISM. NH2 · + H2NCHO had a barrier of 150 kJ/mol while NH3 + H2NCO · had a
barrier of 291 kJ/mol. Formation routes involving charged species based around
isocyanic acid did provide a barrierless reaction to yield protonated urea but the
deprotonation step required a significant energy input. However, addition of water
to the system for the deprotonation step lowered the barrier to the extent that the
process became effectively barrierless, making this route, with water present, the
most feasible. The second most promising reaction was that between the amino
radical and the formamide radical (NH2 · + H2NCO · ) which only possessed a bar-
rier of 4 kJ/mol, a barrier which could be overcome in an astrochemical setting.
As with the methyl formate work, the inclusion of an ice system would expand the
scope of this work to better mimic dust grain surfaces and provide greater insight
into the processes taking place.

In was noted in both Chapter 5 and 6 that the use of DFT methods to model
radical containing processes gave results that were not representative of the
system. This was attributed to the poor behaviour of single determinant meth-
ods at long range causing the system to not actually be treated as radicals.
Multi-configurational methods performed much better for these systems, however,
these vastly limited the scale of the system able to be calculated and the choice
of the correct active space became a significant undertaking.

Chapter 7 followed the formation of ribose in the ISM using the formose re-
action. Starting from the confirmed ISM species methanol and formaldehyde,
successive aldol reactions were used to build larger sugars until the specific tet-
rose ribose is formed. The initial radical-radical recombination between HCO and
HOCH2 was found to be highly exothermic (in excess of 400 kJ/mol) which could
provide the energy to cross any subsequent barriers before the system equili-
brates. There are barriers along the reaction pathway, all corresponding to the
movement of atoms and often due to the formation of tetrahedral intermediates.
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These barriers are too substantial to be overcome at ISM temperatures without
the input of additional energy either from the first, exothermic step or from UV
radiation. Later steps, like the rearrangement of tetrose to give ribose, are too far
removed from the initial step for that to be the energy input source and so UV is
necessary. It was found that additional water ice in the system, with even small
quantities of water making a significant difference, can lower the barrier heights
by distributing a proton between the ice molecules. Thus, as the reaction occurs
on icy dust grains, the affect of the ice would make the reaction more plausible
under ISM conditions.

Overall radical pathways to COM formation present themselves as the most
facile way to generate astrochemical species in the ISM. Equally surface reactions
in which the ice mantle species can facilitate reactions have shown themselves
to open up many more reactions than would be possible using gas-phase chem-
istry alone. However the computationally intensive nature of multiconfigurational
calculations needed to properly describe the radical systems does not allow for
work on extensive ice systems. Reconciling these two needs would allow for
much more accurate treatments of a vast array of astrochemical reactions. For
instance, to date the exact formation route of PAHs in the ISM is not fully under-
stood despite PAHs being widely accepted as a constituent of the carbonaceous
dust grains that make up interstellar clouds. One way to achieve this aim would
be to make use of combined or embedded methods, like ONIOM or QM:MM. If a
method to embed a multiconfigurational calculation within a much larger ice sys-
tem treated with molecular mechanics was developed then ISM radical chemistry
could be accurately modelled in more representative ices. If, ultimately this could
lead to the construction of a full-scale, accurate computational model of an ice
covered dust grain then the scope of the work carried out in this field would be
vastly expanded. This would prove not to be a small task though, and require
collaboration between experimental and computational astrochemists as well as
method developers to find ways to marry the various necessary techniques to-
gether.

The logical expansion of this work would be to use the methods established
here to investigate the possibility of forming nucleotides from the urea formed in
Chapter 6, see figure 8.1. Both cytosine and uracil are needed to form RNA and
so, if they are able to be formed in an astrochemical setting, then it would have
significant impacts for the origins of life. Another constituent of RNA is cyclic
deoxy-ribose. As Chapter 7 outlines the formation of linear ribose from the for-
mose reaction this could be used as a basis to explore the cyclisation of ribose
under ISM conditions. It would also be prudent to explore the alternative reaction
products of the formose reaction as it can lead to many sugar products. By follow-
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Figure 8.1: A potential mechanism for the formation of nuclear bases from urea

ing the other reaction routes it would provide insight into how much ribose could
reasonably be expected to form from this mechanism. Lastly the reaction between
deoxy-ribose and the nuclear bases should be explored to ascertain whether the
construction of RNA could have taken place on dust grains or comet surfaces. It
is hoped that this work would shed a great deal of light into how possible an RNA
world origin of life would have been.
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APPENDIX A. EXAMPLE INPUTS

A.1 Molpro input for MCSCF scan calculations

***,MeOHCHDissociation
memory,600,m
gprint,orbital
angstrom
geometry={
o1
c2, o1, rOC
h3, o1, rOH, c2, aCOH
h4, c2, r, o1, aOCH1, h3, dHOCH1
h5, c2, rCH, o1, aOCH2, h3, dHCOH2
h6, c2, rCH, o1, aOCH2, h3, dHCOH3
}
rOC=1.42 Ang
rOH=0.96 Ang
r=0.5 Ang
rCH=1.09 Ang
aCOH=107.8 Degree
aOCH1=106.8 Degree
aOCH2=112.5 Degree
dHOCH1=179.9 Degree
dHCOH2=-61.64 Degree
dHCOH3=61.46 Degree
i=0
basis=vdz
do i=1,51
rCH(i)=r
{hf;occ,9;wf,18,1,0}; e hf(i)=energy
optg;inactive,r
{multi;closed,2;occ,14;wf,18,1,0;canonical,ci}; e mcscf(i)=energy
r=r+0.05
enddo
{table,rCH,e hf,e mcscf
head,r24,EHF,EMCSCF
save,MeOHCHPT2.tab}
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A.2 VASP inputs for geometry optimisation

A.2.1 INCAR

SYSTE=CHA Si/O Zeolite
ALGO=FAST
ISMEAR=1
SIGMA=0.2
LCHARG=.FALSE.
ISYM=2
LREAL=Auto
ISPIN=2
NSW = 40
IBRION = 2

A.2.2 KPOINTS

Automatic mesh
0 ! number of k-points = 0 -¿automatic generation scheme
Monkhorst-Pack ! select Monkhorst-Pack (first letter is significant)
1 1 1 ! size of mesh (4x4x4 points along b1, b2, b3)
0. 0. 0. ! shift of the k-mesh

A.3 VASP input for IR calculations

A.3.1 INCAR

SYSTE=CHA Si/O Zeolite
ALGO=FAST
ISMEAR=1
SIGMA=0.2
LCHARG=.FALSE.
ISYM=2
LREAL=Auto
ISPIN=2
NSW = 1
IBRION = 7
LEPSILON = .TRUE.
NWRITE = 3
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A.4 VASP inputs for TDDFT calculations

A.4.1 Step 1 INCAR

SYSTE=CHA Si/O Zeolite
NBANDS=184
ISMEAR=0
SIGMA=0.05
ALGO = D
LHFCALC=.TRUE.
AEXX=0.3
HFSCREEN=0.2
LOPTICS = .TRUE.
LCHARG=.FALSE.
ISYM=3
PRECFOCK=M
LREAL=.FALSE.
ISPIN=2
NSW = 40
IBRION = 2
IVDW=12

A.4.2 Step 2 INCAR

SYSTE=CHA Si/O Zeolite
NBANDS=184
ISMEAR=0
SIGMA=0.05
ALGO = TDHF
LHFCALC=.TRUE.
AEXX=0.3
HFSCREEN=0.2
LCHARG=.FALSE.
PRECFOCK= N
ISYM=3
LREAL=.FALSE.
ISPIN=2
NSW = 40
IBRION = 2
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IVDW=12
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K. Wilhelmsen, J. Äystö and T. I. Collaboration, “Revised rates for the
stellar triple-α process from measurement of 12C nuclear resonances”,
Nature, 2005, 433, 136–139.

(15) W. M. Irvine, in, ed. M. Gargaud, R. Amils, J. C. Quintanilla, H. J. J.
Cleaves, W. M. Irvine, D. L. Pinti and M. Viso, Springer Berlin Heidelberg,
Berlin, Heidelberg, 2011, ch. Diffuse Clouds, pp. 431–431.

(16) H. S. P. Müller, A. Belloche, L.-H. Xu, R. M. Lees, R. T. Garrod, A. Walters,
J. van Wijngaarden, F. Lewen, S. Schlemmer and K. M. Menten, “Explor-
ing Molecular Complexity with ALMA (EMoCA): Alkanethiols and alkanols
in Sagittarius B2(N2)”, Astronomy & Astrophysics, 2015, 14.

(17) P. Ehrenfreund and S. B. Charnley, “Organic Molecules in the Interstellar
Medium, Comets, and Meteorites: A Voyage from Dark Clouds to the Early
Earth”, en, Annual Review of Astronomy and Astrophysics, 2000, 38, 427–
483.
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(290) L. Song and J. Kästner, “Formation of the prebiotic molecule NH2CHO

on astronomical amorphous solid water surfaces: accurate tunneling rate
calculations”, Phys. Chem. Chem. Phys., 2016, 18, 29278–29285.

(291) P. Redondo, C. Barrientos and A. Largo, “Some insights into formamide
formation through gas-phase reactions in the interstellar medium”, The
Astrophysical Journal, 2013, 780, 181.

(292) R. Krishnan, J. S. Binkley, R. Seeger and J. A. Pople, “Self-consistent
molecular orbital methods. XX. A basis set for correlated wave functions”,
The Journal of Chemical Physics, 1980, 72, 650–654.

(293) M. Szwarc, “The Dissociation Energy of the First NH Bond in Ammonia”,
The Journal of Chemical Physics, 1949, 17, 505–507.

(294) E. F. van Dishoeck, D. J. Jansen, P. Schilke and T. G. Phillips, “Detection of
the Interstellar NH2 Radical”, The Astrophysical Journal, 1993, 416, L83.

(295) E. I. Izgorodina, D. R. B. Brittain, J. L. Hodgson, K. E. H, Y. L. Ching,
M. Namazain and M. L. Coote, “Should Contemporary Density Functional
Theory Methods Be Used to Study the Thermodynamics of Radical Re-
actions?”, Journal of Physical Chemistry A, 2007, 111, 10754–10768.

(296) L. Zhao, M. B. Prendergast, R. I. Kaiser, B. Xu, W. Lu, U. Ablikim, M.
Ahmed, A. D. Oleinikov, V. N. Azyazov, A. M. Mebel, A. H. Howlader and
S. F. Wnuk, “Reactivity of the Indenyl Radical C9H7 with Acetylene C2H2

and Vinylacetylene C4H4”, ChemPhysChem, 2019, 20, 1437–1447.

183



REFERENCES

(297) M. N. R. Ashfold, R. A. Ingle, T. N. V. Karsili and J. Zhang, “Photoinduced
C-H bond fission in prototypical organic molecules and radicals”, Physical
Chemistry Chemical Physics, 2019, 21, 13880–13901.

(298) M. K. Sharma, “LVG analysis of amidogen radical (NH2) found in interstel-
lar medium and in cometary material”, Molecular Astrophysics, 2019, 15,
1–7.

(299) T Butscher, F Duvernay, G Danger, R Torro, G Lucas, Y Carissan, D
Hagebaum-Reignier and T Chiavassa, “Radical-assisted polymerization
in interstellar ice analogues: formyl radical and polyoxymethylene”, Monthly
Notices of the Royal Astronomical Society, 2019, 486, 1953–1963.

(300) T. Butscher, F. Duvernay, A. Rimola, M. Segado-Centellas and T. Chi-
avassa, “Radical recombination in interstellar ices, a not so simple mech-
anism”, Physical Chemistry Chemical Physics, 2017, 19, 2857.
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