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“Science knows no country because knowledge belongs to humanity and is the torch which illuminates

the world.”

Louis Pasteur
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Abstract
Increasing awareness of the impact that fossil fuel power generation has taken on the environment

has driven intensive exploration of low carbon alternatives, such as wind energy. Whilst wind power

generation has become a growing resource for meeting the demands of ever-increasing global en-

ergy consumption, wind technology has demonstrated reliability issues, mainly due to the stochas-

tic nature of wind conditions. Consequently, downtime associated with unexpected component

failure is negatively affecting profit for wind turbine operators. A major contributor towards wind

turbine downtime is the premature failure of gearbox bearings, and whilst typically many factors can

contribute towards accelerated damage, overloading is believed to be a key driver. Overload events

occur due to inertial effects within the drive train, with plastic deformation in the static bearing

raceway suggested to be a significant influence on damage propagation, however the mechanism

by which this occurs is relatively unknown.

Non-destructive testing approaches, for example synchrotron X-ray and neutron diffraction tech-

niques, have demonstrated the potential for characterising damage in engineering components,

and with further development offer the potential for investigating the failure initiation mechanism

present in the aforementioned wind turbine bearing and other similar components. This project

therefore focuses on the development of such techniques, specifically looking at the advancement

of stroboscopic diffraction and neutron imaging methods, taking the wind turbine gearbox bearing

as an exemplar component for this study. A novel stroboscopic technique has been incorporated

into a custom-built bearing rig, permitting the measurement of time-resolved subsurface strains in

dynamic bearings. Prior to testing, bearing samples were exposed to significant overloading, with

the aim of reducing experimental times to those appropriate for neutron and X-ray investigations,

whilst also creating a specific location to be examined that is more prone to damage. The strobo-

scopic technique was used to successfully measure dynamic subsurface strain when contact stresses

were at a maximum magnitude, whereby the rolling element was in contact with the overloaded re-

gion. Additionally, the benefit of using eventmode data acquisition during the neutron diffraction

experiment, demonstrated the capability of stroboscopic neutron diffraction for analysing cyclic

strains associated with rolling contact fatigue.

Neutron imaging methods for damage characterisation are also being explored, with neutron Bragg

edge transmission imaging becoming an increasingly popular technique for measuring through-

averaged elastic strains. To aid development of this technique for the purpose of evaluating dam-

age, an in situ fatigue experiment was performed, whereby crack nucleation and propagation in a

notched sample was successfully detected. Neutron computed tomography was also applied post-

fatigue, successfully permitting visualisation of the crack. Having managed to evaluate elastic strain

using this method, Bragg edge transmission imaging was then performed on a bearing sample at

increasing load. The Bragg edge broadening parameter presented notable increases beneath the

contact, indicative of material yielding, allowing for a qualitative estimation of subsurface plastic

zone evolution, as predicted with finite element modelling. The non-destructive neutron imaging

results were compared with post-mortem micromechanical characterisation such as scanning elec-

tron microscopy to validate the findings.
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The combined neutron and X-ray diffraction, neutron imaging, finite element analysis and mi-

cromechanical characterisation of damaged bearings resulted in improved understanding of the

bearing failure mechanism, which can be exploited in the future to improve bearing performance

and reliability.
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CHAPTER 1

INTRODUCTION

In this chapter the growth of wind as a sustainable energy source and the varying issues surround-

ing commercial wind turbine reliability are discussed. The significant contribution of wind turbine

gearbox (WTG) bearing failure is highlighted, leading to an overview of the motivation and targeted

objectives of the project. To monitor WTG bearing failure many non-destructive approaches have

been established, yet the use of neutron and X-ray diffraction techniques for this application is lim-

ited. This chapter introduces the concept of non-destructive testing, with the development of novel

diffraction based strain analysis the primary aspiration.

1.1 Wind energy

Wind energy may be considered a form of solar energy, as it originates from irregular heating of the

Earth’s surface, resulting in a bulk displacement of air from regions of high pressure to regions of

low pressure. The moving air particles possess a plethora of kinetic energy, which can be converted

into electrical energy using a turbine, forming the basis of wind power technologies. As wind is an

example of renewable energy, without any associated greenhouse gas emissions, it is considered a

principal technology for mitigating the negative impact of human activity on the Earth’s climate.

Based on the concepts of fluid mechanics and the reduction of wind velocity whilst flowing through

a turbine, Betz’s law states that turbines are incapable of harnessing more than 59.26% of the winds

kinetic energy, setting a theoretical efficiency limit [1]. This theoretical limit is expressed using the

Betz coefficient, η (16/27 or 0.5926) and is incorporated in the calculation for maximum power out-

put from a turbine, seen in Equation 1.1.

P = ηρv3 A

2
(1.1)
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Where, P is power output, ρ is the air density, v is wind velocity and A is effective cross-sectional

area swept by turbine rotation.

In reality, commercially viable turbines operating at the rated speed convert between 44.4% and

47.4% of the wind’s kinetic energy [2]. Major issues with wind energy include it’s stochastic na-

ture, meaning that power generation is highly dependent on transient weather conditions, making

it troublesome to accurately predict the extent of power generation on a long term basis.

Figure 1.1 presents the growth of global wind capacity between 2009 and 2018 [3], demonstrating a

steady increase during this time. The UK has seen a sharper rise since 2011, utilising the ‘best and

most geographically diverse wind resources in Europe’ [4]. Remarkably, it has been reported that

in 2017, within the 28 European Union member countries, wind power generation exceeded that of

coal for the first time [5]. It is suggested that this was the result of significant investment from Ger-

many, Netherlands and UK. This rapid increase may be attributed to the considerable development

of innovative wind turbine designs in recent years.

Figure 1.1: Global capacity of onshore and offshore wind turbines between 2009
and 2018. Comparison between the global and UK percentage increase of wind

capacity since 2009 [3].

Typically, wind turbines are either a horizontal axis (HAWT) or vertical axis (VAWT) design, with the

vast majority of in-service turbines being three-bladed HAWT. A schematic of a HAWT is displayed

in Figure 1.2. As can be seen from Betz law (Eq. 1.1), more energy can be harnessed from turbines

with a greater swept cross-sectional area. This has proven the most popular approach to develop-

ing more powerful turbines. Currently the largest commercially viable turbine, launched as a joint

project between Vestas and Mitsubishi Heavy Industries, is an offshore V164 wind turbine of 9.5 MW

capacity and boasting a rotor blade area sweeping 23,779 m2 [6]. Larger rotors have greater speeds

at the blade tip, increasing the stresses experienced by the blades and subsequently drivetrain com-

ponents. This issue provides one example of how research and development (R&D) is of primary

importance, with notable scope for aerodynamic design of rotor blades.
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Significant expansion of rotor blade length necessitates scaling-up of the remaining system com-

ponents, accordingly. This involves enlargement of mechanical subassemblies including the hub,

generator and gearbox, as well as the tower and nacelle that act as the support and housing for these

subsystems, respectively. This proves costly and makes turbines more difficult to install, particularly

offshore.

Figure 1.2: Schematic of critical subassemblies in a wind turbine nacelle.

1.2 Wind turbine reliability

In recent years there has been a rapid evolution of wind turbine technologies, yet with the increase

of overall system dimensions there has been a negative impact on their in-service reliability [7]; de-

fined as the probability of functioning adequately under operating conditions for a specified period

of time. Wind turbine reliability is a significant focus for industry, as operating and maintenance

(O&M) costs over their lifetime can reach 95% of the total expense for installation, with wind turbine

design life generally accepted to be approximately 20 years [8]. Unscheduled maintenance, as the re-

sult of a failure, is particularly problematic, as it may lead to substantial periods of downtime, where

the turbine is no longer functional. This issue is exaggerated if the turbine is in a remote location

that may be difficult to access, for example offshore.

Wind turbine reliability is frequently presented in terms of the two parameters, annual failure rate,

λ f , and downtime per failure, σd [9]:

λ f =
1

tb f
(1.2)

σd = 1

µr
(1.3)
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Where, tb f is the mean time between failure and µr is the repair rate.

The Scientific Measurement and Evaluation Programme (WMEP) was a large monitoring survey

conducted between 1989 and 2006, whereby 64,000 maintenance and repair reports from 1,500 on-

shore wind turbines were analysed [9]. Figure 1.3 demonstrates the percentage contributions of both

λ f and σd , associated with different wind turbine subassemblies. This study suggests that electrical

subsystems fail more frequently, yet failure of mechanical subassemblies contributes most signifi-

cantly to the overall downtime of wind turbines, with over 15% attributed solely to the gearbox. It

is accepted that annual failure rates and associated corrective time for offshore turbine failures is

notably higher than for onshore turbines, with logistical issues and harsh weather conditions influ-

encing accessibility for maintenance and repair [10].

Figure 1.3: Percentage contribution of annual failure rates, λ f , and the associated
downtime per failure, σd , for turbine subassemblies. Data obtained from 1500 on-

shore wind turbine’s as part of the WMEP programme (adapted from [9]).

Extensive O&M costs have acted as a driver for research and industry, focusing on advancements

to the less expensive preventative and predictive (P&P) techniques, opposed to costly reparative

approaches. Reliability can be improved with more robust design of the wind turbine and its con-

stituent subassemblies and components, along with improved industry standards to encourage best

practices and implementation of advancing turbine technologies [11]. To accelerate development of

these P&P strategies, it becomes of greater importance to understand the root cause of failure, whilst

simultaneously enhancing statistical reliability models used to predict when a subsystem may fail

[12]. Also, emphasis has been placed on structural health monitoring (SHM) systems, used to mon-

itor the condition of individual components or subsystems and provide early warnings of damage
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and impending failure. SHM approaches generally incorporate non-destructive techniques such as

acoustic emission event detection, thermal imaging, ultrasound probing or modal dynamic moni-

toring [13].

1.2.1 Wind turbine gearbox bearing failure

As previously discussed, WTG failures contribute significantly to overall downtimes, with 35.1% of

insurance claims from UK wind turbine operators being related to gearbox defects [14]. In an at-

tempt to keep WTG’s compact, epicyclic stages are regularly employed, with multiple planetary

bearings required for this system. Many other bearings are found throughout the gearbox drive-

train, most notably for supporting the low, intermediate and high speed shafts. The schematic of a

WTG is displayed in Figure 1.4. Bearing failure is the most prevalent cause of gearbox outage, with

damage records from the National Renewable Energy Laboratory suggesting a contribution of 72%

[15]. The exact failure locations were:

• High speed shaft (HSS) bearings - 55%

• Intermediate speed shaft (ISS) bearings - 13%

• Planetary bearings - 4%

• Helical gear - 15%

• Planetary gear - 13%.

A proposed contributory mechanism towards premature WTG bearing failure is overloading of the

static raceway, defined as any load that generates contact pressures exceeding the material yield

strength [16]. Overload events generally occur due to drivetrain inertia resulting in sudden torque

spikes, increasing contact stresses in bearings installed to carry load at the affected WTG regions. It

has been reported that planetary bearing overloads can occur at wind velocities as low as 12 ms−1,

which accounts for roughly 22% of the in-service life of turbines located on a wind farm in Pine

Springs, Texas [17]. The large radial forces associated with overloads being related to inertial effects

in the drivetrain, suggest their occurrence is the result of adverse operational conditions, for in-

stance transient wind velocities, sudden braking, shaft misalignment, load reversals and the restart-

ing or discontinuance of the generator-grid connection [18, 19, 20].

Most WTG’s will convert rotational speeds from between 5 to 60 rpm at the rotor main shaft to as

high as 1800 rpm at the high speed shaft [21, 22]. This allows for generation of electrical power at a

suitable frequency, either 50 Hz or 60 Hz, depending on the grid system used at the installed loca-

tion of the turbine [21]. Innovative technologies, such as direct drive wind turbines (DDWTs), which

do not require a gearbox, are currently being proposed as future alternatives, due to the WTG be-

ing particularly susceptible to damage. However, at present it is proving difficult to implement the

generator subsystems for larger capacity turbines. DDWT’s are far less cost-effective as a perma-

nent magnet rotor of substantial size, manufactured using expensive rare earth magnetic materials,

is essential to generate adequate electrical power [23]. This makes DDWT’s unattractive as a com-

mercially viable option for wind turbine operators, making it unlikely that geared systems will be

replaced in the foreseeable future, justifying the requirement for improvement to WTG reliability

and upholding the great significance of research for the industry.
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Figure 1.4: Schematic of a WTG. The epicyclic stage consisting of a planetary gear
system driven by the main shaft, transmitting rotation to a sun gear that in turn

drives the low speed shaft.

1.3 Non-destructive testing

Techniques for measuring material stress and strain can be categorised as destructive, semi-

destructive and non-destructive testing. Destructive and semi-destructive methods are generally

referred to as stress-relaxing techniques, as they quantify stress released on removing material from

the test sample [24]. These methods are perfectly valid, with continuous research and development

into numerous techniques taking place worldwide [24, 25]. Non-destructive testing (NDT) may be

viewed as complementary to the more established destructive methods, yet has evolved in recent

years regarding suitability for industrial applications [26].

NDT allows for the detection of surface and subsurface defects or the monitoring of material con-

dition, whilst maintaining the in-service performance and integrity of a component. As mentioned,

commercially viable SHM techniques can non-destructively track alterations in a components op-

eration, ideally pre-empting failure before it happens. Diffraction techniques allow for the non-

destructive measurement of atomic planar spacings, permitting the calculation of elastic strains.

Due the nature of diffraction investigations, it is not possible to perform experiments on WTG bear-

ings in situ, with the equipment required far too large to be fixed to a turbine, and too expensive

to have multiple sources. Nonetheless, X-ray and neutron diffraction possess the power to mea-

sure strain in the bulk of a bearing sample, and can be used to develop further understanding of the

mechanisms responsible for failure.
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1.4 Project motivation

As mentioned, there is clearly scope for improving the reliability of commercial wind turbines, with

the aim of driving down the associated O&M costs. Failure analysis and determining the root-cause

of damage in WTG bearings is a difficult task, as there are many potential failure modes. Nonethe-

less, a focus of this study is to further understand the influence of overloading on bearing fatigue

life using synchrotron X-ray and time-of-flight neutron diffraction techniques. The project has been

used as an opportunity to optimise stroboscopic strain measurements on the JEEP (I12) X-ray beam-

line at the Diamond Light Source and to develop stroboscopic strain measurement capabilities on

the ENGIN-X instrument, ISIS Neutron and Muon Source, both based at the Rutherford Appleton

Laboratories (RAL) in Oxfordshire, UK. In addition to stroboscopic diffraction experiments, other

work completed during an 18-month placement at RAL included; the first energy dispersive neu-

tron imaging experiment to be performed on the IMAT imaging beamline, during its commissioning

phase; contribution to development of the IMAT imaging software, BEATRIX; first user to complete

in situ experiments on ENGIN-X using the IMAT energy selective MCP detector.

This work was half-funded by the Engineering and Physical Sciences Research Council (EPSRC) and

half-funded by Science and Technology Facilities Council (STFC), primarily to transfer knowledge of

stroboscopic strain measurements already available at I12 to ENGIN-X.

1.4.1 Objectives

The principal aim of the study was to develop the hardware and software required for measuring

time-resolved elastic strain in the static outer raceway of a pre-overloaded dynamic roller bearing.

This was performed by incorporating a stroboscopic triggering system. Additionally, this project

involved work to strengthen the potential of imaging techniques for detecting the presence of fatigue

cracking and subsurface yielding. Objectives were as follows:

1. Design a stroboscopic technique for measuring dynamic contact strain in operational roller

bearings, using X-ray and neutron diffraction.

2. Establish a method for analysing stroboscopic time-of-flight neutron data.

3. Develop a greater understanding of the effect that overload events have on the rolling contact

fatigue life of roller bearings.

4. Identify and observe the evolution of subsurface plastic deformation generated during an

overload event, using energy-dispersive neutron transmission imaging.

5. Evaluate the use of neutron imaging techniques for detecting damage, specifically character-

ising and quantifying fatigue crack nucleation and propagation.

1.4.2 Outline of thesis

The thesis has been submitted as an ‘Alternative Format Thesis’, with four sequential chapters having

been published, or submitted for publication, whilst also forming a coherent body of work.
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Chapter 2 provides technical background on the key concepts included within the presented work.

The chapter is divided into two main sections; one covering life rating procedures for roller bearings

and the analytical Hertzian contact theory used for predicting surface and subsurface stresses; the

second section introduces the fundamentals of X-ray and neutron diffraction, exploring the use of

these techniques for engineering applications, such as experimental stress analysis.

Chapter 3 is published work titled ‘Application of neutron imaging to detect and quantify fatigue

cracking’, where neutron computed tomography (CT) and energy-dispersive neutron transmission

imaging are evaluated on their ability to detect the presence of a fatigue crack. Additionally, X-ray

CT and optical microscopy were used as a benchmark for the neutron results.

Chapter 4 is published work titled ‘Mapping of axial plastic zone for roller bearing overloads using

neutron transmission imaging’, where a unique approach to energy-dispersive neutron transmis-

sion imaging has been used to observe subsurface plastic zone evolution during a bearing overload

event.

Chapter 5 is published work titled ‘Measurement of strain evolution in overloaded roller bearings

using energy dispersive X-ray diffraction’ where the optimised stroboscopic method, designed as a

primary aim of the project, was trialled. The technique exploited superior spatial resolution capa-

bilities available on I12 to measure subsurface time-resolved elastic contact strain.

Chapter 6 contains work that has been submitted for publication, titled ‘Measurement of strain evo-

lution in overloaded roller bearings using time-of-flight neutron diffraction’. The chapter contains

work that is fundamental to achieving the primary aims of the project, as the technique developed

for the prior X-ray experiment was used. More focus is given to the unique approaches used for

analysing the stroboscopic neutron data, whilst confirming the advantages and disadvantages of

using neutrons for such investigations.

Chapters 7 and 8 contain the discussion and conclusions, respectively. The discussion centres on

evaluating the benefits and limitations of the applied techniques, whilst conclusions summarise the

novel input of this research project and present recommendations for future work.

1.5 Additional Contributions

1.5.1 Journal Publications

1. Reid, A., et al. "Measurement of Strain Evolution in Overloaded Roller Bearings using Energy

Dispersive X-ray Diffraction". Tribology International, 140 p.105893.

2. Reid, A., et al., 2019. "Application of neutron imaging to detect and quantify fatigue cracking."

International Journal of Mechanical Sciences, 159 p.182-194.

3. Reid, A., et al., 2018. "Mapping of axial plastic zone for roller bearing overloads using neutron

transmission imaging." Materials and Design, 156 p.103-112.

4. Kockelmann, W., et al., 2018. "Time-of-Flight Neutron Imaging on IMAT@ ISIS: A New User

Facility for Materials Science." Journal of Imaging, 4(3) p.47.
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Submitted

5. Reid, A., et al. "Measurement of Strain Evolution in Overloaded Roller Bearings using Time-

of-Flight Neutron Diffraction." Materials and Design

6. Martinez, I., et al. "Acoustic Emission Localisation on Roller Bearing Defects using Time-Delay

and Sum Beamforming Technique." Mechanical Systems and Signal Processing

Co-authour Contributions

• M. Marshall - PhD supervisor.

• M. Mostafavi - PhD supervisor.

• S. Kabra - PhD supervisor.

• T. Connolley - PhD supervisor.

• T. Minniti - Instrument scientist on IMAT beamline who has provided guidance with analysis

of imaging data.

• W. Kockelmann - Instrument scientist on IMAT beamline who has provided guidance with

analysis of imaging data.

• A. James - PhD researcher, aiding with completion of experimentation.

• TJ. Marrow - Provided the Duplex steel and proof read paper.

• I. Martinez - Finite element modelling of bearing and aiding with completion of stroboscopic

experimentation.

• C. Simpson - developed the pyxe software used for analysing EDXD data.

• O. Magdysyuk - Instrument scientist on I12 who helped with setup for the stroboscopic exper-

iment.

• C. Charlesworth - Electrical engineer who provided guidance regarding setup of the fibre optic

triggering system.

• S. Moorby - DAE technician who helped to setup the eventmode data acquisition on ENGIN-X.

1.5.2 Conference Proceedings

1. Reid, A., et al. ‘Qualitative Mapping of Axial Plastic Strain for a Roller Bearing undergoing

Overloads using Bragg Edge Parameter Fitting’. British Society for Strain Measurement (BSSM)

12th International Conference on Advances in Experimental Mechanics, Sheffield, UK (2017).

2. Martinez, I., et al. ‘A wavelet transform approach for acoustic emission localisation and an

examination of PZT sensor self-diagnostics’. BSSM 12th International Conference on Advances

in Experimental Mechanics, Sheffield, UK (2017).

3. Reid, A., et al. ‘Qualitative Mapping of Axial Plastic Strain for a Roller Bearing undergoing

Overloads using Bragg Edge Parameter Fitting’. The 9th International Conference on Mechan-

ical Stress Evaluation by Neutron and Synchrotron Radiation (MECA SENS), Skukuza, South

Africa (2017).

4. Reid, A., et al. ‘Fatigue Crack Initiation Identification and Quantification with Bragg Edge

Strain Tomography’. 14th International Conference on Fracture (ICF), Rhodes, Greece (2017).
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1.5.3 Invited Talks

1. ‘Qualitative Mapping of Subsurface Plasticity in an Overloaded Roller Bearing using Neutron

Transmission Imaging’. Neutron and Muon User Meeting (NMUM), University of Warwick, UK

(2018).
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CHAPTER 2

TECHNICAL BACKGROUND

Work presented throughout this research project primarily aims to develop X-ray and neutron strain

measurement techniques. Enhancement of neutron diffraction and imaging approaches provides

the novel scientific contribution offered by this project. These non-destructive techniques were ap-

plied to the context of premature WTG bearing failure, providing some insight into mechanisms that

have been proposed to accelerate bearing damage propagation. This technical background chapter

opens by introducing important concepts relating to bearing life prediction and analytical Hertzian

contact theory. However, greater emphasis is placed on presenting non-destructive neutron and X-

ray diffraction, as understanding their use in the characterisation of material strains is paramount

for this study.

2.1 Rolling element bearings

Cylindrical roller bearings are uni-directional components, designed to endure mostly radial loads.

They are generally employed under heavily loaded conditions and moderate rotation speeds [27,

28]. There are various causes for such bearings to fail prematurely, such as improper installation,

unsuitable lubrication, poor maintenance or extreme operating conditions, whilst contamination

and improper handling may also lead to a reduction of bearing life [29]. Wear mechanisms that con-

tribute to bearing failures are complex and often occur simultaneously, with some more common

causes of bearing damage including brinelling, false brinelling, corrosion and galling [28, 30].

A prominent mechanism associated with the finite nature of bearing life, predominantly occurring

in the very high cycle regime (more than 107 cycles), is known as rolling contact fatigue (RCF), and

contributes towards phenomena known as pitting or spalling [31]. Literature suggests it is difficult

to distinguish between the two occurrences, yet some definitions state that pitting occurs closer to

the surface (<20 µm) whilst spalling is within the subsurface (20-100 µm) [32]. Pitting and spalling
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consequently result in the removal of a small amount of surface material, leaving cavities that con-

tribute towards damage. Due to the nature of RCF, failure will eventually arise, regardless of whether

the bearing has been installed and operated under ideal design conditions. The contact surface area

between roller and surrounding raceway is intentionally small to reduce friction, yet this results in

significantly large cyclic stresses, generated as the bearing rotates. Historically, RCF was predomi-

nantly caused by unwanted inclusions, incorporated during steel manufacturing processes, acting

as significant stress concentrators. In modern roller bearings, where the number of material in-

clusions have been reduced, the most common form of RCF is known as geometric stress concen-

tration, resulting from high surface pressures that initiate large sub-surface stresses [33]. Notably,

maximum principal shear stresses are greatest in the subsurface of dynamically loaded bearing race-

ways, causing deformation and areas of microplasticity to accumulate, increasing the probability of

crack initiation in these regions [34]. Once a subsurface crack has been nucleated, it will eventually

propagate towards the surface to produce a spall, or pit. A more comprehensive review of RCF is

included in Section 5.1.1.

As one would expect, assessing bearing life must accommodate for statistical techniques, with the

probability of subsurface crack initiation dependent on various factors [33]. Several models for pre-

dicting bearing life have been developed since 1896, beginning with work from R. Stribeck, along

with significant contributions from G. Lundberg and A. Palmgren [31]. The basis for many models,

requires Weibull distribution functions that have been developed to help predict the random nature

of fatigue failure probabilities. In practice, validating the necessary parameters needs a high number

of test specimens. It has been noted that a three-parameter RCF life function using Weibull distri-

bution parameters is most appropriate in this context, as the approach provides greatest accuracy

for predicting fatigue life of contemporary industrial materials [31, 33], such as those used in WTG

bearings. The three Weibull distribution parameters required are the shape parameter (β), scale pa-

rameter (η) and location parameter (γ). Figure 2.1 shows the Weibull probability distributions for

different values of β, with a shape parameter of 1.5 generally providing the best fit for cylindrical

roller bearings [33].

Most bearing life rating models over-predict lifetimes, as the complex interaction of multiple wear

mechanisms and material properties are not consistent, suggesting that with better understanding,

more accurate models could be developed in the near future [31]. WTG bearings rarely meet their

design life, with the stochastic nature of wind behaviour, along with inertial effects within the driv-

etrain, contributing significantly to this [35]. Transient overloading causes damage to accumulate

at an increased rate, yet it can be difficult to diagnose fatigue damage macroscopically [36]. For

analysing bearing life ratings, a frequently adopted method is to predict the length of time it takes

for 10% to fail, referred to as L10 life and expressed in Equation 2.1 [31].

L10 =
(

C

Ps

)p

(2.1)

Where, C is the dynamic load capacity, defined as the load at which 10% of bearing are expected

to fail after 106 revolutions, Ps is the applied load across the entire bearing (combined radial and
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Figure 2.1: Weibull probability distributions, f(t), with varying shape parameters
(β).

axial, however for this study samples are assumed to be 100% radially loaded) and p is the load-life

exponent, with p = 10/3 for roller bearings.

The L10 model is still widely reported as it allows for a reasonable statistical approach to bearing life

prediction. Nonetheless, since it’s introduction the model has been found to be reducing in accu-

racy, as L10 predictions seen in Equation 2.1, may fail to consider the improving quality of bearing

steel, whilst also ignoring the effects of lubrication and surface damage initiation. Consequently,

that model has been re-developed multiple times, with modification factors included to adjust the

predicted L10 life by incorporating additional operational parameters. Currently, a newer standard-

ised model has been developed, under ISO281:2007 [37], expressed as a general, modified life rating,

as seen in Equation 2.2.

Lnm = a1aI SO

(
C

Ps

)p

(2.2)

Where, Lnm is the life rating for a predetermined percentage reliability (nm), a1 is the life modifi-

cation factor and allows for probabilities of failure, other than 10%, to be assessed, based on the

Weibull distribution of β = 1.5. The aI SO accommodates for a range of operational parameters,

which are influenced by the material and lubrication. The gradual development of these statisti-

cal bearing life rating procedures has improved the accuracy of life expectancy predictions, yet they

notoriously underpredict failure times for WTG bearings. The modification factors have helped to

improve this by incorporating the influence of operational parameters, such as lubrication and per-

centage reliability, yet, knowledge of the mechanism, or combination of mechanisms, responsible

for failure needs to be better understood.
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The models presented above, originate from an assumption proposed by Lundberg and Palmgren

that RCF failure is mostly the result of subsurface orthogonal shear stresses, based on Hertzian con-

tact theory.

2.1.1 Analytical contact mechanics

When evaluating the stresses associated with bearing contacts, it is important to consider the equiv-

alent load applied by the most heavily loaded rolling element, PE , and its relationship with the load

applied to the entire bearing, Ps , for instance via a shaft. Stribeck proposed a method for calculating

the equivalent load, as seen in Equation 2.3, dependent on the number of elements [38].

PE = 5Ps

Z
(2.3)

Currently, the most widely accepted analytical theory for predicting contact stresses is the Hertzian

model. According to Hertzian contact theory, when a force is applied between two cylindrical bod-

ies, generating a line contact geometry, the contact half-width can be estimated using Equation 2.4

[39].

b =
√

4PE R∗

πLE∗ (2.4)

Where, b is the contact half-width, L is the contact length, with R∗ and E∗ representing the reduced

radius and reduced Young’s modulus, respectively, as seen in Equations 2.5 [40].

1

R∗ = 1

R1
+ 1

R2
1

E∗ = 1

E1
+ 1

E2

(2.5)

The pressure distribution generated by a Hertzian contact, has a maximum value, p0 in the centre

of an elliptical profile, reaching zero at the contact edges. The value of p0 can be calculated using

Equation 2.6, with the distribution profile presented in Figure 2.2b. As mentioned, assumptions by

Palmgren regarding RCF failure suggested that orthogonal shear stresses were the key driver. It was

later demonstrated that induced plastic deformation observed in bearing raceways, corresponded

more closely to the depth of greatest maximum principal shear stress, occurring at approximately

y = 0 and z = 0.786b, with a magnitude of 0.3p0 [40], whereby y and z represent the tangential and

radial co-ordinates, relative to the contact site. It is therefore useful to have approaches available for

predicting subsurface stresses associated with Hertzian contacts.

p0 = 2PE

πbL
(2.6)
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Where, p0 is the maximum contact pressure, b is the contact half-width, L is the contact length and

PE is the equivalent load at the most heavily loaded element.

Figure 2.2: (a) Schematic of a bearing outer raceway and roller, forming a line con-
tact geometry. (b) diagram to represent the contact pressure distribution. (c) Plot

of subsurface σz z , σy y and τmax , directly beneath the contact.

Subsurface stresses

Two-dimensional stress fields for frictionless contacts can be evaluated relative to the axis of sym-

metry (y = 0) with an approach involving complex potentials. In 1948, McEwen demonstrated a

suitable method for expressing the Hertzian contact stress at general points in a two-dimensional
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matrix (y , z) in terms of coefficients m and n, defined using Equations 2.7 [41].

m2 = 0.5

{[(
b2 − y2 + z2)+4y2z2

]1/2
+ (

b2 − y2 + z2)}
n2 = 0.5

{[(
b2 − y2 + z2)+4y2z2

]1/2
− (

b2 − y2 + z2)} (2.7)

Once the values of m and n have been obtained, the various components of the two-dimensional

stress field can be calculated using Equations 2.8.

σy y = p0 m
[

1+ (
z2 +n2)/(

m2 +n2)]/b +2z

/
b

σzz =−p0 m
[

1− (
z2 −n2)/(

m2 +n2)]/b

τy z = p0 n
[(

m2 − z2)/(
m2 +n2)]/b

(2.8)

The maximum principal shear stress, which as discussed, is pivotal for understanding subsurface

initiated RCF damage, can then calculated using Equation 2.9, with a one-dimensional plot demon-

strated in Figure 2.2c. To demonstrate subsurface stress, contour maps for the different stress com-

ponents, normalised by the maximum Hertzian contact pressure p0, have been plotted in 2.3.

τmax =
√

σ2
y y −σ2

zz

2
+τy z (2.9)

Tangential stresses

The Hertzian model discussed above focusses primarily on normal force application, failing to ac-

count for frictional forces, acting tangentially to the contact surface. Consideration of friction cer-

tainly increases complexity, however a brief explanation of the impact friction has on the predicted

stress fields has been included. Tangential stresses generated by surface traction are related directly

to the normal pressure distributions by the coefficient of friction, µ, providing the following rela-

tionship, q0 = µ p0, where q0 is the maximum frictional pressure. The two-dimensional tangential

stress fields can be calculated using Equations 2.10, with distinct similarities between the normal

and tangential stress fields, notably for σq
zz and τ

q
y z [39]. The p and q , superscripted to each stress

component, corresponds to the normal and tangential forces, respectively.

σ
q
y y =

q0

b

[
n

(
2− z2 −m2

m2 +n2

)
−2y

]
σ

q
zz =

q0 τ
p
y z

p0

τ
q
y z =

q0 σ
p
y y

p0

(2.10)
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Figure 2.3: Contour maps of the two-dimensional subsurface σz z , σy y , τy z and
τmax stress-fields, normalised by p0.

The subsurface stress approximations from analytical models can be validated using experimental

approaches, with the next section focusing on the fundamentals of diffraction techniques, relevant

to this study.

2.2 Diffraction techniques

As mentioned, life rating procedures can be relatively poor at predicting WTG bearing failures,

with the influence of cyclic subsurface stresses, along with sudden overload events, hypothesised

as a principle mechanism for accelerating damage. Non-destructive testing provides the ability to

characterise stress during the operation of a component, without inducing damage. Popular non-

destructive methods for engineering applications, include the use of radiation, notably X-rays and

neutrons, which are capable of penetrating the surface of a sample, permitting bulk material prop-

erties to be investigated.

Techniques available at synchrotron X-ray and neutron sources, include imaging, spectroscopy, re-

flectometry and diffraction. Whilst this work contains novel imaging approaches, the primary focus

of this section is to introduce diffraction. It is therefore important to appreciate the fundamentals of

elastic coherent scattering, which forms the basis of strain diffractometry. Whilst X-ray diffraction
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theory is introduced, there is a greater focus on neutron methods, notably data analysis, as neutron

experiments contribute most significantly towards the work presented in this thesis.

2.2.1 Basic crystallography

Crystallography is a vast subject, with several textbooks covering the breadth of content within this

field [42, 43]. Diffraction heavily relies on the structure of crystalline materials, and it is important to

understand how this facilitates the interpretation of results. To simplify, this section only focuses on

crystal structures relevant for this work, which are those associated with ferritic and austenitic steel.

Crystal structure of metals

Crystalline materials possess a highly ordered microstructure, where the most basic atomic arrange-

ment is replicated throughout the entire macroscopic structure. Non-crystalline materials, without

any structural periodicity, are classed as amorphous and lack clearly defined atomic arrangement.

Monocrystalline, or single crystal, materials have a continuous crystal lattice structure throughout

the entire volume, without any breaks or variation in orientation. Most metals however are poly-

crystalline, composed of many crystalline regions with varying size and orientation, referred to as

grains. The study of monocrystalline structures is known as single crystal diffraction, whereas the

study of polycrystalline materials is powder diffraction [44, 45]. Figure 2.4 demonstrates a basic rep-

resentation of the atomic arrangement for single crystal, polycrystalline and amorphous materials.

Figure 2.4: Representation of the basic atomic arrangement for structures: (a) sin-
gle crystal, (b) polycrystalline, (c) amorphous.

For all grains in a single-phase polycrystalline material the lattice structure is identical, yet the grains

are aligned differently, relative to each other. This relative distribution of granular orientations dic-

tates the texture of a material, with untextured samples having fully random orientation. Going

forward, the bearing steel studied in this work can be assumed as untextured, referred to as demon-

strating isotropic behaviour [45].
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Unit cell

Crystal structures can be defined by the position of atoms in three-dimensional space, known as a

lattice. The unit cell is the smallest repeating pattern of atoms within a crystal lattice, visualised as a

three-dimensional shape and characterised by a set of constants describing the unit cell dimensions.

The lattice constants, or lattice parameters, consist of the unit cell length dimensions (a, b, c) and

the angles between them (α, β, γ), as demonstrated in Figure 2.5. The unit cell is constructed of

multiple locations, referred to as lattice points, that either consist of an atom or an atomic vacancy

[46].

Figure 2.5: Unit cell geometry.

In 1850, Auguste Bravais introduced nomenclature to categorise unit cells, based on their geometry

and symmetry properties, which wasn’t widely accepted until 1904 when George Friedel validated

this through experimental observation [47]. Whilst fourteen potential Bravais lattice configurations

exist in three-dimensional space, the purpose of this research is to investigate steel, which primarily

constitutes the cubic lattice system, where a = b = c. The cubic lattice system consists of three Bravais

lattice configurations; primitive, body-centred cubic (bcc) and face-centred cubic (fcc). It should be

noted that martensitic steel has a body-centred tetragonal lattice (bct), where a = b ̸= c (see Fig-

ure2.6d), yet in regard to strain analysis it is generally considered to be bcc, as a is approximately

equal to c, thus simplifying analytical processing without any significant reduction of accuracy [42,

48].

The simplest cubic structure is known as a primitive unit cell, meaning that it consists of only one

lattice point, or atom. Whilst appearing to have eight lattice points in Figure 2.6a, each individual

atom is actually shared between another eight adjacent unit cells, therefore only contributing 1
8 of

a lattice point [42]. The fcc and bcc structures are of most relevance for the steel being used in this

research, with ferritic (α-phase) iron possessing a bcc structure and austenitic (γ-phase) iron having

a fcc structure. As mentioned, martensite has a bct structure that can be assumed as bcc for strain

diffractometry experiments [49].



20

Figure 2.6: Lattice systems associated with steel.

Miller indices

For an entire single crystal, or an individual grain in polycrystalline materials, lattice points can be

considered as lying on an imaginary two-dimensional surface, referred to as a lattice plane. In 1839

William Miller introduced, a shorthand notation system providing information about the spacing

and orientation of lattice planes within a crystal structure [42]. This indexing system is known as

the Miller indices, with lattice planes denoted (hkl). The h, k and l are used to represent the points

at which a plane intersects the unit cell axis a, b and c, respectively [50]. The hkl values signify the

smallest permitted integers when a plane intersects the unit cell at a/h, b/k and c/l, as demonstrated

in Figure 2.7. It should be noted that if the plane never intersects a specific axis of the unit cell, its

intersection point is essentially ∞, meaning its hkl value is 0. For example, the plane family (110)

crosses the unit cell axis at 1a, 1b and never for c, whereas the (211) intersects at 1
2 a, 1b and 1c.

Due to lattice symmetry, the plane family (hkl) will be equivalent to (khl) and (lhk) etc. Thus, the

notation {hkl} is used to represent the entire family of planes corresponding to (hkl) is being consid-

ered. Depending on the crystal structure, only certain hkl planes can feasibly exist, with selection

rules for cubic structures presented in Table 2.1 [51]. The physical reason for these selection rules is

related to the unit cell structure factor, and is discussed further in Section 2.2.4. This is significant,

as the distance between hkl planes is required for strain calculation. Equation 2.11 gives the general

expression for calculating interplanar lattice spacing, frequently referred to as d-spacing or dhkl , for
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Figure 2.7: Examples of the Miller indices for (010), (110), (111) and (211) planes.

cubic structures.

dhkl =
ap

h2 +k2 + l 2
(2.11)

Reciprocal lattice

Whilst the Bravais lattice provides a more conventional understanding of how a lattice physically ex-

ists in real space, also referred to as direct space, in diffraction theory it is important to understand

the concept of reciprocal space. Diffraction is not a conventional microscopy technique, whereby

the atomic planar distance can be measured directly. Instead a diffraction pattern provides informa-

tion about the lattice arrangement in reciprocal space, and needs converting into the more recog-

nisable real space. The majority of work presented throughout the thesis refers to the crystal lattice
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Table 2.1: Selection rules for hkl families associated with the relevant iron phases
[51].

Unit cell structure Related iron phase Selection rule Examples

Primitive N/A All hkl permitted 100, 111, 322
Face-centred cubic

(fcc)
Austenite (γ-Fe)

hkl all odd or
all even

111, 311, 200

Body-centred cubic
(bcc)

Ferrite (α-Fe) h + k + l = even 110, 211, 200

in real space, for example dhkl , however a brief explanation of reciprocal space has been included,

as it forms the underlying theory of crystallography and diffraction.

Reciprocal space, as the name suggests, is related to real space by reciprocals, for instance the re-

ciprocal lattice vectors a∗, b∗ and c∗, are used to describe the unit cell geometry in reciprocal space.

The reciprocal lattice vectors are calculated using the real lattice vectors, as seen the Equations 2.12

[46]. The 2π constant is not always found in literature, and depends on the field of study or ones

personal preference on how to consider the wave vector, k, discussed in Section 2.2.2 [52]. For strain

diffraction experiments it is conventional to use 2π, so for consistency it will be used in this work to

describe reciprocal space, also referred to as momentum space.

a∗ = 2πb × c

(a ×b) · c
, b∗ = 2πa × c

(a ×b) · c
, c∗ = 2πa × b

(a ×b) · c
(2.12)

For cubic structures |a∗| = |b∗| = |c∗|, and due to the inverse relationship, if a is doubled in real space,

a∗ is halved in reciprocal space. The hkl planes associated with a crystal structure can be char-

acterised using the reciprocal lattice vector, Ghkl , which is perpendicular to the associated plane

and has a magnitude equal to 2π
dhkl

[51]. As diffraction experiments measure the lattice in reciprocal

space, in order to obtain information about the real space lattice parameters, a relationship must

be made between the two. Mathematical functions linking reciprocal and direct space are related

by the Fourier transform operation. A Fourier transform is a frequently implemented mathematical

operation used to convert a function of variables into a new function of their reciprocals. A famil-

iar example is the conversion between time domain and frequency domain, regularly used in signal

processing to view the spectral composition of a signal [53]. Fourier transforms are particularly use-

ful as phase information is conserved, meaning that they can be reversed [52].

Ghkl = ha∗+kb∗+ lc∗ (2.13)

|Ghkl | =
2π

dhkl
= a∗√

h2 +k2 + l 2 = 2π
p

h2 +k2 + l 2

a
(2.14)
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2.2.2 Scattering theory

Now that the basic concepts of crystal structure have been discussed, it is important to understand

the intrinsic nature of waves and how this allows for measurement of a crystals interplanar lattice

spacing, in turn permitting calculation of elastic strain. Similar to crystallography, scattering theory

is a complex subject in its own right, hence this section only focuses on introducing the fundamen-

tals required for understanding X-ray and neutron diffraction experiments.

Wave behaviour

One of the most basic descriptions of a wave is the one-dimensional sinusoidal wave, expressed

mathematically in Equation 2.15 [52].

ψ(x, t ) = A cos(kx −ωt +φo) (2.15)

Where, ψ is disturbance associated with the specific wave type, A is amplitude, k is the wavenumber,

x is linear position in real space, ω is the temporal angular frequency, t is time and φo is the phase

difference.

The scalar wavenumber is equal to the magnitude of the wave vector, k, which as mentioned, can

vary in quantity by a factor of 2π, depending on the field of study. The wave vector and wavenumber

are important quantities as they describe a wave in reciprocal space, usually in rad m−1, and can

therefore also be referred to as the spatial angular frequency. The wave vector direction is perpen-

dicular to regions of constant phase, known as wave fronts [52, 54].

k = |k| = 2π

λ
(2.16)

Where, λ is the wavelength.

The characteristic behaviours of a wave are best demonstrated with visible light, for example reflec-

tion and refraction, yet the principles of diffraction and interference are the most relevant for this

study. Interference relates to the principle of wave superposition, which states that if two or more

waves are traversing at the same location in space, the resultant amplitude is at that point is equal

to the sum of the incident waves, and related directly to the phase difference, φo [55]. For example,

if two waves of the same wavelength are in phase and propagate through each other, the resultant

amplitude would be double, referred to as constructive interference. If two waves of the same wave-

length are π radians out of phase, or in antiphase, the resultant amplitude would be zero, referred to

as destructive interference. A simplified diagram is included in Figure 2.8 to demonstrate this effect.

The Huygens-Fresnel principle states that any point on a wave front can be considered as a source

of secondary wavelets, described as spherical daughter waves, that sum to produce the subsequent

wave front, demonstrated in Figure 2.9a [56]. Diffraction is an important property, occurring as



24

Figure 2.8: Demonstration of constructive and destructive interference for waves
in phase (φo = 2π) and antiphase (φo = π).

waves travel through an aperture or around the edges of an obstacle. Diffraction is observed as a

deviation to wave direction, due to wave front modulation, causing a redistribution of energy.

A basic example of the diffraction phenomenon occurs when coherent light passes through an aper-

ture, several times wider than the wavelength of incident light. Along the apertures width, an inci-

dent wave front can be considered as a series of individual secondary wavelets. Once through the

aperture, inference between these wavelets produces a new wave front, appearing to have spread

out, or diffracted [56]. An exaggerated representation is demonstrated in Figure 2.9b, for an aper-

ture of width, W . The effect of diffraction is greatest when the aperture width is equal to the incident

wavelength, which is represented by the distance between wave fronts.

Projecting light that has passed through an aperture onto a screen produces a diffraction pattern.

The pattern is characterised by a central bright fringe with periodic light and dark fringes either

side, with the projected intensity in the bright fringes gradually decreasing (Figure 2.9b). Bright

regions are produced by constructive interference and the dark regions are produced by destructive

interference, with intensity a function of diffraction angle [52, 56]. If a second aperture is introduced,

as Thomas Young demonstrated in 1801, resultant waves passing from both apertures diffract and

then interfere with one another. Again, a diffraction pattern is observed, but rather than a single

central maxima, it contains several equally dark and bright fringes. Constructive interference at the

bright fringes is the result of a path difference, between the two apertures and the screen, being

equal to nλ, where n is an integer value. The central fringe results from waves travelling the same

distance (n = 0). Dark fringes are the result of destructive interference, with a path difference of nλ
2
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Figure 2.9: (a) Huygens-Fresnel plane wave. (b) Diffraction of a plane wave on pass-
ing through an aperture.

[55]. Figure 2.10 presents a schematic of the Young’s double slit experiment, including an example

of the first order fringe (n=1), with Equation 2.17 showing the simple mathematical relationship

between the wavelength, diffraction angle and distance between the slits, d .

d sinθ = nλ (2.17)

Figure 2.10: Schematic of Young’s double slit experiment.

This is a relatively simple experiment, yet it helps to form the basis of strain diffractometry, with dis-

tance between the slits being analogous to the interplanar lattice spacings of a crystalline material.
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Wave-particle duality

In quantum mechanics, the phenomenon of wave-particle duality states that waves exhibit particle-

like behaviour and vice versa. Electromagnetic waves, such as visible light and X-rays, have an

associated particle called a photon, described as a quantum of energy generated by an oscillating

electromagnetic field. Photons demonstrate particle-like behaviour, as they have finite momentum

or positions in space, yet both quantities may not be measured simultaneously [57]. Photon wave-

length can be calculated using by Equation 2.18.

λ= c

f
(2.18)

Where, c is wave speed and f is photon frequency.

It was determined that the energy of a photon is directly proportional to the frequency, related via a

constant of proportionality, the Planck constant, h (6.626 x 10−34 J s). Photon energy can therefore

be calculated using any of the Equations 2.19 [52].

E = h f = hc

λ
= ħω = ħck (2.19)

Where, ħ is the reduced Planks constant (h/2π), which is considered more useful for calculations

that consider angular frequency, such as wave propagation.

Wave-particle duality also describes the wave-like behaviour of particles, such as electrons and neu-

trons. The corresponding wavelength of a particle, known as the de Broglie wavelength, relates to

a particle’s momentum (Equation 2.20). The principle of wave-particle duality has been applied for

electron microscopy, whereby accelerating electrons using an electric field can result in wavelengths

comparable to atomic length scales [52].

λdB = h

p
= h

mv
(2.20)

Where λdB is de Broglie wavelength, and the momentum, p, is the product of particle mass, m, and

velocity, v , with a particles kinetic energy, Ek , calculated using Equations 2.21.

Neutrons energies are regularly classified in terms of temperature, with thermal neutrons, consid-

ered to be at room temperature, being used for strain measurements because their associated wave-

lengths most closely resemble interplanar lattice spacings. Table 2.2 contains the energies, velocities

and wavelengths that are associated with each classification of neutron temperature.

Ek = 1

2
mv2 = h2

2mλ2
dB

= |ħk|2
2m

(2.21)
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Table 2.2: Temperature classification for neutrons [58].

Classification Energy (meV) Wavelength (nm) Velocity (ms−1)

Ultra-cold 0.00025 57 6.9
Cold 1 0.9 437

Thermal 25 0.18 2187
Epithermal 1000 0.029 13,832

Particle Interaction

Atoms are comprised of a dense nucleus, made up of protons and neutrons, surrounded by a diffuse

cloud of electrons. Nearly the entire mass of the atom is contained within the nucleus, which has

a length scale of femtometres (10−15 m), significantly smaller than the atom and therefore can be

considered as point-like in comparison. Matter interacts through four fundamental forces, possess-

ing interaction mechanisms and relative strengths that are completely different to one another. The

forces are; gravity, weak interaction, electromagnetic and the strong nuclear force, with the latter

two being of most significance when probing the structure of matter using particles [52].

As electrons possess a negative charge, repulsive electrostatic forces act between a probing elec-

tron and the atomic orbital electrons in matter. Therefore, using electrons to study matter is mostly

suitable for surface measurements, as repulsion between the two charges prevents penetration of a

sample by more than a few microns. Whilst X-ray photons are uncharged overall, they still interact

with orbital electrons via the electromagnetic force, as photons are the result of fluctuating electric

and magnetic fields. However, the interaction between X-rays and atomic electrons is much weaker

than between two electrons, allowing for greater penetration of matter. Neutrons are not influenced

by orbital electrons, instead interacting with atomic nuclei via the strong nuclear force [51]. Of the

four fundamental forces, the strong nuclear force is the most powerful, yet only over exceptionally

small distances. Also, if comparing the spatial density distribution of the electron cloud and the

nucleus, the electrons have a much lower mass over a significantly greater volume. In fact, for sim-

plicity, the spatial distribution of a nucleus may be considered as a Dirac δ-function [52]. It should

be noted, neutrons have spin and therefore do in fact interact with magnetic moments, such as those

generated in atomic electron clouds. Yet, the impact of magnetic moments is assumed negligible for

this research, thus being ignored moving forward.

Elastic scattering

Strain diffractometry experiments rely on a specialised case of particle interaction, known as elastic

scattering, whereby there is no transfer of a particles energy on interaction with a sample, i.e. the

angular velocity, ω, remains constant. Whilst scattering is responsible for a change in the direction of

a particle, for elastic circumstances the magnitude of k remains constant (|ki | = |k f |) [59]. Figure 2.11

demonstrates the vector diagram of a particle scattering elastically, showing visually the significance

of the scattering vector, q (Equation 2.22). The momentum transfer of the interaction, p, is expressed
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in Equation 2.23.

q = ki −k f (2.22)

p =ħki −ħk f =ħq (2.23)

Figure 2.11: Elastic scattering vector diagram.

Note that q = |q| and is always perpendicular to the interacting hkl plane. Conventionally, diffraction

spectra are plotted as a function of either dhkl or q . This improves the comparability of separate

data sets, acquired using different diffraction techniques or instruments. The measurement of q , or

dhkl , is fundamental for this study, as it is required for calculating elastic strain, as discussed later in

Section 2.2.3.

|q| = q = 2|ki |sinθ = 4π

λ
sinθ (2.24)

Bragg’s Law

In 1913, a father and son duo, William and Lawrence Bragg, managed to construct a useful yet simple

model for explaining diffraction patterns that were observed when examining crystalline materials

using X-rays. The Braggs stated that X-rays behaved as if reflecting off individual atomic planes,

hence in literature the observation of hkl planes in a diffraction pattern is frequently referred to

as ‘hkl reflections’. In reality, this effect is not radiation being reflected by planes, but instead an

interaction followed by a subsequent scattering of wave propagation direction [60].
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It was this revelation that led to the formulation of an equation, referred to as Bragg’s law, which al-

lows for the calculation of interplanar spacings for specific hkl planes, using Equation 2.25. Bragg’s

law was derived by considering radiation scattered at adjacent planes, with constructive interference

only occurring when the path difference, 2d sinθ is equal to a multiple integer of the wavelength. If

Braggs law is satisfied and q is perpendicular to the orientation of the specific hkl planes, distinct

increases of intensity in a diffraction spectrum occur, as the result of interference from many succes-

sive planes [61]. Figure 2.12 presents a schematic of scattered waves at two adjacent planes, whereby

Bragg’s law is satisfied. The aforementioned sharp increases of intensity, when observed in a diffrac-

tion pattern, are referred to as Bragg peaks, and provide important information about the crystal

structure. Bragg peaks are the result of coherent-elastic scattering, with coherent implying that the

diffracted waves must be in phase with each other, thus constructively interfering to produce the

peaks.

nλ= 2dhkl sinθ (2.25)

The Bragg’s law equation can be derived from relationships in reciprocal space, as proposed by Laue,

giving appreciation for how diffraction spectra, measured as a function of q , can be used to calculate

lattice parameters in real space. Equation 2.26 demonstrates the relationship between d-spacing

and the scattering vector.

Figure 2.12: Demonstration of Bragg’s law, whereby elastic scattering at two ad-
jacent planes results in constructive interference. Some important mathematical

relationships are also included.
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|q| = q = 2π

dhkl
(2.26)

In reciprocal space, variables such as time and distance become frequency and the wavevector, with

q, ki and k f having related directions in real space and reciprocal space. Notice the relationship

between q and dhkl for adjacent planes, compared to Equation 2.14, demonstrating that |q| = |Ghkl |

when Bragg’s law is satisfied and peaks are produced in a diffraction pattern.

2.2.3 Stress analysis

Ultimately, diffraction spectra provide information about unit cell lattice parameters or the spacing

of individual hkl planes. For engineering applications this is useful because applied stress will alter

the measured dimensions and thus permit the calculation of elastic strain, with the interplanar spac-

ings analogous to a microscopic strain-gauge. Plane specific lattice strains, εhkl , are calculated from

shifts in individual peaks [62]. Applied stress causes induced alterations in d-spacing, which are vi-

sualised in diffraction patterns as a shift in peak position. Alternatively, multi-peak refinement of

full diffraction spectra allows for changes to the lattice parameter, a, to be analysed, providing strain

more representative of the bulk response, εbul k . A stress-free measurement is usually performed to

obtain a reference d-spacing or lattice parameter value, denoted as either d 0
hkl or a0, respectively.

Both strain calculations are included in Equations 2.27, with more detail on the different approaches

to neutron diffraction data analysis mentioned in Section 2.2.5.

εhkl =
dhkl −d 0

hkl

d 0
hkl

= ∆dhkl

d 0
hkl

εbul k = a −a0

a0
= ∆a

a0

(2.27)

Strain diffractometry experiments generally require the following equipment [51]:

• Sources of radiation; whether it is electrons, X-rays or neutrons. This can be monochromatic

or polychromatic. To reduce uncertainty in the measured 2θ values, initial strict focusing of

the incident beam is important to reduce divergence.

• Sample stage; for rotating the sample. Depending on the type of experiments performed, the

stage may rotate on more than one axis.

• Detectors; with the technology used depending on the type of radiation, where gas tubes, scin-

tillators or CCDs are most frequently implemented. Usually collimation is applied to reduce

divergence of the diffracted beam. For monochromatic sources, the detector usually moves to

acquire data at many values of 2θ, whereas for polychromatic sources the detector position is

usually fixed.

Rather than at a single point, strains are measured within a selected volume of the sample material.

This volume is located where the incident and diffracted beams intersect, being frequently referred
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to as the experimental gauge volume [63]. The gauge volume size is dependent on the instrument

and determined by precisely controlling the incident and diffracted beam geometries. For polycrys-

talline materials it is important to consider the crystal grain size, relative to the gauge volume geom-

etry. If grain size is very large, meaning that few grains exist within the gauge volume, orientation

of the sample becomes more important as there may not be many hkl planes correctly positioned

to satisfy Bragg’s law. Ideally, a sample will have grains of much smaller dimensions than the gauge

volume, and also be assumed as isotropic, meaning that the sample can be orientated in any di-

rection without peak intensity being affected. A perfect single crystal is completely anisotropic and

can be assumed as a large individual grain, making consideration of sample orientation essential for

measuring the unit cell parameters. As mentioned, for this work AISI 52100 bearing steel is assumed

to be isotropic, whilst also possessing suitable grain sizes for diffraction experiments.

There are multiple methods used for measuring the stress-free reference values, with the recom-

mended approach typically depending on the type of experiment being performed. Residual stress

characterisation requires a very accurate d 0
hkl , or a0, value which can be obtained by measuring a

completely stress-free powder, or by cutting a small sample from the test material, relieving inherent

residual stresses [64]. Cutting a small stress-free sample is the preferred option, due to difficulties

ensuring that a powder has the same thermo-mechanical properties and composition as the test

specimen. However, care must be taken when cutting the sample, with electrical discharge machin-

ing preferred for cutting metal specimens, to avoid the introduction of new undesirable residual

stresses.

Unlike residual stress characterisation, in situ experiments are generally more concerned with the

measurement of relative strain, as opposed to an absolute value. This means that a d 0
hkl , can be

taken from a stress-free region of the test sample without any applied load, or stress. Whilst this

method doesn’t necessitate an additional stress-free specimen, it does require careful selection of

the region to be measured. As this study is mostly interested in the measurement of relative strain,

rather than the characterisation of residual stress, no separate stress-free samples were fashioned.

However, all components tend to possess varying levels of residual stress and the different types

should be considered, along with their influence when interpreting diffraction data.

Types of residual stress

There are two categories of residual stress, known as macrostresses and microstresses. Type-I

macrostresses, σRS
I , self-equilibrate over many grains and are representative of the macroscopic

behaviour of a sample. Their presence results in observable peak shifts in the diffraction spectra,

following continuum models closely, and ignoring the polycrystalline or multiphase nature of a ma-

terials [65, 66]. Therefore the multi-peak data fitting procedures are preferred for obtaining infor-

mation on macrostresses.

Microstresses can be separated into Type-II intergranular stress or Type-III intragranular stress, σRS
I I

and σRS
I I I , which equilibrate over the length of an individual grain or on an atomic scale, respec-

tively. Figure 2.13 demonstrates a schematic of the residual stress types across a set of grains. An

average of the type Type-II stresses within the gauge volume effects a diffraction pattern in a similar
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way to Type-I stresses, by shifting the relative peak position, making them difficult evaluate inde-

pendently. Type-II microstresses are more prominent in multiphase materials, due to variation of

elastic or thermal properties between the phases. The effect of Type-II stresses is more obvious when

analysing single-peak shifts, opposed to multiple peak shifts, yet they have an influence on the peak

shape if they vary wildly within the experimental gauge volume [66]. Type-III microstresses gener-

ally result from atomic scale defects such as interstitials, vacancies and dislocations. The presence of

intragranular Type-III stresses contributes towards the broadening of peaks, rather than shifts, with

the full width at half maximum (FWHM) of Bragg peaks having previously been used to provide in-

formation about intragranular stresses, and consequently the presence of plastic deformation [67].

FWHM quantifies the breadth of a Bragg peak at half the maximum intensity, as demonstrated in

Figure 2.14.

Figure 2.13: Types of residual stress. Macrostress, σRS
I , macrostress self-

equilibrating over a significant length scale, whilst microstresses, σRS
I I and σRS

I I I ,
self equilibrate over a single grain or atomic length scale, respectively.

Typically for homogeneous metallic samples with assumed isotropy, Type-I macrostresses are con-

sidered to be the most significant contributors towards peak shifts, yet it is worth considering the

potential influence of Type-II microstresses when interpreting results obtained from single-peak fit-

ting [51].



33

Measurement direction

When planning a diffraction experiment, it is essential to consider the desired strain tensor com-

ponents to be measured. Sample orientation relative to beam direction determines the measured

strain component, which is at the bisector of the incident and diffracted beams in the direction of

the scattering vector, q . This effect can be visualised in Figure 2.12, where the direction of q con-

tributing towards constructive interference for a specific hkl plane is at an angle of θ from both the

incident and diffracted beam. Depending on the exact instrument setup and detector positioning

relative to the incident beam, planning which orientations are required is important. For isotropic

materials, whereby it is assumed there is no texture and grain orientation is completely random,

it is a simpler procedure as the sample orientation is only dependent on the desired components

to be measured. Alternatively, for textured samples where peak intensities will vary with sample

orientation, more rigorous planning is necessary.

Stress calculation

Whilst diffraction experiment can accurately measure lattice strains, for many applications, engi-

neering stress calculations are necessary. Equation 2.28 demonstrates the relationship between

stress and strain. This can be extremely complex, as the elastic stiffness constant, C , has 81 compo-

nents, with up to 36 being independent. Depending on the instrument, multiple strain components

may be measured simultaneously, meaning that stress can be calculated if a suitable proportion of

C components are known. Occasionally for engineering applications, where isotropy has been be

assumed, C can be described with only two independent elastic constants, Young’s modulus, E , and

Poisson’s ration, v [68]. This results in a generalised Hooke’s law equation whereby the measurement

of only three strain tensor components is required. This is particularly useful for neutron experi-

ments, assuming the principle stress components are being measured, as data acquisition times are

long and generally a maximum of two components can be measured simultaneously.

σi j =
∑
kl

Ci j klεkl (2.28)

σi j = E

(1+ v)

[
εi j + v

(1−2v)
(εxx +εy y +εzz )

]
(2.29)

Where i , j , k, l = x, y or z to represent the component chosen for calculation. Generally, as mul-

tiple strain components need to be measured in order to calculate engineering stresses, there are

increased magnitudes of propagated uncertainty, associated with statistical and systematic errors

of each individual measurement. Consequently, it is more intuitive to compare strain when validat-

ing models, such as with Finite Element Analysis [69].

2.2.4 Synchrotron X-ray diffraction

As discussed in Section 2.2.2, X-rays interact with the atom’s electron cloud and therefore scattering

increases monotonically with atomic number, Z . The atomic form factor, f , is frequently used to



34

quantify the scattering power of X-ray’s interacting with individual atoms. The value of f can be

calculated as a Fourier Transform of the atoms spatial density distribution, ρ(r ), or also referred to

as the electron charge density. It should be noted that f decreases with increasing values of 2θ [52].

Equation 2.30 shows the calculation for atomic form factor, with the atom’s centre of mass generally

represented as r = 0. Going forward the dynamic effects of the atom, for example thermal vibrations,

will be ignored and the position of the atom in real space is assumed to be stationary.

f (q) =
∫ ∞

0
ρ(r )e i q ·r dr (2.30)

The atomic form factor provides information associated with the scattering of an individual atom,

but for materials with long range order, such as crystals, it is essential to consider how the arrange-

ment of multiple atoms influences diffraction. This is described using the structure factor, |Fhkl |2,

which is proportional to the detected intensity, |Fhkl |2 ∝ I . The location of the atom in a unit cell is

defined by the vector R, which gives x, y , z, positional co-ordinates along the unit cell parameters a,

b and c. Equation 2.31 demonstrates how to calculate the structure factor using the form factor and

relative positions of unit cells constituent atoms.

Fhkl =
N∑

j=1
f j e i Ghkl ·R =

N∑
j=1

f j e−2πi (hx j+k y j+l z j ) (2.31)

This is important because as seen in Table 2.1, for a specific crystal structure, only certain hkl planes

are present. The value of |Fhkl |2 will only be greater than zero for specific hkl planes, resulting in the

presence of Bragg peaks in the corresponding diffraction pattern. For example, the value of |Fhkl |2
is always zero for a bcc lattice structure, unless the sum of all hkl values is even. Figure 2.14 shows a

generic diffraction spectrum of intensity versus d-spacing, however it generally down to convention

whether a spectrum is plotted as the function of d-spacing, or scattering vector, q .

Conventional laboratory X-ray diffraction equipment is useful for non-destructively measuring

strains, yet is limited to thin surface measurements, as incident energies are usually too low to pene-

trate the sample sufficiently. In order to generate X-rays with the highest possible energies and flux,

and with large energy distributions, a specialised type of radiation is required. Synchrotron radiation

is produced when an electron travelling at relativistic speeds is forced to follow a curved trajectory

by a perpendicular magnetic field [70]. The Diamond Light Source is a 3 GeV synchrotron facility in

Oxfordshire, UK, home to the I12, or JEEP, beamline. The I12 instrument can generate high energy

X-rays, in the region of 53 keV to 153 keV, which consequently allows for dense sample materials to

be examined, including limited thickness’s of steel [71].

Energy-dispersive X-ray diffraction

Traditionally, X-ray experiments have been performed using monochromatic incident radiation and
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Figure 2.14: A generic diffraction spectrum plotted as intensity versus d-spacing.
Inset: a single peak with Imax and FWHM demonstrated.

a goniometer to measure precise diffraction angles, plotting intensity as a function of 2θ. Monochro-

mators are usually specifically orientated single crystals that utilise diffraction rules to select the de-

sired wavelength. Energy-dispersive X-ray diffraction (EDXD) uses a continuous spectrum of poly-

chromatic beam and measures diffracted X-rays of different energies at a fixed detector angle [72].

Figure 2.15 demonstrates the main difference between the angle-dispersive and energy-dispersive

techniques. The advantages of this process when compared with conventional angle-dispersive

methods include; no requirement for a goniometer, a similar quality of data acquired, and also

increased sample penetration depths with greater X-ray energy [73, 72]. In terms of this project,

the desired property of increased penetration depths is most relevant as strains may be measured

deeper within the sample material. The EDXD detector on I12 has 23 individual detecting elements,

meaning that 23 components of the strain tensor can be measured simultaneously. As the entire

diffraction pattern is acquired, multi-peak analysis allows for accurate determination of the bulk

elastic strain, and therefore calculation of the stress tensor if the stiffness constant has been well

defined. Greater detail of the EDXD detector and I12 layout is included in Chapter 5.

2.2.5 Neutron diffraction

Whilst X-ray scattering techniques have proven to be a useful tool for measuring residual stress

within bulk material, neutron diffraction can be used to provide complimentary strain information.

Notable advantages of neutron diffraction include [51]:

• Greater penetration power in most engineering materials, allowing strain measurement

deeper within larger components.

• Sample environments, such as furnaces, can be designed using materials with heavier atoms,

without a significant loss of neutrons.

• The ability to investigate materials with lower atomic mass, such as hydrogen or lithium.
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Figure 2.15: Schematic to demonstrate the difference between angle dispersive and
energy dispersive diffraction.

Regarding the work presented in this thesis, reduced flux attenuation by metallic structures, i.e. iron,

will be the most significant advantage of using neutron diffraction.

There are two methods of producing neutrons for diffraction experiments. Nuclear reactors, known

as steady state neutron sources, generate a continuous beam of varying neutron energies, before a

monochromator selects the appropriate wavelengths for the experiment, and is analogous to an-

gle dispersive X-ray diffraction [51]. This method for neutron production is still prominent today,

yet various research facilities are focusing their attention on spallation techniques. Spallation, or

pulsed, sources use time-of-flight (ToF) neutron diffraction to make the required measurements.

The spallation process involves a high energy proton, usually separated from a hydrogen atom,

colliding with a heavy metal target. The impact of the proton with the metal nuclei can instanta-

neously produce roughly 25 neutrons, which predominantly possess higher energies than are nec-

essary. Therefore, the neutrons need to be thermalised using a moderator, which is traditionally

water, heavy water or liquid methane, although liquid hydrogen is gradually becoming a more com-

mercially viable option. Each type of moderator provides different energy distributions, meaning

that choice of moderator may vary depending on the application of a specific beamline [51].

ToF spallation facilities, such as the ISIS Pulsed Neutron Source in Oxfordshire, are analogous to
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energy dispersive X-ray diffractometers as the detectors are usually in fixed positions (2θ = constant)

and use incident radiation with a range of energies, or wavelengths [74]. Each neutron energy has a

corresponding velocity, dictating the time it takes to travel from the spallation target to the detector,

which is recorded as ToF. Consequently, Braggs law can be expressed in terms of neutron ToF, derived

using the de Broglie wavelength and the linear velocity, as seen in Equation 2.32.

dhkl =
h ToF

2mL sinθ
(2.32)

Where, ToF is the time-of-flight for a neutron to reach the detector and L is the neutron flight path

length.

Neutron scattering

Neutrons interact with atomic nuclei via the strong nuclear force, and may be described by their

nuclear scattering length, b. The magnitude of neutron scattering lengths for individual nuclei have

been measured empirically and may be found in tabulated form, with Sears being cited over 2000

times [75].

The scattering lengths of nuclei are often used to calculate total scattering cross-sections (σt ), some-

times referred to as "the area of each nucleus as seen by the neutron". For this reason it makes sense

that the units may be cm2, yet in general this is converted to the unit ‘barns’ (1 barn=10−24cm2).

Equation 2.33 demonstrates how this cross-section is calculated [57].

σt = 4πb2 (2.33)

Cross-section magnitudes are on a microscopic scale, representing a single nucleus, yet in most

cases it is more appropriate to calculate the macroscopic cross-section (Σ), incorporating all atoms

within a given volume. Equation 2.34 is used to calculate the macroscopic cross-section, measured

in cm−1 [51].

Σ=σtρa (2.34)

Where, ρa is atomic density or number of atoms per unit volume.

There are three outcomes for neutron interactions with atomic nuclei, excluding the most frequent

event that a neutron is transmitted, meaning that it is unscattered. Neutrons may be coherently

scattered, incoherently scattered or absorbed by a nucleus, as demonstrated by Equation 2.35 [75].

σt =σc +σi +σa (2.35)

Where, σc is coherent scattering cross-section, σi is the incoherent cross-section, σa is the absorp-

tion cross-section.
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For strain measurements using neutron diffraction, elastic coherent scattering is of most impor-

tance, and as previously mentioned is responsible for Bragg peak intensities, because the diffracted

neutrons will be in phase and interfere constructively [52]. Unlike X-rays, where interaction with an

electron cloud means that scattering will increase monotonically with atomic number (Z ), neutron

coherent scattering lengths demonstrate no definitive pattern, appearing irregular in relation to Z

[51]. Figure 2.16 plots the coherent scattering length, bc , for the elements as a function of Z .

Figure 2.16: Neutron coherent scattering length as a function of atomic number.
Values extracted from [75].

The nuclear structure factor, analogous to the X-ray structure factor, is similarly a Fourier transform

of the spatial density function, as demonstrated in Equation 2.36, with the nuclear scattering length,

b essentially replacing the atomic form factor f . Neutrons interact with the atomic nucleus which is

considered to be a Dirac δ-function, or point-like, resulting in the value of b being independent of

2θ, unlike the X-ray atomic form factor.

Fhkl =
N∑

j=1
b j e iGhkl ·r j

=
N∑

j=1
b j e(−2πi (hx j+k y j+l z j ))

(2.36)

Where, r j is the mean lattice position of the nuclei.

Similar to X-rays, neutron Bragg intensity for ToF diffraction is proportional to |Fhkl |2. A general

expression for intensity, including several wavelength-dependent contributory parameters, is given

in Equation 2.37 [76].

Ihkl = cI0(λ)ε(λ)λ4Vs Ahkl (λ)Ehkl (λ) j |F hkl |2
(

cosθ∆θ

4V 2
c sin2θ

)
(2.37)
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Where c is the normalisation constant (related to the counting time), I0(λ) is the incident neutron

flux at wavelength λ, ε(λ) is the detector efficiency at wavelength λ, Ahkl (λ) is the attenuation coef-

ficient for the hkl plane, Ehkl (λ) is the extinction coefficient for the hkl plane, j is the hkl multiplicity

factor, Vs is the sample volume, Vc is the unit cell volume, 2θ is the diffraction angle, ∆θ is the angular

width of the detector.

Time-of-flight strain diffractometry

ENGIN-X, is an optimised ToF neutron strain scanner, and is the instrument where a vast majority

of the diffraction experiments discussed throughout this work were performed. A liquid methane

moderator is used for thermalising neutrons to energies most suitable for engineering materials,

corresponding to a high flux of over 1-3 Å wavelengths. Neutrons are guided from the moderator

down the beamline using supermirrors, before apertures are used to control the incident beam ge-

ometry. Two detector banks, each composed 1200 ZnS/6Li scintillator elements, sit at 90◦ to the

incident beam and are separated from the sample by a series of collimators, for defining the gauge

volume size. The total neutron flight path for ENGIN-X is longer than in most of the instruments at

the ISIS research facility, improving the ToF resolution, imperative for making accurate strain mea-

surements [74].

To interpret the data acquired from on a ToF instrument, diffractometer parameters (DIFA, DIFC and

ZERO) are required. These experiment dependent constants are refined by performing a scan on a

calibration sample, most commonly cerium oxide, as it has well defined lattice parameters. Once

the diffractometer parameters have been determined, the exact d-spacing value can be calculated

for each ToF, using the quadratic Equation 2.38. Diffraction parameters generally differ depending

on the specific instrument and experimental setup [77].

ToF = D I F A d 2
hkl +D I FC dhkl +Z ERO (2.38)

Where, D I F A produces small ToF corrections for sample absorption, D I FC directly relates the ToF

to d-spacing and Z ERO is used to correct for delays in moderator emission times [78].

Usually, another scan is performed on a vanadium sample, which is a weak coherent scatterer and

strong incoherent scatterer, providing information about incident neutron beam intensity as a func-

tion of ToF, allowing for data normalisation [74]. On obtaining the correctly calibrated and nor-

malised diffraction spectra, data analysis can be performed to extract either the individual Bragg

peak positions or refined lattice parameters.

Data analysis

Once a scan has been performed, calibration diffractometer parameters have been obtained and the

diffraction spectra have been acquired, there are several approaches to analysing the data. Software

are available to aid with extracting lattice parameters and d-spacings from the data, such as General
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Structure Analysis System (GSAS) for neutrons or Data Analysis WorkbeNch (DAWN) for synchrotron

X-rays, yet a fundamental overview of the fitting procedures used for analysis has been included.

The exact nature of fitting a single-peak depends, not only on the radiation being used, but also

heavily on the specific instrument. Intensity is related not only to the structure factor for a specific

hkl plane, but also to the profile peak shape function. Many data sets possess symmetric peaks,

where a Gaussian or Lorentzian function is appropriate, such as for EDXD data. The convolution of

a Gaussian and Lorentzian function is known as a Voigt profile function and can be useful if the data

set requires advantages from both the Gaussian and the Lorentzian approaches. However, asym-

metric peaks are pertinent for this work as they are usually associated with ToF neutron spectra.

Moderation of the incident neutrons provides a range of neutron wavelengths, meaning that flux

intensity vary depending on wavelength. Due to the asymmetric nature of peak profiles on ENGIN-

X, a pseudo-Voigt convoluted with back-to-back exponentials is used [79]. The exponentials govern

the rise and decay of the peak, which gives the non-symmetrical shape as there is a sharp rise and

slower decay. The profile peak shape function, H(∆T ), is described in Equation 2.39, where ∆T is

the difference between the hkl plane ToF profile position, T , and the expected position, Tph [78].

H(∆T ) =
∫

E(∆T − t ) pV (t )dt (2.39)

Where, E(∆T − t ) is the back-to-back exponentials (Equation 2.40) and pV (t ) is the psuedo-Voight

function, a linear combination of a Lorentzian, L(t ,Γ) and a Gaussian G(t ,Γ) function (Equations

2.41).

E(t ) = 2Neαt for t < 0

and

E(t ) = 2Ne−βt for t > 0

(2.40)

Where N is the normalisation factor (N = αβ
/[

2(α+β)
]
), with α and β the d-spacing-dependent

exponential rise and decay coefficients, respectively.

pV = ηL(tΓ)+ (1−η)G(t ,Γ)

L(t ) = ΓL

2π

1[(
ΓL
2

)2 + t 2

]

G(t ) = 1√
2πΓ2

G

exp

[
− t 2

2Γ2
G

]
(2.41)

Where, ΓL and ΓG are the FWHM for the Lorentzian and Gaussian functions, respectively, whilst η is

a parameter referred to as the mixing factor, detailed further in Thompson et al [80].
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Fitting single-peaks can provide useful information on elastic anisotropy, texture and plastic defor-

mation, as individual {hkl} planes behave differently under stress. However, it is generally accepted

that obtaining the averaged lattice parameters, using several peaks, provides better comparison with

applied macroscopic strain. Rietveld refinement, is frequently adopted for performing such analy-

sis, as it is a powerful tool for determining information about a crystal’s structure, such as atomic

coordinates, unit cell geometry and lattice parameters. Rietveld refinement uses a least squares ap-

proach to reduce the difference between a calculated and an observed diffraction pattern. Equation

2.42 demonstrates the use of Rietveld method for calculating intensity.

Yxc = Yxb +
p=p2∑
p=p1

Gxp Ip (2.42)

Where Yxc is the calculated intensity at point x in the diffraction pattern, Yxb is the background

intensity at point x in the diffraction pattern, Gxp is the normalised peak profile function at point x

for hkl plane p, Ip is the Bragg intensity of hkl plane p, whilst p1 to p2 are the planes contributing to

intensity at point x.

For strain analysis, whereby accuracy of the peak position is essential but peak intensity is consid-

ered of less importance, an alternative fitting procedure is frequently utilised. Pawley refinement

only constrains peak positions, allowing for calculation of highly accurate lattice cell parameters

and concurrently lattice strains. When assuming isotropy the Pawley method is usually applied, as

Bragg peak maximum intensity is assumed to be a free parameter [81]. The Rietveld and Pawley

methods have been demonstrated to successfully measure lattice strains, representative of the ap-

plied macroscopic Youngs Modulus, with very little influence from the Type-II intergranular strains,

which is less true for single-peak analysis. Some hkl planes demonstrate better agreement with the

bulk elastic modulus than others, as they are not as prone to the effect of Type-II stresses.

Figure 2.17 demonstrates elastic strain response of different planes associated with fcc austenitic

steel, along with Rietveld analysis, the materials Young’s modulus and strain gauge measurements

[65]. The {200} family is clearly unrepresentative of the strain response within the elastic regime,

especially when compared with the {311} family, which demonstrates a similar trend to the Young’s

modulus and strain gauge, until the elastic limit is reached. The Rietveld method generates strain

values, much more closely matching the Young’s modulus, but as these diffraction techniques are

only capable of measuring elastic strain, they become unreliable above the elastic limit. Table 2.3

contains the planes associated with ferritic and austenitic steel that are most and least influenced by

the presence of intergranular stress, helping with selection for single-peak analysis [51]. Note that

ToF sources record the entire diffraction pattern, making refinement approaches possible. At a con-

tinuous reactor source, it is commonplace to measure just a single-peak, meaning that the choice

of peak becomes essential to ensure the measured εhkl response is representative of the materials
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Figure 2.17: Austenitic steel elastic strain response for individual hkl planes com-
pared with a Rietveld refinement, Elastic modulus and strain gauge readings.

Adapted from [65].

Table 2.3: The recommended and problematic lattice planes associated with in fer-
ritic (bcc) and austenitic (fcc) steel [51].

Unit cell structure
Recommended planes

(weakly affected by
Type II stress)

Problematic planes
(strongly affected by

Type II stress)

bcc {211}, {110} {200}
fcc {311}, {111}, {422} {200}

εbul k response.

2.3 Summary

The key concepts of neutron elastic scattering theory have been introduced, as the use of neutron

diffraction and imaging techniques comprise the most novel content in this thesis. Time-of-flight

neutron methods offer the unique ability to measure bulk strain deep within large samples, making

them incredibly useful tools for engineering applications.

Elastic strain measurements using diffraction techniques, require an understanding of the crystal

structure, notably the relevance of Miller indices notation. Each Bragg peak in a diffraction pattern

corresponds to a single hkl plane, with elastic anisotropy and the influence of intragranular stress

becoming of great significance, particularly when considering single peak analysis. Diffraction data

provides information about the lattice structure in reciprocal space, i.e. |Ghkl |, with Fourier trans-

forms being used to obtain the direct lattice parameters, for instance dhkl , which are required to
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calculate elastic strain. Therefore, the most frequently implemented techniques for fitting single

peaks, and for multi-peak refinement, have also presented.

This study aims to demonstrate the development of a technique with the capability to stroboscop-

ically measure time-resolved strains in dynamic engineering components, using both neutron and

X-ray diffraction. The specific application of this technique is to perform long term measurements

of cyclic contact strains associated with rolling contact fatigue, in the overloaded static raceway of a

roller bearing. Consequently, the project allows for useful information to be gathered on the influ-

ence of overloading on the fatigue life of WTG bearings. Additionally, the theory introduced in this

section helps with understanding the concepts of neutron imaging approaches, which have also

been developed for the characterisation of damage in engineering components.
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Abstract: Non-destructive imaging techniques provide a unique opportunity to study crack initiation

and propagation behaviour in structural materials. To evaluate the applicability of different volu-

metric imaging techniques, a round bar notched sample of duplex stainless steel was fatigue cracked

and studied in situ and ex situ. Neutron and synchrotron X-ray tomography was used along with

destructive methods and Bragg edge neutron imaging to evaluate the fatigue crack. Neutron atten-

uation tomography obtained a three-dimensional image in which the crack was readily identifiable.

The neutron tomography, although lower in spatial resolution compared with the X-ray synchrotron

tomography and requiring higher acquisition time, is sensitive to the phase chemistry, and has the

potential to study engineering size components. Bragg edge neutron transmission imaging allows for

the mapping of two-dimensional elastic strains and was used to identify the fatigue crack from the

reduction in the strain in the region where the crack propagated. A finite element model of the cracked

specimen was used to simulate the average through thickness strain that is measured by the Bragg
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edge neutron imaging technique. The strains measured in the ferritic phase correspond better with

the simulation strains than the strain measured in the austenitic phase. It is concluded that this dif-

ference is due to strain partitioning, which is influenced by the strong texture present in the duplex

steel.

3.1 Introduction

Structural integrity assessments are important tools when aiming to safely predict the longevity of

service components. Many such assessments consider the most common damage mechanisms of

engineering components, offering models for fatigue life predictions. Developing a comprehensive

understanding of fatigue crack initiation and propagation to inform the models is therefore of great

engineering importance. Such predictive models can be used to forecast the fatigue life of service

components, with the aim of reducing cost while maintaining safety. Validating fatigue life estima-

tions through comparison with experimental results of non-destructive and destructive techniques

is pivotal [82, 83, 84]. However, fatigue failure is microstructurally sensitive [85], and is best de-

scribed by probabilistic processes. Models for predicting fatigue life are inherently statistical, mak-

ing their validation difficult. Detecting fatigue cracks is particularly challenging and has been the

subject of research for many years.

Destructive micromechanical methods (e.g. serial sectioning [86]) to detect crack initiation sites and

propagation paths are well-established. Non-destructive techniques, for example acoustic emission

(AE) combined with advanced signal processing [87], offer in situ analysis of propagating cracks,

though with lower resolution than destructive methods. Optical techniques to identify crack initia-

tion, as well as quantifying associated parameters, such as opening displacement, are widely used

in academic studies. One such technique, that is gaining popularity in recent years, is optical or

scanning electron microscopy combined with digital image correlation [88]. Digital image corre-

lation (DIC) is now a routine full-field technique for surface displacement measurements and has

previously been used, in conjunction with finite element analysis, to calculate crack driving forces

[89]. DIC tracks the displacement of a surface speckle pattern before and after material deformation,

which makes the calculation of full-field displacement possible. Similar to digital image correlation

analysis of surface cracks, digital volume correlation (DVC), applied on laboratory or synchrotron X-

ray tomography, has been demonstrated to quantify cracks within the material [90, 91]. While DIC

analysis of surface cracks is applicable to all materials, the DVC analysis is only possible on mate-

rials which have the appropriate speckle pattern required for image correlation inside them. This

prerequisite limits DVC analysis to materials that are composite (e.g. Aluminium Titanium metal

matrix composites [92] or nodular cast iron [93]) or heterogeneous materials (e.g. nuclear graphite

[94] or wood [95]).

Computed tomographic imaging, performed for DVC, is also useful to study the behaviour of fatigue

cracks because of the three-dimensional nature of the crack propagation path [96]. The two widely

used techniques are X-ray (laboratory and synchrotron) and neutron tomography. Advances in X-

ray imaging are well reported [97, 98, 99], notably as it is developed in parallel with medical research
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[100]. Neutron imaging techniques, however, have been less advanced due to the limited number

of instruments capable of offering the technique. Both X-ray and neutron tomography have their

advantages and disadvantages, for example neutrons can penetrate greater depths in most metallic

systems, such as steel, when compared to X-rays, making them more suited for studying engineer-

ing components [51]. However, the lower spatial resolution of neutron tomography and often longer

acquisition times mean that detailed analysis of smaller features [101], such as cracks, is difficult.

The two techniques (X-ray and neutron tomography) provide complementary information, poten-

tially adding more value when used in conjunction with one another for more in-depth analysis.

Presently, the UKs dedicated neutron imaging beamline, IMAT, at ISIS Muon and Neutron Source,

is advancing time-of-flight (ToF) neutron imaging, energy dispersive radiography, and white-beam

tomography for engineering [102] and material science [103] applications.

Duplex Stainless Steels are important for corrosion resistant applications [104]. Duplex stain-

less steels have two microstructural phases, usually with near equal phase volumes, of ferrite and

austenite steel [105]. This complex microstructure, which is often accompanied by internal residual

stresses and strong textures, makes predicting the fatigue behaviours of duplex steels complicated

[106]. For very high cycle fatigue, it has been suggested that crack nucleation sites generally occur

at the phase boundaries on the materials surface [107], yet the presence of non-metallic inclusions

has been found to initiate cracking in the material subsurface [108]. Also, much work has focused on

low cycle fatigue [109, 110], whilst medium cycle fatigue regime for duplex steel is less understood

[111].

The aim of this study is to investigate medium cycle fatigue crack nucleation and propagation in

a duplex stainless steel, Alloy 2205, using two neutron imaging techniques: Bragg edge transmis-

sion imaging and neutron computed tomography (NCT). While neutron Bragg edge imaging allows

measurement of the average elastic strain variation through the thickness of a sample, neutron

computed tomography visualises the three-dimensional internal structure. Bragg edge transmis-

sion imaging has successfully been used to examine the residual strain developed during additive

manufacturing of Inconel 625, via direct metal laser melting [112]. A recent study measured the

compressive residual strain beneath the surface of a laser-shock peened plate [113]. The technique

has also been employed to map the strain field around a fatigue crack propagating through X70

steel [114]. The neutron imaging techniques were complemented by parallel beam, synchrotron X-

ray computed tomography (XCT) and the results of these various non-destructive techniques were

validated using destructive, post-mortem scanning electron microscopy. The literature on crack

detection using XCT is rich [115] but there are few studies that report crack detection and quantifi-

cation using Bragg edge transmission imaging or NCT [116, 117]. This is partly due to the novelty

of detectors and instruments that are capable of making such techniques more widely available.

Future approaches could potentially combine three-dimensional Bragg edge transmission imaging

with neutron tomography and DVC to study the elastic and plastic behaviour of materials.

This paper will assess the extent and limitation of neutron imaging techniques to identify and quan-

tify crack nucleation and propagation. In addition, both neutron techniques will be shown to be

able to distinguish different phases of the duplex steel as well as quantifying strain partitioning be-

tween the phases. In particular, NCT, unlike XCT, allows for different phases in the material to be
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identified.

3.2 Background

3.2.1 Bragg edge transmission imaging

In Bragg edge neutron transmission imaging, the incident neutron beam is directed at the sample

and a neutron counting detector is placed directly behind the sample. The arrangement allows for

measurement of Time of Flight (ToF) for individual transmitted neutrons through the sample. The

ToF measurements of individual neutrons are used to calculate their wavelength:

λ= ht

mL
(3.1)

where λ is the wavelength of the neutron, t its time of flight, h is Plancks constant (6.626 x 10−34 Js),

m is the mass of the neutron (1.675 x 10−27 kg), and L is the path length of the neutron (beamline

specific). A spectrum comprising the intensity of neutrons passed through the sample as a function

of their wavelength can therefore be created. Transmission spectra contain distinctive increases of

intensity, associated with the neutron wavelength at which Braggs law (2d si n(θ) = nλ, where θ is the

angle between the neutron beam and the lattice plane, d is the lattice spacing and n is an integer) is

no longer satisfied for a given family of (hkl) lattice planes [114]. At this neutron wavelength, 2θ an-

gle becomes greater than 180◦ for the given (hkl) and neutrons of energies lower (higher wavelength)

than this are transmitted and no longer diffracted. An increase of intensity is observed at this wave-

length in the transmission spectrum, known as a Bragg edge [118, 119]. A Bragg edge wavelength

corresponds to twice the interplanar lattice spacing and is analogous to a Bragg peak, in that shifts

in the Bragg edge position can be used to calculate elastic strain:

ε= d −d0

d0
= λ−λ0

λ0
= ∆λ

λ0
(3.2)

Where, d is the lattice spacing, d0 is the stress free lattice spacing, λ is the wavelength at Bragg edge

position and λ0 is the stress-free Bragg edge position; ∆λ is shown in Figure 3.1 schematically which

demonstrates an exaggerated Bragg edge shift, caused by the application of a compressive load.

It has been shown that an analytical function can be used to fit a Bragg edge, giving a wavelength

position in the transmission spectrum [112]:

T (λ) =C1 +C2

[
e f r c

(
λhkl −λp

2σ

)
−exp

(
λhkl −λ

τ
+ σ2

2τ2

)
e f r c

(
λhkl −λp

2σ
+ σp

2τ

)] (3.3)

where T (λ) is transmission intensity at wavelength λ, λhkl is the wavelength of the Bragg edge as-

sociated with (hkl) plane, σ is the edge width, τ is the edge asymmetry, and C1 and C2 are constants
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Figure 3.1: A Bragg edge pre-loading and post-loading, with an exaggerated shift to
demonstrate the effect used to calculate elastic strain.

related to the offset and height of the edge, respectively. The function was used to plot the Bragg

edges in Figure 3.1. Bragg edge imaging has been successfully used to measure through thickness

average elastic strain with ∆ε≈ 10−5 accuracy [120].

The Bragg edge transmission imaging technique generates two-dimensional maps of elastic strain

over the entire detector field of view (FoV) in a single scan. The strain map will have a spatial res-

olution dependent on the detectors pixel size [121]. Producing a strain map with similar spatial

resolution using conventional powder diffraction method requires many point measurements with

a total acquisition time dependent on the number of points being collected and the chosen gauge

volume, which often exceeds the acquisition time of single shot Bragg edge transmission imaging

by orders of magnitude [94]. However, it should be noted that in a conventional powder diffraction

measurement the combined use of slits and collimators on the incident and diffracted beam allows

for a cuboid gauge volume to be defined within the sample. Conversely, a Bragg edge scan measures

the elastic strain component parallel to the incident beam direction, averaged through the sample

thickness. This may be beneficial or disadvantageous depending on the sample geometry and de-

sired strain component to be measured.

3.2.2 Computed tomography

An alternative three-dimensional technique is attenuation-based computed tomography (CT) in

which a volumetric image of the features based on their attenuation coefficient is created. The vol-

umetric image allows for non-destructive interrogation of the features within the sample, including

cracks [122]. Methodologically, neutron and X-ray CT are similar, although they are based on differ-

ent physics laws: whilst X-rays interact with the atoms valence electrons, thermal neutrons interact
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with the nuclei of the atom [52]. In both techniques, projections of transmitted X-rays or neutrons

at multiple angles are captured by an appropriate detector. The projections are then reconstructed

into a 3D image using a reconstruction algorithm, depending on the type of CT performed and the

data quality [123]. For the attenuation of X-rays and thermal neutrons the Beer-Lambert law is valid

[124]. Equation 3.4 demonstrates the simplified Beer-Lambert law of exponential attenuation for

monoenergetic incident radiation to allow for a direct comparison of the principles of neutron and

X-ray CT.

I = I0e−B x (3.4)

In this equation I is the transmitted intensity, I0 is the initial intensity, B is an attenuation coefficient,

and x is distance transmitted through the substance.

For X-rays, B is the linear attenuation coefficient, which can be calculated using the product of the

mass attenuation coefficient and the material density. This coefficient, for a given energy, will in-

crease for atoms with a greater number of electrons, or higher atomic number [125]. For neutrons, B

is often referred to as the total macroscopic cross-section, Σ, and represents the effective interactive

area of all nuclei within a certain volume [51]. Values of Σ for a given neutron energy are calculated

from the material density, atomic weight and the microscopic cross-section, depending on the type

of interaction that has occurred, e.g. absorption or scattering. Equation 3.5 calculates the macro-

scopic cross-section:

Σ= ρ

A
NA(σa +σs) = ρ

A
NAσt (3.5)

where Σ is the macroscopic cross-section, A is material cross-sectional area, NA is Avogadros con-

stant, σa is the absorption microscopic cross-section, σs is the scattering microscopic cross-section,

σt is the total microscopic cross-section and ρ is the material density.

Synchrotron X-ray micro-CT has become a well-established method for inspecting material damage

including cracks, voids and other microstructural inconsistencies with beamlines achieving a voxel

size of the order of 1 µm3, depending on experimental setup, equipment and the size of the sample

being investigated [71]. For neutron CT the spatial resolution is heavily influenced by beam diver-

gence and detector characteristics, such as scintillator thickness [126, 127] but the resolution is of-

ten of the order of tens of micrometres. However, neutrons have the benefit of deeper penetration in

engineering materials compared to X-rays. Hence engineering materials with relatively high atomic

numbers, such as steels, are significantly more suited to NCT than XCT. Isotope-specific imaging

is another advantage offered by NCT. For example, NCT has been used to observe the distribution

of hydrogen, which heavily scatters neutrons, within as-received steel plates, to develop materials

resistant to hydrogen embrittlement [128, 129]. Time-of-flight neutron imaging may also be used

to identify contrast between phases, if they have differing crystalline structures. For instance, if one

phase has a body centred cubic (bcc) crystalline structure, and the other has a face centred cubic

structure (fcc), the transmitted neutron spectra will vary, hence both neutron and X-ray CT have

been used in this study.
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3.3 Experimental design

3.3.1 Sample material, geometry and initial fatigue study

Alloy 2205 duplex stainless steel was used in this study. It consists of Body Centre Cubic (bcc) ferritic

α and Face Centre Cubic (fcc) austenitic γ phases in roughly equal volume fractions. The typical

material properties can be found in Table 3.1, with chemical composition displayed in Table 3.2

[130]. Electron backscatter diffraction was performed on a cross-section of the material, revealing

that there was stronger texture in the ferritic phase compared to the austenite (Figure 3.2).

Figure 3.2: EBSD results: (a) The grain-boundary energy distribution (GBED) and
corresponding key for Alloy 2205 duplex steel, performed with a step size of 0.5405
µm. The scale bar provides a representation of the material grain sizes. (b) Orien-
tation distribution function for austenite. (c) Orientation distribution function for

ferrite.
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Table 3.1: Material properties of Alloy 2205 duplex stainless steel [130].

Property Value

Density [kg /m3] 7700
Young’s Modulus [GPa] 190

Poisson’s Ratio 0.3
Yield Stress [MPa] 450

Table 3.2: Alloy 2205 duplex stainless steel chemical composition [130].

C Cr Ni Mo N S

0.02 22.1 5.6 3.1 0.18 0.001

A cylindrical sample was used as it has been shown that the 3D elastic stress field in an axisym-

metric sample can be back calculated from through thickness average energy dispersive strain mea-

surements [131, 132]. The sample geometry is shown in Figure 3.3; a notch was machined so that

the location of the fatigue crack is prescribed to facilitate continuous monitoring using Bragg edge

transmission imaging. The notch dimension was a/W = 0.2 (a = 1 mm, W = 5 mm).

Figure 3.3: Schematic of sample geometry.

It was important to ensure that a crack initiated within a known number of cycles that could fit in

the tight schedule of the beamtime. It was therefore essential to select a load that induced failure

within the order of several hundred thousand cycles as the test frame could reliably apply fatigue

load up to 10 Hz. The total number of test specimens available for preliminary investigations was
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restricted to seven due to a shortage of material. Whilst ten samples were machined in total, three

were retained for the in situ experiment, to ensure one test specimen and two spares were available

if a sample were to be accidently damaged during setup. In order to identify the appropriate load,

a number of specimens were tested before the neutron experiments at different levels of load and

their fatigue lives were measured; these can be seen in Figure 3.4. An initial maximum load, Pmax , for

preliminary testing was estimated by applying the Point Method approach to the Theory of Critical

Distances [133], which estimated that a maximum load of approximately 11 kN would be required

to damage the sample within the medium cycle fatigue regime at roughly 5 x 105 cycles. This proved

to be conservative and based on the results depicted in Figure 3.4, a maximum applied load of 16 kN

would be used for the in situ loading experiments. Using assumptions from Linear Elastic Fracture

Mechanics, the fatigue life of the sample was estimated to be less than 869,000 cycles, keeping within

the dedicated experimental beamtime [134, 111, 135]. In all tests R = Pmi n/Pmax = 0.01 was selected

as it often provides the closest agreement with the theory of critical distances and the tests were

carried out on an Instron 50 kN servo-hydraulic test frame at 10 Hz.

Figure 3.4: Fatigue life of seven samples, preliminarily tested to estimate a load at
which the sample could fail in a reasonable number of cycles. R = 0.01.

3.3.2 In situ loading Bragg edge transmission neutron imaging

The in situ loading neutron transmission imaging experiment was conducted using a 50 kN hy-

draulic Instron load frame at the ENGIN-X instrument at the ISIS Neutron and Muon Source, Ruther-

ford Appleton Laboratory, UK. The sample was fatigued at maximum load of 16 kN in displacement

control, with R = 0.01 and frequency of 10 Hz. Local compliance of the sample around the notch was

measured before each scan using an extensometer of gauge length 12.5 mm attached to the speci-

men. Crack nucleation would increase the compliance of the sample thus allowing an independent
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method to detect the crack. Similarly, peak-to-peak loads were continuously measured and moni-

tored visually as crack nucleation would result in a drop in the load allowing for further validation.

Peak-to-peak load monitoring was achieved using a high frequency load cell with the output signal

recorded using a National Instrument data acquisition system at 10 kHz. Load data were concur-

rently analysed using an in-house python code, providing graphical visualisation of the peak-to-

peak load variation every 250 cycles. Cyclic loading of the sample was paused, with the sample held

at maximum load, to allow for completion of Bragg edge imaging scans at 0, 2.5 x 105, 3.5 x 105, 4.5

x 105 and 5.145 x 105 cycles. A microchannel plate (MCP) neutron counting detector, designed by

Nova Scientific and University of California at Berkley, was used to obtain two-dimensional radio-

graphs, details of which can be found elsewhere [117, 136]. The MCP comprised a 2 x 2 array of

Timepix readout application specific integrated circuits (ASIC), with 512 x 512 pixels each 55 x 55

µm2 providing a total field of view (FoV) of 28 x 28 mm2 [137] On detection of a neutron, an elec-

tron avalanche is generated within the MCP pore that is subsequently counted by the ASIC readout

CMOS chip, along with the neutron ToF. For the cold and thermal neutron energies, detection effi-

ciency is approximately 50% [138], with a selected time resolution of 4.48 µs [118, 120].

As the MCP has been designed for a different beamline (the IMAT facility) and not for the ENGIN-

X beamline, a custom-built mounting arrangement was used to ensure that the distance between

sample and detector was minimised, reducing the negative impact of geometrical blurring. The

setup, seen in Figure 3.5, enabled a sample to detector distance of 25 mm. The measured ToF range,

between 5 ms and 68.3 ms, was chosen to ensure that Bragg edge positions of the most useful hkl

planes with highest intensities, for example the 110 and 111, were captured. A flat field scan, without

a mounted sample present, was recorded to normalise the scans for varying pixel response and non-

uniformity of the beam.

Figure 3.5: Experimental setup, demonstrating the sample position in relation to
the incident neutron beam and the MCP detector.
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ENGIN-X, a beamline dedicated to strain measurement, is designed for a high ToF resolution which

negatively impacts its neutron flux. Conversely, IMAT a dedicated imaging beamline, has much

higher flux but at the time of the experiment, was not capable of housing the 50 kN Instron load

frame. The experiment, therefore, had to be carried out at ENGINX which meant significantly longer

scan times than what is expected from an imaging beamline. A preliminary scan was performed on

the sample, with the quality of counting statistics being checked every hour, to ensure that spectral

data was satisfactory in all regions of the sample, regardless of the varying material thickness. It

was determined that 4-hour scans allowed for adequate acquisition statistics. Figure 3.6 shows an

example transmission spectrum for the duplex steel specimen, with certain Bragg edges and their

associated crystallographic phases (α or γ) exhibited.

Figure 3.6: Transmission spectrum for Alloy 2205 duplex stainless steel. The indi-
vidual hkl planes have been labelled with reference to their associated allotrope,

ferrite α-phase and austenite γ-phase.

The analytical function previously detailed (Equation 3.3) was used to fit Bragg edges and their asso-

ciated wavelength λ was extracted for each pixel, allowing for generation of two-dimensional maps.

The residual stress of the as-manufactured specimen was not the focus of this study thus, a stress

free specimen to determine the stress free Bragg edge wavelengths (i.e. d0) was not examined [51].

The values of λ0 were obtained at a region away from the notch prior to cycling. Due to the relatively

low flux available at neutron facilities, an individual pixel has a low signal-to-noise ratio [139]. Nev-

ertheless, counting statistics were improved substantially by employing a spatial binning technique,

at the sacrifice of effective spatial resolution [140, 141]. Analysis was completed pixel by pixel, whilst

recursively combining spectral information from a 39 x 39 pixel region, ensuring sufficient statistics

were available to fit the Bragg edges.
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3.3.3 Neutron tomography

After the in situ experiment, a neutron computed tomography (NCT) scan was performed on the

sample on the IMAT imaging beamline. The specimen was positioned 11 mm from the 2048 x 2048

pixel ANDOR Zyla CMOS 4.2 Plus detector [126]. The imaging camera does not distinguish between

the differing neutron energies, generating white-spectrum radiographies. For neutron CT, spatial

resolution is dominated by geometrical blurring because of sample positioning, which is in turn

dependent on the instrument specific beam divergence, referred to as the LB /DB value. This value

is calculated using the equation:

LB

DB
= lmax

dB
(3.6)

Where, LB is the distance between the beam focusing aperture and the camera (10 m), DB is the

aperture diameter (40 mm), lmax is the maximum distance between the sample and the camera (23

mm), whilst dB is the geometrical blurring.

The setup for NCT scans equated to geometrical blurring that provided a spatial resolution of ap-

proximately 92µm. The Nyquist-Shannon sampling theorem postulates that the minimum number

of projections (N ) required for a 360◦ rotation of the samples is calculated for cylindrical samples

using the equation [142]:

N = W π

dB
(3.7)

Where, W is the sample radius.

It was calculated that N = 204 would be sufficient, each projection count time was thus 30 seconds,

with rotations of 1.76◦ between each scan. Open beam scans (flat field), without the presence of

a sample, were taken before and after each tomography to normalise pixel-to-pixel variations in

sensitivity and the influence of fluctuations in beam intensity across the detector FoV. Dark scans

(dark field), with the shutter closed, were taken before the first and after the final tomography to

correct for electronic noise within the detector. Also, scans were performed at 180◦ and 360◦ to

correct for sample tilting.

Once the projections are recorded, they were reconstructed to produce a three-dimensional repre-

sentation of the specimen. Neutron tomography data is significantly noisier than X-ray tomography

due to a lower signal-to-noise ratio. For such datasets, the simultaneous algebraic reconstruction

technique (SART) is preferred to other forms of conventional reconstruction algorithms such as

filter back projection (FBP) [143]. SART is an implementation of the frequently applied iterative

technique, ART [122, 144], yet only requires one single iteration, significantly reducing the neces-

sity of computational power. The FBP and SART algorithms were both used to reconstruct the NCT

datasets to allow for comparison.
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3.3.4 X-ray computed tomography

A synchrotron X-ray computed tomography (XCT) scan was also recorded on the sample at Beam-

line I12 (JEEP), Diamond Light Source, UK [71]. As the X-ray attenuation coefficients for the ferrite

and austenite phases are very close (<3%), the scan was not expected to reveal any other microstruc-

tural information on the different phases in the duplex steel. The X-ray CT scan used a 90 keV

monochromatic parallel beam and the beamlines custom imaging detector, consisting of a 2560

x 2160 pixel PCO.edge sCMOS detector lens-coupled to a LuAG:Ce scintillator. The nominal pixel

resolution was 7.91 µm. A total of 1800 projections over 180◦ were captured with an exposure time

of 4.5 ms per projection.

Reconstruction of the X-ray CT data was completed using the Fourier based gridrec algorithm [145].

This method provides significantly higher quality images on well sampled tomographic data sets,

when compared to the conventional filtered back projection (FBP) algorithm [145].

3.3.5 Scanning electron microscopy

After the non-destructive methods were used to evaluate the crack initiated in the specimen dur-

ing in situ loading experiments, the sample was destructively tested to validate the non-destructive

observations. The sample was cooled in liquid nitrogen below its ferrite phase ductile to brittle tran-

sition temperature and pulled in tension using the Instron loading frame at ENGIN-X. This created

a final fracture surface that was distinctly different from the fatigue crack surface developed during

the in situ cyclic loading experiment, therefore allowing the fatigue crack geometry to be studied.

The fracture surface was examined using JSM-6610LV low vacuum scanning electron microscope

(SEM), at the Research Complex at Harwell (RCAH), UK.

3.3.6 Finite element analysis

Once a fatigue crack nucleates, the stress field in the sample changes to accommodate the reduction

in the uncracked ligament as well as the stress concentration around the crack front. To calculate the

strain field expected in a cracked sample, ABAQUS version 6.14-2 [146] was used to develop a static

three-dimensional elastic-plastic model. The crack geometry as viewed by SEM (see Section 3.4.1)

was simulated in the model. A schematic of the model can be seen in Figure 3.7. Mesh refinement

was completed in the region of interest, surrounding the crack and the notch, using a mesh size of

0.1 mm, quadratic tetrahedron elements (C3D10). Since there was no unloading simulated, no par-

ticular specification on the type of hardening for the plastic behaviour of the material was required,

thus isotropic hardening was assumed. The material properties have been obtained from prior work

[147]. A quarter of the sample was modelled, taking advantage of the samples symmetry in the z-

axis. Symmetry in the y-axis was included to simulate the presence of the crack, through applying

symmetry boundary conditions on a partitioned region of corresponding geometry to the crack, as

viewed with the SEM. The boundary condition allows for the rotation of the cross-section plane in-

duced by the combined tension and bending of the cracked sample to be simulated. A concentrated
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load was applied through a single reference point that was distributed across the top of the sample,

as it was assumed that this would best simulate the influence of a bending moment induced by a

substantial crack whilst under tensile load.

Figure 3.7: Schematic of the finite element model used to examine theoretical elas-
tic strains in the cracked sample, assuming symmetry to simulate the crack geom-
etry, as viewed by SEM. (Left) Mesh, (Middle) symmetry and loading conditions,
(Right) examples von-Mises stress distribution from the FEA results in 3D and cross

section.

3.4 Results

3.4.1 Fatigue life of test specimen

The cyclic loading was paused during the experiment and scans were performed at 0, 2.5 x 105, 3.5

x 105, 4.5 x 105 and 5.145 x 105 cycles. A sudden drop in the peak-to-peak load was observed at

roughly 5.0 x 105 cycles (see Figure 3.8), with a crack at the notch becoming visible by eye at 5.145 x

105 cycles. From the peak-to-peak load, it could be suggested that a crack was nucleated earlier at

1.6 x 105 cycles (note the gradual peak-to-peak drop), or possible just before 3.5 x 105 cycles (note

the significant and visible peak-to-peak drop).

Figure 3.9 shows the SEM images taken from the fracture surface of the sample. The specimen has

lost its circular cross section, which indicates some deformation has occurred whilst destructively

pulling the sample apart. The fatigue crack growth region is clearly visible as a smooth area typical

of ductile fatigue; the final shape of the crack front is obvious in the central image. The large fatigue

failure area is accompanied by the rough area (bottom right figure), characteristic of ductile fracture.

The interface between these two regions (bottom left) signifies the final crack front during the in
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Figure 3.8: Peak-to-peak load versus the number of cycles. The dashed lines in-
dicate when fatigue loading was paused to complete a neutron transmission scan,

with the sample held at the maximum load.

situ experiment. The crack has propagated in an asymmetric fashion, which is potentially related to

slight misalignment of the Instron loading frame used during the in situ experiment.

Figure 3.9: (Centre) x13 Image of crack topology, which no longer appears circular
due to deformation during the pulling process. (Clockwise from top left) x75 BSE
image of proposed crack initiation site; x60 SEI of ductile fatigue region close to the

notch; x110 SEI of the ductile fracture region; x100 SEI of crack tip region.
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3.4.2 In situ energy dispersive neutron imaging

The bcc {110}α and fcc {111}γ lattice planes were used to measure strain in the ferritic and austenitic

phases of the duplex steel respectively at peak load. As seen in the materials transmission spectrum

(Figure 3.6), the height of both edges are significantly greater than any other Bragg edges in each

phase. Most importantly, the {110}α and {111}γ plane families have both previously been used suc-

cessfully to measure strain, demonstrating reasonable agreement with bulk elastic response [114,

148].

Figure 3.10 shows the elastic strain maps and the elastic strain along the notch for both hkl planes

bcc {110}α and fcc {111}γ at various intervals throughout the cyclic loading. It should be noted that

the full field beam measures the average strain through the thickness of the specimen, which varies

due to its circular cross section across the map. These results demonstrate the crack may have nu-

cleated prior to 250,000 cycles, as the strain visibly increases relative to pre-loading. Also, there is a

distinctive strain redistribution when the fatigue crack has propagated to a significant size at 514,500

cycles. The effect of the fatigue crack can be identified more clearly in the {110}α elastic strain maps

compared to the corresponding austenitic {111}γ maps. For both maps generated at 514,500 cycles,

the region associated with crack tip stresses, which appears to have contributed most significantly to

the clear strain redistribution has been labelled, localised crack tip stress. Analysis of ferritic strain

partitioning between the ferrite and austenite phases of the duplex steel was not the primary objec-

tive of this study. However, it can be seen in the maps that the ferrite phase is carrying more of the

strain in the material. This is in agreement with previous studies on duplex stainless steels, which

demonstrated stiffness in the ferrite is generally greater than in the austenite [149]. The diffraction

elastic moduli of {110} and {111} are 242 GPa and 214 GPa respectively [150] which along with strong

texture typically observed in wrought duplex stainless steels [151] can account for the strain par-

titioning observed in the measurements. The error of measured strain corresponds to uncertainty

in determining the Bragg edge position, like strain measured using Bragg peak analysis. The Bragg

edge fitting error in the strain map generation is 3.82 x 10−4 for {110}α and 4.29 x 10−4 for {111}γ. This

translates to strain errors of roughly 94 µε and 103 µε for {110}α and {111}γ, respectively.

Small regions of extremely high compressive stress, with some examples labelled non-converging

pixels, correspond to areas where it has not been possible to fit the Bragg edge. This occurs more fre-

quently in the {111}γ data, particularly at 0 cycles and after the crack has been nucleated at 514,500

cycles. This also suggests that strain in the austenitic material is more difficult to study for duplex

steels, as maps for both edges at each number of cycles are generated from the same data set. The

presence of plasticity will generate high intergranular strains, known to impact strain measurement

accuracy [152]. Yet this effect is assumed to be negligible as the influence of localised plastic strains,

associated with crack tip stresses, will have diminished on averaging through the entire material

thickness.



61

Figure 3.10: (Left) The elastic strain maps generated using the ferritic 110 and
austenitic 111 planes, at six points through the samples fatigue life. The strain
gradually increases as the crack propagates and the cross section reduces. (Right)
Graphical representation of the elastic strain measured along the notch, support-
ing crack nucleation may have occurred prior to 250,000 cycles. The final scan at
514,500 cycles clearly demonstrates the expected redistribution of stress associ-
ated with a crack of significant size. The compressive strain observed in the final
stage is due to out of plane bending of the sample as the crack propagates non-

symmetrically.

3.4.3 Post-fatigue CT imaging

Figure 3.11 displays reconstructed slices from neutron and X-ray tomography scans. The virtual

slices of NCT were obtained using FBP and SART algorithms with and without a median 3 x 3 fil-

ter. Figure 3.11 also demonstrates the values of signal to noise ratio (SNR) and contrast to noise

ratio (CNR) for each algorithm used for NCT reconstruction. CNR and SNR were calculated using

a slice 40 mm from the notch and Equations 3.8 and 3.8 [144, 153]. The visual inspection of the re-

constructed slices, presented in the Figure 3.11, appears to demonstrate that SART is the favoured

algorithm for the noisy neutron data set. This is confirmed by the CNR and SNR values. Background

noise is further reduced on application of the filter, again supported by higher SNR and CNR. For

context, the X-ray reconstruction SNR and CNR values were 42940 and 579, respectively.

SN R = µsi g

µbg
(3.8)
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C N R = µsi g −µbg

σbg
(3.9)

Where, µsi g and µbg are mean pixel value for the signal area (inside the sample) and background

area (outside the sample), whilst σbg is the background areas standard deviation.

Figure 3.11: (Top) Reconstructed slices of the X-ray data using the gridrec algo-
rithm, with FBP and SART algorithms for neutron data. Slices were all taken 40 mm
from the notch, to ensure the crack did not influence results. (Bottom) Quantita-
tive representation of neutron reconstruction qualities using their SNR and CNR.

Volume rendering of both reconstructed data sets was completed in Avizo 9.3.0 software [154]. The

better spatial resolution of XCT (∼ 7.91 µm) offers a greater opportunity to examine the crack mor-

phology compared to NCT which has poorer spatial resolution (∼92.0 µm). It was therefore more

difficult to visualise the crack using NCT. Using the filtered SART reconstruction algorithm for NCT

reconstruction, however, it was possible to distinguish the crack. The side-by-side comparison of

XCT and NCT crack profile in Figure 3.12 confirms this. The X-ray reconstruction shows a clear

crack outline, due to the high spatial resolution of X-ray tomography, and with significant attenua-

tion contrast between steel and air, confirming the shadow witnessed in the neutron image is caused

by the crack.

The X-ray absorption behaviour is considered the same for both phases but it is apparent that the

NCT can provide information on the duplex steel phases, as there is visible contrast as a result of

the austenite and ferrite. Whilst localised microstructural features, such as carbides, are certainly
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present in the material, it is unlikely that they would greatly influence the NCT image quality, as

their size is generally much smaller than that of the techniques spatial resolution [155]. Figure 3.12b

demonstrates how it is possible to examine the internal variations in phase, and potentially with

improved resolution allow for the development of a range of post-processing correlative techniques,

to be discussed in Section 3.5. This variation in the greyscale offers a chance to analyse the NCT data

using digital volume correlation if the before and after loading volumetric images were available.

Figure 3.12: Slice from rendered X-ray CT (a) and neutron CT (b) at the same lo-
cation, allowing for direct comparison of the techniques regarding their ability to

visualise the crack profile.

Figure 3.13 compares the fractographical crack topography seen using SEM with the crack morphol-

ogy observed in a cross-section of the rendered and segmented XCT data. Crack segmentation using

the rendered neutron data was not possible as there was insufficient contrast between the crack and

surrounding metal. Comparing the segmented XCT and SEM images allows for valuable insight into

the limitations in most accurate non-destructive (i.e. XCT) and destructive methods. Whilst the

morphology of the crack in both images are very similar, it appears that regions close to the crack tip

have been omitted in XCT data as the opening of the crack was less than the spatial resolution of the

tomography data.

3.4.4 Finite element analysis

Bragg edge imaging measures average through thickness elastic strain. Therefore, the same through

thickness averaging on the elastic component of strain was performed on the FE results. This aver-

aging takes into account the higher stress field around the crack tip as well as the bending stress that

is induced in the sample due to the crack invalidating the initial axisymmetric condition of the sam-

ple. No differentiation between the phases were considered in the model, and the macromechanical

material properties of the duplex steel were considered. Figure 3.14 shows the comparison between

the FE results and measurements made on {110}α and {111}γ along a profile passing through the
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Figure 3.13: The crack as seen using (a) SEM note the distortion that occurred
whilst pulling the sample apart; (b) by segmenting the crack using X-ray CT. This is
the area over which the neutron Bragg edge tomography measures average strain.

centre line of the notch. Figure 3.14 shows a good agreement between the FE results and the exper-

imental measurements although {110}α measurements are closer to the model than {111}γ which

could be explained by the significant difference in levels of texture between the two phases.

3.5 Discussion and future work

3.5.1 Discussion

The aim of this investigation was to detect and quantify the effects of a crack using various non-

destructive techniques: neutron Bragg edge transmission imaging, neutron computed tomography,

X-ray computed tomography. The non-destructive findings were validated against a destructive

scanning microscopy analysis. Bragg edge transmission imaging was demonstrated to identify the

presence of a crack in situ, through the generation of strain maps. Although a quantitative method

that measures the average strain through the sample, Bragg edge imaging is incapable of resolving

crack morphology. Alternatively, it was shown that neutron tomography can be used to create a

three-dimensional representation of the crack in the sample as well as observing contrast in the du-

plex stainless steel specimen due to its two different phases. X-ray tomography has a much higher

spatial resolution, which could be used to segment the crack in a volumetric image more precisely.

However, the low penetration depth of X-ray in engineering materials such as steel can be limiting.

It is also not possible to resolve different phases of duplex steel in X-ray absorption contrast tomog-

raphy due to the similarity between their attenuation coefficients. Other techniques such as X-ray

propagation phase contrast tomography might be used for this purpose [156].
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Figure 3.14: (a) Comparison of measured {110}α and FEA elastic strain running
parallel to the notch for the cracked sample. (b) Comparison of measured {111}γ
and FEA elastic strain running parallel to the notch for the cracked sample. Inset
on both graphs is the corresponding strain map. Typical µε error corresponding to
the Bragg edge fitting error for the 39 x 39 pixel spatial binning used for strain map
generation. (c) Elastic strain from FEA on the cracked cross section of the sample

with assumed beam direction relative to the crack.

The specimen was designed to be axisymmetric so that the strain field across its cross-section could

be back-calculated from the through thickness average strain measured using the full field beam in

the Bragg edge imaging experiment. The crack propagated unsymmetrically through one side of the

specimen invalidating its axisymmetric condition. It was therefore not possible to back-calculate

the strain variation through the cross-section analytically. Instead, a three-dimensional finite ele-

ment model was created whose crack geometry was representative of that observed in the scanning
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electron microscopy study.

It was also concluded that strain accuracy is significantly better for the ferritic {110}α edge, than that

of the austenitic {111}γ edge. The NCT technique also demonstrates the presence of a crack, yet

is restricted by lower spatial resolutions, especially when compared to the more conventional XCT.

Both neutron imaging techniques hold great promise, with the potential to be used in conjunction

with each other for correlative studies.

Directly compared with X-ray computed tomography, the neutron computed tomography appears

to be lower in quality, as seen in Figure 3.12. It was observed that NCT has the ability to distinguish

different phases in the duplex steel, potentially providing an opportunity to be used with quan-

titative three-dimensional strain measurement techniques such as DVC. Despite having a greater

spatial resolution, the XCT cannot resolve near-tip crack morphology when the sample is unloaded.

This is likely due to the crack closure after unloading. It has been shown that for accurate observa-

tion of cracks, in situ loading experiments that keeps the crack open are more successful [157].

Finite element analysis of the sample was performed which included information from the crack

morphology obtained using SEM analysis. Strain measured in the ferritic {110}α is of a comparable

order of magnitude to that of the FEA, with a clear drop when averaging entirely along the crack tip,

similar the FEA. The austenitic {111}γ edge measures unrealistic magnitudes of strain, and whilst the

maps provide evidence of a crack, the strain measurements are less accurate.

The differences between the strains that are measured experimentally and calculated by FEA are

likely to be caused by the crack front not being completely perpendicular to the beam direction,

which was assumed when modelling. The neutron transmission scan was performed with the crack

opening being very nearly perpendicular to the incident beam, yet even small misalignments can

cause noticeable shifts in the relative crack position, as seen in the strain cross-section. The scan

being averaged through the material thickness, however, only provides useful information because

the sample is suitably orientated in a appropriate direction.

3.5.2 Future work

This study demonstrated the potential of Bragg edge transmission imaging for detecting the pres-

ence of cracks, through the generation of two-dimensional strain mapping. To improve count-

ing statistics, it would be recommended to scan for longer times, which would eradicate the non-

converging regions, whilst also allowing for a reduced spatial binning area and improved effective

spatial resolution. The next steps for the Bragg edge technique would be development of a three-

dimensional elastic strain field, by completing Bragg edge tomographic scans at many different an-

gles. This is a technique currently under development, with the theoretical and practical issues

around it being tackled by others [131, 132]. Also, through the development of microstructurally in-

formed models, for example crystal plasticity finite element modelling, it may be possible to develop

a greater understanding of the difference between the strain measured in the ferritic and austenitic

phases, assuming that material texture has been measured accurately.
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For neutron CT, the practical aspects are current, with dedicated imaging beamlines continuously

advancing the technology used to improve spatial resolution. For example, the IMAT beamline has

recently introduced a cooled CCD camera, capable of reducing noise and therefore improving the

quality of images. Once spatial resolutions improve enough to perform DVC, the ability to measure

total three-dimensional strain should become viable using duplex stainless steel. With Bragg-edge

strain mapping allowing for analysis of the elastic strain field, and neutron tomography with DVC

providing the total strain full field, a combination of both techniques could give a greater under-

standing on crack tip elastic and plastic strain evolution.

It may also be possible to develop a correlative technique between neutron and X-ray tomography

results. The crack morphology is much clearer in the X-ray images, yet it is not possible to visualise

grain boundaries. The crack morphology is much less visible in the neutron images, yet the pres-

ence of phases may become clear with better spatial resolution. On registration of both volumes, it

may be possible to correlate the crack and the presence of grain boundaries, providing important

information on crack propagation behaviour in duplex stainless steels.

3.6 Concluding remarks

• Bragg edge transmission imaging can be used for generating two-dimensional maps of the

average elastic strain, with spatial resolutions sufficient to see the influence of large fatigue

cracks, with ferritic steel delivering better results. Spatial resolution can be improved further

to get greater detailed information on localised crack tip stresses.

• Neutron CT allows for visualisation crack profiles, yet with poorer spatial resolution than that

of established X-ray absorption CT. Neutron CT images do however provide information on

the presence of different phases, and potentially on granular displacements, suggesting DVC

is possible.

• Once both techniques reach a certain stage of development, combining results of both may

allow for the study of three-dimensional plastic strain. Also, it may be possible to correlate

between the information provided in neutron and X-ray tomography to further understand

crack growth propagation along grain boundaries.
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Abstract: Premature failure of wind turbine gearbox bearings is an ongoing concern for industry,

with sudden overload events potentially contributing towards raceway damage, significantly hinder-

ing performance. Subsurface stresses generated along a line contact cause material yielding, and a

probable crack initiation site. Currently, the ability to study subsurface plastic zone evolution using

non-destructive techniques is limited. Neutron Bragg edge imaging is a novel technique, allowing for

two-dimensional mapping of the Bragg edge broadening parameter, indicative of bulk plastic defor-

mation. An experiment on the ENGIN-X strain scanning instrument, at the ISIS neutron source, UK,

was setup for Bragg edge transmission imaging, to measure the effect of in situ loading on the raceway

of a bearing, scaled-down from a traditional wind turbine gearbox bearing. Results demonstrate a

strong correlation between load and the Bragg edge width, and allow for future experimental devel-

opment in studying, not only the effect of overloads on fatigue life, but also the use of neutron imaging

for evaluating plastic deformation in engineering components.
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4.1 Introduction

Wind turbine gearbox bearings, even after decades of engineering optimisation, are still considered

to be the root-cause of many failures. Even with the presence of ISO gearbox design standards and

specifications [158], bearings continue to fail significantly prematurely, when compared to their de-

sign lifetimes [159]. Within the UK, 35.1% of claims processed from wind turbine operators were

due to the deterioration of the gearbox [14]. The detrimental impact on installation and operating

costs of wind turbines has directed research attention towards further understanding the causes of

failure.

Cylindrical roller bearings, such as those found in a wind turbine gearbox, are generally designed to

withstand heavy radial loads at moderate rotational speeds [28, 27]. Whilst there are various roller

bearing failure mechanisms operating simultaneously, rolling contact fatigue (RCF) contributes

substantially. RCF may occur in the subsurface, with many studies indicating cyclic subsurface shear

stresses, combined with inherent defects, significantly contribute to damage in the static raceway

[160, 161, 162].

Sudden torque spikes associated with transient conditions and inertial effects within the gearbox

induce large plastic strain in the subsurface of the static raceway [16]. Along with continued cyclic

shear strains caused by RCF, failure within this region is inevitable. Subsurface yielding resulting

from sudden overload events is a recognised cause of premature failure, with Hertzian contacts

displaying greatest shear stresses in the subsurface [163]. Evaluating the evolution of subsurface

plasticity for complex geometries, such as bearing contact sites, is yet to be fully evaluated with

non-destructive techniques.

Laboratory destructive techniques such as scanning electron microscopy (SEM) and electron

backscatter diffraction (EBSD) have been used to characterise the damage caused by sub-surface

plasticity. It has been observed that subsurface plastic deformation damage in bearings is often

associated with butterfly cracking at the white etch area (WEA) [164]. WEA is a region associated

with nano-recrystallised carbide-free ferrite [165]. EBSD has been used to measure strain associ-

ated with fatigue cracks [166]. EBSD has also been successfully used to measure plastic strains in

polycrystalline material [167], in combination with SEM. This technique uses the variation in crys-

tal orientation in respect to a reference configuration, along with the analysis of local dislocation

density distributions to provide accurate plastic strain measurements. It is however restricted to

near surface measurements, typically to depths of 10-50 nm [168], meaning that in situ bulk strain

measurements are highly impractical.

It is now common practice to non-destructively measure elastic strain in materials using higher en-

ergy techniques, such as synchrotron X-ray [169, 170, 171]. X-ray diffraction application to quantify

plastic strain is limited however [115]. In X-ray diffraction, lattice spacings for specific hkl planes

(hkl being the miller indices [42]), represented as Bragg peaks are measured. The change in spacing

is associated with elastic strain, calculated by measuring the shifts in these interplanar spacings [63].

Attempts have been made to measure plastic strain in diffraction methods by correlating the plas-

tic deformation with the Bragg peak width [172]. Plastically deformed materials exhibit diffraction
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peak broadening, with this effect becoming more prominent as levels of plasticity increase [172].

Full width at half maximum (FWHM) of the diffraction peaks are often used as measure of plastic

strain [173]. However, the ability to use this peak broadening effect to quantify plastic strain is lim-

ited since other mechanisms such as stacking faults and/or planar defects also contribute towards

peak broadening [174]. Other external factors contributing to peak broadening, impacting the re-

liability of measurements, include instrumental effects, notably when comparable with dislocation

density being correlated with plastic deformation [175].

Similar to X-ray diffraction, neutron strain diffraction has developed significantly in recent decades

[74], with advantages and disadvantages over synchrotron X-ray diffraction strain measurement

techniques. Neutrons are capable of penetrating greater depths in typical engineering components,

such as metals and metal matrix composites [176, 177]. Neutron scattering behaviour permits the

investigation of materials possessing low atomic masses, with this benefit being utilised, for exam-

ple, to directly study hydrogen trapping sites during the hydrogen embrittlement of bearing steel

[129]. On the other hand, synchrotron X-rays provide enhanced spatial resolution and incident flux,

compared with neutron techniques, greatly reducing the time required for data acquisition [63].

Bragg peak broadening investigations are also used in neutron diffraction [172, 178]. For example

Huang et al observed increases in FWHM as a results of increased dislocation density, associated

with gross plastic deformation during an in situ tensile loading experiment using annealed nickel

alloy [179].

In this paper, Bragg edge transmission imaging has been used to identify the presence of plastic

strain, through observation of edge broadening. This neutron imaging technique provided the op-

portunity to measure and generate two-dimensional maps of averaged elastic strains and observe

plastic zone evolution in bulk materials with high spatial resolution [136]. FEA was used to compare

simulation with experimental plastic zone evolution, allowing for result validation and a reliable

method for predicting changes in subsurface plasticity.

4.2 Experimental design

4.2.1 Neutron Bragg edge transmission imaging

Neutron Bragg edge transmission imaging, or energy-dispersive neutron imaging, is a less con-

ventional neutron scattering technique. As with the more established time of flight (ToF) and

monochromatic neutron diffraction methods, it can be used to obtain strain information from poly-

crystalline materials non-destructively. Neutron transmission spectra contain sudden increases of

intensity above the critical wavelength at which Braggs law is no longer satisfied, and diffraction no

longer occurs for a given family of (hkl) lattice planes [114]. These points of sudden change in inten-

sity, known as Bragg edges, occur at wavelengths corresponding to 2dhkl (twice the lattice spacing).

An exaggerated comparison between a Bragg edge from an unloaded and loaded sample can be seen

in Figure 4.1. The shift in edge position, λ, is associated with elastic strain, whilst the broadening

effect, σ, is indicative of plastic deformation.
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Figure 4.1: Comparison of Bragg edge taken from an unloaded and loaded sample,
exaggerated to distinctly demonstrate the shift in edge position, λ, resulting from

elastic strain, and edge broadening, σ, caused by plastic deformation.

Measuring strain from shifts in Bragg edges is analogous to more common strain measurements

from diffracted Bragg peaks. However, whilst conventional neutron diffraction is a point measure-

ment technique, energy-dispersive neutron imaging allows for the generation of strain maps with

spatial resolutions dependent on the individual pixel size of the detector [121]. Due to the increased

neutron intensity measured in transmission, compared to that of a diffracted Bragg angle, data ac-

quisition times for Bragg edge transmission imaging are significantly shorter than that required for

neutron diffraction. Using neutron diffraction to generate a strain map of the same dimensions as

a transmission scan region of interest, multiple individual point scans would need to be acquired.

Depending on the diffraction gauge volume and number of point scans this could take several hours

[94]. Neutron time of flight information is used to calculate wavelength with Equation 4.1.

λhkl =
hToF

mL
(4.1)

Where, λhkl is the neutron wavelength, h is Plancks constant, ToF is the neutron time of flight, m is

the neutron mass, and L is the flight path from source to camera (neutron detector).

The wavelength can then be correlated with the interplanar spacing dhkl using Equation 4.2.

λhkl = 2dhkl si nθ (4.2)

Where, λhkl is the wavelength at which the {hkl} plane diffracts the neutron beam, dhkl is the lattice

spacing of the {hkl} plane. 2θ is the angle between the incident and the diffracted beam. Therefore,

in the case of neutron transmission, 2θ =π.
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The average strain component in the beam direction may be calculated using the definition of strain

expressed in Equation 4.3.

ε= dhkl −d 0
hkl

d 0
hkl

(4.3)

Where, d 0
hkl is the interplanar spacing of the unstrained material. The strain accuracy of the method

has been previously estimated as ∆ε≈ 10−5 [120].

In a neutron Bragg edge transmission experiment, if counting times are long enough to gather data

with sufficient statistics, the shape of the edges may be fitted using the analytical function, expressed

in Equation 4.4 [120]:

B(dhkl , t ) = 1

2

[
er f c

(
− t − thklp

2σ

)
−exp

(
− t − thkl

τ
+ σ2

2τ2

)
er f c

(
− t − thklp

2σ
+ σ

τ

)]
(4.4)

In which t is time, thkl is the time of flight associated with {hkl} plane, τ is a constant associated with

the instrumental pulse width (pre-determined experimentally [120]), and σ defines the width of the

Bragg edge.

The σ parameter is increased by the presence of higher intragranular strain caused by dislocations,

and fluctuating intergranular strain within a specific region [180], analogous to FHWM in a diffrac-

tion peak. As Bragg edge broadening, and increases in the σ parameter, are indicative of plastic

deformation, experimental results focus on this relationship. The ability to map this broadening pa-

rameter offers the unique opportunity to qualitatively image the evolution of subsurface yielding in

an overloaded roller bearing.

4.2.2 Test bearing

Wind turbine gearbox bearings are large components, unsuitable for neutron strain measurement

techniques due to their high attenuation. A SKF, NU1010 ECP bearing was used in this research as it

provides the opportunity to scale-down the sample size whilst maintaining the contact conditions

experienced in a wind turbine gearbox bearing. It was ensured that the selected sample bearing

has the same average contact pressure through the contact area as the wind turbine bearing. The

selected bearing has an outer diameter of 80 mm and bore diameter of 50 mm, with a thickness of 16

mm (along x-direction see Figure 4.2) being of notable importance for this experiment, as this allows

sufficient neutron penetration within the neutron wavelength range of interest (0.5 – 6 Å). Material

properties for AISI 52100 bearing steel can be found in Table 4.1, whilst chemical composition is

detailed in Table 4.2.

Experimental work using the same bearing has demonstrated that there is reasonable agreement

between the stress measured experimentally by X-ray diffraction and that predicted by Hertzian

contact mechanics [183]. Therefore, the elastic limit load of the bearing can be calculated by us-

ing theoretical Hertzian equations. The elastic limit load is based on the following rearrangement
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Figure 4.2: Finite Element Model Boundary Conditions.

of Hertzian contact equation, assuming that the bearing elastic limit load is reached once the maxi-

mum von-Mises stress in the contact stress field reaches the materials yield stress.

F Y = LπR∗

E∗
(
pY )2

(4.5)

pY = 1.67σY (4.6)

Where, pY , F Y , L, R∗ and E∗ are the limit contact pressure, limit load, line contact length, equivalent

radius, and equivalent Youngs Modulus, respectively. σY is materials yield stress. The equivalent

Youngs modulus and the equivalent radius are calculated using Equations 4.7 and 4.8, respectively.

1

E∗ = 2(1− v2)

E
(4.7)
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Table 4.1: AISI 52100 Properties [181].

Property Symbol Value

Density [kg /m3] ρ 7830
Young’s Modulus [GPa] E 201

Poisson’s Ratio v 0.3
Yield Stress [MPa] σY 1410

Table 4.2: AISI 52100 Chemical Composition [182].

C Mn Si Cr Cu S

0.95 - 1.10 0.20 - 0.50 ≤0.35 1.30 - 1.60 ≤0.025 ≤0.025

1

R∗ = 1

R1
+ 1

R2
(4.8)

To assess the effects of plastic overload on the life of the selected bearing, its life in normal conditions

is to be calculated and compared with the overloaded reduced life measured experimentally. As the

bearing life expectancy is largely statistical, it is standard practice to use the basic rating life, L10,

defined as the length of time in which 10% of bearings fail, stated in millions of cycles [37]. Basic

rating life is calculated using the following equation [184]:

L10 =
(

C

P

)p

(4.9)

Where, C is the bearing dynamic load rating, P is the applied pressure and p is the load-life expo-

nent ( 10
3 for roller bearings [184]). Adjustment factors may be used to predict life times with varying

probabilities of failure [185], for example to calculate the expected time for 50% (L50) or 90% (L90) of

bearings to fail.

4.2.3 Finite element analysis

It was critical to have an estimation of the bearing sub-surface plastic zone size as a function of

applied load before the experiment. This is to determine an appropriate load, whereby the plastic

zone can be identified using a neutron Bragg edge imaging detector with certain pixel size. A three

dimensional finite element model was developed using ABAQUS version 6.14-2 [146] to estimate

subsurface plastic zone evolution in the outer raceway. Schematic of the model can be seen in Fig-

ure 4.2. The raceway and the rolling elements were modelled using quadratic elements (C3D20R).

Deformation of the rest of the component, i.e. the case of the shaft and the rigs cage, was ignored by

modelling it as a rigid body; bilinear rigid quadrilateral elements (R3D4) were used. As the region of

interest (i.e. the outer raceway area close to the raceway-roller contact site) has high stress gradient

profiles, a mesh refinement was performed in that zone. The contact area at the outer raceway was
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modelled using a mesh size of 0.02 x 0.02 mm, the elements in the contact area (indicated in Figure

4.2) on the roller bearing were doubled in size, where its corresponding contact surface was defined

as a master surface to prevent penetrations on the roller contact surface. This assumption was made

as the roller surfaces are normally harder than the surface on outer raceway. The contact interac-

tion was assumed to be frictionless for all the contact interactions in the model, also the contact

between the roller and the outer raceway was modelled as a line contact, no effects on logarithmic

profile were included. Assuming symmetry in the x-axis and θ-axis, a quarter of the bearing was

modelled.

The model simulates the elastic-plastic behaviour of overloading, where initial yielding is governed

by the distortion energy hypothesis (i.e. von-Mises stress). An isotropic hardening rule was used

in the FE model derived from the stress-strain curve for AISI 52100 [186]. The model was solved in

quasi-static conditions. Density values should be included in the analysis even though the inertial

effects are going to be neglected, solving convergence issues during contact initiation between bod-

ies in load-controlled problems. The active yielding zone, defined as the region where the material

von Mises stress reached the materials yield stress, was of most importance for this analysis. The

elements in the model where this condition is reached are flagged and their volume were added to-

gether by an in-house MATLAB code. Figure 4.3 demonstrates the evolution of the expected plastic

area from initiation at 10.3 kN to 34 kN, where plasticity has propagated to the raceway surface. Val-

idation was completed by comparing the FEA predicted values of pY and F Y , with those calculated

using Hertzian contact stress theory. The results, reported in Table 4.3 shows excellent agreement

validating the model.

Figure 4.3: Subsurface plastic zone as predicted FEA, from initiation (10.3 kN) to
the load at which yielding reaches the raceway surface (34 kN).
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Table 4.3: Contact pressure and load yield limits.

FE Model Theoretical Prediction Absolute Error (%)

pY [MPa] 2894.92 2805.6 3.18
F Y [N] 9894.92 9285 3.90

4.3 Experiments and results

4.3.1 Bearing fatigue

To study the influence of overload events on the bearing life, a fixed raceway loading frame (FRLF)

was designed to recreate an overload event within an isolated outer raceway, using a single rolling

element. Fatigue tests were completed offline at University of Sheffield, UK, as neutrons were only

required for the static overload experiment. The FRLF was mounted in an ESH servo hydraulic dy-

namic test machine (capacity 150 kN) with a Moog closed loop controller. Figure 4.4 shows the setup

of the overload experiment and details of the designed overloading frame. The test frame allowed

static overloads to be applied on the bearing in displacement control at a rate of 0.2 mm/min and

fatigue loads to be applied at 15 Hz.

Figure 4.4: (a) Roller bearing and FLRF assembly. (b) CAD cross-section of the as-
sembled FRLF visualising contact site (red line). (c) Experimental setup on ENGIN-

X instrument, with MCP detector.

The most extreme loading condition where yielding reaches the raceway surface, as shown by FE

simulation (see section 4.2.3), was overloading at pover load = 34 kN. A static overload at 34 kN was



78

followed by a fatigue load of pmax = 10 kN (maximum load below initiation of subsurface yield-

ing, according to FE) and pmi n = 100 N. Sinusoidal loading was applied on the sample. The R ra-

tio (pmi n/pmax ) of 0.001 intended to recreate the effect of roller passage, imitating pressure being

removed from the raceway without repeated impact. After 5 million cycles (equivalent of approxi-

mately 2.78 x 105 revolutions), a well-defined crack was observed propagating axially along the line

contact position. This signifies an approximated 64% reduction in the dynamic load rating, as a

result of damage induced by the overload.

Figure 4.5: Optical microscope image of the fracture surface under x20 magnifica-
tion, with graphical representation of the subsurface shear stress at 34 kN, calcu-

lated using Hertzian contact mechanics.

Figure 4.5 shows the fracture surface of the bearing midway through its width (xz-plane) taken by

an optical microscope with x20 magnification. The theoretical variation of the shear stress radially

through the thickness of the bearing is included in this image with the point of maximum shear

stress also being indicated. It can be seen that a region of significant microstructural alteration is

present at depths between roughly 300 µm and 450 µm. A SEM image of this area is shown in Figure

4.6, which shows a transition between the regions of highest shear stress caused by overload and

the fatigue cracking region. The smoother surface, in the overload affected zone, is characteristic

of ductile fatigue, whilst the region closest to the surface is rougher with spherical voids visible,

indicative of ductile fracture. This experiment confirmed that an overload of 34 kN reduced the life

of the selected bearing. The shape and magnitude of the plastic zone was then investigated in depth

using neutron transmission Bragg edge imaging.
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Figure 4.6: SEM image (x300 magnification) of the transition between the region
of highest shear during fatigue loading, the altered microstructure in the region of
maximum shear from overloading, and the coarse pearlitic microstructure present

in the unaffected zone.

4.3.2 Bragg edge imaging

This experiment was conducted on the ENGIN-X instrument at the ISIS pulsed neutron spallation

source, located at the Rutherford Appleton Laboratory, UK. The FLRF was mounted on a 50 kN hy-

draulic Instron load frame, to overload an outer raceway using a single rolling element in situ (as in

Section 4.3.1).

Bragg edge neutron transmission imaging was undertaken using a ToF neutron camera, based on

a microchannel plate (MCP) detector, designed by Nova Scientific and University of California at

Berkley, for the IMAT imaging beamline at ISIS neutron source [136, 119]. The MCP consists of a 2 x

2 array of Timepix readout application specific integrated circuits (ASICS), with a total field of view

of 28 x 28 mm2 (512 x 512 pixels with individual pixel sizes of 55 x 55 µm2) [137]. Within a pixel, a

detected neutron generates an electron avalanche which is registered by the ASIC (CMOS) readout

chip, whilst the neutron arrival time is also registered. For this experiment, a time resolution of 4.48

µs was set. The MCP has a detection efficiency of approximately 50% for neutron energy ranges

relevant for to this study [138]. Details of the detector and its specifications can be found elsewhere

[139, 137].

The MCP was positioned using a specially designed mounting arrangement, unique for this exper-

iment (see Figure 4.4c). Due to the non-uniform divergent nature of the neutron beam, it is prefer-

able to minimise the distance between the sample and the detector in an imaging experiment. The

camera was positioned at 48 mm from the furthest edge of the bearing raceway, as the FRLF ge-

ometry restricted the minimum distance. The scans were taken whilst the sample was held at any

specified load, with the Instron in displacement control. The measured range of neutron time of

flights for each scan was 18 ms to 55.7 ms.
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ENGIN-X beamline is a strain diffractometer, and therefore not optimised for imaging experiments.

Although flux on ENGIN-X is significantly lower than a dedicated imaging beamline, such as IMAT,

ENGIN-X has the 2nd best resolution of any neutron beamline at ISIS. ENGIN-X was chosen for this

experiment as it does provide the opportunity to carry out in situ testing using a 50 kN hydraulic

loading frame. Material thickness will also influence the necessary scan times, with an optimum

being found where the thickness allows for averaging over significant grain numbers without being

overly attenuating. After trial experiments, it was concluded that the sample of 16 mm thickness

required scan times of 2 hours. This provides sufficient statistics for Bragg edge analysis, and com-

pletion of scans at several different loads within the allocated timeframe.

As each individual pixel records a separate transmission spectrum, any non-uniformity in the beam

or variations in pixel response need to be accounted for. A flat field scan, where no sample is

mounted, is used to normalise these neutron beam and detector effects. Flat field scans were taken

prior to mounting and after removing the sample to improve statistics. Bragg edge transmission im-

ages were then taken at 0.4 (reference), 10 (elastic limit), 15, 25, and 34 (plasticity reaching surface)

kN.

Bragg Edge Analysis for Transmission and Imaging Experiment (BEATRIX) software, was used to

analyse the data recorded in this experiment, through the fitting procedure described by Santiste-

ban et al [120] to extract the individual fitting parameters for a specified edge [187]. A pixel situated

in a region away from the contact site at an applied load of 400 N was chosen to measure the position

of the stress-free Bragg edge associated with {110} plane and A Bragg edge position of 4.06510 Å, cor-

responding to d 0
hkl = 2.03255 Å was measured. This method for acquiring a stress-free measurement

was chosen because the focus of this study is on Bragg edge broadening and elastic residual strain

measurement was not a priority. Residual stress experiments require a highly accurate stress-free, or

d 0
hkl , value [51] which requires non-negligible acquisition time. It was decided to spend more time

acquiring data related to material yielding and use a far-field stress-free area of the sample while un-

loaded as a representative of a stress-free lattice spacing. BEATRIX software accounts for variation of

Bragg edge position in calculating broadening, therefore, the lack of an exact stress-free Bragg edge

position does not reduce the accuracy of broadening measurement. An example of the transmis-

sion spectra at 400N load is given in Figure 4.7, along with a BEATRIX fitted {110} Bragg edge with

statistics corresponding to 31 x 31 pixel spatial binning.

The software uses the flat-field scan for normalisation and accounts for detector deadtime by means

of an event overlap correction algorithm [188], outputting two-dimensional maps with pixel size

spatial resolution for each individual fitting parameter, along with a map of strain. Parameters ex-

tracted using this technique are averaged through the thickness of the sample, giving the averaged

axial (εxx ) strain (see Figure 4.8 for coordinate system). Low signal-to-noise ratios (SNR) within each

individual pixel required spatial binning to gather sufficient data statistics for fitting edges with the

required precision, visualised as a smoothing effect in the two-dimensional maps. Spatial binning of

31 x 31 pixels was used in the analysis for this experiment to improve counting statistics. The anal-

ysis is completed pixel by pixel, whilst recursively running an average mask of 31 x 31 neighbouring

pixels, centred to that specific pixel under analysis, to ensure the statistics are sufficient to fit the

Bragg edges [112].
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Figure 4.7: Neutron transmission spectrum through a bainitic SKF NU1010 ECP
bearing outer raceway indicating Bragg edges associated with {110}, {200}, and
{211}. Bottom: BEATRIX fit for a {110} edge using 31 x 31 pixel spatial binning

statistics.

The bcc {110} lattice plane was used to calculate strain as it has significantly greater intensity than

the other available edges. The aim of this research was to evaluate Bragg edge broadening effects,

which can be observed with greater confidence in edges of largest intensity. For bcc crystal structures

the {211} lattice planes exhibit the most favourable relationship with the macroscopic strain, yet the

{110} Bragg edge suitably demonstrates the bulk elastic response [189]. In this study, elastic strain

was not a primary focus, as the aim was to generate the shape of the plastic area. Material yielding

generates substantial intergranular residual stress, therefore reducing the accuracy in elastic strain

measurements when compared to the macroscopic applied stress field [190, 152].

Two-dimensional maps of Bragg edge broadening, quantified by σ in BEATRIX, were generated for

two loads prior to yielding and three loads post plastic initiation, according to FEA. Figure 4.8 dis-

plays the maps of the σ parameter, showing clear increases in the contact region as a function of

increased load, indicative of subsurface yielding. Once 10 kN elastic limit is exceeded, the contact
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Figure 4.8: 2D maps of the Bragg edge broadening parameter, σ, at various loads:
(a) 0.4 kN (b) 10 kN (c) 15 kN (d) 25 kN (e) 34 kN.

region demonstrates greater broadening, with this evolving until 34 kN load is reached. Due to the

complexity of the mechanisms involved with plastic deformation, quantitative analysis of plastic

strains is not yet possible using this technique. However, when comparing the increase of σ radi-

ally from the contact site, the greatest fluctuations post-yielding occur in the subsurface. Figure 4.9

displays increases in the subsurface line profile extracted by the σ parameter maps, relative to the

400 N load, with values averaged across the Hertzian contact width, 400 µm, corresponding to 7

pixels (385 µm). The cause of unexpected subsurface fluctuations in σ can only be speculated at

this current time. For instance, bearing manufacturing and post-manufacturing treatment, such as

shot peening may well cause variations in microstructure, resulting in differing response to load at

different subsurface depths.

4.4 Discussion

4.4.1 Bragg edge imaging

Onset of yielding above 10 kN inherently makes measured elastic strain difficult to compare with

FEA accurately, as plastic deformation generates substantial intergranular residual stress. Averag-

ing through 16 mm of steel with such significant presence of plastic deformation would not allow

for accurate elastic strain comparisons. Nevertheless, this study demonstrates reasonable correla-

tion between measured elastic strains and those predicted by the model at 10 kN, averaged through

thickness the same way that the measurement in the εxx was carried out. Figure 4.10 shows the vari-

ation of elastic εxx strains measured by BEATRIX through the width of the bearing compared with

that predicted by finite element simulation. As the distance from the contact site, and highest strain
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Figure 4.9: Increase in sigma value from the contact site into the subsurface for
several each loads, relative to the reference 400N load.

gradients, increases the agreement between the FEA and experiential measurement of elastic strain

increases.

Mapping of the Bragg edge broadening parameter, σ, gives an indication of subsurface yielding in

bulk engineering components, with a wide range of applications. It may be noted that a detail of

the materials manufacturing and post-manufacturing treatment history, if available, could be used

to determine microstructural variations, which may influence result accuracy. The active yield area

that was generated from FEA corresponds well with the σ maps of the contact area generated by

Figure 4.10: Subsurface axial (εx x ) strain averaged through the sample, as a func-
tion of distance from the contact site, compared to the same component of average

FEA strain.
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the experiment (see Figure 4.11). It was observed that using a threshold σ value of 0.3175 µs, cali-

brated at 34 kN and then applied to the remaining loads, allowed for reasonable comparisons with

predicted plasticity. However, the spatial resolution was not adequate for distinguishing the small

elastic region at the contact for 15 kN and 25 kN. There are some discrepancies between experi-

mental data and FEA, notably at 34 kN, where spots above the threshold appear. Without access to

repeatable data it is difficult to give an exact explanation, yet it could be speculated that either ex-

perimental error or significant microstructural changes at greater loads cause this effect. Whilst an

encouraging result, this suggests that future studies will need to be completed in order to quantify

plastic strains with Bragg edge imaging, although the σ threshold will vary depending on the sample

geometry and material used. For quantitative plastic analysis using energy-dispersive transmission

imaging, simpler and well understood sample geometries would be required.

4.4.2 Future work

Whilst energy-dispersive imaging is a unique method for studying the evolution of subsurface yield-

ing, and Bragg edge broadening is indicative of plasticity, it has yet to be demonstrated as a tech-

nique capable of measuring plastic strains quantitatively. Due to the complexity of plastic deforma-

tion, and its influence on neutron scattering, the ability to quantitatively study subsurface yielding

using such ToF techniques remains a problematic task. Future development of this technique may

not only allow for quantitative plastic strain analysis, but also for a more automated approach to

FEA and experimental analysis. For instance, it may be possible to develop software capable of

cross-correlating experimental data with FEA results to extract the most suitable σ threshold.

Time restrictions for completing this experiment resulted in scan times limited to 2 hours per load.

Increasing exposure time improves counting statistics, which reduces the size of spatial binning ar-

eas, refining the effective spatial resolution. Carrying out the experiment at an imaging beamline,

such as IMAT, designed for such high flux experiments ensures that counting statistics are improved.

IMAT also uses pinhole collimator capabilities, allowing for greater control over beam divergence,

which is responsible for geometrical blurring effects that can negatively impact spatial resolution.

Whilst ENGIN-X has better pulse width (τ parameter), due to using a methane moderator, compared

to a hydrogen moderator used at IMAT, this parameter has been fixed for the analysis of results in

this work. Future studies will use multi-Bragg edge approaches, requiring well-characterised ToF

dependencies and correlations between τ and σ parameters, which will lead to gains in spatial ac-

curacy and spatial resolution of mapped parameters.

Fractography results suggest that subsurface yielding may seed defects, impairing bearing perfor-

mance, yet the tests completed using the FRLF were not fully representative of operational bearing

conditions. This experiment will need to be complemented in future work with time-resolved strain

measurement in the overloaded region of an in situ dynamic bearing (i.e. a rotary test rig) to give

greater confidence that bearing overload events are detrimental to predicted life.
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Figure 4.11: (Top) Radiograph indicating the region of interest, beneath the con-
tact. (Bottom) Comparison of σ broadening parameter and the active yield region

at the contact site, with applied loads of 15 kN, 25 kN and 34 kN load.
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4.5 Conclusions

• Neutron Bragg edge transmission imaging can be used to visualise the evolution of material

yielding non-destructively in bulk engineering components. Quantitative analysis of plastic

strains is yet to be demonstrated. It may be possible to determine a σ threshold capable of

indicating the presence of plastic deformation in materials of certain sample geometries.

• To gain sufficient counting statistics, long exposure times are required for each scan. Spatial

binning techniques may be used to overcome this at the expense of spatial resolution. Alterna-

tively, the use of a dedicated imaging beamline equipped with in situ loading rig, can improve

counting statistics.

• Overload events reduce the fatigue life of bearings, with high subsurface shear stresses and

the presence of yielding is likely to induce defects that act as a site for crack initiation. Future

work on the time-resolved strain in dynamic overloaded bearings, may potentially give greater

confidence of the extent of damage caused.
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CHAPTER 5

MEASUREMENT OF STRAIN EVOLUTION

IN OVERLOADED ROLLER BEARINGS

USING ENERGY DISPERSIVE X-RAY

DIFFRACTION
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Abstract: There are several mechanisms contributing towards detrimental damage in wind turbine

gearbox bearings, with sudden overload events believed to reduce their expected operational life. The

generation of subsurface plasticity, followed by rolling contact fatigue, may lead to the initiation of

either surface or subsurface cracking. This study presents a novel technique capable of measuring

subsurface strain evolution in a rotating roller bearing, using energy dispersive X-ray diffraction. A

pre-overloaded bearing was tested dynamically and consequently failed prematurely, supporting the

hypothesis that overloads accelerate bearing failure. Throughout the test, an increase in compressive

radial strain was observed, indicative of material softening, generally associated with the unstable

stage of rolling contact fatigue, which occurs prior to definitive bearing failure.
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5.1 Introduction

5.1.1 Background

Premature failure of wind turbine gearbox (WTG) bearings is an area of great importance for indus-

try due to significant interruptions to regular operating conditions [191]. The downtime for a single

WTG failure is generally reported to be longer than for other constituent systems, with bearing fail-

ure suspending regular operation for up to 562 hours [192, 193]. Damage reports completed by the

National Renewable Energy Laboratory in USA found that as much as 70% of gearbox component

failure was related to bearings [15]. Research and development of condition monitoring systems,

such as acoustic emission measurement and vibration analysis, is currently crucial for saving time

and money for wind turbine operators, as these techniques may offer the opportunity to identify a

faulty bearing prior to a failure [194]. The cause of WTG bearing failures has conventionally been

diagnosed post mortem, with in situ techniques now becoming important for real-time validation.

The drivetrain of a wind turbine conventionally consists of several large cylindrical or tapered roller

bearings, capable of withstanding the substantial loads exerted during normal operation. One of the

most prominent locations for failure is at a bearing that supports the high-speed shaft (HSS), oper-

ating with rotational frequencies of up to 1800 revolutions per minute (rpm) [195, 22]. Even when

installed and maintained carefully, it is established that bearings have a finite lifetime, as tribological

effects will eventually lead to failure [184]. Cyclic contact stresses generated during the passage of

a rolling element, known as rolling contact fatigue (RCF), will result in either surface or subsurface

damage. These highly localised stresses, exerted between the bearing raceway and the rolling ele-

ments, can be estimated using Hertzian contact theory, assuming there are negligible effects from

lubrication [20]. Due to the assumptions of Hertzian contact theory, RCF failure is regarded as a mul-

tiaxial fatigue condition, which is much more complicated to study than uniaxial fatigue problems

[34].

Failure due to RCF is known to occur in three-phases; (I) shakedown, (II) the steady-state elas-

tic response and (III) instability [196]. It has been established that during shakedown, both the

transformation of retained austenite into martensite and work hardening generate small regions

of microplasticity, which in turn influence the localised residual stress field [182]. The hardening

increases the time spent in steady-state Stage II, where only elastic deformation occurs, without any

fatigue damage or accumulation of plastic strain [161]. The duration of Stage II is also influenced by

loading conditions, material properties and operating temperature, whilst residual stresses in the

material may either reduce or increase during the steady-state stage [197]. Therefore, it can be de-

duced that increasing the time spent in Stage II will be fundamental to improving the fatigue life of

bearings [196]. Gradual material softening causes a reduction of yield strength, eventually triggering

the onset of Stage III instability and drastically increasing the size of the plastically deformed region

which occurs at the subsurface [198]. The subsurface plasticity causes tensile residual stress to ac-

cumulate in the radial direction, perpendicular to the contact surface, increasing the opening force

experienced by cracks growing parallel to the surface [199].
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Failure arising from RCF has two prominent mechanisms; either subsurface-initiated spalling or

surface-initiated pitting [200]. The nucleation and coalescence of subsurface microcracks, most fre-

quently originating at depths corresponding to the maximum shear stress, result in the creation of a

spall by detachment of material [201]. In addition to the growth of subsurface plastic deformation,

it is hypothesised that RCF subsurface spalling is more prevalent in areas containing non-metallic

inclusions, large carbides, voids or other material inhomogeneities [160, 202, 203]. On the other

hand, surface-initiated pitting is most likely to occur in the presence of surface defects such as dents,

which generate regions of substantial stress concentration, nucleating surface cracks that eventually

remove small amounts of material [204]. Increased pitting rates have been demonstrated to corre-

late with higher applied loads, and therefore contact pressures, whilst lubricant conditions were also

reported to have a significant influence [205]. It was reported that depth of damage accumulation

may also be greatly affected by surface roughness, with spalling becoming notably more prominent

as roughness decreased for steel gear systems [206]. It has been demonstrated that bearing life may

be enhanced by increasing the probability of damage initiating in the subsurface, opposed to the

surface, with approaches such as reducing steel impurities, innovative filtration techniques and im-

proved sealing being researched to lower RCF failure [207].

Whilst RCF explains the finite nature of bearing life, other mechanisms are responsible for the high

rates of premature failure in WTG bearings, as their operational life is significantly shorter than the

predicted design life based on RCF. Overload events have been proposed as a root cause of the re-

duced life of WTG bearings [165]. Overloads in WTG bearings can occur due to sudden torque spikes

or oscillations through the drivetrain, as a result of exposure to transient wind conditions or shut-

downs in normal operation [16]. A wind turbine shut-down can be an emergency measure or a

normal operational procedure. Normal shut-downs occur when wind speeds exceed or drop be-

low the most efficient levels for power generation [23]. It has been demonstrated that a cylindri-

cal roller bearing on the HSS can exceed recommended contact stresses by 18% in the event of a

manual shut-down [16]. Poor handling and installation can also be responsible for WTG overloads

[208]. An overload event can induce subsurface stresses that significantly exceed the yield criterion,

producing a region of subsurface plasticity. The extent of subsurface yielding has been evaluated

using non-destructive methods such as neutron imaging, indicating that overloads generate more

severe plastic deformation than would be expected with typical Stage I RCF [141]. It has been shown

that bearing life is significantly reduced by the overload, with failure originating in the subsurface

within the plastically deformed region [141]. This suggests that the plasticity induced by overloads

decreases the time spent in steady-state Stage II, promoting the early onset of Stage III instability,

which results in accelerated damage. An overload could either lead to subsurface originated failure

due to gross plastic deformation and the material softening associated with the latter stages of RCF,

or surface originated failure, if there were a surface irregularity causing great enough stress concen-

tration effects.

As there are multiple mechanisms contributing to early onset failure, an inherently statistical ap-

proach to bearing life prediction models is taken, particularly as knowledge of the components load

history is rarely recorded. Equation 5.1 is the preferred model for calculating the basic life rating,

L10, is an estimate for the number of revolutions (in millions) it would take for 10% of bearings to
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fail under a specified load [209].

L10 =
(

C

Ps

)p

(5.1)

Where C is the dynamic load rating, Ps is the radial load applied to the bearing and p is the load-life

exponent (p = 10
3 for cylindrical roller bearings [184]).

This paper will focus on the radial bearing load, as it is most relevant, but where necessary, will

also refer to the equivalent load applied to the most heavily loaded individual rolling element (PE ),

calculated using Equation 5.2 [38].

PE = 5 Ps

Z
(5.2)

In which Z is the total number of rolling elements.

5.1.2 Strain characterisation using EDXD

Various synchrotron X-ray diffraction methods have become a powerful tool in determining mi-

croscopic elastic strain by measuring the changes in interplanar lattice spacings deep within the

materials. Energy dispersive X-ray diffraction (EDXD) uses photons of a wide ranging wavelength

spectrum, to measure lattice spacing with a fixed angle detector [71]. Collimation of the incident

and diffracted X-rays creates a gauge volume, which is the region where the incident and diffracted

beams intersect, such that only diffracted X-rays from within the gauge volume reach the detector

[63]. Thus, the EDXD technique can be used to probe inside samples or components. The collima-

tion of the beam, and use of penetrating high energy photons, offers the opportunity to examine

subsurface strain in engineering materials, such as steel and aluminium. EDXD experiments reg-

ularly involve the characterisation of material residual stress distributions [210] or the mapping of

evolving quasi-static strains [211]. In a previous study, Sato et al. used EDXD to analyse residual

stress in the ferritic phase of a pearlitic steel wire, whilst simultaneously studying its relationship

with dislocation densities [212]. Similarly, Lopez-Crespo et al. performed an in situ experiment us-

ing EDXD with digital image correlation (DIC) to map the bulk elastic strain field and surface total

strain field, surrounding the crack tip in a bainitic compact tension fatigue specimen [213].

Stroboscopic diffraction techniques allow for live strain measurements, recorded in situ on mov-

ing machinery, specifically when the motion is cyclic. The technique requires gating on the EDXD

detectors acquisition system. The detector only counts detected X-rays when a digital signal re-

ceived from an external sensor opens the gate and captures the diffracted beam. The gating sensor

is set up so that the gate is only open during a specific point in the motion of the component un-

der investigation. The X-ray counts for one cycle may not be sufficient for forming a full diffraction

pattern, but by summing up the collected gated data associated with the same point in the cycle

over many cycles, an analysable diffraction pattern is acquired. Baimpas et al. performed such a

study, using stroboscopic EDXD to measure strain in the connecting rod of a four-stroke internal
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combustion engine [214]. A proximity sensor on the engines output shaft was used to detect when

the connecting rod was at the top dead centre position of a stroke, generating a pulsed signal that

controlled the X-ray detectors gate, initiating photon counting for a period of time pre-determined

by the pulse width. In this case, the width of each pulse from the sensor allowed for 0.289 ms of data

collection, resulting in a total of 24 s of data acquisition throughout an 80-minute run, which means

that 99.5% of incident X-rays were discarded throughout the entire experiment. Mostafavi et al. also

used stroboscopic strain measurement techniques, measuring the dynamic strain in the raceway of

a rotating ball bearing [171]. A dynamically loaded bearing rig was used to run a bearing. The bear-

ing was fitted with a Hall sensor to provide a triggering system, generating a signal for the detector

to collect data for every bearing rotation. With a pulse width of 2 ms and rotational frequency of

150 rpm, the accumulative time required to collect sufficient fitting statistics was 20 s. The exper-

iments demonstrated that reducing the pulse width improved the time-resolution of the dynamic

strain measurements, yet it increases the total time required to gather statistically sufficient data,

necessary to perform strain analysis. It is also important to reduce the total acquisition time for a

single strain measurement when studying the evolution of strain, as it is not possible to distinguish

exactly whether a change, such as crack initiation, has occurred in the material. These experiments

also highlighted that reducing vibrations in the experimental equipment is essential for improving

the accuracy of these techniques, as stroboscopic strain measurements should be collected from a

single point within a moving component.

5.1.3 Aims and structure

The purpose of this work is to (i) develop a stroboscopic technique capable of measuring time-

resolved contact strain using EDXD, with optimised time resolution, (ii) map subsurface contact

strain distributions for a statically loaded bearing raceway with EDXD, (iii) stroboscopically mea-

sure dynamic strain in a pre-overloaded roller bearing. The results of this experiment aim to provide

a deeper understanding of the considerable impact severe overload events have on the fatigue life

of roller bearings. As developing a technique with the ability to measure in situ strain evolution of a

dynamically loaded bearing accurately during a long-term experiment was the primary objective ex-

perimental design, a custom-made loading rig was designed for integration with existing hardware

and software available on the I12 X-ray beamline at Diamond Light Source [71].

The results include static strain maps and dynamic subsurface strain measurements of an over-

loaded bearing. Also included are observations of the bearing post-test by destructive sectioning

and optical microscopy.
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5.2 Experimental design

5.2.1 Test bearing

An SKF, NU1010 ECP cylindrical roller bearing was selected for the experiment as it can represent

the contact conditions experienced by commercial WTG bearing, yet its geometry is suitably scaled-

down to permit adequate X-ray transmission through its raceway. The NU1010 ECP bearing has

an outer diameter of 80 mm, a bore diameter of 50 mm and 20 rolling elements. The outer race-

way thickness of 16 mm, in the x-direction, permits up to 9% transmission within the 50 keV to 150

keV usable X-ray range available on I12. Table 5.1 provides the chemical composition and of AISI

52100 of which the bearing steel is made [182]. A cylindrical roller bearing was selected as they

are frequently found in WTGs. Hertzian contact theory predicts the generation of uniform subsur-

face stresses along the line of contact, reducing the complexity of the localised strain conditions

and allowing for more robust assumptions during data analysis, particularly as experimental setup

prevented measurements of the strain component parallel to the line contact.

Table 5.1: AISI 52100 Chemical Composition [182].

C Mn Si Cr Cu S

0.95 - 1.10 0.20 - 0.50 ≤0.35 1.30 - 1.60 ≤0.025 ≤0.025

5.2.2 Dynamic in situ loading rig

A compact mechanical rig was designed specifically for measuring time-resolved strain in the bear-

ing outer raceway (5.1a and b). The rig was purpose built to allow for measurements in both X-ray

and neutron diffraction experiments, taking into consideration the differences in beamline geome-

try. Neutron data is not reported within this body of work. The load is applied through a threaded

bar screw mechanism and cantilever arm. The OMEGA LCM20-20kN load cell with SGA/A load cell

amplifier provided load values as a 0-10 V analogue signal.

To ensure the load is continuously applied along the radial axis, directly on to the region of interest,

a line contact was introduced between the cantilever arm and direct loading piece (DLP), as seen in

Figure 5.1c. The displacement of the DLP was constrained using linear ball bearings, ensuring the

load is constantly applied along the radial axis. The shaft diameter (50 mm) is greater where the test

bearing is positioned, compared to the main body of the shaft (30 mm) where support bearings are

positioned. This prevents obstruction of the X-ray line-of-sight. The custom-made pulley system

had the lowest permittable outer diameter for the shaft dimensions, also maintaining a clear line

of sight to the region of interest. A 0.75 kW 4 pole single phase motor and WEG CFW-10 inverter

were selected, capable of producing the required 2 Nm for a bearing at maximum experimental

load. A gear ratio of 1.05:1, provided the greatest transfer of torque possible considering that both

the bearing shaft and motor shaft were fitted with pulleys of the lowest feasible pitch diameters. The
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Figure 5.1: (a) Schematic of the custom-made loading rig. (b) Photograph of the
custom-made loading rig. (c) The loading mechanism used to ensure that loads
were applied entirely in the radial direction (z-direction). (d) Fibre optic sensors
generated a signal for every roller passage, optimising the data acquisition process.

test bearing was lubricated through the application of KRYTOX GPL 203 grease, operating under

mixed-film lubrication regime with a viscosity ratio of 1.79 for dynamic test conditions [215].

5.2.3 Stroboscopic triggering system

The experiment consisted of two measurement types; static and dynamic. The dynamic measure-

ments required a method to ascertain the position of the rolling elements as a function of time. A

stroboscopic triggering system was developed to determine when a roller was in contact with the

region of interest. Keyence FU-18M thru-beam fibre optics were mounted to the rig within a fit-

ted groove in the support bearing housing (Figure 5.1d), situated so the transmitted beam passes

between the inner and outer raceway. When the bearing rotates the transmitted beam is cut as a

passing roller obstructs the line-of-sight between the transmitter and receiver. The Keyence FS-N10

Series digital amplifier with PNP output and in-house signal processing box were used for convert-

ing into the required 0-10 V analogue signal. The digital amplifier was calibrated to determine a

suitable light intensity threshold, based on the obstructed and unobstructed light intensity. This
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fibre optic system generated a pulse when the light intensity fell below a specified threshold value,

i.e. when the transmitted beam was blocked by a roller.

To assist initial setup of the gating system, a high-speed camera was positioned close to the bear-

ing region of interest and synchronised with the rising edge of pulses emitted from the fibre optic

triggering system. This provided a still image each time a pulse was produced, allowing for veri-

fication of the time lag required to ensure the roller was in position for X-ray diffraction measure-

ments. To verify the roller position, Phantom 7.3 and MIRO 310M cameras were used for visible

light and X-rays, respectively. Figure 5.2 shows a visible light (left) and X-ray (right) image taken

using the high-speed camera, synchronised using the trigger pulse and delay to ensure acquisition

occurs only when the roller was generating maximum subsurface stress. During dynamic tests the

I12 beamlines combined digital signal hardware and field programmable gate array (FPGA), known

as ZEBRA, was used to detect the rising edge of the stroboscopic trigger pulse. The ZEBRA was pro-

grammed to output a transistor-transistor logic (TTL) pulse with the specified time delay and pulse

width to the EDXD detector gate, with data collected only during the width of these pulses.

Figure 5.2: Images obtained dynamically when the pulse was synchronised with
the roller position. (Left) Visible light image. (Right) X-ray radiograph.

5.2.4 EDXD strain measurements

Prior to the experiment, the EDXD detector and collimators were aligned with the X-ray beam, and a

calibration of intensity versus the reciprocal lattice vector, q , was obtained using a National Institute

of Standards (NIST) 674b cerium oxide reference sample. A straight forward relationship between q

and the atomic lattice spacing, dhkl , in a material is expressed in Equation 5.3.

q = 2π

dhkl
(5.3)

The test rig was mounted on the I12 sample stage that is used to accurately position the bearing

region of interest within the X-ray beam line-of-sight. The sample stage can be translated in the

x-, y- and z- directions, with a resolution on 10 µm [71]. To align the test sample and detector,

the rig was positioned so that the incident beam was parallel to the axial direction, through the
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test bearing (x-axis). An approximate alignment of the X-ray beam and outer raceway region of

interest was initially completed using a laser. Refinement of the necessary y- and z- sample stage

positions was then performed using the high-speed MIRO 310M (CMOS) camera with transmitted

X-rays being converted to visible light using a scintillator. For static tests a script translated the stage

to a set point required to generate a map around the localised contact stresses. Mapping of the

subsurface strain in the contact region under static conditions was performed by scanning a 1.5 x

0.9 mm2 region directly beneath the contact, with point intervals every 150 µm. The scan time for

all 77 points was 120 s each. For the dynamic tests the camera was used to determine the y- and

z- positions so that the centre of the gauge volume was located at 250 µm radially from the contact

surface (see Figure 5.3a and b). For dynamic scans the incident beam geometry was 150 x 150 µm

with a gauge volume length of approximately 5 mm along the line of contact. To align the gauge

volume in the x-direction, a scan was taken whereby the stage was translated parallel to the incident

beam. The intensity of diffracted X-rays was plotted as a function of displacement in the x-direction,

with intensity dropping when the gauge volume was no longer entirely located within the sample.

By noting the stage positions, where the gauge volume had entered and exited the bearing, it was

possible to determine the location corresponding to the centre of the sample. All experimental loads

were applied radially along the z-direction.

The I12 EDXD detector has 23 detecting elements set at 2θ = 4.5◦, equally spaced through azimuthal

angles of 0◦ to 180◦, with 8.18◦ between each element. To determine the dynamic fatigue load, it was

decided that maps would be taken of the statically loaded bearing, and the load was chosen where

the Hertzian contact stresses were clearly visible in the map. By ensuring that subsurface stress

was significant enough to be visualised in static conditions, it was deemed suitable for dynamic

experiments. See Results Section 5.3.1 for static stress maps. Static measurements were performed

with a rolling element positioned at the region of interest, applying pressure to the raceway in the

area covered by the scan.

The stroboscopic tests completed on I12 measured strain at a single location, whereas static tests

were used to generate 2D maps of the subsurface strain profile. Three dynamic scans were per-

formed for the same loads performed for static scans and it was determined that a cumulative 60 s

data acquisition time provided sufficient fitting statistics. It took approximately 13 minutes to col-

lect each 60 s data point, with a pulse width of 500 µs and a rotational frequency of 854 rpm, typical

of a WTG intermediate-speed shaft (ISS) bearing with a HSS gear ratio of 2:1 [216, 217]. Figure 5.4

compares the diffraction spectra for a static scan and a dynamic scan, demonstrating the quality of

data is not compromised by using the stroboscopic technique. Analysis of the diffraction data was

carried out using the pyXe strain analysis software [218], with a Rietveld type (Pawley) refinement

being used to determine the lattice parameter for each of the 23 detectors. While the focus was on

radial strain, leveraging the measurements from each detector to calculate the in-plane strain ten-

sor improves the overall measurement accuracy. In this case, the uncertainty (standard deviation)

in strain from the in-plane strain tensor fit was ±7 x 10−5, which is associated with an error in stress

of approximately ±14 MPa.
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Figure 5.3: a) Projection of the gauge volume in the yz-plane position of the outer
raceway, relative to the rolling element and radial load application. The centre of
the gauge volume was 250 µm into the subsurface, within a region plastically de-
formed from pre-overloading. b) Projection of the gauge volume in the xz-plane.
c) (Left) Schematic of EDXD experimental setup, with applied load direction (z-
direction), collimator, and 23-element detector. (Right) Photograph of experimen-
tal setup prior to alignment of the collimator. The image has been darkened where
auxiliary equipment is positioned, making the detector and test rig more visible.
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Figure 5.4: Diffraction spectra for a static and dynamic scan, with labelled {hkl}
planes.

5.2.5 Finite Element Analysis

A three-dimensional elastic-plastic finite element model, developed in ABAQUS version 6.14-2 [146]

and validated in previous work [141], was used to simulate static loading conditions for comparison

with those measured using EDXD. Figure 5.5 shows a schematic of the model and boundary con-

ditions. The bearing raceway and rolling element used quadratic elements (C3D20R), whilst the

other components were rigid bodies, modelled using bilinear rigid quadrilateral elements (R3D4).

Mesh refinement in the contact region was performed to give elements with dimensions 150 x 150

µm in the yz-plane, matching the dimensions as the X-ray gauge volume. A quarter of the bear-

ing was modelled as the x-axis and θ-axis (accounting for bearing curvature) were assumed to be

symmetric, whilst friction in the contact site was ignored. Quasi-static conditions were used in the

simulations, with an assumption of isotropic hardening using the stress-strain curve for AISI 52100

[186]. The model was used to predict subsurface elastic strains in static loading conditions, with

material properties found in Table 5.2.

Table 5.2: AISI 52100 Properties [181].

Property Symbol Value

Density [kg /m3] ρ 7830
Young’s Modulus [GPa] E 201

Poisson’s Ratio v 0.3
Yield Stress [MPa] σY 1410
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Figure 5.5: Schematic of finite element model, with labelled boundary conditions.

5.3 Results

5.3.1 Static strain mapping

Strain was mapped under static conditions with the roller placed directly beneath the contact site.

The load was progressively increased from 3.6 kN to 9.0 kN in increments of 1.8 kN, with elastic

strain maps being generated concurrently, to allow for visualisation of localised subsurface radial

strain distributions. Figure 5.6 demonstrates the subsurface radial strain distributions measured

using EDXD. Above 5.4 kN the strain distributions resembled those expected by Hertzian contact

theory, yet below it was not possible to distinguish any recognisable strain distributions. A load of

approximately 9.0 kN was deemed as suitable for running the dynamic tests on an overloaded bear-

ing, as the map demonstrated that at this load the subsurface strain distributions are great enough to

be detected within a dynamic gauge volume of 150 x 150 µm, at 250 µm beneath the contact subsur-

face. This corresponds to a maximum contact pressure of approximately 1350 MPa, in between the

maximum allowable stresses of 1300 MPa for HSS bearings and 1500 MPa for low speed planetary

bearings, as reported in wind turbine design standards [16].



99

Figure 5.6: Measured two-dimensional subsurface radial strain maps (εz z ) at loads
of Ps = 3.6 kN, 5.4 kN, 7.2 kN and 9.0 kN. The subsurface depth axis has been in-

cluded.

The experimentally measured subsurface radial strain at 9.0 kN demonstrates a similar trend to the

FEA at the same load, although measured strain values are of lower magnitude. Figure 5.7 shows a

comparison of the FEA and experimental radial strain, with a plot of values from the contact into the

subsurface. Although spatial alignment errors are small when using the precise positioning equip-

ment on I12, the nature of the localised contact strains suggests that the apparent shift in strain

could be caused by a small misalignment, with the dashed lines showing the minimum and maxi-

mum FEA values if a misalignment as small as the height of the gauge volume, 150 µm, had occurred

in either direction along the z-axis.

5.3.2 Time-resolved subsurface elastic strain measurements

Prior to beginning the 24-hour time-resolved test, individual data points were measured dynami-

cally at different loads. Each scan cumulatively acquired one minute of data, with three scans per-

formed at each load. Figure 5.8 demonstrates the measured elastic strain for three scans at each

loading condition, confirming the techniques capability to measure time-resolved strain and that

approximately 9.0 kN was a suitable load for the long-term dynamic test. It was not possible to run a

dynamic test at 0.0 kN as a load is required to ensure the outer raceway remains static, nonetheless

results show that below roughly 5.0 kN it is difficult to differentiate the strain from the noise of the

detector. This was equally demonstrated in the static maps, suggesting that below a threshold load,

strain cannot be measured. The d 0
hkl value used for the dynamic test was the same as that of the

static maps.
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Figure 5.7: (Top) Radial elastic strain map at 9.0 kN compared with FEA results at
the same load. (Bottom) Radial elastic strain as a function of distance from the
contact site. The dashed lines represent the minimum and maximum values when

taking into consideration a misalignment of up to 150 µm.

As a principal aim of the project is to explore the influence of yield inducing overloads on subsur-

face fatigue strains, the dynamic test specimen was subject to an overload event prior to cycling.

The details of the apparatus with which the overload is applied is given elsewhere [141]. However,

to ensure the current work is self-contained, a brief description of the apparatus and overload pro-

cedure is given here. The overload was performed using a purpose-built loading frame, applying a

load to the bearing outer raceway using a single rolling element. A cage was designed to hold an iso-

lated bearing outer raceway, whilst a fork was used to carry a static shaft for holding the individual

rolling element through the middle of the raceway. The rolling element was positioned at the region

of interest and an Instron loading frame was used to pull the fork in tension, applying the designated

load to the contact site. The rolling element was discarded after the overload was performed, with
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Figure 5.8: Radial elastic strain (εz z ) measured stroboscopically for three scans
performed at each load. The dashed line is a fit of the average strain for each load.

only unloaded elements being used for the dynamic X-ray experiment. Previous work indicated that

the elastic limit being reached at 40 kN, with a 136 kN overload (PE = 34 kN) seeding a plastic zone

that initiates in the subsurface and propagates to the contact surface [141]. As the long-term test

was being run at a fatigue load of 8.8 kN, a more significant pre-fatigue overload event of 180 kN

was used (PE = 45 kN). This load was chosen to increase the probability of damage initiation within

the available experimental timeframe at a lower cyclic load than had been presented in previous

studies, whilst also increasing the likelihood that dynamic measurements were taken from a plas-

tically deformed region. The test was run for 23 hours and 35 minutes, equating to approximately

1.21 million bearing revolutions at 854 rpm, approximately 0.5% of the L10 life, as predicted using

Equation 5.1. A beam loss in the synchrotron storage ring between 12 and 14 hours left a gap in data

acquisition.

Figure 5.9 shows the plot of subsurface radial strain averaged within the gauge volume, at a depth

of 250 µm beneath the contact. Over the duration of the experiment, the strain became increas-

ingly compressive throughout cycling, possibly due to continual material softening in the region

being measured as a result of early onset Stage III RCF caused by the significant pre-cycling over-

load event. Scatter in the strain measurements predominantly fits within the experimental uncer-

tainty of ±70 µε. Additionally, small amounts of scatter may be attributed to the continual variation

of subsurface strain, including whilst data was being collected during the gating pulse width. The

compressive radial strain in this region increases by approximately 19% during bearing operation.

This is of interest as the elastic properties of the localised subsurface and surface region appear to

continually alter when cycling is nested within a plastically deformed region. The induced subsur-

face residual stress field clearly influences the cyclic elastic strains as they are more than double
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Figure 5.9: Time-resolved subsurface radial elastic strain (εz z ) measured during
the long-term dynamic test at 8.8 kN having been exposed to overload equivalent
to Ps = 180 kN. The experimental uncertainty of±70µϵhas been represented using
a line of best fit (solid red line), with minimum and maximum errors (dashed red
lines). A gap in the data between 12 and 14 hours was due to loss of stored beam in

the synchrotron.

those for the static scans when the specimen had not been subjected to an overload. In many cases

the purposeful induction of residual stresses has been utilised to improve component life, yet the

severity of the plastic deformation appears to accelerate damage, as discussed in Section 5.3.3.

5.3.3 Post-fatigue interrogation

A final static map was performed on the bearing post-cycling, with the dynamic load applied and a

roller positioned beneath the surface. The map shows a significant tensile region in the subsurface,

slightly offset from the contact zone. Figure 5.10 shows a comparable subsurface tensile region that

is also apparent in the FEA, implying that the overload is inducing a significant residual stress field

in the material. A profile of radial elastic strain into the subsurface provides reasonable agreement

between the FEA and experimental data. The FEA map suggest a compressive region should be

present at the surface, which is not visible in the experimental map. This could be an effect of the

previously mentioned possibility of misalignment, or that the self-equilibrating residual stress field

generated during the overload varies from the FEA at the surface due to the inherent stresses that

were already present in the bearing prior to the influence of any experimental loading.
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Figure 5.10: Radial elastic strain FEA results for bearing a bearing exposed to a
bearing pre-overloaded at PE and static load of Ps = 8.8 kN, compared with the
experimental radial elastic strain map of a bearing pre-overloaded at PE = 45 kN

and fatigued for approximately 531,000 cycles at Ps = 8.8 kN.

5.3.4 Post-fatigue optical microscopy

The bearing was sectioned circumferentially to verify whether a failure had occurred. A bearing is

considered to have failed is when it no longer functions as intended, as opposed to being completely

non-operational [219]. At the end of the fatigue test, the bearing appeared to be fully operational,

without presenting obvious indications of failure, yet optical microscopy of the sectioned raceway

revealed the presence of cracking, and the appearance of severe deformation in the contact region,

as seen in Figure 5.11. Cracks were observed beneath the contact zone, most notably a crack running

roughly 4 µm into the subsurface, classified as a surface failure. The observed cracks are indicative

of fatigue pitting and occurred within a highly deformed region with width and maximum depth

of roughly 210 µm and 20 µm, respectively. As suggested in the literature, surface irregularities in-

troduced by a substantial overload generate regions of high stress concentration resulting in surface

initiated cracking, which may have contributed towards the observed surface damage in this sample

[204].

5.4 Discussion

Using the hardware and software developed as part of this project, the ability to measure time-

resolved strain has been successfully demonstrated. The custom-designed rig and experimental

setup allowed for high quality data acquisition, and long-term dynamic testing allows for the mea-

surement of in situ subsurface strain evolution. Fibre optic sensors to detect the passage of every

rolling element in the bearing has proven effective, optimising the data acquisition time for a single
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Figure 5.11: Schematic to demonstrate the circumferential cross-section surface
being observed, with visible light micrographs taken from the contact site at x20,

x50 and x100 magnification.

strain measurement when compared to previous studies [171]. Static maps provide a useful vali-

dation in that contact stress distributions correspond closely those predicted by Hertzian contact

theory. The long-term dynamic tests demonstrate increase radial strain with time, suggesting that
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when cycling occurs nested within the yield zone, material softening causes accelerated failure.

Experimental results provide further evidence that overloads that seed subsurface plastic regions

contribute towards premature failure of wind turbine gearbox bearings. The comparison of FEA and

experimental radial elastic strain mapping have clearly demonstrated that substantial overloading

generates a residual stress field in the region in the location of fatigue loading occurs during bear-

ing operation. The tensile residual stress gradients are positioned where the highly localised cyclic

fatigue stresses occur, reducing the expected time for failure by driving crack growth parallel to the

surface. This work supports literature suggesting that, although the effect of subsurface residual

stress and plastic deformation contribute towards failure, the presence of tensile residual stress in

the radial direction increases the force driving crack growth [199]. The observed crack appears to be

a precursor to fatigue pitting, which eventually lead to more severe surface failures, as described by

in other work by Muro et al [204]. Without an overload event, the bearing would still be expected to

fail due to rolling contact fatigue once the steady-state Stage II has progressed to Stage III instability,

yet the results support the hypothesis that a gross plastic overload effectively accelerates the onset

of Stage III instability and material softening, resulting in premature failure.

It appears that the damage arises from fatigue cycling within a region of severe plastic deformation,

caused by the overload event. The width of the damaged region was experimentally measured at 218

µm (See Figure 5.11), similar to the predicted Hertzian contact width of 210 µm at the dynamic load

of 8.8 kN. Nonetheless, failure has occurred significantly premature of the L10, suggesting that the

combined influence of gross plastic overload and rolling contact fatigue have been key contributory

factors.

Additionally, dynamic loads used during the experiment generate a maximum subsurface shear

stress at 83 µm from the contact site, based on the Hertzian contact model. The overload carried

out before the experiment at 180 kN, induces subsurface plastic deformation with a significantly

larger geometry and a maximum shear stress at 370 µm deep from the contact point. The observed

damage, as can be seen in Figure 5.11, occurred between the surface and a subsurface depth of 20

µm which is more comparable with the effect expected from the dynamics load than the overload.

Figure 5.12 demonstrates the comparative sizes of the surface defect, subsurface maximum prin-

cipal shear stresses at the dynamic load, as predicted by Hertzian contact theory, and a section of

the subsurface plastic zone induced through overloading, as predicted by FEA. It should be noted

that the contours and plastic zone has been cropped to allow for suitable comparison with the sur-

face defect. The previous study by Reid et al. [141] demonstrated premature bearing failure within

a region of gross plastic deformation generated by a severe overload event. This work supports the

hypothesis that a yield inducing overload may significantly reduce bearing life expectancy.

It is apparent that the overload plastic zones size should encompass the localised region of maxi-

mum dynamic stress, yet it can also be postulated that the location of damage is dependent on the

magnitude of fatigue loading rather than the overload, assuming the dynamic stresses fall within

the yielded region. This implies, such as for this experiment, that an overload generating surface

and subsurface plasticity followed by relatively low fatigue loads fail at the surface. For future ex-

periments, it would be beneficial to perform thorough characterisation of the surface condition
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Figure 5.12: Comparative sizes of the surface defect, subsurface shear stress con-
tours as predicted by Hertzian contact theory for the dynamic load, and subsurface
plasticity caused by the overload. The optical micrograph is at x20 magnification.
The shear stress contours and plastically deformed region has been cropped to al-
low for reasonable comparison with the defect, as its dimensions are significantly

smaller than the other features.

post-overload, but prior to dynamic testing. This would provide greater understanding of the extent

of surface damage from the overload event, potentially supporting the proposal of an exact failure

mode. Also, the presence of inherent material defects and impurities will also impact mechanisms

responsible for failure, yet their role in life reduction has not been considered for this research.

With the development of this novel and effective technique for measuring subsurface strain, future

experiments can be planned to further understand the influence of subsurface stresses on rolling

contact fatigue failure. For example, the completion of tests with varying overloads and operational

loading conditions would allow for further validation of the hypothesis that surface and subsurface

failure is determined solely by fatigue load, rather than the extent of subsurface plastic deformation.

This would also provide more understanding of precisely how overload events impact bearing life.

Having extended experimental times would allow for longer dynamic experiments to be completed,

yet beamtime access on synchrotron sources is usually limited to a few days. Improved knowledge

about the effect of overloads and extent of life reduction has the potential to be scaled up and the-

oretically could be used to predict the life of in-service wind turbine gearbox bearings, if their load

history has been recorded. The rig could be optimised for future experiments, for example, although

load variation throughout the dynamic test was below 4%, a feedback loop could be installed to en-

sure the applied load is constant.

5.4.1 Future work: Stroboscopic neutron diffraction

The rig has been specifically designed for the completion of X-ray and neutron diffraction experi-

ments. Now that this technique has been successfully demonstrated using energy dispersive X-ray
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diffraction, the main aim is to perform this experiment using neutron diffraction. This experiment

is part of a wider project to develop the capability for time-resolved strain measurements on the

world-renowned strain diffractometer, ENGIN-X at the ISIS neutron source, UK. The instrumen-

tation on I12, whilst demonstrating unrivalled spatial resolution and rapid data acquisition times,

only allows for stroboscopic data acquisition at times that coincide with the pulses, i.e. at only one

point within a single fatigue cycle. It is therefore not possible to study the cyclic stress induced by

rolling contact fatigue. ENGIN-X can collect all incident neutrons and therefore offers the unique

opportunity to measure the strain evolution throughout the entire fatigue cycle. Also, neutrons can

penetrate much greater depths of engineering material, such as steel, meaning that if it were possi-

ble to transition this technique to ENGIN-X, much larger tests samples could be studied, including

commercial wind turbine gear box bearings. There are currently obstacles to this transition due to

much slower data acquisition times and worse spatial resolution. The next phase in assisting tran-

sition of the presented technique is to ensure that data acquisition hardware and analysis software

are capable of delivering accurate strain measurements.

5.5 Conclusions

• The use of a custom-made rig and fibre optic triggering system allows for measurement of

time-resolved elastic strain using energy dispersive X-ray diffraction. The data acquired dur-

ing both static and dynamic scans is of similar quality.

• A long-term 24-hour stroboscopic scan demonstrated a gradual increase of compressive radial

strains in an overloaded region of the bearing outer raceway.

• Overloading accelerates the onset of Stage III instability, reducing bearing life and increasing

the probability of cracking due to rolling contact fatigue.
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Abstract: Neutron diffraction is an established method for non-destructively characterising residual

stress or observing in situ strain during external stimuli. Neutron based stroboscopic techniques have

previously been introduced for measuring strains undergoing cyclic processes but have not been used

for tribological applications. This work presents a novel approach for measuring the evolution of

radial strain in a rotating bearing through part of the components lifetime. A cylindrical roller bearing

was pre-overloaded to increase the probability of damage within a reasonable experimental time and

to help develop further understanding of the influence such events have on bearing life, notably for the

application of wind turbine gearbox bearing failure. The stroboscopic neutron diffraction technique

was successful in measuring time-resolved contact strain, with a significant increase in compressive

radial strain being observed after a suspected failure had been detected using condition monitoring

techniques, implemented for validating damage propagation. Cyclic contact strains associated with

rolling contact fatigue were also evaluated using neutron diffraction.
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6.1 Introduction

6.1.1 Background

Power generation from sustainable sources is of extreme importance, with global renewable energy

capacity increasing by roughly 257% between 2008 and 2017 [3]. Wind power has played a significant

role in the growth of renewable energy generation, yet premature failure of wind turbine compo-

nents is proving to be an issue for the industry [194]. Operation and maintenance of wind turbines

is challenging and costly, as the unexpected failure of a critical drivetrain components normally

leads to significant downtime. The failure of a wind turbine gearbox (WTG) bearing can suspend

operation for up to 23 days [193], suggesting that a deeper understanding of WTG bearing failure

mechanisms is essential for improving wind turbine reliability [220].

The mechanisms responsible for premature WTG bearing failure vary and more appreciation for the

influence of non-torque loading may be required for future gearbox design, as this effect can lead to

highly transient contact pressures [195]. Recently several test rigs have been designed to study the

effect of non-torque loading on WTGs, with the aim of understanding and optimising commercial

gearbox lifetime [221]. The impact of WTG bearing overloads, in which contact pressures exceed

the materials yield strength, has been highlighted as one potential cause of accelerated failure in

these components [17]. It has been suggested that wind conditions associated with underloading,

whereby surface damage developing through excessive skidding and wear, are more prevalent than

overload events. In reality, one or a combination of both phenomena may contribute towards dam-

age [165]. Overloads are the result of inertial effects along the WTG drivetrain caused by instanta-

neous impulses from transient wind conditions, torque reversals when engaging and disengaging

from the grid or misaligned drivetrain components [165]. Previous work has demonstrated that

overloading generates regions of subsurface plasticity, which may significantly reduce bearing life

expectancy [141].

Gross plastic deformation in bearings is strongly linked with severe distortion of microstructure,

potentially accelerating the formation of subsurface failure processes, for example white etching

cracks (WECs) [30]. WECs are associated with rolling contact fatigue (RCF) and have been intensely

researched [222, 223]. Whilst a definitive cause for this phenomenon remains unknown, WECs are

frequently observed encompassed by a white etching area (WEA). ‘White etching’ refers to a white

appearance of localised microstructure when observed under an optical microscope post-etching.

It has been proposed that WEAs generate as the result of carbide dissolution through exposure to

cyclic stresses during RCF, leaving a region of nano-ferrite grains supersaturated with carbon, 30-

50% harder and more brittle than the surrounding steel matrix [20, 224]. It is common for bearing

applications that WEA and WECs occur near to material inclusions, referred to as butterflies due

to their appearance [18]. Dark etching regions (DER), named due to the dark appearance of the

deformed microstructure, are more uniform subsurface features and have low hardness when com-

pared to the surrounding matrix [225]. Previous studies have suggested that DERs occur prior to

WEC nucleation and are indicative of the early stages of RCF initiated failure [226, 34]. It was demon-

strated that the size of DERs generated during RCF resembled the plastic zone geometries predicted
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using elastoplastic modelling [227]. This implies that significant overload events can create a large

subsurface region that is susceptible to RCF damage, with subsequent cyclic contact stresses occur-

ring within the deformed area.

6.1.2 Engineering neutron diffraction

Neutron diffraction provides the unique opportunity to non-destructively probe materials, measur-

ing internal elastic strains and thus allowing for calculation of stresses. Strain diffractometry in-

volves measurement of the interplanar lattice spacings within crystalline materials, with the planes

effectively acting as atomic-scale strain gauges. A significant advantage of neutron diffraction tech-

niques, particularly when compared to X-ray diffraction, is that neutrons have higher penetration

powers in engineering materials, such as steel [51].

A time-of-flight (ToF) neutron source produces a pulse of polychromatic neutrons through a spal-

lation process. Incident neutrons are guided towards the sample, interact with the material and

diffract at an angle dependent on their energy [25]. For a neutron ToF strain diffractometer the

detectors are generally at a fixed location, usually measuring diffraction angles of ±90◦ to the inci-

dent beam [228]. The experimental gauge volume is defined as the region situated at the incident

and diffracted beam intersection [25]. The incident beam geometry is selected using aperture slits

and diffracted beam geometry determined through collimation [63]. Neutron flight paths, from the

spallation target/moderator assembly to the instrument detectors, via the sample gauge volume,

are fixed and well-defined, with the ToF entirely dependent on individual neutron energies. Wave-

particle duality states that the neutrons will have a wavelength associated with energy, meaning

that Braggs law can be used to calculate the average interplanar lattice spacing within the experi-

mental gauge volume. Equation 6.1 demonstrates the calculation for interplanar lattice spacing, or

d-spacing (dhkl ), using neutron ToF information [74]. For a value of 2θ = 90◦, the neutron scatter-

ing vector direction, q , and therefore measured strain component will be at 45◦ to the incident and

diffracted beams.

dhkl =
h ToF

2 m L si n(θ)
(6.1)

Where, h is Plancks constant, m is the neutron mass, L is the flight path from moderator to detector

and θ is the angle between the incident beam and the scattering vector. The detected spectrum, or

diffraction pattern, is a plot of neutron intensity as a function of ToF or d-spacing, and usually con-

sists of several peaks, each corresponding to a specific family of {hkl} lattice planes. Elastic strain can

be calculated using changes to the interplanar spacing, observed as a shift in peak position, relative

to a stress-free value, d 0
hkl (Equation 6.2) [228]. Figure 6.1 demonstrates the exaggerated peak shift

expected during compressive loading. Once a diffraction pattern has been acquired, there are two

approaches for obtaining macroscopic strains, namely single peak fitting or full pattern fitting. Us-

ing single peak fitting, provides the strains relating to a specific crystallographic plane, dhkl , whilst

full pattern fitting gives strains relating to changes in the overall lattice parameter, a. The latter

being an average, make it more representative of the macroscopic strain state. The least-squares
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procedures, Rietveld and Pawley refinement, are the preferred techniques for full pattern fitting [81,

229]. The resulting value of a can be then used to calculate strain using a stress-free reference lattice

parameter, a0, analogous to d 0
hkl for single peak fitting, as seen in Equation 6.2.

Figure 6.1: Exaggerated peak shift in a generic Bragg peak, demonstrating the ef-
fect of compressive loading.

εhkl =
dhkl −d 0

hkl

d 0
hkl

= ∆dhkl

d 0
hkl

, εbul k = a −a0

a0
= ∆a

a0
(6.2)

Traditionally, engineering neutron diffraction experiments involve the characterisation of residual

or in situ strain. Common residual stress measurements include those performed on welded or

cladded specimens [230, 231]. Narayanan et al. successfully measured residual stresses in a laser

cladded rail, demonstrating the benefits in reducing the effect of ratcheting under fatigue loading

and consequent wear mechanisms [232]. The study additionally highlights the benefits of neutron

diffraction as a complementary technique for measuring residual stress, potentially being used in

parallel with semi-destructive procedures, such as incremental hole drilling. In situ neutron exper-

iments generally involve the measurement of strains within a sample under varying load, occasion-

ally during exposure to harsh high-temperature or cryogenic conditions [233, 234]. For example,

in situ neutron diffraction has been used to characterise the stress relaxation of Inconel 625 nickel-

base superalloy at temperatures of 700◦C, comparing behaviour of conventionally processed and

additively manufactured specimens [235]. It is common practice to apply neutron diffraction re-

sults for validating computational models, such as Finite Element Analysis (FEA) [236].

A disadvantage of neutron diffraction is the relatively long data acquisition times that are required
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to collect suitable statistics for performing the peak fitting procedures, particularly compared to

rapid X-ray data acquisition rates. Depending on the gauge volume geometry, it can take between

a few minutes and a few hours to obtain sufficient neutron counts for steel, with smaller gauge vol-

umes requiring longer scan times [74]. Nonetheless, if the stress state within the specified gauge

volume remains constant throughout the measurement, for example during residual stress charac-

terisation, this does not pose much of a problem. However, if stress conditions are continually alter-

ing throughout data acquisition then the accuracy of measurements will be compromised, making

time-resolved studies more difficult. As a result, the development of stroboscopic techniques has

been used as a method for measuring the time dependent variation of strain in cyclic processes

[237].

Stroboscopic measurements are useful for measuring cyclical processes where the strain state varies

within each cycle but every cycle is nearly the same. Even though the neutron statistics within each

section of the cycle is insufficient for a full analysis, if the same section of the cycle is added up

over multiple cycles, enough statistics can be obtained for the data to be analysable. Stroboscopic

strain measurements using neutron diffraction were introduced in 1996, to study the behaviour of

a metal matrix composite exposed to thermal cycling [237]. The composite was rapidly cycled be-

tween 175-400◦C, with a reference signal being sent from the furnace to the data acquisition system

at the beginning of each cycle. There have since been several stroboscopic neutron experiments,

including a study by Feuchtwanger et al. which used a reference pulse generated from an Instron

loading frame to synchronise neutron data acquisition with the applied strain, allowing for the study

of stress-strain behaviour in polymeric matrix composites [238]. The loading frequency for this ex-

periment was 0.5 Hz, using 100 time segments for every individual cycle, with each segment being

20 ms. Furthermore, a recent study also successfully measured time-resolved strain in a piezoelec-

tric actuator, exposed to an alternating electric field of frequency 0.5 Hz and magnitude of 0-130 V

[239]. Neutron detection events were divided into 26 segments each with a width of 10 V, allowing

for the evaluation of cyclic strains. It is apparent from these previous studies that to successfully

measure time-resolved strain a suitable triggering system is required, in order to provide a reference

for data acquisition processes.

Stroboscopic X-ray experiments are more commonplace due to rapid data acquisition rates, with

Baimpas et al. using the technique to measure dynamic strain in the connecting rod of an opera-

tional internal combustion engine [214]. Time-resolved X-rays were also used for tribological appli-

cations, to measure dynamic contact strain in a ball bearing, using a Hall sensor to trigger whenever

a ball passed the region of interest [171]. A more recent study used a fibre optic triggering system

to detect every individual roller passage in a rotating bearing. This method was capable of perform-

ing dynamic strain measurements in under 13 minutes, with a contact loading frequency of 125 Hz

associated with bearing operation at 854 rpm [240]. The equipment from the mentioned X-ray ex-

periment has been adapted for stroboscopic neutron diffraction experiments, forming the basis of

the present study.
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6.1.3 Aims and structure

The aims of this study are to (i) develop hardware and software for measuring dynamic contact strain

using ToF neutron diffraction, (ii) stroboscopically measure dynamic in situ elastic strain in an over-

loaded roller bearing, (iii) develop a method for processing stroboscopic data to obtain cyclic strain

associated with rolling contact fatigue, (iv) develop further understanding of the influence overload-

ing has on bearing failure.

Using a novel stroboscopic triggering technique and utilising the benefits of eventmode neutron

data acquisition systems, it has been demonstrated that there is potential for measuring dynamic

strain, even at the high rates of strain variation experienced at the contact of an operational roller

bearing. A loading rig was designed for the purpose of conducting dynamic strain measurements

on a running bearing using the ENGIN-X neutron diffractometer. Stroboscopic neutron diffraction

has successfully been used to study the evolution of strain at the maximum stress state, as well as

characterising cyclic strain variation associated with rolling contact fatigue. This work offers a novel

approach in the field of tribology to further understand RCF using time dependent strain measure-

ments, whilst results support the hypothesis that overloads accelerate raceway damage, lowering

bearing life expectancy, with post-test interrogation confirming the occurrence of surface and sub-

surface damage.

6.2 Experimental design

6.2.1 Test bearing

The experiment was designed to be performed using both energy dispersive X-ray diffraction and

ToF neutron diffraction, however this body of work focuses on results obtained during the neutron

investigation. The test bearing was selected with major consideration given to the sample geometry,

optimising radiation attenuation, particularly for X-rays, as neutrons penetrate AISI 52100 bearing

steel more easily. The SKF NU1010 ECP cylindrical roller bearing was selected, as a raceway thick-

ness of 16 mm ensured up to 9% transmission for high energy X-rays, allowing for penetration that

provides suitable data acquisition [240]. The bearing has 20 rolling elements with an outer diameter,

D , and bore diameter, d , of 80 mm and 50 mm, respectively (see Figure 6.2b). As WTG bearings are

very large components, they would be unsuitable for diffraction experiments due to attenuation is-

sues, nonetheless the test bearing recreates similar operational contact pressures to those generated

in a commercial WTG, whilst being scaled down appropriately in size. A cylindrical roller bearing

creates a line contact between roller and raceway, generating subsurface stress fields that are inher-

ently less complex that those associated with point contacts found with spherical rolling elements.

This allows for the assumption that stresses are uniform in the axial direction (x-axis), along the con-

tact. Table 6.1 contains the chemical composition, whilst Table 6.2 shows the material properties of

AISI 52100 bearing steel.
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Table 6.1: AISI 52100 Chemical Composition [182].

C Mn Si Cr Cu S

0.95 - 1.10 0.20 - 0.50 ≤0.35 1.30 - 1.60 ≤0.025 ≤0.025

Table 6.2: AISI 52100 Properties [181].

Property Symbol Value

Density [kg /m3] ρ 7830
Young’s Modulus [GPa] E 201

Poisson’s Ratio v 0.3
Yield Stress [MPa] σY 1410

6.2.2 Dynamic loading rig

A purpose-built rig was designed with essential features, taking into consideration that experimen-

tation was to be performed using both the I12 X-ray beamline and the ENGIN-X neutron strain

diffractometer, each with unique setup requirements and scattering geometries [71, 74]. Further

details on the features that are specific to the X-ray experiment are included in previous work [240].

Detector geometry (fixed ±90◦) at ENGIN-X allows for a maximum of two orthogonal strain compo-

nents to be measured simultaneously. Since the radial component (z-axis) was of primary interest,

only that component was measured in the presented work. The rig was designed to apply loads and

perform neutron measurements along a direction of 90◦ from the top of the rig, ensuring that the

neutron scattering vector was aligned with the bearing radial loading direction. Figure 6.2a, shows

a photograph of the rig.

The rig was fitted with an OMEGA LCM20-20kN load cell and SGA/A load cell amplifier, with loads

applied using a cantilever arm and threaded bar screw mechanism. A direct loading piece (DLP),

between the cantilever arm and the test bearing, was guided by linear ball bearings to ensure that

load application was radially aligned. Care was taken to ensure that rig components did not ob-

struct the incident and diffracted neutron beam line-of-sight, yet this could not be avoided with the

DLP. Therefore, the DLP was constructed with aluminium, which has a very low neutron absorp-

tion cross-section (0.23 barns for aluminium compared to 2.56 barns for iron with neutrons at 2200

ms−1), thus making it effectively transparent at this material thickness [75]. There were also access

points made available for the mounting of acoustic emission sensors (AE) and accelerometers, as

part of a condition monitoring project running in parallel with this study [241].

6.2.3 Neutron diffraction strain measurements

The experiment was completed on the ENGIN-X neutron strain diffractometer at ISIS Neutron and

Muon Source, UK [74]. The ENGIN-X beamline is a designated engineering strain scanning instru-

ment, with a neutron flight path of approximately 50 m and high flux over a wavelength range of 1-3
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Å, suitable for most polycrystalline engineering materials. A neutron pulse rate of 25 Hz was used,

providing a ToF window for each individual pulse of approximately 40 ms. The rig was positioned on

the sample stage with the bearing z-axis at 45◦ to both the incident neutron beam and north detector

bank, allowing for measurement of the radial strain component. Figure 6.2c shows a schematic of

the sample in relation to the neutron beam and scattering vectors. The slits were opened to allow for

an incoming beam with a cross-section of 2 x 2 mm2, whilst the 2 mm collimators were positioned

in front of the detectors to limit the diffracting volume in that direction. This resulted in a 2 x 2 x

2 mm3 gauge volume, aligned with the overloaded region of interest in the raceway subsurface, as

represented in Figure 6.2d, where it should be noted that the cubic gauge volume sits 45◦ to the bear-

ing coordinates. Scans were also performed on standard calibration samples; vanadium and NIST

standard cerium oxide. Cerium oxide is a very strong coherent neutron scatterer, with well-defined

lattice parameters, allowing for ToF information to be accurately calibrated. The vanadium sample

is a very poor coherent neutron scatterer but a strong incoherent scatterer, used to determine the

incoming incident neutron spectra. This is then used to normalise the collected experimental data.

Figure 6.2: (a) Photograph of the dynamic loading rig. (b) Fibre optic system used
for the stroboscopic strain measurement technique. (c) Schematic of ENGIN-X ex-

perimental setup. (d) Projection of the cubic gauge volume in the xz-plane.

The experiment included static scans (stationary bearing), typical of those performed during

ENGIN-X experiments, and dynamic scans, which required a stroboscopic method for synchronis-

ing the bearing rotations with the ENGIN-X data acquisition electronics (DAE). Static scans were
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performed without shaft rotation and with a roller placed in contact with the outer raceway loca-

tion being measured. The gauge volume was positioned in the outer raceway, directly beneath the

contact, to measure the elastic radial strain under different loads, Ps . Static scans were performed at

increasing increments of Ps = 10 kN up to 40 kN, with the stress-free a0 lattice parameter measured

at 0 kN, allowing for calculation of relative elastic strain. A maximum load of 40 kN was selected

because it had previously been demonstrated as being slightly within the elastic limit, according to

FEA, described in Section 6.2.5.

Dynamic scans were performed, measuring strain in an overloaded region of the static outer race-

way, while the bearing was running at 927 rpm under a constant radial load of Ps = 40 kN. Overloads

were performed using a fixed raceway loading frame (FRLF), described in previous work [141]. The

frame uses a single isolated rolling element mounted in a static shaft, with a fork mechanism used

to apply the designated load to a fixed outer raceway. Loads are applied using an Instron loading

frame, meaning that the FRLF can also be used for ‘static’ fatigue investigations, with such results

presented in Section 6.3.2. An overload equivalent to Ps = 136 kN was applied prior to the dynamic

test, with subsurface plasticity propagation reaching the contact surface, as predicted by FEA. The

substantial overload maximises acceleration of damage and increases the likelihood that failure will

be observed during the experiment.

For dynamic strain measurements, a stroboscopic triggering technique was used, as previously de-

scribed in the stroboscopic X-ray study [240]. This made use of a Keyence FU-18M thru-beam fi-

bre optic system to detect the passage of individual rolling elements (Figure 6.2b). For every roller

passage the Keyence FS-N10 Series digital amplifier generated a PNP output signal, which was con-

verted to a TTL pulse using a Stanford Research Digital Delay/Pulse Generator. The TTL pulse trig-

gered a Phantom 7.3 high speed camera, used to capture a still image of the region of interest, en-

suring that the roller was in contact with the overloaded zone on the rising edge of the pulse, after

correcting for a time delay. The high speed camera was used to determine the delay.

The delayed TTL pulse was used to provide a time-reference, indicating where the rollers were po-

sitioned throughout the experiment. The delay/pulse generator was used to specify a pulse width

(∆t ), which determines the size of the time-bins used for filtering neutrons. The reference pulse was

fed into the DAE to synchronise roller position with the detection of the ToF neutrons. The DAE

consisted of a Digital Data Interface Board, which fed into the Sample Environment Breakout Board

(SEBB) and the detector card. The DAE was operated in eventmode for dynamic tests. The fibre

optic pulse metadata from the sample environment, could be logged using an analogue-to-digital

converter (ADC) channel in the SEBB, along with neutron detector acquisition running in synchroni-

sation. Whilst running in eventmode, every neutron detection is stored with the time of collection,

allowing for filtration of these events into discrete time-bins during post-processing. Each event-

mode data file consisted of roughly 28 minutes of data acquisition, rather than storing data in one

continuous file, which would be too large for post-processing. Figure 6.3 provides an example of an

ADC sample log recording, indicating a time period of 7.56 ms, or BPFo of 132 Hz, validating the

predicted outer raceway BPFo of approximately 136 Hz for a shaft speed of 927 rpm, using Equation
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Figure 6.3: ADC sample log reading demonstrating the generation of pulses over 40
ms, the ToF range recorded for each pulse of neutrons. INSET -visualisation of the
seven time-bins (numbered with an index starting at zero) generated by shifting

the original pulse by an integer multiple of the pulse width.

6.3 [242].

BPFo = ωs Z

120

(
1−

(
d

D

)
cos(α)

)
(6.3)

Where, ωs is the shaft speed in rpm, Z is the number of rolling elements, d is the rolling element

diameter, D is the bearing pitch diameter and α is the contact angle between the roller and the

raceway.

6.2.4 Stroboscopic data analysis Dynamic scans

Eventmode data was analysed using python scripting, which incorporated pre-programmed algo-

rithms within the Mantid Project Application Programming Interface [243]. In order to analyse data

collected whilst the DAE was operating in eventmode, the ADC sample log is required to generate

a filter workspace, consisting of a sequence of start and stop times corresponding to the beginning

(t0) and end of an individual pulse (t f = t0 + ∆t ). All filter times are determined using a threshold

value in the sample log, in this case the threshold was set to 2200 mV, capturing the rising edge of

each pulse (see Figure 6.3).

The neutron detection events and the filter workspace events generated from the roller passage are

all synchronised with the same clock, relative to the start of the individual scan. A separate algorithm
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then collates all the neutron events that occurred at times between the t0 and t f , for each roller

passage throughout the entire scan. These neutrons are then re-collated to generate a diffraction

spectrum, like those generated by the DAE during static scans. The ToF resolution for both static

and dynamic data was set to 4.67 µs.

Figure 6.4: Summary of the processing steps for dynamic scans.

As every neutron acquisition is recorded, with their individual ToF information, the reference pulse

generated as a roller passes the region of interest can be shifted to evaluate the cyclic variation of

strain during bearing operation, demonstrated by the inset of Figure 6.3. As the pulse width was one-

seventh of the time period, neutrons were segmented into seven time-bins, each equal to the pulse

width. Therefore, every recorded neutron incident was used to generate a spectrum for fitting strain

data. Consequently, the statistical quality of data associated with a single scan was compromised

by splitting the neutron counts, but to minimise this effect four scans were merged together during

post-processing, providing suitable quality of statistics for fitting. Merging was performed using

a running average with successive overlaps, so as not to significantly reduce the number of strain

values generated over the entire experiment. This resulted in nearly 2 hours of data collection to

produce each fitted strain measurements.

In order to obtain the lattice parameters, all spectra, static and dynamic, were fitted using the GSAS-

II crystallography software [244], with Pawley refinement in the ToF range of 20 ms and 40 ms (d-

spacing range of 1.09 Å to 2.17 Å), incorporating the most prominent {110}, {200} and {211} Bragg

peaks. Figure 6.4 presents a graphic, summarising the individual processing steps for dynamic

scans. Figure 6.5 shows a comparison between the static and dynamic data. The peak intensities

and signal-to-noise ratio is greater for the static scans, as would be expected due to dynamic data
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post-processing techniques reducing the effective data acquisition time. The average strain uncer-

tainty for static scans was ±93 µε, whereas for dynamic scans the average uncertainty was ±117 µε,

signifying that data is of better quality for static data collection.

Figure 6.5: Comparison of static and processed dynamic spectra normalised using
a vanadium standard sample.

6.2.5 Modelling

Finite Element Analysis

In a previous study, FEA simulated in ABAQUS version 6.14-2 [146], was used to predict the elastic

and plastic behaviour of the sample. The primary aim of the model was to provide the loading condi-

tions whereby the elastic limit was exceeded and the extent of subsurface yielding that occurs during

overload. The model was validated using Hertzian contact theory, showing excellent agreement with

the calculated theoretical predictions of contact pressure and elastic load limit [141]. A schematic

of the three-dimensional elastic-plastic model, with boundary conditions, is demonstrated in Fig-

ure 6.6. Quadratic elements (C3D20R) were used for modelling the bearing raceway and roller ele-

ment, whilst the remaining components were bilinear rigid quadrilateral elements (R3D4). Contact

friction was assumed to be negligible as static loading conditions were being simulated, whilst only

one-quarter of the bearing was modelled to reduce computational expense, with symmetry assumed

in the x-axis and θ-axis. Additionally, isotropic hardening was assumed using derivations from the

AISI 52100 stress-strain curve [186]. Table 6.2 provides the AISI 52100 material properties used for

the model.
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Figure 6.6: (a) Finite Element Model boundary conditions. (b) Mesh.

Analytical raceway model

Hertzian contact theory was utilised for comparison of the subsurface elastic strains being generated

in the raceway at different static and dynamic loads [40]. For comparison with static scans, two-

dimensional subsurface strain fields were calculated, in the yz-plane, for each experimental load.

As a line contact was generated between the roller and the raceway, strains were assumed to be

uniform along the contact (x-axis). This assumption allows for averaged strains within a theoretical

three-dimensional gauge volume to be obtained by weighting the calculated two-dimensional strain

field. The experimental gauge volume extended to a depth of 2.83 mm into the subsurface, due to

detector geometry and beam alignment with the sample, as demonstrated in Figure 6.2d.

For dynamic strains, traction between the roller and the raceway surface was incorporated by the

model, assuming that Amontons law holds [39, 41]. A coefficient of friction of 0.05 was assumed,

which is relatively high for most roller bearing applications, yet has been demonstrated to be reason-

able for very high loads, such as those being used in dynamic test (Ps = 40 kN) [54]. The model simu-

lated a static bearing raceway, with subsurface radial strains generated as rollers moved throughout

the period of a single roller passage, T, relative to when a roller was in contact with the contact site

beneath the gauge volume, where t = 0. Figure 6.7 demonstrates the model at t = 0, t = T/3 and t =

2T/3, with the 2 x 2.83 mm2 cross-section of the gauge volume represented with a black box.

6.2.6 Novelty Detection

A novelty detection strategy was implemented to determine whether bearing damage was produced

during operation. A common strategy includes comparing the vibrational spectral data obtained

from the acceleration signal to identify the occurrence of any peaks at the characteristic defect fre-

quency, relating to a specific bearing component. In practice, this type of analysis may not always

be possible and thus more sophisticated methods are needed to provide a reliable diagnosis.

The vibrational data was measured with a tri-axial acceleration sensor (PCB 356B21), bonded on the

top of the rigs DLP using a cyanoacrylate. The output was connected to a NI cDAQ 9223 Module
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Figure 6.7: Analytical model of dynamic strain in the bearing raceway at t = 0, t =
T/3 and t = 2T/3. The black box symbolises the theoretical gauge volume.

coupled to a NI cDAQ 9184 chassis for signal acquisition. The rig was monitored via a LabVIEW

interface that allowed visualisation of the captured signal in real time and to perform basic storage

operations. The recorded signal was periodically stored by segmenting 10 seconds streams of data

every 15 minutes at a sampling rate of 51.2 kHz.

In order to find any deviation from the bearings standard operational behaviour, a novelty detection

method based on the Squared Mahalanobis Distance (SMD) was used. This method quantifies the

extent that a measured point differs from the standard conditions in terms of standard deviations

with respect to a specific distribution. Therefore, if a measured multidimensional feature shows a

greater separation between a specific distribution representing the normal (undamaged) state of the

machine, then a novelty can be inferred. The SMD can be defined using Equation 6.4.

Dζ =
√

(x −µ)Σ−1(x −µ)′ (6.4)

Where x, µ and Σ−1 represent the n-dimensional sample point, the mean and the inverted covari-

ance matrix respectively. The analysed features were vectors containing spectral data obtained from

the vertical axis of the acceleration signal. These features were obtained by transforming the time

domain acceleration signal, using the Fast Fourier Transform algorithm, and then reduced to a fre-

quency range of 25 to 150 Hz. This method requires a baseline feature, used as a reference for the

undamaged state, and obtained by calculating the mean and covariance matrix for a pristine bear-

ing sample. Findings from the novelty detection approach for condition monitoring are detailed in

further work completed by Martinez et al [241].
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6.3 Results

6.3.1 Static strain measurements

Strains measured during static scans are presented in Figure 6.8, alongside values predicted by

Hertzian contact theory. The elastic compressive strain increased with load application, yet at lower

loads there was lesser agreement with the analytically strains. This is possibly due to the region of

localised subsurface contact stress being significantly smaller than the overall experimental gauge

volume, with even a minor misalignment of the gauge volume position impacting the result. As the

stress increases and the size of the localised stress field increases, results become more comparable

with predicted values. This result was useful for determining the suitability of the applied load and

selected gauge volume geometry for dynamic testing.

Figure 6.8: Static radial elastic strain for increasing load, compared to the values
predicted using Hertzian contact theory.

6.3.2 Time-resolved subsurface elastic strain

A long-term dynamic test was performed, with the aim of running a bearing to failure, using ‘worst

case’ pre-overload and dynamic load conditions, as determined using FEA. An overload of Ps = 136

kN and a dynamic load of Ps = 40 kN was applied. Overall, the dynamic experiment lasted for more

than 29 hours, performing approximately 1.5 million bearing revolutions. The elastic radial strain at

maximum stress, when the roller is positioned beneath the gauge volume, are presented in Figure

6.9, alongside the measured SMD values. It should be noted that between 13 and 17 hours there is a

gap in data acquisition, as a result of the rig stalling. This resulted in the motor and support bearings

being replaced as they would be the components to experience the greatest duty if the test bearing

had failed. The rig was restarted and then operated for a further 12 hours, until it stalled for a second

time and the test was ended.
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Figure 6.9: Measured elastic radial strain and the Squared Mahalanobis Distance
recorded over the long-term dynamic experiment.

As all neutrons are detected throughout the entire experiment with the triggering signal simply act-

ing as a time reference, cyclic strain was evaluated by segmenting the data, as described in Section

6.2.4. The neutron data were sorted into seven discrete time-bins, corresponding to a different point

within the rollers passage, relative to bin-0, which is the point when maximum compressive strain

is expected as the roller is in contact with the region of interest. Figure 6.10a presents all 53 strain

cycles measured over the long-term test. Each cycle has 7 data points, with the scan merging process

offering a time resolution of slightly under 2 hours per measurement.

The data is inherently noisy, as would be expected with such high frequency cyclic strain, the nature

of ToF neutron data acquisition, and the time resolution being compromised by post-processing

procedures. The sampling time for each cycle was intermittent relative to the absolute experimen-

tal time, yet the sample rate is constant and each cycle represents the same physical phenomena,

i.e. a roller passage. Therefore, a Discrete Fourier Transform (DFT) was implemented to examine

the frequency domain, in order to assess whether any periodicity existed within the strain variation

[245, 246]. The sample rate, fs , was equal to the pulse width (∆t = 1.08 ms, so fs = 926 Hz). This

demonstrated noteworthy spikes at the BPF of 132 Hz, followed by harmonics belonging to that

fundamental frequency. This gives confidence that although the data is noisy, there is an expected

cyclic trend and that strain variation is consistent with the applied RCF stresses. Figure 6.10b shows

frequency domain from the original signal. The DFT confirming that the most prevalent frequency

component related to the BPFo , indicates that strain could be averaged for each time-bin over the

entire experiment, to evaluate the overall cyclic strain variation. Figure 6.11a shows the measured

cyclic strain for a single roller passage as measured by neutron diffraction, compared to those pre-

dicted using the analytical raceway model, with error bars representing the standard deviation of

the 53 values.

Averaging the raw signal provides strain magnitudes that are slightly lower than those predicted
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Figure 6.10: (a) Calculated strain for the seven time-bins within each of the 53 dy-
namic cycles. Alternating colours used to provide clarity on where each cycle be-
gins and ends. INSET -two examples of individual cycles represented on the time
axis. (b) Frequency domain of the 53 cycles, under the assumption the data is con-

tinuous.

by modelling, and the presence of a small unexpected bump in the cyclic data. For future strobo-

scopic neutron experiments, it may be useful to integrate signal processing approaches for removing

noise from stroboscopic data. Initially for this study, a multi-band finite impulse response filter was

adopted for trialling denoising approaches, as this technique is frequently adopted in signal pro-

cessing for improving signal-to-noise ratios [247, 248]. The filter was used to attenuate frequencies

outside of the bands; 120 - 150 Hz and 5 - 20 Hz, incorporating the BPFo and the shaft rotational

frequency, respectively. Figure 6.11b shows cyclic strain results obtained from the filtered signal,

demonstrating a trend more comparable to the model.
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Figure 6.11: (a) The average experimental radial strain at each time within the 53
recorded cycles, compared to the radial strain predicted by the analytical race-
way model. (b) The average experimental radial strain, post filtering, at each time
within the 53 recorded cycles, compared to the model. Error bars represent the
standard deviation. Please note that the final point for both (a) and (b) is a repeat

of t = 0 s, completing an entire cycle.

6.3.3 Post-mortem interrogation

Confocal scanning microscopy

Global plastic deformation at the contact site was visible by eye in the form of a dent, with more

prominent damage close to the contact edges. To determine the extent of surface deformation a Le-

ica DCM 3D confocal microscope with a pitch of 1.66 µm was used to examine the surface morphol-

ogy in an approximately 1.86 by 8.30 mm2 area, around the contact site. Due to limitations in the

microscopes field of view, the area was divided in 24 individual scans, stitched together to produce

the final 3D image, as seen in Figure 6.12a. The scan confirmed that significant plastic deformation

was formed, with evidence of pitting having occurred on both edges of the contact indentation.

Reference scans were also completed at a location away from the contact region, to correct for cur-

vature of the bearing surface, allowing for examination of 2D profiles of the contact area. A profile

along the x-direction, demonstrates the indentation depth along the length of the contact, shown in

Figure 6.12b. It appears that pitting has occurred at the contact edges, which is almost certainly due

to stress concentration effects in those regions. Figure 6.12c shows a profile along the y-direction

taken from the edge and the middle of the contact. This also demonstrates the extent of pitting at

the contact edge, with roughly a 4-times increase in depth when compared to the dent observed

from the middle of the contact. Width at the centre of the contact was measured at roughly 1 mm,

whilst the width during overload was 0.83 mm, as predicted using Hertzian contact theory.

6.3.4 Post-mortem interrogation

The sample was circumferentially sectioned to observe subsurface microstructure, with a 2% nital

solution used for etching. Figure 6.13b demonstrates an alteration to the microstructure surround-

ing the contact, with WEAs close to the surface and a substantial DER that gradually brightens as it
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Figure 6.12: (a) Three-dimensional representation of the contact site generated us-
ing a confocal scanning microscopy. (b) Profile of the contact depth along the x-
direction. (c) Profile of the contact depth along the y-direction, for both the centre

and edge of the contact.

fades into the original microstructure with increasing subsurface depth. The darkest DER appears

as a band, running between the surface and a depth of roughly 170 µm, closely associated with a

maximum shear stress at the depth of 175 µm, predicted using Hertzian contact theory and indi-

cated using a dashed red line. Figure 6.13c demonstrates a subsurface region that contained a WEC,

surrounded by WEA, appearing to initiate at an inclusion, typical of WECs [20]. The crack was ob-

served at a depth of 120 µm into the subsurface. Figure 6.13d shows a section whereby there was

evidence of DER, close to several WEA formations around potential cracks or material voids.

6.3.5 Offline bearing fatigue

A separate offline fatigue experiment, where no diffraction was used, was performed with the FRLF

and an Instron loading frame, under the same overload (Ps = 136 kN) and dynamic loading (Ps = 40

kN) conditions, for an equivalent of approximately 0.28 million revolutions. Considering the statis-

tical nature of bearing failure, this is judged to be within reasonable range of the failure observed

during the neutron experiment. A large axial crack had formed, with most severe damage appearing

in the subsurface beneath the contact edges. The microstructure, observed using a scanning elec-

tron microscope (SEM), appears typical of ductile fatigue, with striations occurring perpendicular to

the subsurface crack, in the same region where clear severe microstructural alterations have formed,

as seen with the optical microscope. Figure 6.14 shows the axial cross sections, observed using SEM

and optical microscopy from the FRLF test.
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Figure 6.13: (a) Schematic to demonstrate the circumferential cross-section being
observed. (b) Subsurface image in the overloaded region. (c) Subsurface crack ini-
tiated at a material inclusion, with associated WEA. (d) Subsurface damage and

WEA, adjacent to a material inclusion.

6.4 Discussion

During the dynamic test, a significant increase in the measured compressive strain begins shortly

after the initial interruption to rig operation at 13 hours, suggesting that test bearing failure might

have prevented the rig from functioning correctly. The proposed test bearing failure, along with sup-

port bearing degradation, would have increased the coefficient of friction, resulting in the required

torque exceeding that being provided by the motor. Assuming that bearing failure had occurred

when the rig initially stalled at 13 hours, this corresponds to a 59% reduction of life, compared to the

expected L10 prediction for that applied load.
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Figure 6.14: (a) Schematic to demonstrate the axial cross-section being observed.
(b) Optical microscope image of the contact edge subsurface. (c) SEM image of the

contact edge subsurface.

For the first time, a stroboscopic diffraction procedure has been used, simultaneously with condi-

tion monitoring techniques, and has successfully identified an approximate time of failure. Multi-

variate analysis using the novelty detection method on vibration levels, revealed a statistically sig-

nificant increase in SMD values after recommencing rig operation, relative to standard operating

conditions, suggesting damage had been initiated (as seen in Figure 6.9). A further investigation

on damage localisation was performed in parallel by Martinez et al. [241], where a localisation ap-

proach used time-delay and sum beamforming methods with three AE sensors. This indicated that

the detected abnormality originated from the overloaded site, with standard deviation uncertainty

of 45.2◦. Nonetheless, bearing failure is defined as the point at which it no longer operates as in-

tended, which is certainly implied by these non-destructive techniques [219].

The proposed stroboscopic technique offers a novel method for further understanding tribological

mechanisms, such as rolling contact fatigue, with its ability to non-destructively measure dynamic

strain using neutron diffraction. This is comparable with other diffraction techniques, for example

using synchrotron X-rays. A previous experiment, performed with energy dispersive X-ray diffrac-

tion, using the same rig and test bearing, had previously measured radial strain stroboscopically in

a dynamically loaded sample [240]. A benefit of using X-ray diffraction is the improved spatial and

temporal resolution, with the mentioned experiment obtaining strain values within 13 minutes, in

addition to a gauge volume cross-sectional area of only 150 x 150 µm2. The results indicated similar

effects on elastic strain, with gradually increasing compressive strain prior to an observed failure.

It was also proposed that this effect was the result of a reduction in yield strength due to material
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softening, induced during severe plastic deformation. The consequence of this damage is acceler-

ated onset of rolling contact fatigue associated instability (Phase III), supporting the hypothesis that

overloads significantly reduce bearing life expectancy.

Whilst spatial and temporal resolution are better for synchrotron X-ray diffraction, neutron diffrac-

tion holds the unique capability for characterising cyclic strains, as every detected neutron can be

utilised. Additionally, neutron diffraction is better suited for probing engineering materials of larger

geometries, more representative of commercial components. For neutron diffraction, strain mea-

surement uncertainties were greater for dynamic scans compared to static scans, although this was

not the case for X-ray experiments, where signal-to-noise was similar for both static and dynamic

measurements. Prior to this study, data analysis procedures for stroboscopic neutron techniques

were not practical, however significant developments in the post-processing of eventmode data

have been demonstrated by this work.

Examining the bearing post-mortem offers the proposal that failure could either be related to surface

damage, subsurface damage or a combination of both. Pre-overloading certainly appears to have

accelerated bearing failure via surface denting prior to the dynamic test, yet there is also evidence

to suggest subsurface failure as a failure mode. The overload seems to be have contributed towards

surface indentation exaggerated at the contact edges by stress concentration of cyclic loading. In

addition, the subsurface plastic deformation appears to have generated a region prone to subsurface

cracking. The DER appears to resemble the shape associated with a Hertzian contact, of similar size

to the predicted plastic zone generated during pre-overloading, as seen in Figure 6.13b. It has been

demonstrated in previous studies that DERs resemble the size and shape of plastically deformed

microstructure, as predicted by elastoplastic modelling [227]. It has been proposed that DER occurs

prior to the formation of WEC and WEA, with Figure 6.13 demonstrating WEA growth in the region

closest to the subsurface, within the DER [249]. It is not within the scope of this work to characterise

the exact cause of failure, yet condition monitoring approaches confirmed damage propagation at

the contact site, stimulated during RCF cycling. The offline experiment performed using the FRLF

supports the confocal microscopy results described in Section 6.3.4, as the most detrimental pitting

depths were greatest at the contact edges and acting as a location of higher failure probability. Stress

concentration effects are proposed as the probable cause for increased damage at the contact edges.

Now that first experiments using stroboscopic strain measurements with roller bearings have been

successfully conducted on the ENGIN-X neutron diffractometer, the technique could be scaled-up

to study full-size commercial WTG bearings. The high penetration power of neutrons can pass

through up to 60 mm of steel, with high speed shaft bearings having raceway thicknesses of ap-

proximately 48 mm [74, 250]. Using larger test bearings would generate localised stress fields with

significantly larger dimensions, improving accuracy as the gauge volume size would be more suit-

able and allow for characterisation of greater strain magnitudes. Additionally, reducing the bearing

rotational speed would allow for either a greater number of time-bins per cycle, or increased pulse

widths, reducing the number revolutions necessary to acquire sufficient fitting statistics. However,

slowing the bearing would require longer experimental times to complete a similar number of rev-

olutions, which is not always possible for neutron diffraction experiments, as the designated beam-

time is usually no longer than a few days. This work demonstrated the potential of stroboscopic
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techniques to measure cyclic strain at loading frequencies of approximately 132 Hz, whereas in pre-

vious studies cycling rates have generally been much slower, for example 0.5 Hz [234, 235]. It was

apparent that accuracy can be hindered at such high frequencies, which is to be expected for ToF

techniques. Therefore, it is proposed that there is considerable scope for the future development of

more advanced digital signal processing techniques for analysing stroboscopic data, collected under

rapidly varying cyclic stress conditions.

6.5 Conclusions

• A custom-built rig and fibre optic triggering system permitted measurement of time-resolved

strain using a novel approach to stroboscopic neutron diffraction.

• Static measurements demonstrated closest agreement with Hertzian contact predictions at

high loads.

• During a long-term dynamic scan, a condition monitoring novelty detection technique was

able to identify bearing failure. Subsequently, a significant increase in subsurface compressive

radial strain was observed, as measured using stroboscopic neutron diffraction.

• Cyclic strain associated with rolling contact fatigue was measured using every detected neu-

tron. This was possible due to stroboscopic pulses from the rig and neutron detection events

being synchronised.

• Post-mortem surface scans and mechanical cross-sectioning show that the contact edge is

the most probable failure location yet were unable to confirm whether failure occurred at the

surface or in the subsurface.
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CHAPTER 7

DISCUSSION

This chapter assesses the advantages and limitations of the implemented non-destructive tech-

niques. As discussed in Chapter 1, an important aim of this work was to provide insight into WTG

bearing reliability issues, specifically relating to overload events and rolling contact fatigue. How-

ever, the design and implementation of a technique capable of performing time-resolved strain

measurements in dynamic engineering components was the principle motivation. Innovative use

of neutron instrumentation has indicated the benefit of incorporating multi-technique approaches,

whilst also highlighting the scope for adapting stroboscopic strain measurements to investigate

other dynamic engineering systems. Furthermore, an overview of how this work may contribute

to improving WTG bearing reliability has been discussed.

7.1 Diffraction techniques

As with any other strain measurement technique, each diffraction method that was applied through-

out this study possesses unique advantages and limitations. It is important to consider that, whilst

not always directly comparable with one another, multiple technique approaches can be used to

obtain complementary information. This can be particularly useful for the validation of analytical

theories and numerical techniques. In this study, a custom-built loading rig acquired dynamic radial

strain measurements using neutron and X-ray diffraction. The difference in gauge volume geometry

and instrument setup prevented a definitive comparison between the results obtained from these

techniques, yet numerical modelling and analytical Hertzian contact theory consistently demon-

strated reasonable agreement. Regardless of the difficulties associated with comparing X-ray and

neutron results directly, appreciation for advantages and limitations of each approach, allows for a

holistic evaluation of the experimental outcomes, and demonstrates how technique development

throughout this study has contributed towards bridging the knowledge gaps.
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It is clear from the experiments performed that EDXD boasts superior spatial and temporal reso-

lutions. The high flux generated at a synchrotron X-ray source allows for rapid data acquisition,

even with experimental gauge volumes that are significantly smaller than those conventionally used

for neutron strain scanning. For EDXD experiments, spatial resolutions of 150 µm permitted the

mapping of localised subsurface contact strains under static loading conditions, showing agreement

with finite element analysis and with radial strain field profiles clearly resembling those expected by

Hertzian contact theory. The EDXD experimental setup allowed for 23 strain directions to be mea-

sured simultaneously, with measurement uncertainty reducing as the radial strain component was

extracted from the calculated strain tensor. Additionally, dynamic time-resolved strain measure-

ments were highly optimised in this work. A pioneering study in adapting stroboscopic techniques

for tribological applications was successfully performed by Mostafavi et al. using a Hall effect sen-

sor to detect the passage of a single rolling element per revolution [171]. However, the stroboscopic

approach developed in this work utilised a purpose built loading rig, whilst demonstrating the use

of a novel fibre optic triggering system to accurately detect every individual roller passage. This re-

sulted in significantly reduced data acquisition times, and therefore the ability to track elastic strain

evolution with relatively high time resolutions.

Neutron diffraction experiments appear to be better suited for stress and strain characterisation

in larger components, with neutron attenuation significantly lower for most engineering materials.

The NU1010 ECP test bearing selected for this study was chosen based on it’s thickness, permit-

ting suitable transmission of steel and consequently sufficient counting statistics for both X-ray and

neutron scanning. Therefore, experimental design for neutron diffraction only, would offer the op-

portunity to scale-up the rig and test bearing, enabling examination of contact geometries repre-

sentative of bearings used in the wind industry. The eventmode data acquisition procedures, used

during dynamic neutron diffraction experiments, collected ToF information for each neutron de-

tection event, whilst simultaneously recording triggers generated by passage of the rolling elements.

This provides the unique opportunity to measure strain continually during fatigue cycling, under

the assumption that load variations are the same for every cycle. This has been explored during this

study, as presented in Chapter 6, with experimentally determined cyclic strain being compared with

analytical theories.

Stroboscopic results

High data acquisition rates, associated with X-ray experiments, provide better time resolution for

tracking dynamic strain evolution when using stroboscopic techniques. For instance, the X-ray

experiment required 13 minutes for each measurement, whereas each eventmode neutron scan

equated to approximately 2 hours, including the influence of post-processing procedures. As men-

tioned, data acquisition using the stroboscopic technique was optimised, when compared to those

previously used for similar applications. This has demonstrated significant advancements in time-

resolved X-ray diffraction approaches, by developing the capability to track strain evolution con-

tinually throughout long term testing. Additionally, the development of this novel technique has
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demonstrated the ability of neutron diffraction methods for measuring strains in dynamic engi-

neering components with high cyclic strain rates. Other stroboscopic neutron studies, such as that

performed by Feutchtwanger et al., have successfully managed to characterise cyclic stains, yet with

significantly reduced strain rates, demonstrating the extent to which this work has progressed time

resolved neutron techniques [238].

As previously mentioned, it is difficult to directly compare stroboscopic strain results obtained dur-

ing both long term experiments, notably as the gauge volumes vary significantly. Nevertheless, both

experiments demonstrated the same trend, which was a notable increase in compressive strain, in-

dicating that failure had occurred during the experiment. On each occasion, failure was premature

for that specific load, suggesting that overloading had accelerated the onset of damage. During the

steady state (Stage II) of rolling contact fatigue failure, regions of microplasticity coalesce, eventually

resulting in material softening and the onset of instability [197, 198]. The results from both experi-

ments show increasing radial strains, which appear to suggest that material softening had occurred

earlier than expected, supporting the proposed failure mechanism. Statistically, the number of ex-

periments that have been performed during this study is not sufficient enough to definitively claim

that overloads reduce bearing life, yet failure times were consistently premature. As mentioned in

the literature, rolling contact fatigue initiated subsurface damage, as the result of geometric stress

concentration, is more prevalent in heavily loaded bearings [33]. This was evident from the dynamic

neutron experiment, where higher surface pressures were generated, as subsurface features typically

associated with failure were observed post-mortem.

7.2 Imaging

This work contributed significantly towards the development of two neutron imaging techniques;

energy dispersive transmission imaging and neutron computed tomography. When compared to

diffraction approaches, these imaging techniques are relatively less well established within the field

of engineering. Their development for the purpose of damage characterisation has been under-

taken as a substantial contribution of this study, presented in Chapter’s 3 and 4. Adapting the MCP

detector setup, from the IMAT beamline, made imaging experiments possible on the ENGIN-X strain

diffractometer, offering a unique opportunity to perform in situ loading scans using neutron trans-

mission imaging. Significant enhancements have been made, not only in the detection of damage

through characterisation of elastic strains, but also by using qualitative analysis of a Bragg edge fit-

ting parameter, indicative of material yielding.

Neutron transmission imaging was successfully used to detect crack nucleation in a notched cylin-

drical duplex steel specimen, providing reasonably accurate strain measurements, particularly for

ferritic steel, when compared with finite element analysis. Effective spatial resolutions of 55 µm can

be achieved due to the MCP camera’s pixel size, yet relatively poor counting statistics per pixel re-

quired the use of spatial binning to ensure that Bragg edge’s were appropriately fitted. Connolly et
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al. have previously detected cracks using Bragg edge strain mapping at the NIST Center for Neu-

tron Research [114]. However, the study undertaken as part of this project quantitatively investi-

gated crack induced stress profiles, whilst additionally utilising multiple experimental and numeri-

cal techniques for further comparative characterisation.

In Chapter 4, the Bragg edge σ broadening parameter was monitored at regular increasing inter-

vals during a bearing overload event, permitting observation of subsurface plastic zone evolution.

When a threshold value was applied to maps of the σ broadening parameter, good agreement was

found with the levels of yielding predicted by finite element modelling. Other work has previously

demonstrated the ability of Bragg peak broadening for estimating plastic deformation [172], yet the

Bragg edge broadening approach demonstrates an original use for energy dispersive imaging. These

novel results demonstrated that the technique can be adapted for other engineering studies, where

material yielding is of interest.

The recently introduced IMAT beamline [103], specifically designed for performing imaging exper-

iments, offers improved flux within the relevant wavelength range, along with optimised neutron

optics and a flight path of 56 m to enhance ToF resolution. The planned introduction of an Instron

loading frame, means that the improved ToF resolution can be utilised to perform other such dam-

age initiation studies, whilst lowering the extent to which spatial binning will be required. IMAT’s

Bragg edge fitting software, BEATRIX [187], has been continually developed using data obtained

during these experiments, helping to improve the user friendly interface. This further demonstrates

how the investigations undertaken have advanced energy dispersive imaging.

The opportunity for neutron attenuation computed tomography on the IMAT beamline was also

utilised, for inspecting the propagated fatigue crack profile within the duplex steel specimen. Crack

opening was marginally within the techniques resolution capabilities, resulting in a faint observa-

tion of the crack, particularly when compared to a corresponding X-ray computed tomography scan.

Nonetheless, such small features have rarely been witnessed using neutron tomography, supporting

technique advancements in relation to previous comparable studies [251]. Furthermore, the differ-

ent neutron attenuation properties of ferritic and austenitic steel provided visible contrast, indicat-

ing that the different phases may be distinguished. It has been suggested that with improved reso-

lution, this could be used for digital volume correlation (DVC), whereby the total three-dimensional

strain field can be calculated. DVC has been demonstrated using X-ray tomography [92], but track-

able features throughout the bulk material were necessary. Contrast between the phases of duplex

steel have been proposed as a method to develop DVC for neutrons, with this study supporting that

claim.

7.3 Limitations of the applied techniques

A drawback to each of the diffraction and imaging techniques used during this study was the limited

experimental times, with allocated beamtime denying the opportunity for repetition, consequently

reducing reliability. Whilst offline tests remain a possibility, the chance to obtain X-ray and neutron
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data is ultimately constrained. Nonetheless, each technique presented it’s own individual limita-

tions that are worthy of discussion. Similarly, Hertzian analytical theories have been demonstrated

throughout the work, yet the Hertzian contact is considered to be a simplification of the real pres-

sure distributions. When using these theories, assumptions about contact conditions and environ-

ment are being made, indicating that subsurface stress fields are more complex than those being

predicted, most notably for dynamic cases [41].

X-ray diffraction

It was clear that the greatest hindrance when designing X-ray diffraction experiments, was the lev-

els of attenuation associated with steel. The selected bearing specimen was close to the maximum

thickness permissible for obtaining reasonable counting statistics, making it difficult to scale-up

the test rig for use with larger bearings, more representative of those installed in commercial WTG’s.

Nevertheless, the contact pressure distributions created in the dynamic tests, were comparable with

operational WTG bearings, predicted using Hertzian contact theory. A further limitation is that the

data acquisition system does not have any capability for collecting data continuously throughout

the entire experiment, therefore preventing the analysis of cyclic strain associated with rolling con-

tact fatigue. If this ability were implemented it would be a significant advancement, however the

sheer quantity of data being collected and computational processing power required may make it a

difficult procedure to incorporate within the already established I12 data acquisition electronics.

Neutron diffraction

The most prominent disadvantage of using neutron diffraction is the lower spatial and temporal

resolutions. For static scans, neutron gaugue volumes were significantly larger than for X-ray scans,

with sufficient statistics obtained in 20 minutes, compared to 1 minute for X-rays. Due to the gauge

volume size in relation to the localised stress field, it was also not possible to generate maps of the

subsurface contact strain. Most ToF neutron diffractometers, including ENGIN-X, permit a maxi-

mum of two simultaneous strain measurement directions, compared to 23 on the I12 EDXD detec-

tor. This requires several assumptions about the directions of principal stresses, in order to mitigate

the requirement for multiple scans to be performed at different sample orientations when charac-

terising material stresses. Generally, this can be a relatively sound assumption for uniaxial loading

experiments, however for this work, rolling contact fatigue is considered a complex multiaxial fa-

tigue problem making stress calculations immensely difficult. Even under static loading conditions,

relatively high loads were required for greatest accuracy, suggesting that larger localised strain field

dimensions could result in more accurate results. The spatial resolution of X-ray scans allowed for

dynamic loads, whereby maximum contact pressures were representative of those generated in op-

erational WTG bearings. However, dynamic loads for neutron diffraction experiments were signifi-

cantly greater, with maximum contact pressures similar to the compressive yield stress of AISI 52100

[165]. Larger contact geometries, and therefore test bearings, would be beneficial for measuring

dynamic strain using the stroboscopic neutron diffraction technique.
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Neutron imaging

Neutron energy dispersive transmission imaging is used to measure the averaged strain through a

material, suggesting that the most appropriate specimens should have constant thickness, partic-

ularly at the region of interest, positioned within the camera’s field of view. This will lead to the

counting statistic being homogeneous for all pixels, which was the case for the bearing sample used

in this study. However, this was not true for the cylindrical duplex steel sample. In this case, a cylin-

drical geometry was intentionally selected, although compromising statistics away from the centre,

an axisymmetric sample is required to perform three-dimensional Bragg edge tomography. The

Bragg edge tomography technique is currently under development [131, 132], so as part of future

investigations, the data obtained during the experiment could be used for calculating an estimation

of the three-dimensional elastic strain field. Therefore, if the total strain field were to be successfully

obtained using neutron tomography with DVC, plastic strain within the sample could be predicted.

Nonetheless, sample geometry should be carefully considered for future Bragg edge imaging exper-

iments.

It is also worth noting that transmission imaging demonstrates greater accuracy when elastic strain

in the measured direction is relatively uniform throughout the entire material thickness, as demon-

strated by Ramadhan et al. for a laser shock peened aluminium alloy sample [113]. This was not the

case for either of the specimens examined in this study, however as the bearing generates a line con-

tact spanning along a significant width of the sample thickness, it was deemed to be a reasonable

assumption in this specific case. Furthermore, in the majority of in situ uniaxial loading experi-

ments, Bragg edge imaging may not actually provide the best approach, as the strain component

in the applied load direction is usually of most interest, particularly if only one strain direction is

required for measurement. As a result of experimental setup, it is inherently difficult to measure this

strain component. However, the use of transmission imaging simultaneously with diffraction could

be an alternative and provide complementary information. Fortunately, the ability to use both tech-

niques is due to become available on the IMAT instrument in the near future, potentially opening

exciting new research opportunities.

As previously mentioned, neutron attenuation computed tomography allowed for visualisation of a

fatigue crack nucleated in a duplex steel specimen, yet spatial resolutions were relatively poor, par-

ticularly when being compared to the X-ray computed tomography. Additionally, beam divergence

as the result of using a pinhole to define the incident beam geometry, reduces the effective spa-

tial resolution of scans. To improve the issues surrounding resolution with neutron tomography, the

CMOS camera on IMAT is due to be replaced with a cooled CCD camera, which will notably improve

signal-to-noise ratios.

7.4 Wind turbine gearbox reliability

Research has a significant influence on the way that industry approaches problems. Gathering a

more fundamental understanding of the mechanisms that result in operational issues, motivates

the development of innovative methods to pre-empt or eradicate these problems. It is difficult to
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quantitatively characterise the impact of overload events on fatigue life, particularly due to the sta-

tistical nature of failure requiring substantially more tests to be performed. However, the results

intuitively provide insight, supporting the hypothesis that overloads reduce bearing life expectancy

[165]. Although there are many contributing factors leading to premature failure, for instance mis-

alignments, inherent defects and poor lubrication, reducing the influence of overloading can help

to improve WTG bearing reliability.

The induction of plastic deformation, appears to increase the probability of defects and damage in

the overloaded region, with all conducted experiments demonstrating failure prior to the predicted

L10 life. Results presented throughout this work have failed to determine whether damage initiation

is more prevalent in the raceway surface or subsurface. Nevertheless, it is suggested that high dy-

namic loading, whereby the maximum principle shear stress occurs at greater depths, is more likely

to result in subsurface failure. During the stroboscopic X-ray experiment, when the dynamic loads

were more representative of operational contact pressure distributions, surface failure was observed

when the bearing was inspected post-mortem, whereas offline ‘static fatigue’ and higher dynamic

loads both presented evidence of subsurface damage.

Rolling contact fatigue is certainly considered to be a key driver in bearing failures, ultimately in-

stigating failure even if installation and operation is considered to be under ideal conditions. As

previously mentioned, it has been proposed that the rolling contact fatigue phenomenon occurs

after a steady state period of stability, during which microplasticity accumulates and coalesces in

the contact region, leading to material softening, which in turn causes instability and failure [196].

Throughout dynamic tests for both X-ray and neutron, the measured elastic strain in the overloaded

region of the raceway became increasingly compressive throughout bearing life, indicative of mate-

rial softening. It is proposed that during extreme overload events, such as those performed prior to

dynamic testing, significant subsurface plasticity is induced, essentially shortening the steady state

stage, accelerating onset of failure. This was observed using Bragg edge imaging with the utilisation

of such findings potentially leading to progression in approaches, either by wind turbine design en-

gineers or WTG bearing manufactures, in the development of techniques implemented within the

gearbox to reduce the impact of damage initiation and propagation or to improve material proper-

ties and quality.

Strategies to reduce this effect and extend bearing life on a commercial scale are welcomed by indus-

try, with development of innovative technologies required to negate the effect of overloads on WTG

bearing raceways. It is known that the static raceway is the most susceptible to failure, as a single

location will experience the highest contact stresses and therefore damage will be more prevalent in

that region. The Ricardo MultiLife bearing system was designed to reduce this effect in bearings with

static inner raceways, for example WTG planetary bearings [23]. The mechanism uses hydraulics to

drive actuating pistons that periodically rotates the static raceway, distributing the effect of wear

and reducing the accumulation of localised damage.
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7.5 Summary

Development of this optimised stroboscopic diffraction technique may now lead to an expansion in

it’s use for other potential engineering applications, meaning that in situ time-resolved studies may

become more widely accessible. Additionally, results support the use of non-destructive diffraction

testing in adding to the already extensive inventory of techniques available to engineers, particu-

larly for characterising material stress and strain. In many cases, the individual investigation be-

ing conducted or the application of a specific study, may explicitly advocate the use of a particular

technique. As discussed, each approach possess advantage and limitations, depending on the ap-

plication or the experimental design. For this reason, use of multi-technique analysis is becoming

generally accepted, particularly in tandem with ever advancing analytical theories and numerical

methods.
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CHAPTER 8

CONCLUSIONS AND

RECOMMENDATIONS

The project has been successful in developing a novel stroboscopic technique for measuring time-

resolved strain in dynamic engineering components, whilst also enhancing neutron imaging ap-

proaches and contributing knowledge regarding the influence of overloads on bearing life ex-

pectancy. This chapter covers the most significant novel findings from the research project, along

with recommendations on future work opportunities that can continue with technique develop-

ment and with understanding of the concepts covered.

8.1 Conclusions

Stroboscopic strain measurement technique

A principle aim was the development of hardware and software required to measure time-resolved

strain in dynamic engineering components, using X-ray and neutron diffraction. A purpose built

loading rig was specifically designed for conducting such investigations, incorporating a fibre op-

tic triggering system that optimised data acquisition rates. Additionally, experimental design was

used to incorporate features of the rig that required careful consideration of the different diffraction

instrument setup’s, ensuring that radial strain measurements were possible. Stroboscopic diffrac-

tion experiments performed during this work were successful and permitted the measurement of

time-resolved strain in a dynamically loaded roller bearing. Also, eventmode neutron data acquisi-

tion held the additional benefit of permitting the analysis of cyclic strains, as ToF information was

recorded continually. The proposed technique, whilst designed specifically for tribological compo-

nents, can now be adapted for the analysis of time-resolved strain in other dynamic engineering

applications.
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Neutron time-resolved data processing

A software package capable of stroboscopic X-ray data analysis had previously been established,

yet currently a user friendly approach for analysing stroboscopic neutron data is not available. Al-

though sample environment metadata is recorded simultaneously with neutron ToF information,

exhaustive post-processing was required in order to perform satisfactory data analysis. The unique

experimental design and data acquisition arrangement used, required the compilation of multiple

algorithms to perform the necessary data manipulation. As part of this project, a code has now

been developed to filter neutrons depending on their measured ToF, relative to a recorded external

stimulus, permitting analysis of stroboscopically acquired data.

Influence of overloads on fatigue life

Statistically, accurate calculation of fatigue life estimations without a significant number of test sam-

ples is problematic. However, this study has suggested that extreme overloading does reduce bear-

ing life, with notable premature failure observed during each of the individual investigations. It is

difficult to determine the root cause of failure, with surface and subsurface initiated damage appar-

ent, yet only two different loading conditions were used. Nonetheless, it is proposed that subsurface

plasticity generated as a result of overloading causes increased instability in the contact region. Both

X-ray and neutron experiments demonstrated increases in radial compressive contact strains prior

to failure, proposed to be the result of material softening, a phenomena witnessed in the final stages

of rolling contact fatigue failure. Furthermore, a static X-ray scan performed after dynamic testing

on a bearing that had been pre-overloaded, demonstrated a tensile region in the subsurface, away

from the plane of symmetry. This tensile region was also observed with finite element analysis, po-

tentially acting as a driver for subsurface crack propagation.

Observing subsurface plastic deformation

Significant developments in the potential applications of neutron transmission imaging have re-

sulted from this study. A bearing was overloaded using a custom-built fixed raceway loading frame,

with energy dispersive transmission scans being performed in the contact region at regular load

intervals. Maps of the Bragg edge broadening parameter, σ, were then generated demonstrating

increased broadening in the contact subsurface, as the applied load was increased. A threshold

σ value was introduced, more clearly highlighting plastic zone geometries, which strongly agreed

with yielding predicted by finite element analysis. The Bragg edge broadening parameter provides

information on intragranular Type III stresses, analogous to the Bragg peak FWHM, and this inves-

tigation provided the first demonstration of the σ parameter being used to study material yielding.

Results support the hypothesis that overloads induce subsurface plasticity, potentially detrimental

to bearing life expectancy.
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Crack detection using neutron imaging

Bragg edge transmission imaging was used to track the evolution of averaged elastic strain in a cylin-

drical notched duplex steel sample at different stages during fatigue life. Elastic strain maps success-

fully detected significant stress redistribution at 5.14 x 105 cycles, associated with significant crack

propagation. It was found that the elastic strain measured in the ferritic phase was much more ac-

curate than in the austenitic phase, when compared with finite element analysis.

Neutron computed tomography was also performed on the cracked sample, permitting observation

of the crack profile, as well as visible contrast in the three-dimensional reconstruction, due to differ-

ences in the ferrite and austenite neutron attenuation properties. Further validation of the fatigue

crack was performed using X-ray computed tomography and post-mortem fractography. This study

evaluated several imaging techniques, presenting the advantages and limitations associated with

each, whilst ultimately developing an understanding of how these approaches can be utilised for

characterising crack propagation.

8.2 Recommendations for future work

This work has positively contributed toward development of stroboscopic diffraction and imaging

techniques, notably in enhancing the capabilities of each approach for characterising damage. This

section indicates scope for future investigations, continuing the presented research.

In regard to experimental design, further stroboscopic X-ray and neutron tests could be performed

now that the hardware and software has been successfully demonstrated. This would permit the

investigation of time-resolved strain under different overload and dynamic loading conditions, po-

tentially providing additional information about the influence of overloading on bearing life ex-

pectancy. However, as mentioned in Chapter 7, this may not be suitable for future neutron experi-

ments, due to the small contact geometries associated with the current test bearing, relative to the

experimental gauge volume size. It is suggested that a scaled-up version of the rig could be used

to investigate larger test bearings, whereby contact geometries are increased, with the potential for

using commercial WTG bearings. This would give a more representative approach to studying the

effects of overloading using stroboscopic neutron diffraction. Additionally, integrating structural

health monitoring techniques on the neutron and X-ray instruments, for example vibrational data

acquisition or acoustic emission equipment, would allow for a standardised, complementary dam-

age detection method. This could indicate an appropriate time to halt dynamic testing and perform

detailed examination of the damaged region under static conditions, for example localised strain

mapping.

The stroboscopic technique could also be incorporated onto the IMAT imaging beamline, permit-

ting the measurement of averaged axial strains and for the σ fitting parameter to be continually

monitored. This would be of significant interest for determining whether the coalescing of mi-

croplasticity associated with rolling contact fatigue could be observed, particularly as the use of a

threshold σ value has been verified for highlighting the presence of plastic deformation.
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As mentioned, there are inherent difficulties associated with the application of analytical theories,

particularly for predicting dynamic contact stresses. Following on from the successful use of finite

element analysis for static load estimations, a dynamic model could be developed to simulate stress

and strain in a bearing after overloading, which could then be validated using the presented stro-

boscopic technique. This would provide a more in depth understanding of how overloading effects

operational contact stress, and potentially strengthen theories used to predict the exact mechanism

responsible for failure.

Further work is also suggested in making the stroboscopic neutron data processing more user

friendly. However, streamlining the current method would require several other data sets, necessi-

tating collaboration with other users of the technique. Preferably additional data would be obtained

from experiments performed using a variety of different applications, and would certainly be ben-

eficial in promoting this stroboscopic technique for dynamic strain measurements. Also, Chapter

6 advocates signal processing as a means for smoothing the inherently noisy stroboscopic neutron

data. Signal processing is an active field with a huge number of techniques available, suggesting the

potential for enhancing data de-noising methods, making time-resolved neutron studies a more at-

tractive research engineering approach. The use of these techniques could allow for rapid data anal-

ysis to be performed continuously throughout an experiment, aiding with the detection of damage

close to the time of initiation.
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