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Abstract

Self-mixing (SM) effect in terahertz (THz) quantum cascade lasers (QCLs) can be good

a candidate to replace the standard detection systems, offering a compact and coherent

detection. SM effect occurs when part of the radiation emitted from a laser and reflected

from a target is re-injected into the laser cavity. The re-injected field interferes with the

intra-cavity field creating perturbations that can be measured by recording the laser ter-

minal voltage. Amplitude and phase of the re-injected field can be recorded.

In this work, SM detection in THz QCLs was used to acquire images of radically different

samples; a human skin sample, a skin sample containing melanoma and silicon wafers. A

noise equivalent power (NEP) of ∼ 1.4pW/
√
Hz is demonstrated, making SM techniques

suitable for applications that requires detection of weak fields such as near-field (NF) sys-

tems.

NF imaging allows the investigation of micro- and nano-scale structures below the diffrac-

tion limit. In this work SM detection in a THz QCL was combined with a scattering-type

near-field optical microscope (s-SNOM) to achieve a sub-wavelength resolution <100 nm.

By exploiting the current-controlled frequency tuning of the THz QCL and the intrin-

sically coherent nature of the SM scheme, a stepped-frequency approach was developed

to obtain interferometric data at each pixel of the image using an all-electrical approach.

The possibility to retrieve complex permittivity information of materials is demonstrated

by using two samples, Au/SiO2 (gold on silicon dioxide) and Au/KBr (gold on potassium

bromide).

The final part of this work is dedicated to the study and NF imaging of graphene with a

particular focus on the possibility of imaging propagating plasmons using THz radiation.

This thesis presents the relevant theory and describes the modelling of surface plasmons in

graphene taking into account two possible substrates, SiO2 and hexagonal boron nitride,

h-BN.
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1 Introduction

The terahertz (THz) frequency range lies in between the infrared (IR) and microwaves

regions of the electromagnetic spectrum. It covers frequencies roughly spanning from 300

GHz to 10 THz (with associated wavelengths, λ from ∼ 1mm to ∼ 30µm and photon

energies, from ∼ 1.2meV to ∼ 41meV) and it is known as the connection point between

electronic and photonic techniques (see figure 1.1 [1]). For decades it has been referred

to as the "THz gap", because this region suffered from a lack of compact and efficient

devices capable of generating and detecting THz radiation [31, 32]. However during the

last 20 years intense interest from the scientific community boosted the development of

technologies capable of addressing the THz region.

Figure 1.1: Schematic of the electromagnetic spectrum showing the THz region. Adapted
from G. Williams [1].

1.1 Terahertz Radiation

The interest in THz radiation is related to the key applications that are being explored

in this region of the electromagnetic spectrum, such as imaging [33], astronomy [34] and

spectroscopy [35]. THz waves are excellent in security applications since they can detect

explosives and concealed weapons thanks to their ability to penetrate clothing, plastics

and many other non-metallic and non-polar materials [36, 37]. Furthermore THz radiation

is non ionising and non destructive, due to the low photon energy, and it therefore has

pontential to be a substitute for X-rays in airport security imaging [37]. THz biomedical



2 of 242

imaging is another appealing application because THz radiation is strongly absorbed by

water making it ideal for the study and detection of cancerous tissues [38], both ex vivo and

in vivo [39]. THz spectroscopy can be extremely effective since many molecules have their

rotational and vibrational excitations in the THz region. For example, the identification

of drugs [40] and explosives materials [41] are applications based on the THz spectroscopy;

astronomers exploit THz detectors to probe the spectra of thermal emissions from stellar

dust clouds [42] in order to understand star formation and the abundance of elements

into the cosmos. THz spectroscopy is also used to monitor atmospheric composition and

pollution [43, 44]. Other applications have also been demonstrated including THz wireless

telecommunications [45] and darki-field imaging of biomedical tissues [46].

Industrial applications have been so far limited due to the lack of high power, room

temperature and efficient source of THz radiation. Of remarkable interest is the work of

the company TeraView, that manufacture systems based on THz pulsed imaging capable

of analysing the thickness of car paint layers and of pharmaceutical tablet coatings [47, 48].

Today most of the high power THz sources operate at cryogenic temperature [49, 50] or

through the need of expensive pump lasers [51]. Since the THz region is the connection

point between electronics and photonics, the generation of coherent THz waves has usually

required the conversion of electrical signals to higher frequencies or from down-conversion

of optical frequencies. Frequency multipliers generate THz frequencies in a non-linear

circuit by inefficiently distorting the input signal into higher harmonics with low optical

powers [52]. For example, electric devices such as Schottky diode multipliers have been

able to generate powers of ∼ 15µW at 1.7THz [53]. Resonant tunnelling diodes (RTDs)

based on GaInAs/AlAs have been used to generate and amplify THz radiation to power

level of ∼ 23µW at 342GHz and ∼0.6µW at 1.02THz [54]. Other solid-state devices

such as impact avalanche transit time diodes (IMPATT), tunnel injection transit time

diodes (TUNNETT) and Gunn devices are restricted to operating at frequencies of few

hundreds of GHz due to frequency roll-off [54, 55]. On the other hand, the conversion

of optical signal to lower frequencies has been achieved by using femtosecond sources,

lasing in the visible or IR region, to excite electron-hole pairs in a crystal. For example,
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excitation of a GaSe crystal has produced THz radiation in the range 0.18 - 5.27THz

with an average power of ∼ 1mW [56]. Early methods include using subpicosecond laser

pulses to generate a broadband THz radiation from a photoconductive antenna [57] or

a photoconductive Hertianz dipole [58] with no need for cryogenic temperatures. THz

wave parametric oscillator have been employed for THz generation by using a non-linear

crystal in a Fabry-Perot cavity, excited by an ultrafast laser [59]. Also gas lasers have

been used for generating THz radiation where the lasing frequency depends on the gas in

the laser cavity; methanol is a commonly used gas for this since it has a lasing transition

at 2522.78 GHz. Despite the optical power levels being of the order of 20 mW, they

require kilowatt energy consumption, effectively limiting the applications [54, 60]. Another

method to generate THz radiation is the use of free electron lasers (FEL); in this system

an alternating magnetic field accelerates the electrons, producing high power and tunable

THz radiation [61], but it has the disadvantage of being large and very expensive as well

as requiring strong magnetic fields.

The invention of the quantum cascade lasers (QCLs) in the 1994 [62] is considered as

major breakthrough in this context. After their inception as mid-IR sources, in 2002 the

first QCL lasing in THz region was reported [63]. THz QCLs will be discussed in detail

in Chapter 2.

1.2 Terahertz imaging

THz imaging is considered as one of the most important application of THz radiation.

The first reported THz imaging system dates back to 1976 [64], where a simple appa-

ratus was used to acquire images of a metallic key enclosed within a vinyl case and a

cardboard box filled with rubber, in transmission and reflection by using a GaAs detec-

tor cooled to 4.2K. Two years later a second THz imaging system was demonstrated for

detection of defects in polyethilene-insulated power cables [65]. Thanks to the properties

of the THz radiation, THz imaging systems have shown a remarkable growth in different

application areas, including for biomedical imaging, pharmaceutical inspection, and the

non-destructive analysis and identification of materials [36, 37, 66]. THz waves are able
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to penetrate materials that are opaque to visible and IR frequencies like plastic, papers,

ceramics and woods. Also fabrics have shown transmission for frequencies lower than

1THz [67]. The resolution, limited by the diffraction of the beam waist, is sub-millimetre,

making the THz radiation optimal for quality control like coating of tablets [68, 69] or to

monitor the thickness of paint [70]. The ability to excite vibrational and rotational states

of molecules makes it ideal for chemical identifications [35, 66, 71]. THz is also strongly

absorbed by polar molecules like water making THz imaging a perfect tool for biomedical

applications in that it can differentiate tissue types, so permitting cancerous tissues to be

diagnosed, for example [39]. The light sources for the aforementioned imaging applica-

tions usually exploit bulky and expensive systems based on ultrafast lasers for the THz

generation. Furthermore, some imaging applications demand a continuous wave (CW)

source which have been demonstrated by using a multiplied Gunn emitter combined with

a femto-second laser [72] or a CW photomixer [73].

THz QCLs, on the other hand, are compact, high power, tunable and CW sources which

do not require the use of an ultra fast laser [9, 74, 75]. All these characteristics make

the THz QCLs an ideal light source for coherent imaging systems [13]. Incoherent and

coherent image acquisitions are both possible, depending of whether the recorded image

is based only on the THz power or its phase information is extracted.

1.2.1 Incoherent imaging with THz QCLs

Examples of incoherent detection are those based on thermal detectors such as cryogeni-

cally cooled bolometers [76, 77] or pyroelectric sensors [3]. These kind of detectors have

demonstrated high sensitivity and high dynamic range, allowing detection of samples with

high attenuation. An image is usually reconstructed by raster-scanning the sample, placed

at focus point of the THz beam, and recording the THz power at each pixel. The time for

acquisition is dictated by the pixel size, integration time and the speed of the detector.

Thermal detectors are generally and necessarily slow, requiring sample translation for ac-

quisition, resulting in typical dwell times of seconds per pixel. Recently, however, a fast

acquisition was demonstrated by using THz QCL lasing at ∼ 2.5THz [2], figure 1.2. The
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THz beam is collimated by means of a 50mm diameter poly-4-methylpentene-1 (TPX)

lens onto a flat rotating mirror. The mirror deflects the beam onto a sample, which can

also be tilted; the beam is focused through a HDPE lens. By steering the mirror the beam

waist is scanned across the sample. The beam transmitted through the sample is then

recorded on a Ge:Ga photo-conductive detector. The system is capable of reconstructing

a 2D image of 4550 pixels in 1.1 second. By rotating also the sample even a 3D image can

be recorded.

Figure 1.2: Experimental setup used for fast incoherent acquisition. Adapted from N.
Rothbart [2].

QCLs have shown also the possibility of real-time imaging at ∼ 20 fps (frames per sec-

ond), by exploiting micro-bolometer array detectors and high power THz QCLs, recording

frames in transmission and reflection [78, 79].

Diffuse THz imaging has also shown interesting benefits. Samples which are highly attenu-

ating or too thick cannot be imaged in a transmission system since the beam can be easily

absorbed. Diffuse reflectance imaging (DRI) overcome this problem by collecting the ra-

diation diffuse or specularly reflected from a sample surface. THz DRI was demonstrated

by imaging admixtures of polymethyl methacrylate (PMMA) and polystyrene powders

(PMMA is highly absorbing while polystyrene is weakly absorbing) in different concentra-

tions [3]. The system consists of a QCL lasing at 2.8THz and cooled to ∼ 5K; the radiation
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focused on the sample is collected by two different detectors. A pyroelectric sensor was

used to detect the specularly reflected beam, and a helium-cooled silicon bolometer used

to collect the diffused beam, as shown in figure 1.3(a). Different mixtures, ranging from

0% to 100% of PMMA, were placed in a polystyrene sample holder made of 10mm-deep

compartments, as shown in figure 1.3(b).

(a)
(b)

Figure 1.3: A diffuse THz reflectance imaging system. (a) Schematic of the setup. (b)
Photograph of the sample holder containing different mixtures of PMMA and polystyrene
in PMMA concentration. Adapted from P. Dean [3]

Despite the specular reflectance image, figure 1.4(a), shows the beam reflected from the

lid of the sample holder, the diffuse image, figure 1.4(b), clearly identify the differences

of absorption due to the amount of PMMA in the mixture. Different beam scattering of

the particles is excluded due to similar particle size and refractive indices for PMMA and

polystyrene.

All the schemes adopted for these imaging applications measure only the THz magnitude.

In some cases, better information on the sample can be extracted if the phase of the

THz field is also recorded. For example 3D reconstruction of the object or the complex

refractive index (or complex permittivity) of the material can be retrieved by adopting a

coherent imaging scheme.
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(a)
(b)

Figure 1.4: (a) Specular and (b) diffuse reflection images of the sample holder containing
different mixtures of PMMA and polystyrene. Adapted from P. Dean [3]

1.2.2 Coherent imaging with THz QCLs

A different method for coherent detection of the THz field in a QCL is known as heterodyne

detection. This approach considers the use of a mixer to mix the original THz field with

a reference signal from a local oscillator so creating an intermediate frequency which is

then detected through a spectrometer [80, 81]. QCLs are usually affected by electrical

and thermal noise, which affect the QCL spectral stability. This creates a downside to the

heterodyne approach which needs high frequency stability, making the need of a feedback

loop to control the emitted frequency essential [82].

Another coherent approach is called inverse-synthetic aperture radar (ISAR) [4]. The

authors employed the beam of a THz QCL lasing at 2.408THz running in CW and mixed

with the radiation of a very stable CO2 laser-pumped molecular laser as a local oscillator,

operating on the 2409.293 GHz line of CH2DOH, through 2 Schottky diode mixers, used

as reference and as receiver.

Figure 1.5(a) shows the setup used for the ISAR imaging. The system used an intermediate

frequency of 1.048GHz for both reference and receiver, which was also used to stabilise

the THz QCL frequency to the CO2 laser, achieving a QCL linewidth of 20-30 kHz. A

Fourier transform analysis of the data through lock-in detection allowed magnitude and

phase to be recorded with a sub-millimetre resolution of 0.4 and 0.6mm respectively in
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(a) (b)

Figure 1.5: (a) Schematic of the setup for the ISAR imaging system.(b) Top, a photograph
of a plastic tank covered by aluminium; bottom, the obtained THz picture. Adapted from
A. Danylov [4]

azimuth and elevation of the sample. Figure 1.5(b) shows a photograph on the top and

the THz image obtained, of a plastic tank covered by aluminium.

A different system for coherent imaging employed a single mode QCL lasing at 2.5THz

which was stabilised to a near-IR fs-laser comb [5]. Two electro-optic (EO) detection units

were used; EO1, to lock the QCL frequency to high harmonic of the fs-laser repetition

frequency of ∼ 250MHz and EO2 and to detect the beam reflected from the sample, figure

1.6(a). The beams of the two lasers were first split and then focused on the EO units

generating beat-notes at 10MHz for EO1 and 10.07MHz for EO2, which are mixed to the

signals created by two RF generators allowing lock-in detection of the THz field at 70 kHz.

Figure 1.6(b) shows the THz power image and the unwrapped phase image of a 10 cent

Euro coin obtained with this system.

Despite these systems allowing coherent imaging recording magnitude and phase of the

THz field, their complexity makes them less than ideal since they require separate laser

sources and detectors. A more compact coherent detection system is based on the self-

mixing phenomenon, which has been exploited with several different kind of lasers.
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(a) (b)

Figure 1.6: (a) Schematic of the setup for THz QCL imaging using electro-optic sam-
pling.(b) Top, a THz power image and bottom, the unwrapped phase of a 10 cent Euro
coin. Adapted from M. Ravaro [5]

1.3 Self-Mixing

The self-mixing (SM) phenomenon occurs when part of the emitted radiation of a laser

is reflected back into the laser cavity. The interference creates perturbation to the laser

parameters as threshold gain, emission frequency, optical power and laser voltage, which

sense the interference in term of magnitude and phase. The absence of an external detector

makes the self-mixing system very compact and intrinsically coherent. The first evidence

of the self-mixing effect date back to 1962 and was used with a Helium-Neon (He-Ne)

laser to discriminate and suppress against the unwanted lasing orders from the reflection

of an external mirror [83, 84]. Initially, the change in output power due to variation of

external cavity length, with periodicity of half-wavelength, was measured from the rear

laser facet by using a photodetector [85]. In the 1972 the measurement of the output

power through a photodetector was modified to the measurement of the laser voltage [86].

After the invention of the solid-state lasers [87–89] similar experiments were conducted

for lasing mode suppression [90]. Despite early observations of change in the threshold

carrier density of semiconductor lasers depending on the phase of the reflected beam [91],
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the first theoretical model of a laser under feedback was proposed by Lang and Kobayashi

in 1980 [92]. The model describes that the change in carrier density caused by the optical

feedback creates changes in medium refractive index, altering the laser emission frequency.

In Chapter 3 of this thesis the equations resulting from this model are explained in detail.

The first real applications used a CO2 laser for Doppler velocity measurements [93] and 2

years later same application was demonstrated with a solid-state laser diode [94]. A large

number of self-mixing applications have been demonstrated since then, including liquid

flow velocity [95–99], displacement sensing [100–106], distance measurements [106–108]

and analysis of laser parameters such as the linewdith [109] and linewidth enhancement

factor [110–112]. Thanks to the peculiarity of being sensitive to the sample reflectivity

and morphology, SM has also been used for coherent imaging systems such as surface

profiling [113–115] and 3D imaging [108, 116–119]. Recently the SM effect has also been

exploited with THz QCLs making use of their compact size and strong stability under

optical feedback. In Chapter 3 a section is dedicated to a range of applications of systems

based on SM in a THz QCL.

The resolution of an imaging system is limited to the wavelength of the light source.

For example, the wavelength dependent resolution of an imaging system based on THz

QCLs has been calculated to be ∼ 64µm at 3THz [66], but experimentally a resolution of

∼ 200µm is common due to the irregularity of the beam spot [120]. In the chapter 4 of this

thesis the spatial resolution will be calculated by adopting the square wave modulation

transfer function (MTF).

In the last decades near-field techniques have opened up the possibility of achieving sub-

wavelength resolutions (less than λ / 1000) for imaging and spectroscopy [6, 121–123].

1.4 Near-field optics

The near-field (NF) interaction is that which occurs between light and an object whose

size is smaller than the light wavelength [123, 124]. The idea of near-field interaction

dates back to 1928 when E. Synge, in a letter to A. Einstein, suggested the possibility

to overcome the diffraction-limit imposed by the light wavelength by passing the light
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through a pinhole smaller than the wavelength, or using a tiny particle in close proximity

of the specimen to scatter the light to image the surface of a sample [125, 126]. Despite

the experimental difficulties of that period to create such a system, he suggested to use

a pinhole in a metal plate or a quartz cone coated with metal except of the tip. Similar

difficulties were experienced also by J. A. O’Keefe, when in 1956 he proposed a similar

idea, underlining also the difficulties to scan the sample with micrometre resolution and to

control the distance between sample and aperture [127]. In 1972 E.A. Ash and G. Nichols

demonstrated for the first time the possibility to overcome the resolution of the light by

employing microwaves with wavelength λ=3 cm so achieving a resolution of 500µm (λ/60)

through an aperture with diameter d=1.5mm. 12 years later the first scanning optical

near-field microscope was proposed by two groups [128, 129], both showing the possibility

of achieving nanometre resolution by using visible light. In 1989 Fischer and Pohl carried

out an experiment using a gold coated polystyrene particle irradiated by a visible laser

radiation to image a thin metal film with 320 nm holes with a spatial resolution of 50 nm

[130], basing the explanation of the results on the antenna theory. Their experiments

detected oscillation of the plasma on a thin metal film which was already predicted by

other experiments in 1968 by two groups [131, 132], but never actually imaged then. These

early observation of surface plasmons (SPs) opened up one of the today major application

of near-field microscopy, the nanoplasmonic.

From that moment two different types of near-field microscopy have co-existed: these

are aperture-less or scattering-type scanning near-field optical microscopy (s-SNOM) and

aperture based scanning near-field optical microscopy (a-SNOM). Near-field microscopy

is today a major technique for applications like spectroscopy [123, 133–135], detection

and imaging of propagating surface plasmons in metals [122, 136–139] and graphene [25–

28, 140–146], single-molecules detection [134, 147–150], retrieval of complex constants of

materials [151–153] and imaging mobile carriers in semiconductor devices [6]. s-SNOM

systems are commercially available, and usually implemented in conjunction with atomic-

force microscopes (AFM), where the radiation is scattered on tips having sizes in the

nanometre range. Many of these systems exploit heterodyne detection to record magnitude
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and phase data from objects. The detection is based on the standard thermal detection

like cryogenically cooled bolometers [6], as shown in figure 1.7(a) or through the use of a

DAC board [135] for s-SNOM, and dipole antennas for the a-SNOM [154], figure 1.7(b).

On the other hand, the self-mixing scheme offers compactness, owing to the absence of an

(a) (b)

Figure 1.7: (a) Schematic of s-SNOM system using a cryogenically cooled bolometer,
adapted from A. Huber [6].(b) Schematic of a-SNOM system using a dipole antenna,
adapted from O. Mitrofanov [7].

external detector, and the possibility to retrieve phase information by simply changing the

external cavity length [155]. Up to date self-mixing scheme adapted to near-field imaging

are few [122, 155]; in this thesis the near-field imaging using self mixing in terahertz QCLs

will be demonstrated in two applications: in Chapter 5, an all-electrical approach will

be used to retrieve information (magnitude and phase) of complex permittivity of two

different crystals and, in Chapter 6 THz NF imaging will be exploited to image possible

THz plasmon propagations on graphene.

1.5 Structure of this thesis

Chapter 2 presents a general theory of the functioning of THz QCLs, with explanation of

the different active region designs, waveguides and how to achieve a single mode emission

by FIB milling a photonic lattice of the top contacts. In this chapter fabrication meth-

ods will be also explained followed by the results obtained from the characterisation of

the QCLs in terms of optical power and spectral characteristic for pulsed and continuous

wave operation.
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Chapter 3 is dedicated to self-mixing theory, presenting the two-, and three-mirror models

and explaining the excess phase equation from the Lang and Kobayashi. This is followed

by simulation of the self-mixing voltage and the explanation of experiments conducted in

order to measure the detection sensitivity of a system based on the self-mixing effect in a

THz QCL.

In Chapter 4 key parameters such as spatial resolution, signal-to-noise (SNR) ratio for

imaging silicon wafers will be discussed and demonstrated. This chapter continues with

a demonstration of self-mixing images in a THz QCL in the far-field by acquiring imag-

ing of silicon wafers for photovoltaic applications. The possibility of imaging impurities

embedded in the silicon wafer surface will be also demonstrated, followed by the opportu-

nity to show the application of the self-mixing imaging also in transmission. The chapter

concludes with the acquisition of the THz images from healthy human skin samples and

cancerous human skin, showing the different absorption of the cancerous layers.

Chapter 5 presents the setup of a bespoken THz s-SNOM system to use a self-mixing

scheme and its limitations. The chapter continues with the setup of the commercial s-

SNOM system based on an AFM platform (a neaSNOM made by the company Neaspec

GmbH). The system is characterised in order to understand its spatial resolution and how

it changes as a function of the tip tapping amplitude. Approach curves are presented. The

SNR of the system is then demonstrated for a sample of Si on Au defined by electron-beam

lithography. The chapter will then focus on an all-electrical approach proposed in order to

record phase and magnitude information from different samples, and this approach demon-

strated by using two different crystal, a silicon dioxide, SiO2, and a potassium bromide,

KBr , crystal. It is shown how the results are related to the sample complex permittivities.

Finally, Chapter 6 presents the theory and modelling of THz surface plasmons (SPs) in

graphene. A detailed theory from application of Maxwell equations is followed by a model

constructed from the Fresnel equation for p polarized light, in order to understand the

THz near-field interaction with graphene supported by two different substrates, SiO2 and

hexagonal boron nitride, h-BN. The fabrication of the samples will also be explained. THz

NF images of the graphene samples defined in different structures will be shown along the
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Raman spectra acquired for each sample. Discussion of the results will be focused on a

comparison of the THz images and the Raman spectra and how defects affect them.

At the end of every chapter a conclusion section summarizes all the results and proposes

future work that could be usefully carried out.
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2 Terahertz Quantum Cascade Lasers (THz QCLs)

The term laser refers to Light Amplification by Stimulated Emission of Radiation. The first

demonstration of this phenomena is attributed to T. Maimam, who stimulated optically

coherent radiation in a ruby crystal emitting light at λ ∼ 694nm [156, 157]. Two years later,

R. N. Hall et al demonstrated the first diode laser, by electrically stimulating a p-n junction

of GaAs which was able to emit coherent radiation at λ ∼ 840nm [89]. In a laser diode the

lasing wavelength depends mainly on the energy difference between valence and conduction

band (Energy Gap, Eg = Ec - Ev) of the material used. The energy gap is an intrinsic

property of materials and so this peculiarity restricts the possible lasing wavelengths in

a solid-state semiconductor laser. Long wavelength lasers, like THz lasers in particular,

are quite difficult to fabricate, because the energies associated with THz radiations are in

the order of the optical phonon energies (a few tens meV), instead of hundreds of meV for

the usual semiconductor energy band gap. For this reason, the scientific community has

spent much effort to engineer new designs of semiconductor materials in order to create

new band structures and so lasing frequencies. New nano-structures such as quantum dots

(QDs, 0D), nanowires (NWs, 1D), and quantum wells (QWs, 2D) have emerged in which

the strong quantum confinement leads to lasing frequencies which are not imposed by the

energy band gap, but by confinement within the conduction or valence bands. Quantum

confinements leads to an increase in the density of states at band edges, so effectively

creating more available states for optical transitions [158] (see figure 2.1).

The first QW laser was invented 13 years later than the diode-laser, by Van der Ziel

et al [159]. This consisted of a GaAs-Al0.2Ga0.8As multilayer grown on a GaAs sub-

strate in which they reported lasing at wavelength λ ∼ 822nm by optically stimulating

the medium. The radiation energy of 1.509eV was slightly greater than the GaAs energy

band gap owing to the quantum confinement. The demonstration of the first quantum

cascade laser (QCL) was in the 1994 by J. Faist et al [62]. They created a superlat-

tice of Al0.48In0.52As/Ga0.47In0.53As grown on a InP substrate able to lase at λ ∼ 4.2µm

(ν ∼71THz) at cryogenic temperature when electrically stimulated. In the last two decades
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Figure 2.1: Quantum confinement effect explained schematically. QW, quantum wells;
NW, nanowire; QD, quantum dot.

since this first demonstration, many steps forward have been achieved in the band engi-

neering of the QCLs, leading to different lasing frequencies and emitted optical powers

and covering the so called THz gap in the electromagnetic spectrum [8, 36, 160].

In this chapter a brief review of the theory of functioning THz QCLs will be given, along

with experimental results and fabrication processes for lasing of different multimode QCLs

operating around ∼ 3.4THz. Moreover the experimental results from some of the fabri-

cated QCLs in which a photonic lattice has been created by ion milling in order to establish

a single mode emission will be shown and discussed.

2.1 Introduction to QCLs

As mentioned above, in diode lasers, the photon emission wavelength is imposed by the

material energy gap, i.e. lasers emit photons when an electronic transition between two

energy levels (the conduction and valence band) occurs. In order to emit photons, the



17 of 242

number of electrons populating the upper lasing level needs to be greater than the lower

lasing level to create a so-called population inversion. In case of quantum wells, the

quantum confinement creates different discrete energy bands (called subbands) in the

conduction band, opening the possibility of so-called inter-subband transitions. Population

inversion is an essential feature required for net amplification of light not only in this case,

but is valid for any type of laser.

(a) (b) (c)

Figure 2.2: Optically pumped lasers; population inversion is an essential feature for net
light amplification. Electronic transitions: (a) between CB and VB for a laser diode, (b)
between CB and VB for a QW, (c) between subbands in CB for a QW.

In optically stimulated lasers, population inversion occurs thanks to an incoming photon

(with energy h̄ν equal to the difference of energy bands linked to the transition) which

is absorbed by carrier in the lower level. The carrier is then promoted to the upper level

and subsequently decays emitting a photon. The emitting photon will have energy h̄ν

greater or equal to the difference of energy bands associated to the transition. In the case

of a laser diode h̄ν ≥Ec - Ev (see figure 2.2(a)); in a QW transitions can occur between

conduction band (CB) and valence band (VB) as well as only in CB, hence h̄ν ≥Ec1 -

Ev1 (see figure 2.2(b)) or h̄ν ≥Ec2 - Ec1 (see figure 2.2(c)), where the latter one is the

inter-subband transition. In a single QW with infinite width the energy difference between
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two levels is given by equation 2.1 [161].

En = (h̄πn)2

2m∗L , (2.1)

where h̄, m∗ and L are respectively the Planck constant, electron effective mass inside

the well and the well thickness. Equation 2.1 explains that the energy difference between

levels can be tuned by changing the thickness of the QW.

QCLs are unipolar lasers with heterostructures of coupled quantum well and potential

barrier units stacked together which are able to emit photons when electrically stimulated.

The bands of the quantum wells bend when a bias is applied along all the QCL structure.

When the energy levels of the quantum wells are aligned the electron is allowed to tunnel

from one QW to the next. A miniband in the thicker QW extracts the electron and tunnels

it through to the next module. In this thicker QW the electron decays to the lower state

thanks to a phonon (or by an electron-electron) scattering process which is faster than the

radiative transition, effectively creating a population inversion and the avalanche effect

which gives the name to the laser, a quantum cascade. The active region of the laser is

identified as the whole lasing region made of the repetition of the same module. In this

case the radiative transitions occur within the conduction band, as shown in figure 2.3.

Following equation 2.1 the lasing frequency of a QCL can be modified by modifying the

thickness of the QWs in the structure. Although their first use was for the generation of IR

radiation [62], in 2001 Kohler et al [63] were able to engineer a QCL (with a GaAs/AlGaAs

heterostructure) lasing in pulsed mode at ν ∼ 4.4THz (λ = 67µm), handling few milliwatts

of optical power and working up to 50K. By a few years later the QCLs were able to handle

250mW up to 169K in pulsed mode and 130mW up to 117K in continuous wave mode [8].

At the present, 25 years later their invention, THz QCLs can handle up to 2.4W at 10K

and up to 1.8W at 77K, lasing at ν ∼4.4THz [49]. Moreover through a cryogenic free

system, it has recently been demonstrated a QCL operation at 206K with peak power of

1.2mW in pulsed mode [162]. Different performances (lasing frequency and optical power)

are obtained by different active region structures, waveguides, physical dimensions and
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Figure 2.3: Basic functioning of a QCL. Adapted from Williams B. [8].

temperature.

Increase of temperature affects lasing threshold and optical power which tends to decrease

because of population inversion degradation. Factors causing this degradation at high

temperatures are the thermal backfilling and the thermally excited LO-phonon scattering

[8]. In figure 2.4 a schematic of the population inversion degradation due to thermal effect

is shown. By increasing temperature, the thermal backfilling occurs because the injector

miniband tends to excite electrons with a Boltzmann distribution, promoting them to

the lower lasing level, E1. Also thermally activated LO-phonons scattering can occur

because electrons in the upper lasing level, E2, can absorb enough kinetic-energy to emit

a LO-phonon and to relax to the lower lasing level without emitting photons.
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Figure 2.4: Thermal backfilling and thermally excited LO-phonon scattering are the major
processes causing population inversion degradation. Adapted from Williams B. [8].

2.2 Design of active regions for THz QCLs

Epitaxially grown GaAs/AlxGa1−xAs is the most frequently used material for the struc-

ture of the THz QCL active regions (AR). The population inversion mechanism changes

depending on the structure and might not only mediated by electron scattering with crys-

tal phonons but also by electron-electron scattering. The scheme shown in figure 2.3, for

example, is referred to the resonant-phonon structure (RP), but there are in total 4 main

active region designs able to lase in the THz region of the electro-magnetic spectrum [8].

In order to compare different structures and waveguides a intersubband transistions peak

gain is given by:

g(ω0) ∝ ∆Nf21
∆ω (2.2)

Where ∆N is the is the three-dimensional intersubband population inversion and ∆ω is the

transition linewidth. The oscillator strength f21 is proportional to the stimulated-emission

cross-section and depends heavily on the overlap and symmetry of the wavefunctions
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responsible for lasing. The main AR designs are listed below:

• Chirped Superlattice (CSL)

• Bound-To-Continuum (BTC)

• Resonant-Phonon (RP)

• Hybrid / Interlaced

(a) (b)

(c) (d)

Figure 2.5: THz QCL active region designs: (a) Chirped Superlattice (CSL)(b) Bound-To-
Continuum (BTC), (c) Resonant-Phonon (RP) (d) Hybrid / Interlaced. Red wavefunction
indicates the upper lasing level; blue wavefunction is the lower lasing level; grey band is
the so called miniband. Adapted from Williams B. [8].
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2.2.1 Chirped Superlattice (CSL)

The CSL was the first design to be used for THz generation from a QCL. In the CSL design

2 states are responsible for the lasing transition, and population inversion is achieved by a

combination of well tunneling and intersubband scattering [63]. The wavefunctions of the

quantum wells in the active region are coupled to form minibands and thus photons are

generated when the electrons decay from the lowest state of the upper miniband (2) to

the highest state of the lower miniband (1), as shown in figure 2.5(a). A population inver-

sion occurs because the electron-electron scattering within the miniband (intra-miniband

scattering) is favoured over inter-miniband transition. This scattering allows electrons to

relax to the bottom of the miniband, spontaneously emitting LO-phonons and leaving

state 1 empty. A population inversion is also favoured by a density of states argument

that brings to emit photons on 2 → 1 band-edge transition (f21 ≈ 2.5 − 3), and not on

another higher state of upper miniband. Despite this, this design has the advantage of

low threshold current density, though thermal backfilling can limit its operation at high

temperatures.

2.2.2 Bound-to-continuum (BTC)

In the BTC active region, as shown in figure 2.5(b), the inversion population mechanism

is equivalent to the CSL one but a bound state is imposed to act as the upper lasing level.

The design is based on a superlattice, but the bound state is created by a doping of the

first quantum well [163, 164]. The radiative transition is less coupled than the CSL one

(f21 ≈1.5 - 2) and occurs diagonally in real space with an increased lifetime. BTC active

regions are less subject to thermal backfilling and as a result exhibit improved temperature

and power performance [163, 165].

2.2.3 Resonant-Phonon (RP)

The RP design is baed on a 3-wells structure where (see figure 2.5(c)) the collector and

injector states are engineered to be separated by ELO = 36meV , in GaAs, from the lower
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lasing level [164]. The electron in the lower lasing level tunnels to the next well and decay

to the collector by emitting a LO phonon through very fast sub-picosecond LO-phonon

scattering, consequently enhancing the population inversion. The radiative transition is

more vertical than BTC and the wavefunction of the lower lasing state (1) has a better

overlap with injector state than the upper lasing state (2). In this way a longer lifetime

of the state 2 compared to state 1 is ensured. The oscillator strength is small, f21 ≈0.5

- 1, and the current threshold high because the state alignment is more complicated to

achieve, though the module length is one-half compared to the BTC or CSL design, so a

good optical power is obtained by repeating more modules in the same amount of space

[166].

2.2.4 Hybrid/Interlaced

The Hybrid design is in between that of BTC and RP (see figure 2.5(d)). Like the BTC

design, the upper lasing state is a bound state while the lower lasing state is at an energy

difference from the injector equal to a LO-phonon energy. The depopulation of the lower

lasing state is achieved by both electron-electron and phonon scattering processes, which

are both very fast. While the RP design requires high threshold current, the BTC design

starts lasing at a low threshold current. Although both designs are combined to produce

this hybrid design [167], the impact of the hybrid design has been limited mainly to

situations where a relatively long wavelength is required [8].

2.3 Waveguides for THz QCLs

There are 2 major THz QCL waveguides: Semi insulating-surface plasmon (SI-SP) and

Metal-metal (MM) waveguides. Three parameters can well describe the waveguide per-

formance: αw, αm, and Γ are respectively called the waveguide loss coefficient, mirror

loss coefficient and waveguide confinement factor. αw takes account of scattering and ab-

sorption within the waveguide; αm takes account of the optical coupling losses principally

caused by facet reflections; Γ accounts the overlap of the mode with active region. Along

with these factors, the gain, gth, required to reach lasing threshold is another important
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Figure 2.6: Waveguides used for THz QCLs. The top image shows the semi insulating-
surface plasmon (SI-SP) waveguied. The bottom image shows the metal-metal (MM)
waveguide. Adapted from Williams B. [8].

parameter since they are all linked each other by equation 2.3.

Γgth = αw + αm. (2.3)

In the SI-SP waveguide, the active region is buried between a top metal layer and a

bottom heavily doped (n+) thin layer of GaAs (acting as a plasmonic layer). It is all

grown on a semi-insulating GaAs substrate. Usually if the ridge is wider than 100µm,

the confinement factor will be in the range Γ ≈0.1-0.5 and the modes tend to extend

into the substrate. For ridges narrower than 100µm, the modes will be squeezed into the

substrate [8, 63, 168]. For the MM waveguide the active region is buried between two

metal layers. As result the modes are almost totally confined within the active region,

i.e. Γ ≈1. This strong MM waveguide confinement allows to have physical dimensions

(vertical and lateral) smaller than the wavelength. Although they both have similar lasing

threshold, MM tends to have better temperature performance, instead SI-SPs have higher
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optical power and better beam patterns [8, 63, 168].

2.4 Single mode emission of THz QCL through a Phase-Adjusted Finite-

Defect Site Photonic Lattice

In some applications such as for self-mixing imaging [12] and spectroscopy [169] a single-

mode emission from the THz QCL is highly desirable. Some applications in addition also

require a continuous wave frequency-tunability with current [116, 170]. Recently an in-

teresting study conducted within our group by Kundu et al [9] achieved great frequency

tunability and spectral control by exploiting a phase-adjusted finite-defect site Photonic

Lattice (PL) created by focus ion beam (FIB) milling on the top metal layer and penetrat-

ing into the active region of the QCLs fabricated in SI-SP waveguide. This creates a so

called photonic stopband because of the strong refractive index contrast (∆neff=neff,m-

neff,e) between the metallized (neff,m) and the etched (neff,e) part of the waveguide.

Moreover the PL does not extend the entire width of the ridge which is 150µm, but only

for 130µm; the PL also does not extend through the entire length of the ridge but only

through a part, roughly in the middle of it as shown in figure 2.7. One of the devices in

Figure 2.7: Schematic of a THZ QCL with a central π-phase-adjusted PL. L is the length
of the QCL, Le is the length of the etched part, Lm the length of the metallized part, LF
and LR are the distances from the front and rear facet of the QCL. The center of the PL
has a δ offset from the center of the QCL. Adapted from Kundu I. [9].
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the study was engineered to have a discrete tuning following its multimode and blueshift

emission, increasing the driving current, IQCL, before the creation of the PL. Despite the

predicted emission frequencies are ∼23GHz lower than the simulation, their experimental

results have shown a good agreement to the discrete frequency tuning of ∼43GHz. More-

over the device has shown a continuous wave frequency tuning of ∼-3.8GHz across the

range IQCL=0.5-1.2A (see figure 2.8).

(a)
(b)

Figure 2.8: Spectrum of a THz QCL (a), recorded at T = 6K before the creation of the
PL and (b) at T = 30K after the PL. Adapted from Kundu I. [9].

A THz QCL with a PL as shown in [9] is a perfect candidate to be used for the study of

this thesis; self-mixing imaging requires a stable single mode emission and a continuous

frequency tuning which follows the increase of IQCL exactly as shown in figure 2.8(b). For

this reason, by using a FIB, a similar π-phase-adjusted PL will be created on the THz QCL

exploited throughout the study of this thesis. In the next section fabrication of the QCL

and the relative PL will be shown followed by optical power-current and voltage-current

(LIV), and spectral characterization.

2.5 Fabrication of THz QCLs

The QCL used in this thesis is based on the active region (AR) design described in [171].

The wafer, L1180, was grown on a semi insulating GaAs substrate using molecular beam

epitaxy by Dr. Lihane Li at University of Leeds. An initial 250 nm thick GaAs buffer

was followed by a 300 nm thick Al0.5Ga0.5As etch-stop layer and a 700 nm thick n-GaAs
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contact layer, which was Si-doped to a density of ρ=2×1018cm−3. 115 repeats of the AR

were then grown to a total thickness of ∼14.25µm, followed by a second 50 nm thick n-

GaAs (ρ=5×1018cm−3) top-contact layer. A piece measuring roughly 8mm×6mm was cut

from the wafer. and processed into 3 QCL ridges of width = 150µm and length = 6mm

with a SI-SP waveguide following the procedure explained in [172]. A detailed list of the

processing steps is explained in the next sections.

2.5.1 Edge Bead Removal

The sample of MBE wafer to be processed was first rinsed in acetone and isopropyl alcohol

(IPA) to remove any dust or particles from the surface. For each solvent the sample was

placed in a ultrasonic bath (Bandelin Sonorex Digital 10P), at 20% of its maximum power,

for 5 minutes with the subsequent N2 blow dry. Complete cleaning was ensured by ashing

the sample in a plasma asher, an Emitech K1050X, at 50W power for 5 mins. Shipley S-

1813 photoresist was then spun onto the sample surface a rate of 5000 rpm for 30 seconds,

to a thickness of ∼1.2µm, followed by a soft-bake on a hotplate at 115◦C for 1 min to

remove any excess solvent. Edge-bead removal consisted of a photo-lithographic step to

remove the thicker resist at the corner edge of the sample. This step was essential to

ensure correct adhesion of the photo-lithographic mask during exposure. Exposure was

carried out in a UV mask aligner with a lamp of wavelength of 310nm at 10mW/cm−2 for

30 s, followed by a developing in Microposit MF-319 developer for 75 s.

2.5.2 QCL ridge definition

Once the photoresist edge beads were removed the sample was exposed through a ridge

mask in the same UV mask aligner with same exposure power for 4-5 seconds. This step

defined a QCL ridge 150µm wide; a developing in MF-319 developer for 75 s removed the

unwanted resist. The sample surface covered by the photoresist would ho on to be that

part which was not attacked by subsequent wet etching.

In figure 2.9(b) it is possible to note the resist crosses on the sides of the image; these

were used as alignment mark for the next photo-lithographic steps. The sample was then
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(a) (b)

Figure 2.9: Ridge definition photolithography. (a) schematic; (b) real image taken from
an optical microscope a 5× magnification. The scale bar on the top left of the image is
100µm.

attached on a sample glass by few drops of photoresist between the bottom face of the

sample and glass surface, with a subsequent soft-bake at 115◦C for 1 minute. The ridge

was etched using a wet chemical etch in an acid solution comprised of H2SO4:H2O2:H2 with

ratio respectively of 1:8:40. This produced a uniform etching rate of ≈1µm/min when left

resting for roughly 15 minutes at 25◦C. The etching process was carefully checked every

1-2 minutes at the start, and every 30 seconds when approaching the desired end, using an

Alpha step D-500 surface profiler, in order to examine the depth of etching. Considering

that the AR was ∼14µm deep, the process was stopped when the ridge reached a thickness

of ∼13.8µm to make sure not to etch beyond the bottom n-GaAs layer. Wet etching can

be slightly anisotropic if the sample is left dormant in the solution, and for this reason it

was constantly agitated in an "8" shaped pattern to ensure uniformity. Finally, the resist

was removed by soaking the sample in acetone. Figure 2.10 shows a schematic and an

optical micrograph image of a typical sample after the wet etching step.
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(a) (b)

Figure 2.10: Ridge wet etching. (a) schematic; (b) optical image taken from an optical
microscope a 5× magnification. The scale bar on the top left of the image is 200µm.

2.5.3 Bottom contacts definition

In this part of the processing the bottom n-GaAs layer was covered by an alloy of AuGeNi,

in order to create a bottom ohmic contact. S1813 was again deposited by spinning and

soft baked at 90◦C for 1 minute. After the exposure in the UV mask aligner, the sample

was soaked in chlorobenzene for 2 min. The chlorobenzene has the ability to harden the

resist by changing its solubility [173]. This was done with purpose of creating an undercut

profile which improves the metal’s ability to break and facilitating the lift-off process after

metal evaporation. The sample was developed in MF 319 for 90 seconds and then rinsed

in DI water.

Once the area of the bottom contacts 200µm wide was defined by photolithography, metal-

lization was carried out in a Leybold thermal evaporator at vacuum pressure P<2×10−6mBarr.

A layer of AuGeNi 250 nm thick was evaporated; the subsequent lift-off process was done

by leaving the sample in an acetone beaker for 3-4 hours. The lift-off was carefully checked

through an optical microscope and in some cases the use of a soft brush was needed to

remove the unwanted metal, paying attention not to ruin the QCL ridge. The sample was

then cleaned by rinsing it in IPA and then blow dried by N2.

The sample was then placed in a Rapid Thermal Annealer (RTA) from AnnealSys. The

annealing process was carried out at 430◦C for 1 min, in order to make the Ge atoms of
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the AuGeNi diffuse into the n-GaAs bottom layer. This established an ohmic contacts

between the two, effectively reducing the contact resistivity [174] while also reducing the

metal stress. The diffusion of the Ge atoms was also visible through optical microscope

images where the evaporated metal became darker due to the diffusion sites. A schematic

of the bottom contacts processing along with images taken from an optical microscope at

5× magnification is shown in the figures 2.11, 2.12, 2.13.

(a) (b)

Figure 2.11: Bottom Contacts Photolithography. (a) schematic; (b) optical image taken
using an optical microscope a 5× magnification. The scale bar on the top left of the image
is 100µm.

(a) (b)

Figure 2.12: Bottom Contacts Evaporation. (a) schematic; (b) optical image taken using
an optical microscope a 5× magnification. The scale bar on the top left of the image is
100µm.
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(a) (b)

Figure 2.13: Bottom Contacts Annealing. (a) schematic; (b) optical image taken using
an optical microscope a 5× magnification. The scale bar on the top left of the image is
100µm.

2.5.4 Top contacts definition

An alloy of AuGeNi was also used for the top contacts of the QCL. The steps to define them

were similar to what has been done for the bottom contacts: spinning S1813 photoresist,

baking and photolithography followed chlorobenzene soaking and developing in MF319.

The difference in this case was that the top contacts were defined to be two strips of alloy

20µm wide on top of the ridge. 100nm thick AuGeNi was evaporated in in the Leybold

thermal evaporator at vacuum pressure P<2×10−6mBarr. Lift-off was carried out in a

beaker acetone for few hours, and by helping the process using a soft-brush where needed,

but in this case no annealing was used in order to prevent diffusion of Ge into the active

region which may alter waveguiding. A sequence of images in figure 2.14 and 2.15 explain

schematically and with the real images the processing of the top contacts.
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(a) (b)

Figure 2.14: Top Contacts Photolithography. (a) schematic; (b) optical image using from
an optical microscope a 5× magnification. The scale bar on the top left of the image is
100µm.

(a) (b)

Figure 2.15: Top Contacts Evaporation. (a) schematic; (b) optical image using from an
optical microscope a 5× magnification. The scale bar on the top left of the image is
100µm.



33 of 242

2.5.5 Over-layer Metallisation

As previously mentioned the procedure shown in this chapter is referred to THz QCL

processed in a SI-SP waveguide. In order to confine the THz radiation within the active

region a Ti/Au overlayer was used to cover top and bottom contacts. This over-layer is

useful also to facilitate the wire bonding of the device. Following the same steps adopted for

the bottom contacts definition comprising S1813 photoresist spinning, photolithography,

chlorobenzene soaking and developing in MF319, the sample was placed in a Edwards

Turbo thermal Evaporator at vacuum pressure P<2×10−6mBarr. 20 nm of Ti followed

by 120nm of Au were evaporated on the sample surface. Lift-off in acetone dish for few

hours, helped by a pipette blowing and soft-brush, was carried out later on. Finally the

sample was cleaned by IPA rinsing and plasma ashing at 50W for 5 minutes. Figures 2.16

and 2.17 show this section of the processing.

(a) (b)

Figure 2.16: Over-layer Photolithography. (a) schematic; (b) optical image using from
an optical microscope a 5× magnification. The scale bar on the top left of the image is
100µm.
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(a) (b)

Figure 2.17: Over-layer Evaporation. (a) schematic; (b) optical image using from an
optical microscope a 5× magnification. The scale bar on the top left of the image is
100µm.

2.5.6 Substrate thinning and metal sintering

The MBE layers of wafer, L1180, were grown on a ∼700µm-thick SI-GaAs substrate.

Since THz QCLs work at cryogenic temperatures, in order to reduce thermal resistance

the substrate needed to be thinned to ∼150 - 200 µm. Substrate thinning was therefore

carried out using the same etching solution used for the ridge definition but with different

concentrations. This time H2SO4:H2O2:H2 with concentrations respectively 1:8:1 ensured

an etching rate ≈15µm /min faster than the rate used for the QCL ridge etching. S1813

was firstly spun on the top face of the sample and baked at 90◦C for 1 min. The sample

was then stuck on a sample glass with the laser ridge facing down using wax. Two small

pieces of wax were melted on to one side of the glass placing it on a hot plate at 75◦C.

The sample was gently placed on the wax, taking care to cover the ridge face and part of

the side wall of the sample. This was done with purpose of protecting the ridge from the

etching solution which could be translated in a permanent damage of the sample. At this

stage, the glass was placed on a cold metal finger to make solidify the wax. The glass with

the sample on it was immersed in the acid solution and kept agitating to ensure etching

uniformity; the thickness was monitored using a Testronic micrometer roughly every ten

minutes until the thickness reached the desired level. Once finished, the glass was placed
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again on a hot plate at 75◦C in order to melt the wax and remove the sample. Excess wax

on the sample was then dissolved in 3 bathing rounds of trichloroethylene (TCE), being

very careful not to break the ridge considering that the sample now was particularly thin,

and finally by cleaning the photoresist in a beaker of acetone. A final step of metallisation

was performed by evaporating in an Edwards Turbo thermal Evaporator a layer of Ti/Au

to a thickness respectively of 20nm/200nm. This was done in order to improve thermal

dissipation when the sample was mounted on a copper block through a layer of melted

Indium (as explained in the next section). Finally the metal over-layer of the sample was

sintered in an RTA at 270◦C for 4 minutes. This part of the process was carried out in

order to make the over-layer and the alloy AuGeNi of the bottom and top contacts to

adhere each other by agglomerating all the metal particles. At this stage some bubbles

due to gasification of a component of the alloy appeared on the top metal contacts, and

these are also visible in the optical image, as shown in figure 2.18(b).

(a)

(b)

Figure 2.18: (a) Schematic of substrate thinning and metallisation; (b) real image taken
from an optical microscope a 5× magnification after sintering the metal at 270◦C for 4
minutes. The black dots on the top contacts are due to gasification of a component of the
alloy. The scale bar on the top left of the image is 100µm.

2.5.7 Ridge cleaving and bonding

The samples so processed typically incorporated 3 ridges, each 6mm long and 150µm wide

and spaced roughly 1mm each other. In order to separate each ridge a JFP S-100 scriber
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was used. Two scribing marks in the middle space ,along the ridge length were made

and then each ridge was manually separated. The desired length of every ridge was then

scribed away from the ridge in order not to damage it and manually separated with the

same previous procedure. Scribing mark made well away from the ridge ensured a QCL

mirror-like facet, as shown in figure 2.19, which was important to ensure good performance

with low losses.

Figure 2.19: A 10× magnification image of a QCL facet taken with an optical microscope.

A polished copper block 20mm×7mm×2mm, covered by Ti/Au was used as mounting base

for the QCL. Two Au coated ceramic pads were glued using GE vanish at the ends of the

block and were used as contact pads. The GE vanish was cured at 100◦C for 10 minutes

to ensure a good solidification. In order to solder the QCL a small piece of Indium was

placed on the Cu block. On a hot plate the copper block was heated up to 150◦C, which

is above the In melting point. The melted indium was then spread into a uniform layer

using a flat head screwdriver. After the QCL was gently placed on the In molten layer,
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two metal needles were then used to slightly press the QCL in order to make it adhere

well. At this stage, the hot plate temperature was reduced to make the In solid while

the QCL was being pressed by the needles. The QCL soldered to the copper block was

then moved to a Kulicke & Soffa 4524 ball bonder machine in order to create electrical

contacts. Au bond wires were used to bond the top contact to one of the contact pads and

the bottom contact was directly bonded to the copper block which was used a ground.

(a)

(b)

Figure 2.20: (a) Schematic of the QCL mounted and bonded; (b) a SEM image of the
device, special thanks to Dr. I. Kundu for the SEM image.

2.6 THz QCL Characterization

Characterization of the QCL, in both pulsed and CW mode, was carried out by mounting

the device onto the cold finger of a continuous flow liquid helium Janis ST-100 cryostat.

Electrical connections were made by two copper pins inside the cryostat. Thermal insula-

tion was established by creating vacuum at a pressure P<4×10−6mBarr and the cryostat

was then cooled down to ∼4K.

2.6.1 Pulsed mode

Figure 2.21 shows the experimental set-up used to acquire Light-Current-Voltage (LIV)

characteristic of the THz QCL in pulsed mode. An Agilent 8114A pulse generator (APG)
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Figure 2.21: Schematic of the experimental set-up used for pulsed LIV characterisation of
the QCL.

was used to power the QCL with 10 KHz pulses at 2% of duty cycle which were electri-

cally gated at ∼167 Hz by an Agilent arbitrary waveform generator (AWG). Voltage and

Current were measured through a digital Oscilloscope Keysight 2002A connected to the

PC; a temperature controller was used to monitor and keep constant the heat sink tem-

perature of the QCL. The cryostat was mounted on a XYZ micro-translation stage, and

two f/3 parabolic mirrors were used to collimate and focus the THz beam onto the cooled

bolometer. The cryostat and the two parabolic mirrors were placed in a N2-purged box in

order to reduce the air absorption effect of the THz beam. The signal from the bolometer

was referenced at 167 Hz to the waveform generator, matching the best response time of

the bolometer, trough a pre-amplifier and acquired with a lock-in amplifier. A LabView
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program on a PC managed and acquired the data. The optical power (in mW) was ac-

quired using a Thomas Keating (TK) power meter, by reducing the reference frequency

at its best response time, ∼30Hz.

A Bruker Optics IFS66/V FTIR spectrometer based on a Michelson Interferometer was

used for the spectral characterisation of the QCL. The cryostast was moved to a different

setup and the THz radiation was focused onto the aperture of the spectrometer through

two f/3 parabolic mirrors, as shown in figure 2.22.

Figure 2.22: Schematic of the experimental set-up used for the spectral characterisation
of the QCL.

2.6.2 CW mode

In order to measure the CW characteristics of the QCL the experimental set-up was slightly

modified and waveform generator and pulser replaced with a standard Tektronix DC power

supply (PSU) to power the QCL. Optical modulation at ∼167 Hz of the THz beam was

made by using a mechanical chopper referenced to the lock-in amplifier, figure 2.23. Power

measurements with the same TK power meter were carried out at a modulation frequency

∼30Hz. Spectra were acquired with the same set-up shown in figure 2.22, and the QCL

was powered by a standard PSU.
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Figure 2.23: Schematic of the experimental set-up used for Cw mode characterisation of
the QCL.

2.7 Results

Different QCLs were fabricated and characterised, but one of them has been used predom-

inantly throughout this thesis, and hence only its results will be shown in this section.

As mentioned in the fabrication section, the wafer L1180 was grown by Dr Liahne Li in

the University of Leeds MBE system. The wafer, based on a hybrid design, was slightly

modified with respect to the original structure proposed by Wienold [171] in order to lase

in the range ∼ 3.3 − 3.6THz and processed into a SI-SP waveguide. A ∼1.8mm long

and 150µm wide ridge was cleaved and mounted on a copper block. The device was then

mounted in the cryostat by applying thermal grease between the block and cold finger

to ensure good thermal contact. The LIV and spectral characteristic of the device are
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presented in the following section, in both pulsed and CW mode.

2.7.1 Pulsed mode

The light emission (LIV) of L1180 THz QCL was recorded at different heat-sink temper-

atures every 10K step up to 100K and then every 5K until lasing stopped.

(a) (b)

Figure 2.24: (a) Pulsed LIV characteristics and (b) spectrum at 10K of L1180.

Figure 2.24(a) shows the LIV plot as function of current density, J (and current, I, on the

top) of the device acquired in pulsed mode. A peak power of ∼20mW at 10K, a maximum

operating temperature of 120K and a low current density threshold at 10K, ∼120A/cm2,

are in good agreement with the predicted structure performance [9, 171]. The shape of

the V-I graph similar in every QCL and can be explained as follow: before the threshold

current the lasing levels between the QWs are misaligned and no optical output power

is visible because no tunneling occurs. When the states start to align the population

inversion is just enough for the device to lase. Optical power increases as more electrons

are tunneling to the upper lasing level. The optical peak power is achieved when the

alignment is optimal. Any further increase in electric field misaligns the bands, resulting in

the resistance increasing and a dramatic decrease in lasing power occurs, until it completely

dies out. The spectral measurements, shown in figure 2.24(b), were performed at 10K and

show multi-mode frequency lasing with main peaks ranging from ∼3.35THz to ∼3.45THz
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depending on the driving current. Between 600mA and 700mA and between 900mA and

1000mA the main frequency changes occur because of the alignment of different states

and are referred to as mode-hopping. The multi-mode nature at each driving current of

the device is dictated by the Fabry-Perot mode spacing, which follows equation 2.4.

∆ν = c

2nL, (2.4)

where ∆ν is the frequency difference between the modes, c is the speed of light, n is the

refractive index of the gain medium and L is the cavity length of the ridge. In this case

L≈1.8mm and n∼3.5 for GaAs yielding ∆ν ∼23GHz, which is in good agreement with

the experimental mode spacing of ∆ν ∼21GHz. The differences can be attributable with

small differences of n or L given by the finite accuracy of the cavity dimensions.

2.7.2 CW mode

The LIV characteristic of L1180 in CW mode was measured between 30K and 60K heat-

sink temperature with step of 5K.

(a) (b)

Figure 2.25: (a) CW LIV characteristics and (b) spectrum at 30K of L1180.

Figure 2.25(a) and 2.25(b) show respectively the CW LIV curve and the CW spectra ,

measured at 30K, of L1180. A peak power of ∼13mW at 30K, a maximum heat-sink

temperature of 60K and a threshold current density of ∼150A/cm2 at 30K are in good
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agreement with the expected performance of the QCL [9, 171]. The spectrum shows main

frequency peaks ranging from ∼3.35THz to ∼3.41THz by increasing driving current, plus

some Fabry-Perot modes spaced at ∆ν ∼21GHz. These results are in good agreement

with the pulsed measurements and the wafer structure.

2.7.3 Single mode emission

As previously mentioned in this chapter, single mode emission is important for application

like self-mixing imaging, or for near-field imaging based on self-mixing in a THz QCL. In

the chapters 4, 5 and chapter 6 these two applications will be demonstrated through the

use of the QCL shown in this chapter. Single mode emission has been achieved thanks to

the support of Dr. I. Kundu who is also the author of the study "Frequency Tunability

and Spectral Control in Terahertz Quantum Cascade Lasers with Phase-Adjusted Finite-

Defect-Site Photonic Lattices" [9]. A PL 166µm long, using a 13.2 µm grating period with

a 70 % duty cycle and a central 8µm wide phase defect was created using FIB milling

by Dr. I. Kundu, on L1180 through the top contact layers as in [9], as shown in figure

2.26(b). In figure 2.26(a), the CW spectrum at 30K of L1180 is shown. Each peak has been

(a) (b)

Figure 2.26: (a) CW spectrum at 30K after FIB milling, every peak has been fit with a
Gaussian fit. (b) SEM picture of the PL on L1180.

fit with a Gaussian curve in order to extract the peak frequency. Single mode emission

of ν ∼3.445THz was observed at IQCL=450mA. At IQCL=800mA the lasing frequency



44 of 242

has shifted to ν ∼3.485THz, giving a discrete shift of ∼40GHz in good agreement with

[9]. Furthermore the single mode of the two discrete frequencies, has shown a continuous

frequency tuning of ∼-1GHz, as shown in figure 2.27.

Figure 2.27: QCL frequency as function of IQCL after FIB milling a PL through the
top-contact layers of L1180.

2.8 Conclusions

In this chapter the general functioning of a THz QCL was explained. The processing of

a wafer into THz QCL based on the structure adapted from the proposed one by [171]

and fabricated in a SISP waveguide has been shown. Characterisation of the THz QCL

through its LIV curve and spectrum are in agreement with the literature in terms of optical

power (∼20mW at 10K in pulsed and ∼13mW at 30K in CW) and lasing frequency (∼3.3-

3.5THz). Furthermore single mode emission of ∼3.445THz in CW mode thanks to a
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photonic lattice with a π-phase adjusted incorporated in it was achieved as in [9], making

this QCL the perfect candidate for self-mixing imaging or near-field imaging based on

self-mixing. In the next chapters the single mode emission and the continuous frequency

tuning of the aforementioned QCL will be exploited to take images and demonstrate the

possibility to retrieve information about permittivity of materials.
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3 Self-mixing in THz QCLs

The foundations of a theoretical model for the self-mixing (SM) effect in lasers were set

by Lang and Kobayashi [92] who have described a laser diode under optical feedback by

employing coupled rate equations for the electric field and current density. While a laser

cavity can be considered as a Fabry-Perot (FP) resonator where the laser facets act as

two internal reflecting mirrors, a laser under external feedback can be described by a three

mirror model [175]. In this chapter two and three mirror models, based on those derived by

Tucker [176] and generalized by Keeley [14], will be described and also some preliminary

SM results will be shown. Furthermore a set of experiments to quantify the detection

sensitivity of the SM will be shown. A noise equivalent power (NEP) of ∼1.4pW/
√
Hz

will be demonstrated. The subsequent chapters will be dedicated to the experimental

demonstration of far-field and near-field imaging using the SM effect in a THz QCL,

allowing fundamental information of materials, such as the complex permittivity, to be

mapped spatially.

3.1 Two-mirror model for a laser without external optical feedback

A Fabry-Perot cavity laser of length L can be seen as consisting of two mirrors, M1 and

M2, with amplitude reflection coefficients, r1 and r2, respectively, and a gain medium with

refractive index ne. The assumption is that a uniform plane wave is injected from M1 and

travels to M2 in the positive direction z, as shown in figure 3.1.

The electric field as a function of space and time is defined as,

E(z, t) = E0 cos(ωt− βz), (3.1)

where z is the longitudinal distance along the cavity, t the time, E0 is the amplitude of

the electric field, ω = 2πν0 is the angular frequency of the travelling wave and β = 2πne/λ

is the wavenumber in the cavity. This field can alternatively be expressed as a complex
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Figure 3.1: Schematic of a Fabry-Perot cavity.

electric field with real and imaginary components following the relation,

E(z, t) = Re[E0e
i(ωt−βz)] = Re[Ẽeiωt], (3.2)

where,

Ẽ = E0e
−iβz, (3.3)

is the time-independent component of the electric field which contains the amplitude and

the phase information of the wave. This notation is often used in order to simplify the

arithmetic and to avoid the use of sinusoidal functions.

Referring to figure 3.1, an electromagnetic wave propagating from M1 to M2 inside the

medium experiences a phase shift, βL, following which part of it is internally reflected by
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the facet mirror M2. The rest of the wave is emitted through the facet. The internally

reflected component is subjected to an amplitude change affected by the reflection coef-

ficient, r2. In turn, this reflected wave returns to M1 where it undergoes another phase

and amplitude change of βL and r1 respectively; after one round-trip the electric field has

the form, E0r1r2e
−i2βL. In this way the wave will experience both a phase and amplitude

change at every internal reflection. At the same time a second wave will travel from the

initial point on the same path as the first wave. As a consequence, interference between

the two can occur and if they have the same phase the waves will interfere constructively.

Mathematically, the laser will have an optical output when the round-trip phase shift,

2βL = m2π, (3.4)

where m is an integer. Re-writing the phase constants, this will occur when,

mλ

2 = neL. (3.5)

Given a fixed cavity length, equation 3.5 is only satisfied for discrete wavelengths λ at which

the cavity will resonate. In a practical laser device each wave will also experience gain and

absorption as it propagates through the cavity. This can be described using the power

gain per unit length, g, and the power loss per unit length, αs, which are both functions of

the wavelength. The cavity will resonate for specific wavelengths (or frequencies ν) if the

power gain is greater than the power loss. The laser power is proportional to the electric

field squared, hence equation 3.3 can be re-written as,

Ẽ = E0e
(
−iβ+ 1

2 (g(hν)−αs(hν))
)
z. (3.6)

After one round-trip the electric field will become,

E0r1r2e
(
−iβ+ 1

2 (g(hν)−αs(hν))
)
2L. (3.7)
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Assuming a resonant wavelength, we arrive at the amplitude condition for lasing,

r1r2e
(g(hν)−αs(hν))L = 1, (3.8)

which can be rearranged to give the threshold gain condition,

gth = αs + 1
L

ln( 1
r1r2

). (3.9)

This condition can be satisfied by multiple resonant cavity modes simultaneously, but

as already shown in the previous chapter (see Section 2.7.3) a cavity can be perfectly

engineered to achieve a single mode emission, which is particularly desirable for laser self-

mixing scheme. As such, all subsequent theory will consider a laser emitting on a single

cavity mode.

3.2 Three mirror model for a laser with external optical feedback

Figure 3.2: Three mirror model schematic of a Fabry-Perot cavity under external optical
feedback.

The self-mixing effect occurs when part of the laser radiation is reflected from an external

object and re-injected back into the laser cavity. The two-mirror model shown in the

previous section can be extended by introducing a third-mirror, Mext, as an external

reflector with reflection coefficient r2ext at distance Lext from the laser facet (see figure 3.2).



50 of 242

The external medium has refractive index n0, hence the light wavenumber can be defined

as β0 = 2πn0/λ. In this case, the internal round-trip of the radiation is different from

the external one, but the analysis of the internal electric field is sufficient to understand

the device behaviour [14, 96, 175, 177] (see figure 3.2). A complex effective reflection

coefficient, reff , can be used in order to simplify the model to a two-mirror model (see

figure 3.3). reff combines the reflection coefficients of the external mirror, r2ext and the

laser facet, r2 according to the relation,

reff (ν) = r2 +
(
1− |r2|2

)
r2exte

−i2πντext , (3.10)

where ν is the lasing frequency with external feedback, τext = 2Lextn0/c is the external

cavity round-trip propagation time with constant refractive index, n0 and c is the speed of

light in vacuum. The first term of the equation 3.10 represents the reflection from M2 and

the second term describes the part of the light that is re-injected and transmitted through

M2 after being reflected from Mext. It’s worth mentioning that equation 3.10 is valid only

for a single round-trip of the external cavity, which implies a laser under weak feedback,

i.e. r2 � r2ext. Stronger feedback is taken into account by adding more terms, containing

a summation of the multiple reflected electric fields, to the second term of equation 3.10

[178–180]. However the self-mixing experiments are usually conducted in a regime of weak

feedback, and so this theoretical analysis will assume a laser under weak feedback.

Equation 3.10 can be re-written as,

reff (ν) = |reff (ν)|e−iφr , (3.11)

where |reff (ν)| and φr are respectively the amplitude and phase of the effective reflection

coefficient. Under weak feedback it is possible to assume Re[reff (ν)] � Im[reff (ν)] [95]

since r2 � r2ext, and so amplitude and phase are given by,

|reff (ν)| ≈ Re[reff (ν)] ≈ r2[1 + kext cos(2πντext)], (3.12)
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Figure 3.3: Effective two mirror model schematic of laser under external optical feedback.

φr ≈
Im[reff (ν)]

r2
≈ kext sin(2πντext), (3.13)

where,

kext = r2ext
r2

(
1− |r2|2

)
. (3.14)

kext is known as the feedback coupling coefficient and represents the portion of light

coupled back into the laser cavity. This parameter is represented experimentally as,

kext = ε

√
R2ext
R2

(1−R2) (3.15)

where ε is the coupling-efficiency factor which takes account of external losses, misalign-

ment and mismatch between the reflected radiation and the cavity mode; R2 and R2ext

are the power reflection coefficients of M2 and Mext respectively.

The optical feedback into the laser cavity affects the laser properties including the output

frequency, linewidth, and threshold gain resulting in a change to the output power. By

taking into account the effective reflection coefficient and assuming a single lasing fre-

quency with gain and loss independent of the frequency, equation 3.8 can be re-written to



52 of 242

give the round-trip amplitude condition for a laser under feedback,

r1|reff |e(g(hν)−αs(hν))L = 1. (3.16)

Also by analogy with equation 3.4, the round-trip phase condition becomes,

4πneνL
c

+ φr = m2π, (3.17)

where ne is the effective refractive index. Following this perspective also the threshold

gain (see equation 3.9) can be re-written accounting for the effective reflection coefficient

given by equation 3.12,

gth = αs + 1
L

ln( 1
r1r2[1 + kext cos(2πντext)]

). (3.18)

As a consequence the difference in threshold gain because of the feedback can be calculated

as,

∆g = gc − gth = 1
L

ln
(

1
1 + kext cos(2πντext)

)
= − ln(1 + kext cos(2πντext))

L
. (3.19)

Considering that in the weak feedback regime kext � 1, the log can be expanded as a

Taylor series, giving

∆g = −kext
L

cos(2πντext). (3.20)

Equation 3.20 explains that the threshold gain is periodic with Lext. Also, the gain

difference will have its minimum (∆g = 0) for specific external phase, φext = (1+2m)π/2,

where m is an integer.

From an experimental point of view, the self-mixing signal is typically measured as a

change in the laser power or laser voltage V , which are both assumed to be proportional
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to the change in gain. This leads to the formulation of the self-mixing voltage as follow,

∆VSM ∝ ε
√
R2ext cos

(
4πLextν

c
+ θ

)
. (3.21)

The term in the cosine is the external phase, φL, and θ in equation 3.21 is the phase change

that can arise due to a change in sample depth or due to a phase change on reflection.

Equation 3.21 describing the voltage perturbation caused by optical feedback in a THz

QCL is a crucial relationship which will be used throughout this thesis. The dependence of

∆VSM on the external target reflectance and round-trip phase will be exploited to acquire

images of different samples in the far-field and near-field, and also to retrieve fundamental

information of material properties including complex permittivity.

3.3 Excess phase equation

The evaluation of the relationship between self-mixing voltage and phase, equation 3.21,

needs the lasing frequency under optical feedback to be calculated, because the round-trip

phase condition, equation 3.17, indicates a change in frequency (and also cavity refractive

index, ne) in the presence of feedback. The theory has been adapted from laser diodes

under feedback and applied also to QCLs [102, 181, 182].

A rigorous explanation starts by taking into account variation in neν under feedback,

∆(neν) = ν0∆ne + ne∆ν. (3.22)

The variation in the effective refractive index ∆ne can in turn be expressed as a function

of the changes in carrier concentration and also lasing frequency ∆ν,

∆ne = δne
δN

∆N + δne
δν

∆ν. (3.23)
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Here ne is a function of the carrier concentration and its variation with N is related to the

variation in gain by the linewidth enhancement factor, α, by [177],

δne
δN

∆N = − αc

4πν0
∆g. (3.24)

Equation 3.23 can be combined with equations 3.17, 3.22 and 3.24 to give the excess phase

(the change in round-trip phase ∆φL) equation due to optical feedback,

∆φL = 4πL
c

(
− αc

4π∆g + ν0
δne
δν

∆ν + ne∆ν
)

+ φr. (3.25)

The last two terms in the brackets contain a common ∆ν that can be reduced by intro-

ducing the effective group refractive index, ng, which considers the change of the cavity

refractive index, ne as a function of the change in frequency, δν, due to feedback[177],

ng = ne + ν
δne
δν

. (3.26)

Substituting and reordering, equation 3.25 can be written as,

∆φL = 4πngL
c

∆ν − α∆gL+ φr. (3.27)

This last equation can be further simplified by exploiting equation 3.20 for the gain vari-

ation and equation 3.13 for the phase shift to give,

∆φL = 4πngL
c

∆ν + kext[sin(2πντext) + α cos(2πντext)]. (3.28)

Furthermore the round-trip delay of the laser cavity can be given by [177]

τL = 2ng
L

c
. (3.29)
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By substituting this into equation 3.28 and rearranging the second term, the excess phase

can be written as,

∆φL = 2πτext(ν − ν0) + C sin(2πντext + arctanα). (3.30)

At the resonant frequency of the compound cavity ∆φL=0, and this equation can be

solved to extract the parameters related to the self-mixing effect. Here C is called the

feedback parameter and is equal to,

C = τext
τL

kext
√

1 + α2. (3.31)

C is a quantity which explains how optical feedback affects the behaviour of the laser, and

depending on the value of C, different operating regimes can be quantified [10, 183]:

• C � 1, is the very weak feedback regime. The self-mixing voltage VSM has sinu-

soidal behaviour as function of the external phase, φL.

• 0.1 < C < 1, is the weak feedback regime. VSM starts to distort and loses the

sinusoidal behaviour.

• 1 < C < 4.6, is the moderate feedback regime. VSM is three-valued for certain

values of φL, showing a sawtooth like shape with possible hysteresis due to jumps in

phase.

• C > 4.6, is the strong feedback regime. VSM is very unstable and can be even

five-valued. The laser can enter a chaotic regime.

Stronger feedback causes a large change in the device refractive index, which affects the

external phase, φL, causing in turn the distortion in the function periodicity shown in fig-

ure 3.4(b). On the other hand it has been demonstrated that THz QCLs are intrinsically

stable under optical feedback [181], hence a stable self-mixing regime is expected for all

the experimental work presented in this thesis. Moreover the assumptions of functioning

in a weak feedback regime automatically excludes moderate and strong feedback regime
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for the self-mixing applied to THz QCL used in this work, but for clarity these two levels

of C are still shown. The combination of equations 3.21 and 3.30 (when ∆φL=0) fully

(a) (b)

Figure 3.4: (a) VSM waveforms calculated for different C ranging from 0.05 to 1.01 and
(b) for C ranging from 1.5 to 15. The instability of VSM is already noticeable for C = 1.5
shown in the region between points A and B. VSM jumps down due to an increase of
φL from point A. When VSM is at point B, a decrease of φL causes VSM to jump up.
Adapted from S.Donati [10].

describe the change in the QCL voltage under feedback and its dependence on different

experimental parameters including the QCL lasing frequency, external cavity length, feed-

back parameter and complex reflectivity of the external target. These equations will be

exploited throughout this thesis to extract information, such as the complex permittivity,

from samples under analysis.

3.4 Simulation of self-mixing voltage signal

Examples of VSM waveforms can be simulated through the use of equations 3.30 and 3.21

for different feedback parameters and linewidth enhancement factors. The interferometric

fringes are obtained by extending the external cavity length or by changing the lasing

frequency because they both affect the external phase, equation 3.21. In this section these

simulations were performed in MATLAB using the code given by Kliese et al [19]. The

first example is obtained by extending the external cavity length by ∆Lext=200µm for

different C, using ν=3.45THz, Lext=0.75m and α=0.
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Figure 3.5: Simulation of VSM waveform by extending the cavity length for different levels
of C.

The different feedback regimes can be identified by the shape of the waveforms (see figure

3.5). For C=0 the fringes show a sinusoidal behaviour which starts to distort for 0.1<C<1.

For C>1 the jumps shown in figure 3.4(b) become visible and for further increase of the

level of C the sinusoidal behaviour is fully lost in favour of a sawtooth-like. Here the

strong feedbacks change the device refractive index affecting, in turn, the periodicity of

the fringes.

Also the linewidth enhancement factor affects the shape of the SM interferometric fringes.

The linewidth enhancement factor is a dimensionless parameter which relates the refractive

index to the gain in semiconductor lasers (see equation 3.24). Finite values of α around 0.5

have been demonstrated using self-mixing measurements with THz QCLs [184], despite

α ∼ 0 was expected. This non-zero value has been attributed to parasitic absorption in
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states not directly involved with lasing phenomena, due to the optical feedback inside the

laser cavity. Understanding how to morphology of the self-mixing fringes are affected by

different linewidth enhancement factors is important in order to extract information from

the waveforms. By analogy with the previous simulation of VSM , here the waveforms are

obtained by extending the external cavity length by ∆Lext=200µm for different α, using

ν=3.45THz, Lext=0.75m and C=1.

Figure 3.6: Simulation of VSM waveform by extending the cavity length for different levels
of α.

The symmetry of the fringes is affected by α (see figure 3.6). A value of α greater than

0 creates asymmetric fringes that are skewed on one side. This was also experimentally

confirmed by Green et al [184] where they reported skewed self-mixing interferometric

signals with α ∼ 0.5 and C<1 obtained with a THz QCL lasing at 2.55THz. The choice of

simulating SM fringes up to such values of α ∼ 2 is dictated by the fact that despite lower
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values of α are expected from the experiments, a α ≈ 1.9 has been previously reported

[155], using a similar experimental set-up and laser as the one used in this thesis. Such

value of α was considered appropriate for a THz QCL operating close to current threshold

in a self-mixing scheme. Also another group using real-time THz imaging through self-

mixing in a QCL has reported values of α ≈ -0.9± 0.3, substantially deviating from α ≈0.5

and this was attributed to the QCL design which exploited a phonon-assisted electron

injection [16].

Simulations of self-mixing signal can also be gained by changing the lasing frequency (see

equation 3.21). Similarly to the previous simulation interferometric fringes are obtained

by ranging ν between 3.45 THz and 3.4505 THz for different C, using Lext=0.75m and

α=0. Equally to VSM simulated by extending Lext, figure 3.7 shows fringes with sinusoidal

Figure 3.7: Simulation of VSM waveform by changing the lasing frequency for different
levels of C.
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behaviour for C=0. For 0.1<C<1 the waveforms start to distort and for C>1 they fully

lose the sinusoidal shape with the jumps (see figure 3.4(b)) becoming more prominent.

From the experimental point of view, the waveforms can be acquired by both extending

the cavity length and by changing the lasing frequency. In the next chapters the second

method will be shown that is faster and does not require a translational stage to move the

sample in order to extend Lext. Moreover thanks to a single-mode THz QCL, this method

known as swept-frequency, will be used in the chapter 4 to measure the resolution limit

of an imaging system based on the self-mixing in a THz QCL and to acquire images of

silicon wafers for photovoltaic applications and skin tissues; in the chapter 5 will be also

used to extract information such as complex permittivity of crystals under analysis.

3.5 Detection sensitivity of SM

There are many QCL applications that need high detection sensitivities. Among these,

s-SNOM (scattering-type scanning near-field optical microscopy) has shown the capability

to overcome the diffraction limit imposed by the beam waist by focusing the beam on a

nano-meter scaled metallic tip and collecting the scattered beam on a detector (see section

1.4 of chapter 1). However this technique will be demonstrated in more details in chapter

5 and chapter 6. These systems have achieved remarkable optical resolutions up to λ/1000

although require a high sensitivity detection due to the small scattering cross section of

the nano-metric tip (typically rtip ∼ 20 nm) [122, 155, 185]. The cross section scales with

r3tip and so the detection sensitivity can ultimately limit the highest resolution attainable.

Specifically, the cross section is particularly small at THz wavelengths. Similarly, for gas

spectroscopy and sensing applications exploiting SM in THz QCLs [169, 186], the detection

sensitivity influences the maximum extinction coefficient that can be measured. In order

to understand and quantify the detection sensitivity achievable using the SM effect in a

THz QCL a set of experiments has been conducted. The experiments were conducted

by using a QCL consisting of a 14 µm-thick GaAs/AlGaAs 9-well active region lasing at

∼3.4 THz, processed into a semi-insulating surface-plasmon (SISP) ridge waveguide with

dimensions of 2.9 mm × 150 µm. The active region of this laser is based on the same
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structure described in the section 2.5 of chapter 2 with a design proposed by Wienold

et al [171]. The QCL was mounted on the cold finger of a continuous L-He flow Janis

ST-100 cryostat (see figure 3.8(a)) equipped with Polyethylene (PE) windows used for the

transmission of the THz beam. The QCL was cooled and kept at a constant temperature

of 25K±0.01K throughout all the experiments.

(a) (b)

Figure 3.8: (a) The Janis ST-100 cryostat used to cool and keep the QCL at a temperature
of 25K±0.01K. (b) SM voltage signal VSM as a function of driving current IQCL with no
additional external cavity attenuation.

Two 2-inch-diameter parabolic f/2 gold coated mirrors were used to focus the THz beam

onto the surface of a planar gold mirror, which was mounted on a translational mechanical

stage capable of movements along the direction, Z, of propagation of the THz beam with

µm resolution. The external cavity length was Lext ≈0.48m through an unpurged atmo-

sphere. A laser driver was used to power the QCL through a continuous driving current

of 400 mA, just above the lasing threshold of 380 mA, where the SM voltage signal was

measured to be the greatest (see figure 3.8(b)). At this driving current, the emitted power,

measured at the external planar mirror using a calibrated THz power meter, was found

to be ∼22.4µW.

The perturbation created by the optical feedback in the laser cavity was measured through

VSM , which was recorded through to the laser terminal voltage by a lock-in amplifier
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(LIA) referenced to an optical power modulation imposed by a mechanical chopper at

fMod ∼200Hz, using an integration times, TC=10s. The lock-in detection considers the

modulation of the optical signal at a specific frequency (fMod) in order to maximise the

sensitivity of the detection. The fMod is used as a reference to the LIA in order to dis-

tinguish and to measure the optical signal respect to the background signal, therefore

reducing the measurement noise. The idea behind these experiments is to measure the

VSM waveform by extending the external cavity length by ∆Lext=200µm, with 4µm step,

for increased THz beam attenuation. The attenuation was accomplished by introducing

calibrated THz power attenuators in the external cavity path. A scheme of the set-up

used for these experiments is shown in figure 3.9.

Figure 3.9: Experimental system for measuring the detection sensitivity of self-mixing
based on a THz QCL. LIA, lock-in amplifier; C, mechanical chopper; A, THz attenuators;
M, moveable planar mirror; MC , collection mirror.

In order to take account of the attenuation for these experiments, equation 3.21 has to be

re-written following the relation,

VSM ∝
√
εaεcεr

√
R2ext cos

(
2πLextν

c
+ θ

)
. (3.32)

Here the coupling-efficiency factor, ε has been broken down into three attenuation factors.

The power attenuation factor εc is a coupling constant inherent to the optical system that

accounts for loss due to imperfect collection of the radiation emitted from the laser by the

f/2 parabolic collection mirror, including loss due to imperfect transmission through the
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cryostat window. The power attenuation factor εr represents the reinjection loss between

the external planar mirror and the laser cavity, including the loss due to transmission

through the cryostat window, and spatial mode mismatch between the reflected and cavity

modes. The power attenuation factor εa is a coupling constant accounting for additional

attenuation introduced to the external cavity. The linewidth enhancement factor and the

feedback parameter (see equation 3.31) obtained by the excess phase equation will dictate

the behaviour of VSM as function of the extension of the external cavity length (see figure

3.5 and 3.6). Here also the feedback coupling coefficient (see equation 3.15), which is

directly related to the coupling-efficiency factor, has to be written taking account of the

three attenuation factors described above, as shown in equation 3.33.

kext =
√
εaεcεr

√
R2ext
R2

(1−R2). (3.33)

A concise algorithm which solves self-mixing equations for arbitrary feedback levels [19]

was used to fit the recorded VSM waveforms and to extract the values of the parameters

and attenuation factors used for the analysis. Moreover, It is interesting to evaluate the

intrinsic limit for the maximum tolerable power attenuation for the QCL used for these

experiments, and to compare this figure with the measured value. It can be expected that

OF induces a non-negligible effect on the operating parameters of a laser when the rate of

the photon reinjection to the cavity exceeds the rate of spontaneous emission in the cavity

[187]. Using a recently reported reduced rate equation model of a THz QCL under optical

feedback, this condition can be expressed as [29],

2kext
τL

S >
MβspN3
τsp

, (3.34)

where S is the photon number, M is the number of periods in the QCL active region, βsp

is the spontaneous emission factor, N3 is the upper lasing level carrier number, and τsp is

the spontaneous emission lifetime.

From measurements of the power at both the cryostat window and at the external planar
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mirror, the collection losses in the system is determined to be εc∼ -10 dB. In this experi-

ment εa was controlled by introducing calibrated THz power attenuators in the external

cavity, which provided a double-pass (power) attenuation in the range 0–90 dB. This al-

lowed the maximum tolerable additional cavity attenuation to be determined, as the level

of attenuation where interferometric variations on the laser terminal voltage were reduced

to the voltage noise level.

Figure 3.10: Interferometric waveforms measured for an external cavity extension of 200
µm under various levels of double-pass power attenuation ε2

a. Also shown (red lines) are
fits to eq. 3.32. The data shown in the bottom panel has been scaled by a factor 1000

Figure 3.10 shows the SM voltage waveforms recorded for varying degrees of additional

cavity attenuation. The non-sinusoidal form of these interferograms is a result of ν in

equation 3.32 being dependent on the external cavity length, as described by the excess

phase equation (see equation 3.30) [19, 92]. The magnitude of this perturbation to the

lasing frequency under optical feedback is also dependent on the feedback parameter C

(see equation 3.31). Also shown in figure 3.10 are fits of the data to equation 3.32. In

the case of εa=1 (i.e. with no additional attenuation in the external cavity) it is possible

to determine values C=0.4 and α =-1.9 from the fit to our data. Although values of α

in the range ∼-0.1 to ∼0.5 are typically obtained from THz QCLs based on a bound-to-
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continuum active region design [102], it’s worth noting that values significantly deviating

from this range have been reported elsewhere [16] for active regions with phonon-assisted

electron injection such as that employed in this experiment.

Figure 3.11: Peak-to-peak values of the SM voltage interferograms, VPkPk, as a function
of additional power attenuation introduced in the external cavity, εa. The horizontal line
indicates the voltage noise floor in our system, at a level ∼1.5 µV/

√
Hz.

Figure 3.11 shows the peak-to-peak values of the SM voltage interferograms, VPkPk, de-

termined from the fits to the data shown in figure 3.10, plotted as a function of additional

field attenuation in the cavity; a linear relationship between √εa and VPkPk can be es-

tablished, as expected from equation 3.32. Also shown in figure 3.11 is the voltage noise

floor in the system, which is dominated by current noise in the laser driver. Other sources

of noise in our system, such as the input noise of the lock-in amplifier are on the order of

∼nV/
√
Hz, far below the laser driver noise.

As can be seen, variations on the laser voltage can be resolved with up to ∼-80 dB of

additional attenuation introduced in the external cavity. Based on the power measured

in the external cavity, and without accounting for reinjection losses, this measurement

corresponds to a detection noise equivalent power (NEP) of ∼1.4 pW/
√
Hz.

By estimating the reinjection losses in the system it is possible to estimate the correspond-



66 of 242

ing minimum detectable power coupled coherently to the laser active region. Using the

fitted values for C and α in equation 3.31 and assuming R2ext=1 for the gold mirror and

R2=0.32 for the laser facet we can estimate the attenuation factor εcεr=0.0034, for our

optical system via equation 3.33. By accounting for the measured value εc ∼-10 dB, it is

possible therefore to obtain εr.

Reinjected Power
εa (dB) C √

εcεr εr (dB) (fW/
√
Hz)

0 0.39 0.0033 -39.5 0.16
-10 0.24 0.0063 -34 0.56
-20 0.13 0.0112 -28.9 1.81
-30 0.03 0.0086 -31.3 1.04

Table 3.1: Fitting parameters and estimated values of the minimum detectable reinjected
power obtained from measurements with different external attenuations εa

Table 3.1 summarizes the results of this analysis for each of the four measurements up

to -30 dB of additional cavity attenuation; we note that the small values of C (�0.1)

resulting from greater attenuation (εa < -30 dB) cannot be obtained reliably from the

fitting procedure. These reinjection losses shown in table 3.1 arise primarily from coherent

coupling of the returning field to the laser cavity. Indeed, the spot size of the returning

beam focused on the laser facet is expected to be on the order ∼250 µm [12], far larger

than the 14 µm x 150 µm facet of the laser active region. It’s worth also noting that the

variation in εr between measurements can be explained by the fact that the insertion of

attenuators in the external cavity can change the divergence angle of the propagating field.

As such, the attenuation εr cannot be assumed to act independently to εa. Nevertheless,

from our measured NEP of ∼1.4 pW/
√
Hz, we can obtain the reinjected power for each

of these four measurements. Based on these results (see Table 3.1) we can estimate that

our NEP corresponds to only ∼1 fW/
√
Hz coupled coherently to the laser active region.

As such, improvements in the coupling to the active region could in principle lead to

further improvement in the NEP. Finally, by evaluating equations 3.33 and 3.34 using

typical values for our QCL device [29] (see Table 3.2), we predict an intrinsic limit for

the maximum tolerable total power attenuation equal to ∼150 dB, which is in reasonable
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agreement with the experimentally determined value of εaεcεr ∼-(80+10+35)=-125 dB.

The discrepancy between these values can be attributed to voltage noise in our system,

which is dominated by the laser driver and could be reduced through the use of a more

stable current source, for example, a dc battery.

R2ext 1
R2 0.324
M 117
βsp 1.63 × 10−4

N3 1.07 × 10−7

τsp 5.1 × 10−6 s
τL 7.04 × 10−11 s
S 3.69 × 107

Table 3.2: QCL device parameters used to predict the maximum tolerable total power
attenuation in LFI[29]

3.6 Conclusions

In this chapter the theory describing the self-mixing effect in lasers has been explained.

The three-mirror model allowed the derivation of two fundamental equations (3.21 and

3.30) useful to describe the behaviour of a QCL under optical feedback. In particular,

the aim of this chapter was to provide insight of how it is possible to exploit the self-

mixing effect in a THz QCL to extract both the amplitude and phase of the field reflected

from a remote target, which can be related to sample properties such as the complex

permittivity. Furthermore, the detection sensitivity of an LFI scheme based on a THz-

frequency QCL has been quantified. The measurements demonstrated that variations on

the laser voltage induced by OF to the laser can be resolved with the reinjection of powers

as low as ∼-125 dB of the emitted power, which corresponds to a NEP for the used scheme

of ∼1.4 pW/
√
Hz. By estimating the reinjection losses this value corresponds to NEP ∼1

fW/
√
Hz, demonstrating the high suitability of the SM effect to applications that require

the detection of weakly scattered THz radiation, such as THz-s-SNOM.
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4 THz imaging (far field) based on Self-Mixing in a QCL

Over the past years THz imaging techniques have shown an immense growth as imag-

ing is considered one of the most promising applications for THz radiation. Interest is

focused on various fields and applications such as biomedical imaging[38, 170, 188–197],

pharmaceutical inspection [68, 70, 198] and non-contact and non-destructive analysis, as

well as spectroscopic identification of materials for security applications [36, 199]. Indeed,

THz radiation has many properties that make it attractive for imaging applications. For

example, many dry non-polar (non-metallic) materials like plastics, fabrics [67], wood and

papers are transparent to THz. Combining these features with the resolution imposed

by the diffraction limit of its sub-millimeter wavelength makes the THz radiation a good

candidate for non destructive inspection, quality control and security scanning functions

[37, 200]. At the same time, the low energy of THz photons (on the order of few meV)

allows the ability to excite vibrational (and rotational) states of organic and inorganic

molecules that cannot be accessed through other frequency ranges. For example, numer-

ous explosives and drug-of-abuse exhibit spectral absorption features in the THz range

[35, 41, 71, 201–203]. In a similar way, THz diffuse imaging has been applied to discrim-

inate between different powder mixtures of polymers such as Perspex and Polystyrene in

different concentrations [3]. On the other hand, THz is strongly absorbed by water and

merging this peculiarity with its non-ionizing property (due to the low photon energy)

makes THz imaging an important tool for biomedical applications [191, 192]. It opens the

possibility of new interesting studies on different healthy tissue types, as well as cancerous

tissues due to their higher water content [38, 170, 189–191, 193, 194, 197].

It’s worth mentioning that other THz imaging techniques which do not rely on QCLs as a

light source are usually restricted to low THz powers, in the order of µW. Most common

sources are broadband THz sources based on photoconductive emission, which requires

femtosecond laser excitation [68, 190, 193]. On the other hand, THz QCLs are compact

sources of THz radiation offering high power, coherent continuous-wave (CW) operation,

narrow intrinsic linewidth and good tunability [62, 63]. These properties make THz QCLs
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well suited for imaging applications, and over the past decade significant effort has been

devoted to the development of imaging systems using these sources [8, 11–13, 116, 122, 155,

204]. The majority of these systems acquire images by raster-scanning a sample through

the focused THz beam and recording pixel-by-pixel the response of an external detector,

most commonly an incoherent thermal detector such as a Golay cell, cryogenically cooled

bolometers or pyroelectric sensors [8, 11], with the inconvenience of having a low speed, and

in case of the pyroelectric detector, low sensitivity. In contrast, acquiring images through

the SM technique in a THz QCL offers a coherent imaging approach that does not need

an external detector; instead the emitted THz radiation is reflected from the sample and

coupled into the laser cavity, which causes a measurable perturbation to the laser voltage

that depends on the phase and amplitude of the reflected THz wave [11–14, 116].

4.1 Applications of self-mixing in THz QCLs

Self-mixing in a THz QCL has been exploited for different applications including far-field

and near-field coherent imaging (in 2D and 3D) [12, 13, 15, 116, 122, 155, 170, 185, 204,

205], gas-spectroscopy [169], velocimetry and displacement sensing [102, 206], and material

analysis [182]. The experimental systems are usually compact because there is no need of

an external detector since the QCL is able at the same time to generate and detect the

radiation. All of these applications use the three-mirror model and equations 3.21 and

3.30 to extract fundamental information about the samples. In the case of 2D imaging, the

QCL is kept at stable temperature and driven with a constant current while the sample

is placed on a movable stage. The sample is raster-scanned in two dimensions parallel to

the direction of beam propagation and a 2D image can be acquired by mechanically (or

electrically) modulating the THz beam in order to allow lock-in detection of the self-mixing

voltage signal (see figure 4.1).

The equations of the three-mirror model also allow the reconstruction of a three-dimensional

image when the target is placed on a moveable stage capable of longitudinal (z) translation

[13]. This technique exploits the fact it is possible to extract the magnitude and phase

from a SM interferometric waveform recorded through lock-in detection of VSM when the
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(a) (b)

Figure 4.1: (a) Schematic of the experimental set-up used for 2D imaging through SM in a
THz QCL by mechanically modulating the beam; adapted from P. Dean [11]. (b) A high
resolution image of a UK two-pence coin; adapted from P.Dean [12].

sample is moved along the z direction. In accordance with equations 3.21 and 3.30 the

magnitude is related to sample reflectance and the phase to the sample height.

(a) (b)

Figure 4.2: (a) SM waveform obtained by translating a wet etched GaAs sample along z
direction. The top waveform correspond to the part of the sample coated with Au. (b)
3D reconstruction of the sample. Adapted from P.Dean [13].

Figure 4.2(a) shows a SM voltage interferometric waveform obtained from a GaAs sample

consisting of 3 steps, each of 10µm height, formed by wet chemical etching. Half of

the sample was coated with a layer of gold in order to provide a high reflectance region

(top trace). All the data was acquired by keeping IQCL and TQCL constant while the
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external cavity length was changed. The sample was scanned in two dimensions and a

VSM waveform recorded at each pixel. The VSM waveforms were each fitted with equations

3.21 and 3.30 using ε
√
R2ext, C, α, Lext as free parameters. Figure 4.2(b) shows the 3D

reconstruction of the sample, in which the change in the external cavity length due to

sample height, δL, has been extracted from the values of Lext. In this scheme the depth

resolution has been estimated to be ∼ 2µm. Although the technique works well, the main

limitation is the slow image acquisition speed (∼ 0.05pixels/s).

A faster technique to obtain interferometric waveforms avoids the need of extending the

external cavity length. This technique, known as swept-frequency interferometry (SFI),

exploits the possibility to change the QCL lasing frequency to obtain waveforms in time

domain. A complex fast fourier transform of the waveform allows to retrieve magnitude

and phase data for each pixel. A more detailed discussion of this technique will be provided

in the section 4.2. Nevertheless, the depth resolution of this technique has been reported

to be ∼ 0.1µm with a rate up to ∼ 40 pixels/s [14]. The 3D profile of a sample can then

Figure 4.3: Image of the same sample shown in 4.2(b) obtained through swept-frequency
measurements. Adapted from J. Keeley [14].

be created by converting the phase into a height map by accounting for the laser emission
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wavelength and for the double pass of the beam in the SM system,

dL = φλ

4π , (4.1)

assuming that there are no phase changes due to changes in permittivity of the sample.

The results of the analysis are shown in figure 4.3 for the same sample shown in figure

4.2(b).

(a) (b)

Figure 4.4: (a) Schematic diagram of the imaging set-up employing the self-mixing effect
in a quantum cascade amplifier. (b) Image of a Lunar Year of the Horse 2014 Gold Coin
with a diameter of 16.5 mm, acquired at 2.9 THz with a rate of 20000 pixels/s. Adapted
from Y. Ren [15].

The self-mixing effect in a laser has been also exploited through the use of a quantum cas-

cade amplifier providing gain at ∼2.9 THz [15]. The amplifier consisted of an anti-reflective

(AR) lens coupled to the facet of a QCL. The AR lens has the effect of enhancing the

mirror losses, hence suppressing the lasing action. The optical feedback to the amplifier,

created by introduction of an external reflector, initiates the lasing action and the emission

enhances the photon-assisted transport and, in turn, reduces the laser voltage. The QC

amplifier is biased by fast pulses (10-20 kHz repetition rate with 6 % duty cycle) and a

second pulse generator with same input levels is used as a constant calibration system.

The pulses are filtered by band pass filters and coupled into a low noise differential am-

plifier providing a gain of 46dB. Finally the output of the differential amplifier is fed into

a lock-in amplifier locked to the pulse generator biasing the QC amplifier. The sample is

raster-scanned into the direction perpendicular to the beam path (see figure 4.4(a)).
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The image acquisition rate up to 20000 pixels/s has been demonstrated with 10 µs lock-in

integration time, 1 µm step size and the total acquisition time of 3 min by recording an

image of Lunar Year of the Horse Gold coin (see figure 4.4(b)).

Another example of different set-up using the self-mixing effect in a THz QCL is the

scheme suggested by Wienold et al [16]. In this case the group used a fast-scanning mirror

to steer the THz beam, rather than raster-scanning the sample. A fast scanning rate up to

2 Hz (2200 pixels/s) has been demonstrated, eventually limited by the mechanical inertia

of the scanning mirror. The schematic of the set-up is shown in figure 4.5(a). An image of

a German 50-cent coin obtained at 3.3 THz using a spiral scan is shown in figure 4.5(b).

(a) (b)

Figure 4.5: (a) Schematic diagram of the imaging set-up employing self-mixing effect where
the THz beam is deflected by a fast scanning mirror. (b) Image of a German 50-cent coin
acquired at 3.3 THz with a frame rate of 1 Hz. Adapted from M. Wienold [16].

In this chapter far-field THz imaging based on the SM effect in a THz QCL is demon-

strated. The suitability of this approach for acquiring images of various radically different

samples is demonstrated for the first time; specifically, a human skin sample, a skin sample

containing melanoma and silicon wafers. In the latter case, the possibility to implement

this technique for the detection of cracks and impurities in silicon wafers, crucial for the

fabrication a solar grade wafers, is demonstrated. In the case of human skin samples,

contrast between different tissue types, including healthy skin tissue and skin cancer, is

shown both in magnitude and phase images. Also the possibility of using the SM tech-

nique in double-pass transmission mode is demonstrated. Important parameters of our
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imaging system including the imaging resolution limit in the far-field and signal-to-noise

ratio (SNR) will also be characterised.

4.2 Experimental set-up for imaging using the SM effect in QCLs

Imaging through SM effect does not require an external detector, since the laser is the

source and the detector of the optical signal. The experiments in this chapter were con-

ducted by using a QCL consisting of a 14 µm-thick GaAs/AlGaAs 9-well active region

lasing at ∼3.4 THz, processed into a semi-insulating surface-plasmon (SISP) ridge waveg-

uide with dimensions of 1.8 mm × 150 µm. The QCL was first fully characterized in

pulsed and CW mode as shown in chapter 2 (see figure 2.24 and 2.25); then a photonic

lattice 166 µm long with a 13.2 µm grating period with a 70% duty cycle and a cen-

tral 8 µm wide phase defect was created by FIB milling in order to achieve single mode

emission (see figure 2.26(a)). The laser was mounted on the cold finger of a continuous

flow cryostat and maintained at a constant temperature of 25K±0.01K. A laser driver was

used to drive the QCL just above the threshold current at 470mA. Two 2-inch-diameter

parabolic f/2 mirrors were used to focus the THz beam onto the sample surface. The ex-

ternal cavity length was ∼0.4m through an unpurged atmosphere. The results of the 2D

imaging shown in this chapter were achieved by mechanically modulating the THz beam

through a chopper at the frequency fMod ∼220Hz. The sample, placed on the focal point

of the beam, was raster-scanned in both X and Y directions with different step sizes using

two computer controlled translation stages with µm resolution. VSM pixel by pixel was

measured across the laser terminals through the lock-in amplifier (LIA) referenced to fMod

using different integration times (TC). The lock-in detection considers the modulation of

the optical signal at a certain frequency (fMod) in order to maximise the sensitivity of the

detector. The fMod is used as a reference to the LIA in order to distinguish and to measure

the optical signal respect to the background signal, therefore reducing the measurement

noise. A schematic representation of this set-up is shown in figure 4.6(a).

In some cases acquiring interferometric waveforms was necessary. A method to do this

through the just described 2D imaging system was to extend the external cavity length
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(a) (b)

Figure 4.6: The two experimental set-ups for SM imaging through a THz QCL. LIA, lock-
in amplifier. QCL, Quantum Cascade Laser. DAQ, data acquisition board. The beam
from the QCL is projected and focused, using two f/2 parabolic mirrors, onto the sample.
(a) Through mechanical modulation; (b) swept-frequency, with a saw-tooth modulation
superimposed on the QCL.

in order to acquire the waveform pixel by pixel as function of Lext (see equation 3.21),

making the image acquisition slow.

By exploiting the dependence of the QCL emission frequency on driving current (as shown,

for example, in figure 2.27) a different approach to obtain an interferometric waveform can

be used that avoids the need to scan the sample along the z direction, making the data

acquisition faster. In this technique, known as swept-frequency feedback interferometry

[116, 204], an electric saw-tooth modulation is superimposed on the driving current of

the QCL, which chirps the lasing frequency. The SM waveforms are then obtained by

subtracting the QCL terminal voltage under feedback (VQCL) from the QCL terminal

voltage without feedback (VQCL0) (see figure 4.7).

The same QCL used for the 2D imaging system (see figure 4.6(a)) was also used to acquire

images through SFI. The laser was mounted on the cold finger of a continuous flow cryostat

and maintained at a constant temperature of 25K±0.01K. A laser driver was used to drive

the QCL at 430 mA and a 2000 mV, 90% duty cycle, 1 kHz frequency saw-tooth modulation

was superimposed by a function generator. This modulation created a lasing frequency

change of ∆ν ∼ -1GHz (see figure 2.27) every cycle. The LIA was replaced by a National

Instruments data acquisition (DAQ) board (NI-DAQmx USB-6251 BNC) able to directly
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(a) (b)

Figure 4.7: (a) Terminal voltage, with saw-tooth modulation, of QCL with (VQCL, blue)
and without (VQCL0, red) feedback, with offset for clarity. (b) Interferometric waveform
(VSM ) resolved by subtracting VQCL to VQCL0.

measure the voltage across the QCL with 16 bit resolution at 500×103samples/s. The

signal from the function generator that imposed the saw-tooth modulation was used as a

trigger for the DAQ board, which was connected to the computer. Two 2-inch-diameter

parabolic f/2 mirrors were used to focus the THz beam onto the sample surface. The

external cavity length was ∼0.4m through an unpurged atmosphere. The sample was

raster scanned in X and Y direction by two translational stages with µm resolution and

the laser terminal voltage was measured at each pixel. A schematic of the SFI set-up is

shown in figure 4.6(b). In order to acquire the swept-frequency waveforms the laser voltage

under optical feedback needed to be subtracted to the laser voltage without feedback. This

was achieved by blocking the THz beam, while the saw-tooth modulation was imposed to

the laser. Exemplar SFI fringes are shown in figure 4.7(b).

This approach generates SM fringes for each pixel in the time domain, and in order to

resolve the phase and magnitude of the fringes a complex Fast Fourier transform (FFT) can

be performed. The interferometric phase of the SM waveform during a swept-frequency

scan is given by,

Φ(t) = 4πLextγt
c

+ 4πLextν0
c

= 2πfct+ φ, (4.2)

where ν0 is the laser frequency without feedback at t=0 and φ = arctan
( Im(Î)
Re(Î)

)
is the
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initial phase of the SM fringe, which can be calculated from the real and imaginary parts

of the FFT Î(fc). The carrier frequency of the fringes fc is given by fc = 2γLext/c [14],

in which the modulation rate of the laser, γ [Hz/s], can be calculated from the tuning

coefficient of the laser k [Hz/A] and the applied current modulation [A/s].

(a) (b)

Figure 4.8: Swept-frequency SM. (a) Resolved magnitude and (b) phase by performing a
complex FFT analysis on swept-frequency interferometric fringes as shown in figure 4.7(b).

Figure 4.8 shows the magnitude and phase spectra obtained from the SM waveform shown

in figure 4.7(b). In this case the spectra show the maximum magnitude at 1.7 kHz

frequency. The broad peak shown in the magnitude spectrum can be associated with the

low resolution of the FFT; in order to obtain a narrower peak (a higher resolution of

the FFT) the same waveform can be repeated more times. In fact, the waveform shown

in figure 4.7(b) is obtained from only 1 iteration of the waveform recorded over a time

period (∼ 1ms); by concatenating multiple waveforms the resolution of the FFT can

be improved, as shown in figure 4.9. The phase is obtained from the phase spectrum,

evaluated at the same frequency as the peak in the magnitude spectrum (∼ 1.7 kHz). It’s

worth mentioning that the swept-frequency technique cannot directly differentiate between

positive and negative shifts of phase over a period of 2π. This translates to discontinuities

in the phase signal when an extreme value, +π or −π, is reached; when the optical phase

is decreasing or increasing, although it is physically continuous, it can jump to the other

end of the interval. In order to reconstruct a physical phase, the phase jumps can be
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(a) (b)

Figure 4.9: Swept-frequency SM. (a) Interferometric waveform and (b) the magnitude
after the FFT, obtained by concatenating 5 iterations performed on the same pixel.

removed by adding or subtracting multiples of 2π to the original phase map [14].

4.3 Characterisation of imaging systems

In order to understand the performance characteristics of the imaging systems based on

self-mixing, a series of experiments have been conducted to quantify the important pa-

rameters of spatial resolution and SNR. A comparison of the SNR between mechanical

modulation approach and SFI, in particular, is undertaken within the context of imaging

silicon wafers relevant to the manufacture of photovoltaic cells, which will be analysed in

depth in the section 4.4, showing the possibility to exploit the imaging system based on

SM in a THz QCL as tool for crack and impurity detection.

4.3.1 Imaging spatial Resolution

The spatial resolution of the system does not depend on the modulation scheme employed,

because it depends on the wavelength and the optics used for the measurements. The SFI

offers the advantage to split between amplitude and phase of the waveform. From the

experimental point of view this facilitates the acquisition of the image of the resolution

target used for this experiment because it avoids the need of adjusting the tilt of the

sample with respect to the THz beam direction, when only the amplitude is needed. In
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fact, the tilt affects the phase of the waveform but it does not affect its amplitude, which

will always be resolved. The spatial resolution of the system has been evaluated using a

gold-on-glass resolution target. The resolution target is made of 10 groups of 5 equally

spaced gold bars, defined by standard optical lithography with a metal thickness of ∼ 300

nm. The gold groups have different widths, from the widest, 2 mm gold bars spaced 2

mm apart, to the narrowest, 200 µm gold bars spaced 200 µm apart. Figure 4.10 shows a

visible camera picture of the resolution target in question.

Figure 4.10: Photo taken from a visible camera of the resolution target used to evaluate the
system spatial resolution. Gold bars appear black due to high reflectivity. Also shadows
are visible on the back.

In figure 4.11, the THz magnitude image of the resolution target obtained through SFI

of is shown. This image consists of 881 × 17 pixels with pixel size of 25 µm along the

horizontal (X) direction and 2 mm along the vertical (Y) direction. The spatial resolution

has been evaluated along the horizontal direction because it is expected to be equal in

both the directions, therefore the choice of the different pixel size. The big disparity of
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Figure 4.11: THz magnitude image from SFI of the resolution target shown in 4.10.
881× 17 pixels (X × Y )

pixel size along X and Y directions is reflected in the THz image, creating a shadow effect

of the signal along Y, as can be seen from figure 4.11. Using this image the modulation

transfer function (MTF) [120] has been measured in order to estimate the resolution limit

of our far-field imaging system. The MTF evaluation considers how an original square

wave (in this case the gold bars) is transferred to an image through an imaging system.

By one definition the resolution limit is when the MTF falls below 20 %. Equation 4.3

defines the square wave MTF [120].

MTF = VMax − VMin

VMax + VMin
, (4.3)

where VMax and VMin are respectively the maximum and minimum VSM extracted from

figure 4.11 for each single bar. All the MTF values were averaged for the group of bars

and normalized to the MTF obtained by the absolute max and min of VSM extracted
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from all the gold bars, following equation 4.4.

MTFabsolute = Vabsolute,max − Vabsolute,min
Vabsolute,max + Vabsolute,min

. (4.4)

The voltage signal used for the calculation of the MTF was extracted from the line profile at

fixed Y positions through the centre of the gold bars; Y = 13mm, 3mm, -7mm respectively.

(a) (b) (c)

Figure 4.12: Profile of swept-frequency SM signal magnitude of (a) Top Y = 13mm, (b)
Middle Y = 3mm and (c) Bottom Y = -7mm of the gold bars extracted from figure 4.11

Figure 4.12 shows the signal profiles extracted from the gold bars in figure 4.11. As an

example, figure 4.12(c) shows data from two group of bars separated by a dashed red line;

the bars on the left of the red line have size of 1.5 mm and give a signal size VMax-VMin ∼

6 mV, while the bars on the right have size of 1.3 mm and give a signal size of VMax-VMin

∼ 4.5 mV. From these profiles, the MTF was calculated using equation 4.3 normalized to

equation 4.4 for each group of gold bars and plotted against the spatial frequency expressed

in mm−1, which corresponds, for a single group, to the number of gold bars divided by

their occupied space [3, 120].

Figure 4.13 shows the measured square wave MTF for our imaging system. The error

bars correspond to the propagation of the standard deviation of the averaged MTF after

normalization, for each group of 5 gold bars. Taking account of this experimental error,

the spatial frequency at which the MTF falls totally below 20 % is ∼2.5 mm−1. This value

is equivalent to 200 µm wide gold bars spaced 200 µm from each other. For the far-field

imaging approach used here, in which the sample is scanned through the beam focus, the

resolution is limited by the beam spot size, which is a function of the lasing frequency and
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Figure 4.13: Measurements of the modulation transfer function (MTF) of our imaging
setup, with error bars.

the diffraction limit of the optical system [205]. The lasing frequency used for this work is

f∼ 3.4 THz, which corresponds to a wavelength λ∼ 88µm. For a perfect Gaussian beam

profile focused by a lens with f-number f/1, at a wavelength λ = 88 µm (f∼ 3.4THz), the

diffraction-limited beam waist has been calculated to be 56 µm [11]. This discrepancy can

be explained by noting that the beam profile emitted from THz QCL devices is typically

irregular [207, 208]. Indeed the measured resolution limit of 200 µm of resolution limit is

a valid value and consistent with that reported elsewhere [3, 11, 13, 116, 120, 204, 205].

4.3.2 Signal-to-noise ratio SNR for imaging silicon wafers

Another important parameter to take account of in an imaging system is the signal-to-

noise ratio. The general definition of the imaging SNR is the ratio between mean and

standard deviation of a SM signal, recorded over a flat part of a specific image, at the

maximum of a fringe [11, 14, 206]:

SNR = VSM
σVSM

(4.5)
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In this work SNR has been evaluated for the 2 different approaches used for imaging

silicon wafer containing surface inclusions. The values of SNR shown in this section are

intended only to represent and compare the SNR achievable when imaging silicon wafers

with THz radiation. Indeed, considering that part of the radiation is transmitted through

the silicon wafers and only a small fraction of it is reflected, the values yielded by the SNR

calculation cannot be compared with the SNR calculated by imaging a metallic sample

as in [14], where the metal is reflecting back into the laser cavity a higher fraction of

radiation. A much lower level of SNR is expected for the silicon wafers because of the

lower SM signal. In this study the SNR has been evaluated as follows. For the mechanical

modulation scheme, the SNR has been measured for different integration times, TC , of

the lock-in amplifier by recording 1000 times the VSM measured for a single pixel with the

chopper kept at a fixed modulation frequency fMod = 120 Hz. For the swept-frequency

approach, keeping the modulation frequency at fMod = 1 kHz the SNR has been measured

for different amounts of waveform averaging, repeating this measurements 100 times (the

Nmeasurements) on a single pixel.

(a) (b)

Figure 4.14: (a) Top, SNR measured by recording 1000 times VSM on a single pixel
through the mechanical modulation approach, for different lock-in integration times TC .
Bottom, the noise represented by the standard deviation σ of VSM (see equation 4.5).
(b) VSM as function of time recorded for TC = 2s, on the top and TC = 500 ms on the
bottom. The sample was the silicon wafer shown in figure 4.22(a).

Figure 4.14(a) shows the SNR and the noise (represented by σVSM
) as function of TC
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obtained by the mechanical modulation approach. Figure 4.14(b) shows, as examples, the

1000 measurements of VSM recorded for the highest SNR, TC =500ms and the lowest,

TC =2 s. The SNR is strictly influenced by σVSM
. The noise can be caused by laser voltage

fluctuations, which can be reduced with averaging, and also by frequency instability of the

laser caused by thermal drift for acquisitions over a time-scale of seconds [116]. Thermal

drift can cause frequency changes in the order of several MHz, which in turn degrade the

SNR for long acquisition time, as shown in figure 4.14(a) for TC > 1s. It’s worth noting

that the SM signal amplitude, and hence SNR, is also extremely sensitive to the efficiency

with which radiation is coupled back into the laser cavity, which will depend upon the

exact alignment and curvature of the silicon wafer in each case, as well as the portion of

radiation reflected and transmitted through the wafer. As expected the maximum SNR

value with mechanical modulation obtained in this study is ∼ 10 times lower than the

maximum value found in [14] because only a small fraction of the THz beam is reflected.

In fact, for example, the signal level in figure 4.14(b) is only ∼200µV. However higher

SNR means higher image quality, but this is often translated in long acquisition times.

For example, in the mechanical modulation approach the highest SNR (SNR ∼ 30) is

achieved for TC = 500 ms. VSM was measured 1000 times, leading to a total elapsed time

for this measurement of tpixel = 5 s. Hence it’s clear that a good trade-off between TC

and desired image quality has to be chosen prior to the image acquisition. An example

of the effect of TC on the acquired image is shown in figure 4.15, which shows the THz

image of a silicon wafer inclusion obtained for integration times of 10, 20, 50 and 500ms

measuring VSM only one time each pixel.

Despite the highest SNR being recorded at TC= 500ms, figure 4.15 shows that TC as

small as 20ms is sufficient to extract sensible information out of the image. This value

corresponds to an SNR∼ 10. By considering a number of pixels 40 × 50 = 2000 and

excluding the computational time, the total elapsed time to acquire the figure with TC=

20ms can be quantified to be ∼ 40 seconds, but this represents a 2D image of the sample.

A 3D image requires the scan of the sample also in the Z direction at each X-Y position,

effectively increasing the total elapsed time [13]. On the other hand, the swept-frequency
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(a) (b)

(c) (d)

Figure 4.15: SM THz image of an impurity embedded in a silicon wafer, taken through
mechanical approach for different lock-in TC . respectively (a) 10ms, (b) 20ms, (c) 50ms,
(d) 500ms. 40× 50 pixels, 100 µm pixel size.

approach has the ability to acquire a 3D image by sweeping the QCL lasing frequency.

The SNR measured as function of the number of waveform averages per pixel, N, for the

swept-frequency approach is shown in figure 4.16(a). As already shown in the section 4.2,

the magnitude and the phase values obtained through SFI are resolved by the complex

FFT performed on the waveform recorded by a saw-tooth modulation superimposed on

the laser voltage, which causes the lasing frequency to chirp (see figure 4.7 and 4.8).

As examples, in figure 4.16(b) the magnitude of the waveform VSM recorded at the highest,

N=50, and the lowest, N=1000, SNR are shown. In figure 4.16(a) also the noise, repre-

sented by the standard deviations, of the magnitude and the phase resolved by the complex
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(a) (b)

Figure 4.16: (a) Top, SNR of the magnitude of the waveform measured through SFI by
recording 100 times the waveform on a single pixel, for different N. Bottom, the noise
represented by the standard deviation σ of the magnitude (left axis) and the phase (right
axis) of the waveform measured through SFI. (b) VSM as function of the number of
measurements for N = 1000 on the top and N = 50 on the bottom. The sample was the
silicon wafer shown in figure 4.22(a).

FFT performed on the waveform are shown. The SNR is influenced by voltage noise of

SM waveforms, which is reduced by increasing the number of averages, but for long acqui-

sition time the lasing frequency is affected by the thermal and current fluctuations that

increase the standard deviations of both magnitude and phase of the waveform. Although

the SNR obtained through the swept-frequency approach is also ∼ 10 times lower than

the SNR obtained through mechanical modulation in the case of reflection from a metallic

target [14], figure 4.16(a) demonstrates a higher SNR than the mechanical approach when

the comparison is made using the same target. It has been already demonstrated that for

N=1, the lowest acquisition time per pixel was found to be 259 ms with fMod=1kHz [14];

excluding the computational time, this corresponds to an acquisition ∼ 10 times slower

than the mechanical approach with TC =20ms (see figure 4.15(b)). Nevertheless, it should

be stressed that, the swept-frequency approach offers the capacity of reconstructing a 3D

image of the sample with a high-depth resolution. Moreover it presents advantages in

terms of the experimental set-up because it does not need stages capable of movement in

the Z directions and does not require the use of a mechanical chopper, practically reducing

the hardware needed. Furthermore by replacing the digital acquisition board with a faster
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DAQ, the speed of SFI to record images can be drastically increased by using a higher

fMod, such as 100 kHz.

4.4 Imaging Silicon Wafers for photovoltaic applications

Silicon is one of the technologically most important materials today. Its production,

from the crystalline silicon ingot to the subsequent slicing into silicon wafers, requires a

high grade of purity and therefore good quality control is highly desirable [30, 209, 210].

Consequently the imaging of silicon wafers can be an essential part of the wafer production

process securing the quality of this delicate product. Current technologies, based on optical

(at λ=193nm) or e-beam inspection, are bulky and slow [211, 212]. The imaging approach

based on self-mixing in a THz-QCL has been used to acquire images of two kinds of silicon

wafers relevant to the manufacture of photovoltaic cells; an unprocessed multicrystalline

silicon wafer with thickness ∼250µm and a processed photovoltaic cell with thickness

∼700µm, each with a lateral dimension of 15.6 cm2. Depending on the situation, both

mechanical modulation and SFI were used to acquire the images exploiting the set-up

shown in the section 4.2 (see figure 4.6).

(a) (b)

Figure 4.17: (a) 2D THz image of unprocessed multicrystalline silicon wafer, 390 × 240
pixels (X × Y ), pixel size 200 µm. (b) A picture from a camera of the same wafer. The
red rectangle highlights the SM scan zone

Figure 4.17(a) and 4.17(b) show, respectively, a THz image of the silicon wafer, acquired

through mechanical modulation with TC=20ms, and the corresponding picture taken from
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a visible camera, with the red rectangle highlighting the THz scan area. This image was

acquired in ∼ 31 minutes. The triangular piece of copper was used as a reference point and

provides a stronger reflection than the silicon, since a fraction of the THz beam incident

on the wafer surface is transmitted through the silicon. In this reflection image it can

be seen that the THz image does not resolve grains and grain boundaries visible to the

naked eye. The fringes visible in the THz image arise from the tilt and imperfect flatness

of the wafer; each fringe represents a change in the external cavity length of λ/2. In fact,

the top-right part of the THz image shows some circular fringes caused by some residual

tension in the wafer, which could be created by the wafer holder seal pressing, in proximity

of the scanning area, on the wafer surface.

(a) (b)

Figure 4.18: (a) 2D THz image of a second unprocessed multicrystalline silicon wafer,
390 × 240 pixels (X × Y ), pixel size 200 µm. (b) A picture from a camera of the same
wafer. The red rectangle highlights the SM scan zone

Similar results were obtained from a second unprocessed wafer, shown in Figure 4.18(a),

which was acquired through mechanical modulation with TC=20ms. Again, in this case

the THz image does not resolve grains and grain boundaries and the fringes arise from

tilt and imperfect flatness of the sample. In the top right corner, residual tension created

by the seal warping the surface of the wafer can again be seen. Presumably, the grains

cannot be resolved in the THz image because they have same refractive index in the THz

region.

Figures 4.19(a) and 4.20(a) show the THz images acquired from the front and the reverse



89 of 242

(a) (b)

Figure 4.19: (a) 2D THz image of a processed silicon wafer, 280×114 pixels (X×Y ), pixel
size 150 µm.(b) A picture from a camera of the same wafer. The red rectangle highlights
the SM scan zone

surface of the processed photovoltaic wafer, acquired through mechanical modulation with

TC=20ms. Here the coating on the front surface reflects the THz radiation, such that the

SM signal obtained from the wafer surface is comparable with that obtained from the

copper triangle. Fringes arising from the tilt and imperfect flatness of the wafer are again

visible in these images.

(a) (b)

Figure 4.20: (a) 2D THz image of the back of a processed silicon wafer, 390× 240 pixels
(X × Y ), pixel size 200 µm. (b) A picture from a camera of the same wafer. The red
rectangle highlights the SM scan zone

Crucially, this high sensitivity to the morphology of the wafer surface allows the presence

of cracks to be readily identified. This is demonstrated in Figure 4.20(a) (obtained through

mechanical modulation with TC=20ms), which clearly shows discontinuities in the fringes

caused by two cracks in the wafer, which are also apparent on the corresponding visible
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image shown in Figure 4.20(b).

(a) (b)

Figure 4.21: (a) 2D THz image of 2 overlaid unprocessed silicon wafer, 280 × 114 pixels
(X×Y ), pixel size 150 µm, obtained through mechanical modulation with TC=20ms. (b)
A picture from a camera of the same wafer. The red rectangle highlights the SM scan
zone, the solid yellow line shows the visible wafer edge, the dashed yellow line shows the
not visible edge placed behind the front one

The absorption of Silicon in the THz regime is well known from literature and has been ex-

tensively studied also for different doping concentrations, for both n- and p-type material

[213–215]. Considering the low absorption of silicon around ∼3.4 THz it is also possi-

ble using our technique to observe contrast arising from individual wafers when stacked

together. By stacking 2 unprocessed silicon wafers as shown in Figure 4.21(b), the THz

image (shown in Figure 4.21(a)) can resolve the edge of the second wafer placed behind

the first one. The edge appears as a feature and also causes discontinuities in the fringes.

4.4.1 Imaging silicon wafers with impurities

The study of surface contaminations and impurities of silicon wafers has always been

essential in integrated circuits manufacturing because contaminations can strongly modify

and affect electronic and optical properties of semiconductors [216–222]. Moreover in the

production of solar grade silicon such impurities are one of the major factors affecting the

degradation of solar energy conversion efficiency [30]. Often the impurities present in a

silicon ingot depends on the method of ingot fabrication.

Table 4.1 shows the maximum concentration of chemical impurities permitted in a silicon
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Element ppm at/cm3

O 1 5E16
C 1 5E16
B 0.5 2.5E16
P 0.025 1.25E15
As 0.025 1.25E15

Fe, Al, Cr, Ni, Ti, Mo, V, Cu, Zn Summed max 0.1 5E15
Concentration of each not mentioned metal <5E13

Table 4.1: Maximum level of chemical impurities present in a multicrystalline solar cell.
Adapted from A. Muller [30]

ingot in order to achieve the desired level of solar conversion efficiency in a multicrystalline

solar cell. In particular, a low level of transition metals is crucial. As such, a fast and high-

resolution imaging system able to discriminate silicon wafers containing contaminations

can be a useful toll for the screening of silicon wafers sliced from an ingot. Given the fast

acquisition speeds that can be achieved through the self-mixing effect in a THz QCL, an

imaging system based on this technique is well-suited for this purpose. Furthermore, due

to its compact size, and because THz radiation is non-ionizing and hence safe for humans,

such a system can readily be integrated in a wafer production chain. To demonstrate this

capability images were acquired of an unprocessed polycrystalline silicon wafer containing

an unknown impurity.

(a) (b)

Figure 4.22: (a) 2D THz image of unprocessed silicon wafer with an impurity embedded
on the surface, highlighted by the red circle. 200× 62 pixels (X × Y ), pixel size 250 µm.
(b) A picture from a camera of the same wafer. The red rectangle highlights the SM scan
zone.

Figure 4.22(a) shows a THz image, obtained through mechanical modulation with a

TC=50ms, of an unprocessed silicon wafer containing an impurity, which is invisible to

the naked eye.
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Figure 4.23: 2D THz image of the impurity embedded on the silicon surface. 80×60 pixels
(X × Y ), pixel size 100 µm. Obtained through mechanical modulation with a TC=50ms.

Figure 4.23 shows a zoomed-in THz image of the impurity shown in figure 4.22(a). The

impurity has a direct effect on the surface structure of the wafer; the circular fringes suggest

that the impurity is deforming the surface, creating residual tension, in a similar manner

to the fringes created by the seal of the wafer holder shown in Figure 4.17(a) and 4.18(a).

This effect is also visible in the images obtained through the swept-frequency approach,

as shown in figure 4.24(a) and 4.24(b). Here the circular fringes are visible both in the

magnitude and phase image. Due to the sensitivity to changes in surface morphology, the

phase image, in particular, suggest that the impurity is bending the wafer surface, maybe

to accommodate the contaminant.

In order to gain a better understanding of the impurity, figure 4.25(a) and 4.25(b) show the

averaged self-mixing magnitude plotted along the X and Y directions, obtained between

Y = 1.5mm and Y = 2.1mm and X = −25.3mm and X = −24.7mm, respectively. Also

shown, in figure 4.26(a) and 4.26(b), are the phase profiles plotted in the same range of X

and Y. The magnitude images show a small decrease in signal, which can be attributed to

a different reflectivity of the impurity with respect to the silicon wafer. Considering the

different kind of contaminants, summarised in table 4.1, a metal can be excluded because
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(a) (b)

Figure 4.24: (a) Magnitude and (b) Phase THz image of unprocessed silicon wafer with
an impurity embedded on the surface taken through swept-frequency approach. 50 × 40
pixels (X × Y ), pixel size 100 µm.

that would have a higher reflectivity, resulting in a higher signal magnitude. However,

discriminating between the other (non-metallic) impurities using this technique alone is

difficult, and spectroscopic analysis might be needed to identify the kind of contaminant.

On the other hand the phase profiles show a phase change of ∼ π (∼ 180◦) between the

impurity and the wafer surface. As already mentioned in Section 4.1, the depth resolution

achieved in a similar system using the swept-frequency approach with a THz QCL has

been estimated to be ∼ 0.1µm. By considering that a change in phase is attributable to a

change in external cavity length, and using a lasing wavelength of ∼ 87µm (∼ 3.45THz)

in equation 4.1, it is possible to estimate that the impurity has deformed the wafer surface

by ∼ 22µm. This result is based on the assumption that the phase change on reflection

at the silicon and the impurity is equal. But the materials can be different, with different

permittivity, hence some of the measured phase change might be due to the different

permittivity rather than different depth. Moreover another possibility might be that the

impurity is ∼ 22µm below the surface.
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(a) (b)

Figure 4.25: (a) Averaged magnitude along X profile between Y = 1.5mm and Y = 2.1mm.
(b) Averaged magnitude along Y profile betweenX = −25.3mm andX = −24.7mm. Data
taken from figure 4.24(a).

(a) (b)

Figure 4.26: (a) Averaged phase along X profile between Y = 1.5mm and Y = 2.1mm.
(b) Averaged phase along Y profile between X = −25.3mm and X = −24.7mm. Data
taken from figure 4.24(b).
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4.4.2 Silicon Wafers in Transmission

Figure 4.27: Experimental set-up for SM imaging in transmission in a THz QCL. LIA,
lock-in amplifier.

Since a fraction of the THz beam is transmitted through the unprocessed wafer, it is

also possible to record images using this transmitted component. Samples like the silicon

wafers have low transmission but a weak reflection, therefore a larger signal is expected

using a transmission geometry. This can be, in principle, translated in a image acquisition

in transmission faster than in reflection. To demonstrate this new imaging modality, the

system was subsequently modified as shown in figure 4.27. In addition to the original

system configuration (Figure 4.6(a)) a second parabolic mirror was added on the reverse

side of the sample. This parabolic mirror projects the transmitted beam onto a planar

mirror which reflects the beam back to the QCL. In this way the beam undertakes a

double-pass through the sample. The mechanical chopper was placed behind the sample

along the transmitted beam path such that lock-in detection of the SM voltage at the

chopper reference frequency allowed only the radiation transmitted through the sample to

be resolved.

Figure 4.28(a) gives a demonstration of the THz imaging in a transmission geometry.

In this case, since the processed photovoltaic wafer is covered by a reflective coating, as

already shown in Figure 4.19(a), the transmitted THz signal is negligible. This allows to
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understand how the reflected beam affects the image data acquired in transmission.

(a) (b)

Figure 4.28: (a) 2D THz image in transmission of a processed silicon wafer, 384 × 184
pixels (X × Y ), pixel size 250 µm, obtained with TC=20ms. (b) A picture from a camera
of the same wafer. The red rectangle highlights the SM scan zone.

The small signal that is visible in Figure 4.28(a), must originate from a small portion of

THz radiation reflected from the surface of the photovoltaic wafer, which is re-injected

into the laser cavity, despite using a lock-in detection and with the chopper being placed

behind (with respect to the beam path) the sample. The scan of the sample gives a

time-varying SM signal. A component of this signal must fall within the lock-in detection

bandwidth and is therefore recorded by the LIA. In order to remove this effect, the sample

should be tilted. This information is crucial to understand the limitation of the lock-in

detection scheme, and how the tilt of the sample must be considered in the acquisition of

the transmitted signal.

Referring to Figure 4.29, the maximum signal reflected from the sample is obtained when

the sample surface is exactly at an angle θ = 90◦ with respect to the beam direction,

because all the radiation reflected from the sample surface can be re-injected into the

laser cavity. Following this idea, in the case of the transmission scheme shown in Figure

4.27, the maximum signal (transmitted + reflected) can be achieved when both sample

surface and flat mirror are exactly at an angle θ1 and θ2 = 90◦ with respect to the beam

direction. But in this scenario, the system cannot discriminate fully between reflected and

transmitted signals because both of them are re-injected into the laser cavity. Nevertheless,

by adding a small tilt only to the sample surface, such that θ1 6= 90◦, part of the beam

reflected from the sample can be discriminated against since it is not be able to re-enter the
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Figure 4.29: A simplified scheme to explain the effect of tilting the sample in SM trans-
mission geometry. Grey arrows are the reflected THz beam, yellow arrows the transmitted
beam.

laser cavity, allowing only the transmitted signal to be measured through the self-mixing

effect. A simplified scheme of this effect is shown in Figure 4.29.

(a) (b)

Figure 4.30: (a) 2D THz image in transmission of unprocessed silicon wafer, 392 × 192
pixels (X × Y ), pixel size 250 µm, obtained with TC=50ms. (b) A picture from a camera
of the same wafer. The red rectangle highlights the SM scan zone.

Figure 4.30(a) shows a THz image of the unprocessed silicon wafer obtained using this

transmission geometry. This example clearly demonstrates that only the SM signal arising

from the transmitted radiation has been acquired; the signal corresponding to the position

of the copper reference triangle is now comparable to VSM = 0 V. This THz image and the

THz image shown figure 4.23 allow a simple comparison between reflected and transmitted
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SM signal, by averaging VSM of all the pixels composing the images. Figure 4.23 shows an

average reflected signal of VSM ≈200µV, while figure 4.30(a) has an average transmitted

signal of VSM ≈100µV. Roughly an equivalent amount of 50% of the reflected beam is

transmitted through an unprocessed silicon wafer ∼250µm thick.

To further demonstrate the ability to image silicon wafers in this transmission geometry,

three pieces of unprocessed wafer were arranged as shown in figure 4.31(a). Figure 4.31(b)

clearly shows the capability of the transmission system to distinguish the edges of all three

silicon wafers. The region with no sample present shows the strongest SM signal, because

all the THz radiation is transmitted. As expected, the signal decreases when the beam

is transmitted through the front wafer; and with the addition of a subsequent wafer the

signal is further reduced down to the weakest signal, which is obtained when the THz

beam is transmitted through all the three wafers.

(a) (b)

Figure 4.31: (a) Top view schematic of the arrangement of the 3 wafers. (b) 2D THz
transmission SM image of 3 stacked unprocessed silicon wafers. 384× 184 pixels (X ×Y ),
pixel size 250 µm, obtained with TC=20ms.
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4.5 Imaging of Human Skin Tissue

The interest in THz imaging of biological samples has been growing considerably during the

last decade thanks to the ability of THz radiation to provide information about materials

not accessible through other parts of the electromagnetic spectrum. Polar molecules,

like water, can strongly absorb THz radiation and this feature opens the possibility of

studying the hydration level of skin tissues as well as skin affected by diseases such as

melanoma [38, 170, 189–191, 193–196]. In this section THz imaging of healthy human

skin tissue as well as skin containing melanoma will be demonstrated. The results shown

in this section demonstrate that healthy skin can be distinguished from the skin containing

melanoma. Furthermore the results are compared in order to provide more insight on the

understanding of the THz response to the various layers of human skin.

4.5.1 Sample preparation and system calibration

All the samples (with and without melanoma) shown in this section were prepared follow-

ing the same procedure described as follow. The sample was excavated from the patient at

Leeds General Infirmary (LGI) teaching hospital. A piece of the sample was taken to be

biopsied using the traditional medical techniques; within a few hours of the removal from

the patient, the remaining part of the sample was wrapped in a gauze soaked in saline solu-

tion to prevent deterioration and placed in a sample jar to avoid drying out. At this stage,

the sample was taken to the preparation laboratory and, using a scalpel, a measurement

sample with dimensions approximately 20mm wide and 5mm thick, possibly containing

different tissue types, was excised. In this part of the process an absorbent gauze was

used to remove any excess (surface) liquid from the sample. In order to further remove

any excess liquid, the sample was gently pressed between two further absorbent gauzes

for approximately 30 minutes, until no obvious excess liquid was visible. The sample was

then mounted in a cylindrical sample holder; the holder consisted of a quartz window on

the top and a rear plastic window, between which the tissue sample was secured using a

clamping screw. In order to absorb any excess liquid that might leave the sample during
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the long experimental time, a piece of absorbent gauze was also placed between the sample

and the rear plastic window as shown in figure 4.32.

Figure 4.32: Camera photos of a benign skin sample used to calibrate the SM imaging
system.

In some of the images shown in this section, a square of gold had been evaporated onto

the quartz window and was used as a reference during the system alignment to remove

any tilt of the sample with respect to the THz beam direction. Adjustment of the sample

tilt and system calibration were carried out by acquiring preliminary images of a healthy

skin tissue sample. As shown in figure 4.32 the visible image suggests that this sample

contains only subcutaneous fat with no clear evidence of other skin layers.

(a) (b) (c)

Figure 4.33: (a) Magnitude, (b) wrapped and (c) unwrapped phase of a benign skin
sample, shown in figure 4.32, taken with THz-QCL SFI. 117 × 120 pixels (X × Y ), pixel
size 200 µm.
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Figure 4.33(a), 4.33(b) and 4.33(c) show, respectively, the THz magnitude, the raw phase

and the unwrapped phase images of the sample shown in figure 4.32 obtained through

SFI. As mentioned in the Section 4.2, in order to obtain the real phase images of this

sample phase unwrapping of the images is necessary in post-processing to overcome the

phase discontinuities [14]. The images confirm that the system is properly aligned and

calibrated to provide good spatial resolution and to allow magnitude and phase to be

extracted.

4.5.2 Healthy human skin

(a) (b)

Figure 4.34: (a) 2D THz image of a human skin tissue, acquired using the mechanical
modulation approach with TC=20ms. 133× 147 pixels (X × Y ), pixel size 150 µm. (b) A
picture from a camera specifying the different skin layers.

Figure 4.34(a) shows the THz image of a human skin sample acquired using the mechanical

modulation approach. The comparison between the THz and the visible image demon-

strates clear contrast in the THz image between the three skin layers shown in figure

4.34(b). In the THz image magnitude and phase are not separated by mixed together. In

order to extract both magnitude and phase information, a swept-frequency image of the

same sample was acquired.

Figure 4.35(a) shows the magnitude image obtained from this sample. Again, comparison

with figure 4.34(b) shows clear contrast between different skin layers can be resolved using
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(a) (b) (c)

Figure 4.35: (a) Magnitude, (b) Raw and (c) Unwrapped phase of a human skin sample
taken with THz-QCL SFI. The coloured squares select the pixels used for the analysis.
100× 110 pixels (X × Y ), pixel size 200 µm.

this technique. Indeed it is possible to distinguish between the epidermis, dermis and

sub-dermal fats, which each provide a different signal magnitude. This effect is due to the

different reflectance caused by the different chemical composition (including water content)

and physical structure of the skin layers. Figure 4.35(c) shows the result of the unwrapping

performed on the raw phase image, shown in figure 4.35(b). Further analysis of this data

has been possible by sampling magnitude and phase values of 64 pixels corresponding to

the position of the different tissue types identified in the visible image, as shown in figure

4.35(a) by the coloured squares (black, red and blue squares). The magnitude-phase map

for every pixel corresponding to each tissue type is shown in figure 4.36, and demonstrates

a clear clustering of values. The spreading of the data in a single cluster originates from

inhomogeneity of the sample caused by different density and structure of the sampled

parts.

Figure 4.36 shows how the strongest magnitude (i.e. the stronger reflection) is recorded

from the sub-dermal fat; epidermis shows a moderately stronger magnitude than dermis,

but both are weaker than fat.

This result contrasts slightly with that reported in [170]. Through a SFI imaging approach

using a THz QCL, but with the QCL lasing at ∼ 2.59THz, they investigated a porcine

tissue sample differentiated in layers, namely: epidermis, upper dermis, lower dermis, sub-

dermal fat and muscle. In their experiments only the lower dermis appears to produce
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Figure 4.36: Magnitude vs phase graph. Each point is referred to a single pixel taken from
the coloured squares in figures 4.35(a) and 4.35(c). Analysis was performed in collabora-
tion with Dr J. Keeley.

a smaller SM signal magnitude than sub-dermal fat. Epidermis and upper dermis were

clearly shown to give a stronger SM signal magnitude than fat, while muscle was shown

to produce a comparable signal magnitude.

Of course, differences like lasing frequency may play a big role in this comparison as

well as the different tissue nature and compositions (for example, porcine against human).

Moreover dryness and maintenance of the sample can strongly influence the measurements.

As such, more investigations are needed to provide a better understanding of the THz

magnitude and phase obtained from complicated and inhomogeneous samples such as skin

tissue.

4.5.3 Human skin cancer

A THz image of a human skin sample containing melanoma, acquired by the mechanical

modulation approach, is shown in figure 4.37(a) and its corresponding camera photo in

figure 4.37(b). In this case the sample contain a healthier area in the top fegion, and in

the THz image it is clearly evident that the melanoma shows contrast with respect to
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the healthy area. This is also evident in the images taken through the swept frequency

approach, figure 4.38(a) and 4.38(b).

(a) (b)

Figure 4.37: (a) 2D THz image of the cancer sample, taken through the mechanical
modulation approach with TC=50ms. 82 × 73 pixels (X × Y ), pixel size 250 µm. (b) A
picture from a camera of the same sample.

An evident difference in magnitude and phase can be noticed between regions of fat and

melanoma. A cancerous layer is expected to have a high water content [38, 170, 189,

190, 193, 194]; different complex permittivity which is affected by the water content gives

different magnitude and phase values [182, 204, 223]. This characteristic signature of

cancereous tissues imaged by THz radiation in our experiments is shown in figure 4.39,

which summarises the analysis conducted on figure 4.38(a) and 4.38(b). The coloured

circles in figure 4.39 indicate the pixels (49 pixels in total) used for this analysis. Similarly

to figure 4.36, figure 4.39 demonstrates a clear clustering of magnitude and phase values,

in particular the weaker reflection from the melanoma area compared to the fat in the

upper region of the sample. In this case also the signal measured from the gold is also

included in the map and shows a higher magnitude than fat (and also the melanoma),

confirming the results of the sample used for calibration (see figure 4.33(a)). Again, the

spread of the magnitude and phase data in this map originates from inhomogeneity of the

tissue.
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(a) (b)

Figure 4.38: (a) Magnitude and (b) Unwrapped phase of a skin sample with melanoma,
shown in figure 4.37(b), taken with THz-QCL SFI. The coloured circles select the pixels
used for the analysis. 102× 90 pixels (X × Y ), pixel size 200 µm.

Figure 4.39: Magnitude vs phase graph. Each point is referred to a single pixel taken
from the coloured circles in figures 4.38(a) and 4.38(b). The analysis was performed in
collaboration with Dr J. Keeley.
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4.6 Conclusions

In this chapter far-field THz imaging systems utilising the self-mixing effect in a QCL

have been experimentally demonstrated by acquiring images of radically different samples

(skin tissue and silicon wafers) and by evaluating functioning parameters of the systems.

Two different acquisition schemes, namely using mechanical modulation of the THz beam

and swept-frequency imaging enabling retrieval of magnitude and phase parameters, have

been considered. By reconstructing an image of a gold-on-glass resolution target and eval-

uating the square wave MTF, a spatial resolution of ∼ 200µm has been demonstrated.

Considering a lasing frequency of ∼ 3.4THz (λ ∼ 90µm) and assuming a potentially irreg-

ular beam profile, this resolution limit is consistent with that reported in the literature

[3, 11, 13, 116, 120, 204, 205].

Moreover, the SNR has been characterised within the context of imaging silicon wafers

for photovoltaic applications. The SNR values were measured to be ∼10× lower than

those obtained previously using a metallic target [14], due to part of the THz beam being

transmitted through the silicon wafers. However it has been demonstrated that the SNRs

were satisfactory to image and retrieve information from silicon wafer samples.

The imaging systems have been applied to the acquisition of images of silicon wafers rel-

evant to the manufacture of photovoltaic cells. In particular, the possibility to be applied

to the detection of cracks, due to the phase changes occurring along the cracks, and also

for the detection of impurities and defects has been demonstrated. In the latter case it has

been possible to measure the deformation of the silicon wafer surface due to an embedded

impurity, assuming that the phase change on reflection at the silicon and the impurity is

equal. Furthermore the edges of three stacked silicon wafers have been retrieved when the

system was modified to acquire only the THz radiation transmitted through the sample,

opening the possibility of studying samples not only in reflection but also in transmission

modalities.

Finally, the possibility of applying the imaging system to the study of human skin tissue,

and for differentiating health and cancerous tissue has been demonstrated. By exploit-
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ing both the swept-frequency and the mechanical modulation approach, three layers of

a benign skin sample, namely dermis, epidermis and subcutaneous fat, have been clearly

differentiated due to their different chemical composition. Contrast in both magnitude

and phase between skin melanoma and subcutaneous fat has also been demonstrated due

to the increased water content developed by the melanoma.
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5 Near-Field imaging based on self-mixing in a THz QCL

In the standard imaging scheme based on self-mixing, the image resolution is limited by

the beam spot size. It has been demonstrated in the Chapter 4 that a resolution limit

of ∼ 200µm is possible by employing a THz QCL lasing at f ∼ 3.45THz (λ ∼ 87µm).

Overcoming the resolution limit can be achieved by utilizing a different technique. Near-

field (NF) THz imaging techniques have shown great potential for different applications

that require sub-wavelength resolution. Applications include THz near-field microscopy

for mapping charge carriers in semiconductors and nanostructures [6, 224], investigation

of THz plasmons waves in metamaterials, graphene or carbon micro-fibers devices [25, 26,

122, 225–228], THz waveguides characterisation [229, 230], and THz microscopy of bio-

medical samples [231]. There are different types of THz near-field microscopes, but the

scattering-type (or aperture-less) near-field microscopy (s-SNOM) and the aperture-type

near-field microscopy (a-SNOM) have been mainly employed. The a-SNOM consists of

placing a sub-wavelength aperture in order to restrict the illuminating beam spatially or

limit the detection area in the near-field. The main limitation is the poor transmission

through the aperture because most of the radiation is reflected from the aperture plane; the

fraction of transmitted beam also scale as d3, where d is the hole size (see figure 5.1) hence

a reduced size leads to a drastic beam attenuation. Consequently the detection sensitivity

and spatial resolution are limited too [7, 154, 232]. In a similar way, near-field imaging

can be achieved by placing the source or detector in close proximity of the sample under

analysis [233–235] but this approach has been revealed to be experimentally challenging.

THz s-SNOM imaging, instead, has shown promising results achieving subwavelength

resolution, independent of the light wavelength [232], on the order of λ/1000 [122, 155, 185].

This chapter will first describe different attempts to set up a bespoke s-SNOM system

and will then discuss the set-up and results obtained through a commercially available

s-SNOM/AFM (atomic force microscope) platform made by the company Neaspec GmbH

and equipped with a THz QCL source.
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Figure 5.1: A schematic diagram of a probe used in aperture-type SNOM. Adapted from
O. Mitrofanov [7].

5.1 Scattering-type scanning near-field optical microscope (s-SNOM)

Scattering near-field microscopy consists of a scattering probe, generally a metallic tip of

an atomic force microscope (AFM), placed in close proximity to the sample surface. The

probe is illuminated by incoming light (Ein) and the scattered (Eout) and back-scattered

(Eb−scat) radiations can be collected in the far-field (see figure 5.2). The light is focused

onto the tip of the probe which establishes the near-field interaction with the sample

surface; the interaction modifies Eout and Eb−scat, as will be described in section 5.4. The

collected scattered fields will contain information about the surface properties acquired

with a spatial resolution given by the size of the tip and the tip-sample relative distance.

To aid detection of the weak scattered field, the probe is dithered in order to allow lock-in

amplification at the tip tapping frequency [185, 232].

The metallic tip is illuminated by a radiation which polarizes the tip creating a dipole

which is mirrored in the sample surface. As a consequence the field scattered by the

tip will have information about the complex permittivity of the tip and the sample. To

describe optical radiation in near-field interaction it is possible to consider the light only
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Figure 5.2: Near-field interaction when a sharp tip, illuminated by an incoming radiation
(Ein), is in close proximity to the sample surface. Scattered (Eout) and back-scattered
(Eb−scat) radiation can be collected.

as a wave, allowing the possibility to use a classical field theory based on Maxwell’s

equations. However, this does not exclude the possibility to use a more comprehensive

quantum theory when the sample is considered as a quantum material, like molecules, 2D

materials or quantum dots [236]. This would yield semi-classical theories depending on

the kind of sample under investigation.

The light confinement in a near-field microscope is a key information to understand. For

example in nano-plasmonic experiments based on near-field, the plasmonic resonances

created by the tip at specific light wavelength, have shown the possibility to confine light

at smaller wavelength compared to the original light wavelength [143, 236].

Another key component of near-field microscopy is the resolution. The peculiarity is

to improve the resolution dictated by the diffraction of the beam waist. In a near-field

microscope, the resolution is imposed by the tip-sample distance and the tip size, hence

it allows to achieve resolutions well below the light wavelength [236]. Despite there are

different techniques to estimate the spatial resolution, in this chapter, a 83nm spatial

resolution will be demonstrated by using a 80% - 20% criterion with a metallic tip with

20 nm radius of curvature.
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5.1.1 THz s-SNOM microscope based on self-mixing detection

The THz QCL consisted of 14 µm-thick GaAs/AlGaAs 9-well hybrid active region lasing

at ∼3.45 THz which was processed into a semi-insulating surface-plasmon ridge waveguide

with dimensions of 1.8 mm x 150 µm (see figure 2.25(a) and figure 2.26(a)). The QCL was

cooled using a continuous-flow L-He cryostat and kept at the temperature of 20 ± 0.01 K.

A laser driver was used to drive the laser at the constant current of 420mA.

The set-up was adapted from the usual self-mixing scheme, consisting of a pair of 2-

inch-diameter f/2 parabolic mirrors which focused the THz beam from the QCL onto the

sample surface; the reflected beam is reinjected into the laser facet creating a perturbation

in the QCL which can be measured by monitoring its voltage, VSM . In this case, the

second parabolic mirror was mounted with an angle θ ≈ 50◦ with respect to the needle

axis. The tip was placed on a three axis (x-y-z) piezo stage (Newport NPXYZ100SG)

capable of nanometer (∼ 4nm) movements and the sample was vertically mounted on 3

motorized line translation stages, each of them enabling motion in a single direction, with

a resolution of 1.5 µm in x-y (Newport ILS150CC) and 0.001 µm in z (Newport XMS160).

The piezo stage ensured nanometric control of the tip translation as well as enabling the

tip sinusoidal oscillation in the z direction. The probe tip was a standard Pt:Ir scanning

tunnelling microscopy (STM) probe made by UNISOKU, with shaft diameter of 0.5 mm

and tip radius of curvature of 1 µm. The modulated THz near-field response caused by

the oscillation of the tip were measured as a change to VSM on the QCL terminals. Since

only the scattered field was measured, a very small fraction of the original THz beam is

measured, hence lock-in amplification is needed to measure voltage changes on the order

of tens of µV .

5.1.2 Seeking for the THz focus

The near-field interaction occurs when the tip-sample surface distance is comparable to

the radius of curvature of the probe, d∼1µm. However, the tip first needs to be placed

within the THz beam focus and the method to do so consisted of 3 main steps. In order to
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locate the initial beam focus, the tip was removed and a metallic reflective angled mirror

(θ ≈ 50◦) was placed at the focus. The position of this mirror was optimised to maximise

VSM , as shown in figure 5.3(a).

(a) (b)

Figure 5.3: (a) Vertical view of the scheme used for maximisation of VSM in the THz
near-field set-up. (b) Horizontal view of the metallic angled mirror used to maximise
self-mixing signal. QCL stands for Quantum Cascade Laser, LIA for Lock-in Amplifier.
Yellow polygons represent f/2 parabolic mirrors.

The tip, placed on the piezo stage, was then brought in proximity of the mirror’s reflecting

face and moved along Y and X directions in order to find its position within the THz beam

(see figure 5.3(b)). In order to locate the centre of the focus in the Y-direction, the tip

was scanned laterally across the front of the metallic mirror. As the tip blocks more of the

central lobe of the THz beam, VSM decreases, and as the tip leaves the beam focus, VSM

increases. The position where VSM is at a minimum is the centre of the focus in Y. With

the Y position of the tip acquired, the optimum X-position then needs to be located. In

order to achieve this, a translation of the tip towards the mirror, can be employed. As

such, when the tip enters the focus of the beam VSM begins to decrease. This decrease

will continue until the tip completely blocks the beam from the metallic mirror, so the

amount of reflected power is at a minimum. This decrease has a characteristic S shape

due to the approximately Gaussian beam shape. The focus for X is taken as the central

location of this S-curve. The experimental results are shown in figure 5.4.

Referring to the axis direction defined in figure 5.3, the tip was first moved with steps of
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(a) (b)

Figure 5.4: Experimental data showing VSM drops caused by the blocking of the THz
beam with the tip when is moved, in proximity of the metal prism within the beam, along
(a) Y and (b) X relative directions, with reference to figure 5.3. The tip movement step
was 10 µm, the QCL was driven at 420 mA and kept at a constant T=20 ± 0.01 K,
chopper frequency fchopper = 220Hz.

10 µm along Y over a distance of ∆ Ytip=2 mm. Figure 5.4(a) shows first a small decrease

of VSM at Ytip = 0.49mm that might be caused by the tip shaft, probably due to side

lobes of the beam profile [237], and a second larger decrease at Ytip=1.05 mm, attesting

the Y position of the tip within the beam. The tip was then kept at Ytip=1.05 mm and

translated over a distance ∆ Xtip=3.5 mm, where the starting point Xtip=0mm indicates

that the beam was not blocked by the tip (see figure 5.4(b)). In this case VSM decreased

to a null signal (VSM ∼ 0 mV) because the tip shaft was entirely blocking the beam.

As the X position is slightly more difficult to quantify from these measurements (since the

change from tip to shaft blocking the beam will cause non-linear changes in the amount

of beam being blocked), a more thorough way of quantifying the beam focus, in not only

X but also Z, is to perform a mapping of the field scattered from only the tip. In order

to perform this the mirror was removed and the set-up was modified by introducing a tip

piezo stage controller to impose a sinusoidal dithering of the tip with frequency ftip=90

Hz and amplitude 2µm to the tip, as shown in figure 5.5. This allowed lock-in detection

of the component of VSM due to by the tip.

The mapping of the THz beam is shown in figure 5.6. The results shows VSM oscillating
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Figure 5.5: Experimental self-mixing set-up used to map the THz beam reflected exclu-
sively from the tip.

between maximum and minimum values, where the focal point was identified by the fringe

yielding the biggest amplitude. The blue dashed lines in the figure 5.6 show the outline

of the beam profile deduced from these measurements. From these results the relative tip

positions giving the biggest signal amplitude have been identified as Ztip ∼ 1.5 mm and

Xtip ∼ 3.4 mm, with Ytip ∼ 1.05 mm.
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Figure 5.6: THz beam mapped through VSM , blue dashed line used to guide the eye. The
tip movement step was 20 µm, the QCL was driven at 420mA and kept at a constant
T=20 ± 0.01 K, tip dither frequency ftip=90Hz and amplitude 2µm.
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5.1.3 Surface approach

As already previously mentioned, the NF interaction occurs when the tip-sample distance

is comparable to the radius of curvature of the tip, which in this case was r∼ 1µm.

Experimentally, this interaction could be identified as a drastic enhancement of VSM when

the tip is in close proximity of the sample. The sample consisted of a gold-coated mirror

mounted on a mechanical translation stage. VSM was measured while the tip, placed

within the THz beam focus, was dithered at 110 Hz with an amplitude of 2µm and the

sample was moved towards the tip in the same direction of the tip modulation (Z), as

shown in figure 5.7(a).

(a) (b)

Figure 5.7: (a) Experimental self-mixing set-up used to measure the NF enhancement. (b)
Experimental VSM demodulated at the 1st and 2nd harmonic of the tip frequency, showing
the NF enhancement when ∆Z≈1µm. ∆Z step was 1 µm, the QCL was driven at 420mA
and kept at a constant T=20±0.01 K, tip dither frequency fmod=110Hz and amplitude
2µm. LIA Tc=2s and sensitivity 10µV.

Figure 5.7(b) shows the experimental VSM demodulated at the 1st and 2nd harmonic of

the tip frequency, ftip=110Hz, and plotted as function of the tip-sample distance, ∆Z. The

NF enhancement occurred at ∆Z≈1µm as expected. In this scheme, the gold mirror was

approached towards the tip, which was constantly kept within the THz beam focus. While

∆Z decreased, the total round trip distance between laser facet and sample decreased by

twice the translation distance; this translated as a phase change of the scattered field

resulting in an unwanted oscillation of VSM . At large tip-sample distance a background
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non-zero signal of VSM demodulated at the 1st harmonic was due to unwanted reflections

from the tip shaft; these effects has been also reported in [185]. Demodulation of VSM

at the 2nd harmonic efficiently suppressed the background signal, but also decreased the

detectable signal. Most of the NF imaging applications make use of signal demodulated

at the second or higher harmonics in order to avoid unwanted reflections and to extract

clear information about the sample [6, 26, 122, 155, 224–226]. The tip dithering frequency

was previously optimized by recording VSM at the NF enhancement position for different

modulation frequencies, as shown in figure 5.8.

Figure 5.8: VSM recorded at the NF interaction point for different tip modulation frequen-
cies.

This optimization consisted of evaluating the fmod that yielded the highest VSM , which

in this case was fmod=110Hz. Typically, higher modulation frequencies are preferred since

they lead to a reduction in noise due to higher averaging, but in this case the upper limit

of the tip modulation frequency for a full 2µm oscillation was limited by the inertia of the

piezo stage.

In traditional SNOM, incoherent detection is typically employed and in order to resolve

the magnitude and phase of the scattered field, an external interferometer is required

[6, 26, 224]. On the other hand, self-mixing detection, applied to s-SNOM is intrinsically
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coherent, being a homodyne detection scheme. This means that it is possible to retrieve

phase and magnitude information by changing the round trip distance of the beam. In

order to demonstrate this effect the surface approach measurements explained above were

repeated for different tip and gold mirror positions in the beam.

(a) (b)

Figure 5.9: (a) Series of surface approaches for different tip and mirror position. (b) VSM
recorded at the NF enhancement for different tip-mirro positions. The QCL was driven
at 420mA and kept at a constant T=20 ± 0.01 K, tip dither frequency fmod=110Hz and
amplitude 2µm. LIA Tc=2s and sensitivity 10µV.

The experiments consisted of repeating the approach curve as shown in figure 5.7(b), but

changing both the tip position and the starting position of the mirror by 4 µm for each

measurements. In this case VSM was recorded as a function of the relative position of the

mirror, as shown in figure 5.9(a). The near-field enhancements show a clear oscillation

between negative and positive VSM due to the phase change of the scattered signal. An

interferometric fringe can be recorded by plotting the NF-enhanced VSM as function of

Ztip, as shown in figure 5.9(b).

5.1.4 Limitation of surface approach technique

The approach explained in the previous section unfortunately suffered from one big limi-

tation. In order to acquire a NF image, the tip-sample distance needed to be kept at the

position corresponding to the NF enhancement (∆Z≤1µm in this case) for each pixel. The

system lacked a feedback circuit to control and keep ∆Z constant and so any micrometer
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vibration could influence and degrade the signal, making it unstable. The factors caus-

ing these kinds of vibrations could be multiple and often are impossible to be taken into

account because they come from the environment. Nevertheless in order to investigate

how the signal could be drastically affected, the NF-enhanced VSM was recorded over a

time lapse of 10000 seconds (approximately the time needed to acquire a full image), by

keeping the tip and gold mirror at the same position and with the QCL at the constant

experimental conditions.

(a) (b)

Figure 5.10: (a) The NF enhanced VSM recorded over a time lapse of 10000 seconds with
1 second sampling rate, by keeping tip and gold mirror at the same position and the QCL
at the same experimental conditions. (b) Magnitude of the FFT performed on the signal
shown in (a).

From figure 5.10 it is easy to note the huge drift of VSM and the causes were most probably

related to vibrations coming from the surrounding environment. The magnitude of the

FFT performed on the VSM (see figure 5.10(b)) reveals noise at extremely low frequencies,

but this is also dictated by the the 1 second sampling rate which cut out all the frequencies

greater than 1 Hz. This demonstrated the absolute need of a feedback loop circuit which

would control and keep the tip-sample distance constant at any time, independent of

the environmental influence. A possible solution to this issue can be found in [122]. The

authors have attached the tip to a quartz resonant tuning fork (QTF), where the resonance

is based on the piezoelectric effect. In this case any modification to frequency, amplitude

and phase of the tuning fork translates into a change of voltage/current which provides
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the feedback mechanism to keep the tip-sample distance constant.

5.2 THz s-SNOM based on commercial Neaspec neaSNOM AFM plat-

form

Atomic force microscopy (AFM) is a technique used to measure the topography of a sample

by measuring the atomic forces through the deflection of an elastic mechanical probe. The

probe is a sharp tip, generally metallic with a radius of curvature from a few to tens of

nanometers, attached to a cantilever which is vibrating at its own resonance frequency.

In order to perform imaging the sample is raster-scanned using a piezo-electric stage,

while the probe is maintained at a constant distance from the sample surface. An atomic

force microscope already implements a feedback loop circuit to control and maintain the

probe-sample distance and this makes it the perfect candidate to be used for s-SNOM.

The feedback loop in a standard AFM usually employs a laser beam which is directed to

the cantilever where the probe-tip is placed. The deflection of the cantilever is tracked by

the reflected beam pointed to a photo-detector that acquires vertical and lateral motion

of the probe. Subsequently a circuit corrects the position of the piezo stage where the

sample is held, accordingly. Neaspec GmbH has created and patented this kind of system,

called the neasNOM Microscope, which can simultaneously map the topography and, if

equipped with a light source and appropriate detector, record a NF optical signal thanks

to a built in lock-in amplifier.

Here, in a similar way to the previous set-up, the neasNOM has been arranged allowing

self-mixing detection using a THz QCL, by aligning and focusing the THz beam onto the

tip apex of the AFM probe (see figure 5.11). The THz QCL consisted of 14 µm-thick

GaAs/AlGaAs 9-well hybrid active region lasing at ∼3.45 THz which was processed into

a semi-insulating surface-plasmon ridge waveguide with dimensions of 1.8 mm x 150 µm.

The QCL was cooled using a continuous-flow L-He cryostat and kept at the temperature

of 20 ± 0.01 K. A laser driver was used to drive the laser at different constant currents.

Performance and spectral characteristics of the THz QCL were previously tested (see figure

2.25(a) and 2.26(a)).
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Figure 5.11: Schematic of the neaSNOM microscope arranged in the self-mixing scheme.
The beam of a THz QCL lasing at ∼3.45 THz was focused on the tip apex of the neaSNOM
probe trough a series of parabolic and flat mirrors. By following the beam path from the
QCL, the first two gold polygons indicate 2" diameter f/2 parabolic mirror, the third
was a 1/2" diameter f/1 parabolic mirror which projected the beam to a parabolic mirror
internal to the microscope thanks to an external flat mirror. The internal parabolic mirror,
in turn, focused the beam onto the tip apex. VSM was first pre-amplified with a low noise
pre-amplifier (LNP) and then measured by the microscope internal lock-in amplifier (LIA)
locked to the intrinsic resonance frequency of the cantilever. The sample could be raster
scanned thanks to the microscope piezo-electric stage. Right a real photo of the neaSNOM.

5.2.1 System alignment

A 2 mW He:Ne visible red laser (λ=633nm) was used as a pilot laser in order to align the

system. The red laser beam was scattered through a diffuser so that it could reproduce

the divergence of the QCL THz beam; this was mounted with the diffuser at the intended

position of the lasing facet of the QCL. The alignment procedure consisted of firstly

aligning the two 2" diameter f/2 parabolic mirrors and then the 1/2" diameter f/1 parabolic

mirror. The most critical and difficult optic to align was the small 1/2" diameter f/1

parabolic mirror, and so after being reflected a laser target was used to check the diameter,

shape and direction of the projection of the beam over a distance of few meters between

the mirror and the target, as shown in figure 5.12.

After achieving a sufficiently collimated beam, a flat gold mirror was then added to the

path of the projected beam to reflect it to the neaSNOM internal parabolic mirror. The

internal parabolic mirror was at a fixed angle Θ ∼60◦ with respect to the stage sample.

In a similar way to the previous set-up, a metallic prism was fabricated with its reflecting
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Figure 5.12: Schematic of the first step of neasNOM microscope alignment. The beam
of 2 mW He:Ne visible red laser (λ=633nm) was scattered through a small aperture to
reproduce the divergence of the THz QCL beam. By following the beam path from the
He:Ne, the first two gold polygons were 2" diameter f/2 parabolic mirror, the third was
a 1/2" diameter f/1 parabolic mirror. The beam was projected on a laser target to check
shape and direction.

face at the same angle Θ ∼60◦ and placed on the microscope sample stage. Thanks to

the microscope’s internal camera and to the controller of the internal parabolic mirror, its

position could be adjusted until the red laser spot appeared on the prism. All the mirrors

in the system were also adjusted to make the multiple spots reflected back to the front-face

of the He:Ne laser converge into a single spot hitting the scattering diffuser. The probe

tip was then approached towards the prism until its apex started scattering the red laser

spot, as observed using the microscope camera (see figure 5.13).

The He:Ne laser was then removed and replaced by the QCL, as shown in figure 5.14.

Without the probe tip engaged to the surface of the metal prism, VSM was measured due

to the beam reflected by the prism and reinjected into lasing facet of the QCL. Hence

the system was modified by introducing a chopper to modulate the beam at fMod ∼220Hz
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Figure 5.13: Schematic of the second step of neasNOM microscope alignment. The beam
of 2 mW He:Ne visible red laser (λ=633nm) was scattered through a small aperture to
reproduce the divergence of the THz QCL beam. By following the beam path from the
He:Ne, the first two gold polygons were 2" diameter f/2 parabolic mirror, the third was
a 1/2" diameter f/1 parabolic mirror that projected the beam to the microscope internal
parabolic mirror thanks to a flat mirror. A metal prism with its reflecting face at the same
Θ angle as the internal mirror was used to check the position of the spot.

which was used as a reference for lock-in detection. A self-mixing signal on the order of

VSM ∼2mV ensured the correct alignment of the system.

Figure 5.14: Schematic of the third step of neasNOM microscope alignment. VSM was
evaluated only by the reflection of the beam from the metal prism, placed onto the sample
stage of the neaSNOM, and reinjected into the QCL facet.

Finally, after removing the prism, the system was modified as shown in figure 5.11, by

introducing a low noise preamplifier (LNP) in order to pre-amplify (with a gain of 2×103)

the small VSM arising from the beam weakly scattered by the probe tip apex and reinjected

into the QCL facet. VSM was then measured by the microscope internal lock-in amplifier
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(LIA) locked to the intrinsic resonant frequency of the cantilever.

5.2.2 THz-s-SNOM System Characterization

In order to understand the capabilities of the neaSNOM system when equipped with a THz

QCL source a set of experiments were carried out to fully characterize the system. THz

near-field enhancement was first demonstrated by recording a surface approach curve using

a gold sample. By operating the neaSNOM in tapping mode with tip tapping frequency

ftapping ∼60kHz and amplitude Atip=23nm, the THz self-mixing signal demodulated up to

the 5th harmonic was recorded as function of tip-sample separation in the range d=0-100nm

and with a resolution of 1nm, as shown figure 5.15. In this context the probe tip had a

Figure 5.15: Approach curves on gold. Normalized VSM amplitude recorded, in tapping
mode, as function of the tip-sample separation by the internal LIA of the microscope.
Demodulation of the signal up to the 5th harmonic clearly demonstrated the background
signal suppression. ftapping ∼60kHz, Atip=23nm, approach resolution 1nm, TC=1s. The
QCL was driven at 420mA, with a lasing frequency of ∼3.45THz and kept at a constant
T=20±0.01 K.

radius of curvature rtip ∼20nm. As already previously mentioned, NF enhancement occurs

when the tip-sample distance is comparable to the tip’s radius of curvature. The approach

curves clearly demonstrated this effect, in fact the strongest NF signal enhancement occurs
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for Z<20nm. Moreover, the 1st harmonic data shows a background signal corresponding

to ∼20% of the NF-enhanced VSM amplitude, acquired by the internal lock-in amplifier of

the microscope. Demodulation of the signal at higher harmonics efficiently demonstrated

the suppression of the background signal, which was attributed to unwanted reflections

from the sample or to beam scattering by the tip shaft. In this case, oscillations of the

signal were not observed due to the much shorter approach distance compared to the

previous set-up (100nm vs 100µm).

The spatial resolution of the microscope was evaluated by imaging a test sample of 50nm-

thick Au on Si, fabricated through standard e-beam lithography. Images of topography

(height) (see figure 5.16(b)), and VSM amplitude demodulated at the 3rd harmonic, a3,

(see figure 5.16(a)) were recorded simultaneously.

(a) (b)

Figure 5.16: 7µm×7µm (a) THz NF image of a Au corner on Si, vertical scale is the VSM
amplitude a3. The red arrow indicates the direction line used for the resolution evaluation,
by averaging 20 rows as shown in the yellow rectangle. (b) Topography of the same
sample. ftapping ∼60kHz, Atip ≈23nm, pixel size 70nm, TC=200ms. The QCL was driven
at 420mA, with a lasing frequency of ∼3.45THz and kept at a constant T=20±0.01K.

The THz image clearly shows a contrast between Si and Au, due to the difference of

material permittivity. By averaging 20 columns of the image, as shown in figure 5.16(a), a

profile of a3 and height were obtained. The THz profile has been fit with an edge response
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function (ERF) [14, 38] given by equation 5.1,

I(y) = I0
2
(
A+ erf(2

√
ln 2(y − y0)

w
)
)
. (5.1)

Here I0 is the full beam intensity, y is the position, y0 is the center position of the step,

w is the width at half maximum of I(y) derivative and A is a free fit parameter which

yielded, A = 2.0218.

(a) (b)

Figure 5.17: (a) Normalized THz profile obtained by averaging 20 columns of image as
shown in figure 5.16. Red curve is the fit obtained by equation 5.1. (b) Height profile
obtained in the same conditions. Line scan resolution was dictated by the pixel size of
70nm.

The resolution was calculated by using the 20% - 80% criterion applied to ERF fit. The

distance between 80% and 20% of the maximum signal yielded a spatial resolution of

R=83nm, which corresponded to a sub-wavelength resolution better than λ/1000 (for

λ ∼87µm). This value is similar to that achieved with similar conditions in the THz

regime by other groups, also exploiting different detection systems [26, 38, 122, 155].

The tip tapping amplitude has a direct physical relation with the resolution. In the above

case a resolution of 83nm has been achieved by using a Atip ≈23nm, but a higher Atip

would have yielded a higher resolution. The physical explanation has to be found in the

NF interaction area between tip apex and sample surface, as shown in figure 5.18.

In the tapping mode operation, the tip is constantly kept oscillating between a maximum
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Figure 5.18: 2D Schematic used to explain the relation between tip tapping amplitude
and resolution. A higher tip tapping amplitude yields a higher resolution because the NF
field interaction area becomes bigger.

and a minimum position. By assuming the NF interaction occurs within a cone of inter-

action between tip apex and sample surface, where the cone apex coincides with the tip

apex and the base coincides with sample surface area, a higher tapping amplitude would

create a bigger interacting sample area. The SNR (see equation 5.2) of the acquisition

will be also affected; a larger interacting area would make the tip less sensitive to the local

surface effects. In order to demonstrate how the tapping amplitude affects the resolution,

the same 20% - 80% criterion was applied to the ERF fit of the line scans (averaging over

10 columns) obtained using the same 50nm-thick Au on Si test sample, obtained with 3

different tip tapping amplitudes, as shown in figure 5.19. Also the SNR of the measure-

ments has been calculated respectively for Si and Au in order to demonstrate the effect of

the tapping amplitude on the signal-to-noise ratio of the measurements. The experiments

have demonstrated the two effects: a direct relation between resolution and tip tapping

amplitude, and a direct relation between SNR and tapping amplitude. It’s worth men-

tioning that the difference of resolution obtained between figure 5.17(a) and the top panel

of figure 5.19(a) are attributable to different experimental conditions related to tip that

is subjected to wear. However the experiment conditions have been maintained the same

for the three sets of data shown in figure 5.19(a).
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(a) (b)

Figure 5.19: (a) Normalized THz profiles obtained by averaging 10 rows of the line scan
for 3 different tip tapping amplitudes. Red curves are the fit obtained by equation 5.1. (b)
Resolution and SNR as function of Atip. Line scan pixel size was 30nm. ftapping ∼85kHz,
TC=200ms. The QCL was driven at 420mA, with a lasing frequency of ∼3.45THz and
kept at a constant T=20±0.01 K.

Optimization of the image acquisition time constant, TC , was carried out by evaluating

the SNR for a series of 2µm×2µm images of the same 50nm-thick Au on Si test sample, as

shown figure 5.20. Two areas corresponding Si and Au, respectively, have been selected,

as shown in figure 5.21(a). For each of these the SNR has been calculated using equation

5.2,

SNR = µ3
σ3
, (5.2)

where µ3 and σ3 are respectively the average and standard deviation of the amplitude

signal, a3, for the selected areas. From the experiments a clear contrast between Au

and Si was visible for TC ≥50ms and this corresponded to a SNR ratio between the two

materials, SNRAu
SNRSi

>1, as shown from the plot in figure 5.21(b).

From the results shown in this section it has been possible to select the ideal experimental

conditions to acquire images with clear contrast between the materials under analysis.

By focusing the attention on the time constant, TC could also be directly related to the

total time elapsed to acquire an image; for example, all the images shown in figure 5.20

were 80px×80px with 25nm pixel size. While the image with TC=5ms took 32 seconds
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Figure 5.20: Series of NF images of 50nm-thick Au corner on Si, acquired at different
TC . Vertical scale is VSM amplitude demodulated at the 3rd harmonic, a3. Pixel size
was 25nm. ftapping ∼85kHz, Atip ≈23nm. The QCL was driven at 420mA, with a lasing
frequency of ∼3.45THz and kept at a constant T=20±0.01K.

to be fully acquired, the image with TC=500ms took 100 times longer, slightly less than

1 hour. Long acquisitions might introduces different types of experimental difficulties

(such as thermal drift of the lasing frequency or mechanical drift of the optics), hence

a good trade-off between image quality and elapsed time needed to be found. In this

particular case a TC=200ms was selected as the best trade-off that ensured clear contrast

and reasonable elapsed time (∼ 20minutes).
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(a) (b)

Figure 5.21: (a) Au (blue) and Si (red) areas selected for SNR evaluation. (b) Calculated
SNR as function of TC . Referring to figure 5.20 a clear contrast between Au and Si is
visible when SNRAu/SNRSi>1.

5.3 Stepped-frequency self-mixing in a THz QCL applied to s-SNOM

As shown in Chapter 2, the lasing frequency of a THz QCL, in stable experimental con-

ditions, is strictly dependent on the driving current. This allows the possibility to record

phase and amplitude, in the near-field, entirely through electrical means, i.e. it is possi-

ble to sweep VSM through an interferometric fringe by simply stepping the laser driving

current. Indeed, a similar approach has been previously demonstrated in the far-field

[116] (see also Chapter 4) by sweeping VSM through a series of interferometric fringes

by applying a chirp to the laser driving current. In order to demonstrate the validity of

this stepped-frequency approach in the near-field, figure 5.22 compares VSM , obtained

through the swept-frequency approach in far-field using a gold mirror as a target, with

VSM obtained by stepping the QCL driving current, with the use of s-SNOM. For these

measurements the QCL was kept at a constant T=20±0.01 K, and VSM was recorded every

1mA between 550mA and 623mA; for the near-field measurements VSM was demodulated

at the 4th harmonic of the tip tapping frequency, ftapping ∼60kHz and Atip ≈32nm.

From figure 5.22, the good agreement between VSM obtained from far-field and near-field

measurements is evident. Furthermore from the near-field data both phase and amplitude

of the scattered field could be extracted, and these are specific to the sample under illumi-
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Figure 5.22: Blue data: Swept-frequency VSM signal measured using reflection from gold
mirror in far-field. Red data: equivalent VSM signal, demodulated at the 4th harmonic,
measured using scattering from the probe tip of s-SNOM. The 2 curves were obtained
from the same THz QCL. Code created by Dr. James Keeley.

nation, as described by the finite-dipole (FD) model. It’s worth mentioning that the slight

different periodicity between the data arises from different external cavity length used

for the measurements; moreover the near-field signal is much smaller than the reflected

far-field signal.

As already previously mentioned in this chapter, traditional s-SNOM requires an interfer-

ometer to resolve phase and amplitude of the scattered signal [6, 26, 224]. This is not the

case for the SM scheme because it is intrinsically coherent; retrieving phase and amplitude

of a signal by changing the round trip distance, Lext, has been previously demonstrated

in the literature [155] and also in this chapter as shown in figure 5.9. However, these ap-

proaches are slow and require the use of electro-mechanical stages. Here, an all-electrical
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approach has been developed, keeping all the components positions stable and simply

stepping the laser driving current (IQCL).

5.4 Theory of s-SNOM based on self-mixing detection

(a) (b)

Figure 5.23: (a) The probe tip is assumed as an elongated tip illuminated by an incident
wave Einc from the side; the scattered wave Escat is detected. (b) In the finite-dipole (FD)
model the tip is assumed as a spheroid in a uniform electric field E0. Einc polarizes the
tip, εt, which mirrors the dipole into the sample, εs. The tip, with radius of curvature r
kept a distance d from the sample surface, is dithered with frequency Ω.

Section 5.5 is dedicated to experimental results in which coherent THz-s-SNOM signals

are related to complex permittivity of samples, and in order to understand these results

the origin of the NF signal requires to be understood theoretically. The probe tip, with

radius of curvature r and permittivity εt, held at distance d from the sample surface is

illuminated by an incident field, Einc. The field Einc polarizes the tip, inducing a dipole

which is mirrored in the sample, with permittivity εs. The point dipole model threats

the needle tip as a sphere [152, 185], but this assumption in some cases is a limit to

understand the experimental data; the finite-dipole was later developed to better explain

the experimental data. According to the finite-dipole (FD) model the tip is described as a

spheroid which has an effective length L and an apex radius r and it is subject to a uniform
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electric field E0. The scattered field, Esca, is proportional to the effective polarizability,

αeff as described by following the relation,

Esca
Einc

∝ (1 + rp)2αeff , (5.3)

where rp is the Fresnel reflection coefficient for p-polarized light and αeff [155, 238, 239]

is given by the equation 5.4,

αeff = r2L
L(εt − 1)(2L

√
1− r

L + r ln (1−
√

1− r
L

)2
r
L

)
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4

)
. (5.4)

Here β = (εs−1)/(εs+1) is the surface response function of the sample and g is a complex

factor which takes account of the total charge induced in the spheroid. It’s important to

note that in this context the apex-sample surface distance d is a function of time and

oscillates with frequency Ω and amplitude given by the tip tapping amplitude, Atip. As

such d(t) is then given by,

d(t) = b+Atip cos(Ωt), (5.5)

where b is the minimum tip-sample distance during the oscillation. The proportionality of

the ratio of the scattered field, Esca, to the incident field, Einc has been written in equation

5.3 by following the FD model; at the same time the scattering efficiency [155, 238, 239],

σ(t)=Esca/Einc, can be expressed as a complex quantity represented in terms of amplitude

and phase, σ(t)=s(t)eiϕ(t). Here, s(t) and ϕ(t) have a strong non-linear dependence on

time through d(t) which depends on the tapping frequency Ω (see equation 5.5). Hence

Esca can be expanded as a harmonic series, i.e. a sum over the n-th harmonic of Ω, in

which sn and ϕn are, respectively, the amplitude and phase components of the scattering
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efficiency demodulated at the n-th harmonic of the tapping frequency Ω. Esca can be

expressed following equation 5.6.

Esca(t) = σ(t)Einc = s(t)eiϕ(t)Einc = Einc
∑
n

sne
iϕneinΩt. (5.6)

The two parameters sn and ϕn are strictly dependent on the sample material and can be

related to its complex permittivity, εs, via the FD model. In the FD model a ϕn ≈0 is

expected for a non resonant sample, for example for materials that do not exhibit optical

phonon resonance peaks in their complex permittivity (εs(ν) = εs(ν)′+iεs(ν)′′) within the

region of the lasing frequency; this has been previously demonstrated by employing a QCL

lasing at 2.5 THz to acquire NF images of a Black Phosphorus (BP) on SiO2 sample [155]

using the SM scheme. Both BP and SiO2 do not show any evidence of phase contrast in

the images and this is in agreement with the FD model, since in both cases optical phonon

resonances fall in the mid-IR regime. On the other hand, the same group has demonstrated

a clear phase contrast by employing a resonant polar crystal of caesium bromide (CsBr),

which exhibits a strong phonon resonance in the range 2.2 – 3.3 THz. They measured a

phase difference ∆ϕ ≈150◦ between CsBr and a 100nm thick gold layer deposited on it,

as expected from the model. They found good agreement between experimental data and

theory by using the values L = 530nm and g = 0.98e0.08i in the FD model (see equation

5.4).

In order to obtain the components sn and ϕn experimentally, we can note that VSM (t) is

proportional to the scattered field Esca(t). Following equation 5.6, and by analogy with

equation 3.21, this allows the following relation to be written [116, 151, 232],

VSM (t) ∝ Esca(t) ∝ s(t) cos
(

4πLextν
c

+ ϕ(t)
)

=
∑
n

sn cos
(

4πLextν
c

+ ϕn

)
cos(nΩt)

(5.7)

The self-mixing voltage demodulated at the n–th harmonic of the tapping frequency can
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thus be seen to be,

VSM,n ∝ sn cos
(

4πLextν
c

+ ϕn

)
, (5.8)

where ν is given by the modified excess phase equation (EPE),

4πLext(ν0 − ν)
c

= C sin
(

4πνLext
c

+ ϕn + arctan(α)
)
, (5.9)

with the lasing frequency without feedback at driving current I given by,

ν0 = ν ′ + k(I − I ′), (5.10)

where ν ′ is the lasing frequency without feedback at current I’.

5.5 Experimental results and comparison to the FD model

In order to demonstrate the ability of our all-electrical s-SNOM approach to quantify

changes in both the amplitude and phase of the scattered THz field arising from the

permittivity of materials, samples containing two crystals, SiO2 and potassium bromide

(KBr), were imaged using our technique. These materials are expected to be respectively

a non-resonant and a resonant sample in the THz range. KBr, in particular, is an ionic

crystal and its optical phonon-polariton dispersion has been previously determined by

time-domain spectroscopy in reflection mode [17]. This has allowed retrieval of its complex

permittivity (ε(ν) = εI(ν) + iεII(ν)), as shown in figure 5.24(a). ε(ν) of KBr can be

described in the harmonic approximation by [17],

εI(ν) = ε∞
(ν2
LO − ν2)(ν2

TO − ν2) + γ2ν2

(ν2
TO − ν2)2 + γ2ν2 , (5.11)

εII(ν) = ε∞
(ν2
LO − ν2

TO)γν
(ν2
TO − ν2)2 + γ2ν2 , (5.12)

where νTO is the transversal optical phonon frequency, νLO is the longitudinal optical

phonon frequency, γ is the damping parameter and ε∞ is the high frequency dielectric

constant. Also the SiO2 phonon dispersion has been previously determined by reflection
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and transmission spectroscopy [18] giving a good estimation of its permittivity in the THz

region, as shown in figure 5.24(b).

(a) (b)

Figure 5.24: The complex permittivity as function of the frequency ν, εs(ν) = εIs(ν) +
iεIIs (ν), of (a) KBr, data adapted from F. Brunner [17], and (b) SiO2, data adapted from
W.G. Spitzer [18].

Samples were prepared by evaporating a layer of Au with thickness 100nm and 50nm,

respectively on SiO2 and KBr substrates. For SiO2, the Au area was defined through

standard optical lithography. Instead, since KBr is freely soluble in water, it could not

be processed in any water-based solution; for this reason the Au area was defined using

Kapton tape as a mask. The Kapton tape’s resistance to high temperature makes it a

good candidate to tolerate the Au thermal evaporation without degradation, but on the

other hand created a poorer edge definition compared to the Au on SiO2.

This section is dedicated to the comparison of the experimental NF signals to that de-

scribed by the SM model incorporating the FD model. The amplitude asub and the phase

psub of the SM signal for the 2 substrate materials have been measured in the THz-s-

SNOM system, shown in figure 5.11, at different laser driving currents (IQCL). The VSM

signal for each image was obtained by the relation VSM=an cos(pn) and fit to VSM,n (see

equation 5.8) through the excess-phase equation, (see equation 5.9) and the tuning coeffi-

cient k of the QCL (see equation 5.10), to generate synthetic self-mixing signals through

a concise algorithm [19], allowing s and ϕ to be determined and correlated to the values
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obtained from Au. The QCL used in this work consisted of 14 µm-thick GaAs/AlGaAs

9-well hybrid active region lasing at ∼3.45 THz which was processed into a semi-insulating

surface-plasmon ridge waveguide with dimensions of 1.8 mm × 150 µm. The QCL was

cooled using a continuous-flow L-He cryostat, kept at the temperature of 20±0.01 K and

driven at different constant IQCL.

5.5.1 Experimental results for Au on SiO2

Figure 5.25: Series of NF images, n=1, of Au on SiO2 obtained at different IQCL. While
the SM signal on SiO2 varied only of small amount, the signal of Au had much larger
+VSM/-VSM swing. The dashed rectangle in the top right image indicates the areas
where the data has been extracted. The images were 20µm×30µm with pixel size 1µm.
ftapping ≈ 60kHz, Atip ≈25nm, Tc=200ms. Code created by Dr. James Keeley.

The approach used for this sample of 100nm-thick Au on SiO2 consisted of firstly max-

imizing the the NF signal amplitude (a1) by focusing the beam on the gold area of the
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sample. An area of 20µm×30µm was been selected for the raster-scan, paying attention

to cover a corner of Au with the rest covering the SiO2. The same area was scanned

with IQCL ranging between 560mA and 600mA in steps of 2mA. This corresponded to a

QCL lasing frequency tuning of ∼100MHz, as shown in the Chapter 2. For brevity, figure

5.25 shows the images obtained only between 562 mA≤IQCL ≤588 mA. These images

were obtained by the combination of amplitude, a1, and phase, p1, following the relation

VSM=a1cos(p1). Evident contrast between Au and SiO2 is visible and this is attributable

to the permittivity difference between the two materials. While the VSM of SiO2 varies

only of small amount with changing driving current, the signal from Au had much larger

swing. However the SM signal oscillates between a maximum and a minimum values for

each material, as expected from equation 5.8.

In order to perform a numerical analysis, typical signal values were extracted by averaging

the pixels in the rectangular areas (yellow for the Au and white for the SiO2) as shown

in the top right images of figure 5.25. The data was fitted to the SM equations (equation

5.8 and 3.30) and compared to the predictions of the FD model (equations 5.4, 5.3 and

5.6) for the materials under analysis. The interferometric fringes obtained through the

SM fitting algorithm show a sinusoidal form due to the small feedback parameter C and

the linewidth enhancement factor α, being for Au, CAu=1×10−7 and αAu=-2.1061 and for

SiO2, CSiO2=1×10−7 and αSiO2=-2.2631. While the values of C are in line with the very

weak feedback regime [14], similar values are obtained for α since the same QCL was used

for the measurements. Likewise, comparable tuning coefficients k, kAu=6.65·106 Hz/mA

and kSiO2=6.45· 106Hz/mA were obtained from the fits. The phase difference and the

ratio of amplitudes extracted from these fits are ϕAu − ϕSiO2 ≈30◦ and sAu/sSiO2 ≈9.1,

respectively.

These values were then compared with those predicted by the FD model. For this, the

permittivity of the tip, εt, was retrieved by the Drude model applied to platinum, Pt, which

is a good approximation considering that the tip was made of an alloy Pt:Ir; similarly, the

permittivity of Au was retrieved by application of the Drude model. In this work the FD

model has been computed using L = 500nm and g = 1ei0.1, in equation 5.4. The model
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Figure 5.26: Interferometric fringes obtained for Au (left y-axes) and SiO2 (right y-axes)
out of the NF images shown in figure 5.25. The SM fit was performed by following the
algorithm of R. Kliese [19]. ϕAu − ϕSiO2 ≈30◦ and sAu/sSiO2 ≈9.1 could be extracted by
the SM fit. The data point at IQCL=592mA has been removed due to an experimental
mistake.

predicts an amplitude ratio, sAu/sSiO2 ≈ 12 and a phase difference ϕAu − ϕSiO2 ≈11◦, as

shown in figure 5.27. Whilst the ratio of amplitudes agrees well with the experimental

results, there is a slight difference between the phase differences obtained from the model

and experimental data. This can be attributed to the experimental approach adopted.

The SM signals, which are VSM demodulated at the 1st harmonic of the tip frequency, are

subjected to a background signal which affected the SiO2 data more prominently. Indeed

as already previously stated by Cvitkovic et al [238], random and systematic errors can

affect the phase in case the signal amplitude is low and, in particular, if the near-field

signal is weak the measured phase can be strongly altered by the unsuppressed part of the

background scattering. The data shown might be affected by the aforementioned issue,



140 of 242

(a) (b)

Figure 5.27: Comparison between FD model and data extracted from the SM fit shown in
figure 5.26. (a) Amplitude ratio, and (b) phase difference. Red dashed line indicates the
QCL lasing frequency.

because SiO2 produced a much smaller signal amplitude compared to the Au. In order to

overcome this issue the experimental procedure for the KBr sample was changed and will

be explained in the next section.

5.5.2 Experimental results for Au on KBr

The different approach adopted for the KBr sample consisted of firstly maximizing the

SM signal (a1) measured on the substrate. Images 1µm×1µm (10px×10px) were then

acquired with IQCL ranging between 550mA and 606mA in steps 2mA, making sure that

the scan area only consisted of KBr. Secondly, equivalent 1µm×1µm images were acquired

on the Au driving the laser over the same range of IQCL. These images were acquired using

ftapping ≈60kHz, Atip ≈160nm and TC=300ms. With this approach experimental errors

due to, for example, laser temperature drift could be minimized since the acquisition

of only 100 pixels was quicker than for the larger images acquired in the the previous

approach (600 pixels). The interferometric fringes obtained through plotting the average

VSM=a1cos(p1) as a function of IQCL are shown in figure 5.28.In this case the fitted

fringes show a non-sinusoidal behaviour due to larger the feedback parameter C and the

linewidth enhancement factor α, being for Au, CAu = 1.00 and αAu=-2.8987, and for
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Figure 5.28: Interferometric fringes obtained for Au (left y-axes) and KBr (right y-axes)
by averaging VSM obtained from separate 1µm×1µm images of the two materials. The SM
fit has been performed by following the algorithm of R. Kliese [19]. A ϕAu − ϕKBr ≈33◦
and sAu/sKBr ≈0.9 could be extracted by the SM fit.

KBr, CKBr=0.76 and αKBr=-2.2133. While the values of C differ are in line with weak

feedback regime of self-mixing [14], similar values are obtained for α since the same QCL

was used for the measurements. Likewise, comparable tuning coefficients k, kAu=6.73·106

Hz/mA and kSiO2=6.75·106Hz/mA were obtained, which are congruent with the values

obtained from the previous sample. The phase difference and ratio of amplitudes extracted

from these fits are ϕAu − ϕKBr ≈33◦ and sAu/sKBr ≈0.9. In this case, both the phase

difference and amplitude ratio are in good agreement with the FD model using L=500nm

and g=1ei0.1, as shown in figure 5.29. Specifically, the FD model for Au/KBr sample

predicts a phase difference ϕAu − ϕKBr ≈38◦ and the amplitude ratio sAu/sKBr ≈1.3

at the QCL lasing frequency, in accordance with the phonon resonance of KBr in the
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(a) (b)

Figure 5.29: Comparison between FD model and data extracted from the SM fit shown in
figure 5.28. (a) Amplitude ratio, and (b) phase difference. Red dashed line indicates the
QCL lasing frequency.

THz range as shown in figure 5.24(a). The slight discrepancy might still arise due to the

experimental approach as well as the presence of background signal, considering the use

of the 1st harmonic data. Nevertheless, the all-electrical experimental approach described

here opens the possibility to a new technique for extracting fundamental information of

materials, including the complex permittivity, with a subwavelength resolution that can

be potentially applied to many materials exhibiting resonant phenomena.

5.6 Possible implementation in the neaSNOM controller software

All the experiments using the stepped frequency SM approach applied to THz-s-SNOM

were performed by manually changing the IQCL for every image acquisition. The software

of the neaSNOM did not provide direct control of IQCL or any component external to the

microscope, practically making the presence of the user essential. In order to increase the

imaging rates, LabVIEW programs could be developed to automate changing the laser

driving current while performing imaging of samples. Currently this isn’t possible due to

the lack of drivers available to control the neaSNOM, but Neaspec are currently developing

drivers to allow this. As such, potential solutions in the form of flowcharts are presented

for two potential imaging methods. These proposals considered two different manners in
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order to acquire VSM data: the pixel-by-pixel and the current-by-current approach. The

(a) (b)

Figure 5.30: Flowchart of programs proposed to be implemented to the neaSNOM con-
troller software. 5.30(a) pixel-by-pixel and (b) current-by-current approach.

pixel-by-pixel approach (see figure 5.30(a)), as the name suggests, acquires the VSM fringes

pixel by pixel. The user begins by entering the initial and final currents, and the current

step, as well as the area to image, the imaging TC and the number N of VSM acquisition

to be averaged. The code would run, setting the initial QCL driving current, and allowing

60 seconds for the QCL temperature to stabilise. The QCL temperature could also be read

from the temperature controller to improve this function. The idea is that the software

controls the entire IQCL ramp on the first pixel storing the averaged (after average of N

acquisitions) VSM data at every current ramp; then the tip moves to the second pixel and

continues imposing the current ramp for every chosen pixel. In this case the measurement

time per current point would be determined by the TC . For example, for TC=1ms and 100

current points, the acquisition time per current ramp would be 100ms. This corresponds

to a current stepping rate of 10Hz, which is enough to avoid the temperature of the QCL to

be stabilised at every acquisition. Subsequently, by averaging 50 times (N) the acquisition,

the total elapsed time would be 5s per pixel. The current-by-current approach (see figure
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5.30(b)) instead would acquire the entire image before changing the laser current to the

next value, similar to the method used in this chapter. One advantage of the pixel-by-pixel

approach is it would avoid the sample drift caused by the repeated stage/tip movements in

every image acquisition and would reduce tip degradation due to moving across the sample

surface. Moreover the pixel-by-pixel approach would be faster than the current-by-current

approach because it would avoid the 5s delay for the TQCL stabilisation needed at every

IQCL value.

In order further improve the measurement procedure a radically different approach is here

proposed. Instead of acquiring images of the samples under analysis, a better method

would consist of exclusively recording approach curves. Measuring VSM at the position of

NF enhancement for each IQCL would make the experiments less subjected to systematic

errors caused by sample drift and QCL temperature drift. Also possible contaminations

due to sample fabrication would have a smaller impact on the measurements. Similarly to

the previous flowcharts, a block diagram for a program that acquires only approach curves

is proposed in figure 5.31.
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Figure 5.31: Proposed flowchart of a program that acquires approach curves for all the
range of chosen IQCL.

5.7 Conclusions

In this chapter, two different experimental systems for NF microscopy based on SM de-

tection in a THz QCL have been presented. Despite the approach curves showing a NF

enhancement of the SM signal demodulated up to 2nd harmonic of the tip tapping fre-

quency, the bespoke system suffered limitations given by the poor control of tip-sample

surface distance (d). Considering that the NF enhancement occurs when d is comparable

to the tip radius of curvature, the possibility to acquire an image is strictly related to the

ability of the system to maintain d constant during the acquisition. Despite this approach

have shown to work previously [185], the mentioned problem prevented the acquisition of

images in this work. As such, a solution based on the implementation of a feedback circuit

loop is proposed, similar to the work reported by R. Degl’Innocenti et al in [122].

The second system exploited a commercially available s-SNOM/AFM platform called

neaSNOM made by the company Neaspec GmbH, which was operated using the SM
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detection scheme. Acquisition of VSM demodulated up to the 5th harmonic and with

a subwavelength imaging resolution of 83nm (∼ λ/1000) has been demonstrated by em-

ploying a QCL based on a hybrid structure and lasing at ∼3.45THz. The system was

characterized, and a clear dependence of the resolution on the tip tapping amplitude has

been demonstrated. In order to select the ideal experimental parameters, the same image

was acquired with different integration times, Tc; a good contrast between Au and Si

was found for Tc=50ms, but Tc=200ms was selected as the best trade-off to ensure clear

contrast and reasonable acquisition time.

Exploiting the dependence of the QCL lasing frequency on IQCL a stepped-frequency SM

scheme was developed enabling coherent NF imaging measurements of the phase ϕn and

amplitude sn of a specific sample, using an all-electrical approach. The possibility to re-

trieve complex permittivity information of materials has been demonstrated by using two

different samples, Au/SiO2 and Au/KBr. The results have been compared to prediction of

the FD model in which the metallic tip is modelled as a spheroid which mirrors the dipole,

created by the incident beam, into the sample. While the Au/KBr sample has shown a

really good agreement with the theory, a slight discrepancy in the measured phase con-

trast was found for the Au/SiO2 sample, which has been attributed to the experimental

conditions and the influence of the background signal, as suggested also by Cvitkovic et al

[238].

Future development of THz-s-SNOM based on SM detection in QCLs could benefit from

a broader QCL frequency tuning and consequently a wider frequency range to investigate

fundamental properties of materials. Possible applications will range from imaging bio-

materials to the investigation of quantum or plasmonic devices where the subwavelength

resolution of the s-SNOM is an essential feature to understand the nano world phenomena.
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6 THz near-field imaging of graphene

Since Novoselov K. et al introduced the mechanical exfoliation method to produce large

areas of graphene with relatively high quality [240], the interest of the research community

in this material has grown exponentially. Due to its intriguing electronic and optical prop-

erties the emerging applications of this material are wide ranging. For example, graphene

field effect transistors with astonishingly high mobility have shown ambipolar behaviour

making it a material with the potential to replace silicon electronics in the future [240–

242]. It has also been employed for the production of ultrafast lasers [241, 243, 244]. Since

it’s a transparent material, it can be used not only as an electrode for solar cells, replacing

the more expensive Indium tin oxide (ITO), but also as a touch screen electrode [245–

247]. Thanks to its semi-metal nature graphene has also been employed in photodetectors

for mid-IR and THz light [248–252]. Graphene has also shown the possibility to support

tunable propagating plasmons in the mid-IR and THz ranges [25, 26, 28, 142, 143, 145, 253–

255]. Furthermore, it has been integrated in a metal resonator, and by electrically tuning

its Fermi energy has been used as a THz light modulator [256] and also as a broadband

optical modulator [244].

This chapter is dedicated to the study and imaging of graphene sheets through THz-s-

SNOM employing a THz quantum cascade laser with a particular focus on the possibility

of imaging propagating plasmons in graphene using THz radiation. To date this has been

demonstrated only thermo-electrically [26] or in the time-domain through an aperture-

type SNOM approach [25].

The chapter first presents the relevant theory and describes the modelling of surface plas-

mons in graphene taking into account two possible substrate materials, silicon dioxide

SiO2 and hexagonal boron nitride h-BN. The model is further developed to simulate THz-

s-SNOM employing s-SNOM tips of different size. Subsequently, Section 6.3 will discuss

the processing of graphene samples and finally Section 6.4 the acquired THz NF images,

supported by Raman spectra, will be shown and discussed.
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6.1 Theory and Modelling

(a) (b)

Figure 6.1: (a) Graphene honeycomb lattice and (b) its Brillouin Zone. In (a) a1 and a2
are the lattice unit vectors indicating a triangular lattice; δ1, δ2 and δ3 are the nearest-
neighbor vectors. In (b) the dirac points are K and K’.

Graphene is a single atomic layer of graphite [257]. Carbon atoms in graphene are arranged

in a honeycomb structure, as shown in fig. 6.1(a). The unit cell consists of two atoms

basis structured in a triangular lattice, with lattice vectors, a1 = a/2(3,
√

3) and a2 =

a/2(3, -
√

3), where a ≈ 1.42 Å is the carbon-carbon distance. The three nearest-neighbour

vectors in real space are δ1 = a/2(1,
√

3), δ2 = a/2(1, -
√

3) and δ3 = -a(1, 0). The next six

second-nearest neighbours are at δ′1 = ±a1, δ′2 = ±a2 and δ′3 = ±(a2-a1) [240, 257, 258].

Figure 6.1(b) also shows the reciprocal lattice, in which the vectors are defined as b1 =

2π/3a(1,
√

3) and b2 = 2π/3a(1, -
√

3). The K and K’ points at the corner of the Brillouin

zone (BZ) in the reciprocal lattice are called Dirac points and their position are given

by K = (2π/3a,2π/3
√

3a) and K’ = (2π/3a,-2π/3
√

3a). The band structure of graphene

can be derived by the tight-binding model which shows a unique characteristic around the

Dirac points K and K’. At K and K’ the energy dispersion has a linear relationship with the

momentum and can be described by the simple relation En(p) = nvfp, where vf ≈ 106 m/s

( ≈ c/300) is called the Fermi velocity and n = ± 1 for the valence (-) or conduction (+)
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band [21, 240, 257–260]. Experimental studies have confirmed that electron transport in

graphene is governed by Dirac’s relativistic equation where the charges have been shown to

be massless dirac fermions, sustaining the thesis of a linear energy dispersion and a c/300

fermi velocity [21, 258]. In the absence of doping the Fermi energy of graphene lies at EF =

0 eV and electrons are all confined in the valence band. There are no free electrons and the

electrical conductivity is at the lowest value; this point is called the charge neutrality point

(CNP). In the presence of photons direct interband excitations of valence electrons and the

creation of hole-electron pair can occur at all photons frequencies, which makes graphene

a 0 eV band gap material. The presence of dopants in the graphene can alter this status in

two different ways. In the first case, a dopant can move EF to positive values (EF > 0 eV)

making electrons occupy part of the conduction band, which automatically excludes some

optical transitions due to the Pauli exclusion principle. With large doping, CB electrons

are unbound from the static potential and will be free to move, making graphene behave

in a similar way to a metal, but with the presence of an energy band gap. In this case

the conductivity will be higher than the EF = 0 eV case. In the other case, a dopant can

move EF to negative values (EF < 0 eV), again excluding some optical transitions and

hence creating an energy band gap. In this case the conductivity will again be higher than

for EF = 0 eV, but due to the hole concentrations instead of electrons [21, 240, 257–260].

These 3 cases are well explained in figures 6.2(a), 6.2(b) and 6.2(c).

(a) (b) (c)

Figure 6.2: Theoretical energy bands of graphene for (a) EF = 0 eV, (b) EF > 0 eV and (c)
EF < 0 eV. Red arrows indicate possible and excluded (X) optical interband transitions.
Green area indicates the band occupied by the electrons. CB and VB respectively stands
for Conduction and Valence band.
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From the experimental point of view, doping can be achieved in different ways: self-doping

caused by the presence of defects due to the processing of graphene [22, 258, 261–264] or

by the adsorption of molecules or nanoparticles (NPs) [22, 23, 264–270]; and doping due

to field-effect [20, 21, 242, 251, 252, 269, 271, 272].

Doping due to the field effect is caused by the effect of an electric field applied perpen-

dicularly to the graphene surface. It is a well known effect and is the basis of every field

effect transistor. In a conventional Si field-effect transistor the application of an elec-

tric field perpendicularly to the Si channel shifts the Si Fermi level at the Si/oxide(or

dielectric) interface, making the bands bend; as a consequence an increase (or decrease)

of carrier concentration in the conduction band will occur. This, in turn, modifies the

conductivity depending on the nature of the channel (n-channel or p-channel). As already

mentioned, the conductivity of graphene has a minimum at its CNP and increases inde-

pendently by applying either a positive or a negative electric field. The channel is one

atomic layer of carbons and the Fermi level will be tuned depending on the applied elec-

tric field. The graphene field effect transistor has shown an ambipolar behaviour because

the conduction is established both for electrons and holes and has been experimentally

demonstrated with both the top and back-gated geometry, as shown in figures 6.3(b) and

6.4(b) [20, 21, 242, 251, 252, 269, 271, 272].

(a) (b)

Figure 6.3: (a) Top-gated MOSFET based on graphene channel transfered on a SiO2/Si
substrate. (b) Drain Current vs Top Gate Voltage characteristic showing the ambipolar
nature of a graphene channel. Adapted from Schwierz [20]
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(a) (b)

Figure 6.4: (a) Scanning electron microscope image of a back-gated graphene transistor
(the width of the central wire is 0.2 µm). (b) Changes in graphene’s conductivity σ as a
function of gate voltage Vg, at 10 K. Adapted from Novoselov [21]

Self-doping and doping due to the adsorption of molecules have a static effect on the

Fermi level of graphene, meaning they mainly affect the CNP of the graphene sample.

Experimental observations have demonstrated, for example, how doping graphene with

nitrogen atoms during its synthesis can alter the CNP [22], and consequently also the

sample mobility. It’s worth mentioning that doping graphene during its synthesis means

that dopant atoms can substitute the carbon atoms in the graphene structure. This is

different to adsorption, where ligands, molecules or nanoparticles bond to the carbon

atoms on the surface of graphene, without altering its structure. For example, it has been

demonstrated that ligand-bound nanoparticles such as iron oxide, titanium dioxide or

cadmium selenide, which act as charge reservoir, can strongly affect the CNP and charge

mobility [23]. These effects are shown in figures 6.5(a), 6.5(b) and 6.5(c).
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(a) (b) (c)

Figure 6.5: (a) Conductance (G) as a function of gate voltage (Vgs) for graphitic nitrogen
dopant (GG) with Gmin at - 30 V, Vds = 1 V. Inset is energy band of the GG, the red
and blue spheres represent the electron and hole, respectively. (b) Conductance (G) as
a function of gate voltage (Vgs) for pyrrolic nitrogen dopant (PG) with Gmin at - 5.2 V,
Vds = 1 V. Inset is energy band of the PG. (a) and (b) adapted from Zhang [22]. (c)
Resistivity vs gate voltage for pristine graphene (blue) and the same device receiving two
drops of NP solution (red). Inset shows the scanning electron micrograph of a pristine
graphene device. Adapted from Wang [23]

6.1.1 Surface Plasmons in Graphene

The reason of imaging propagating plasmons on graphene is related to the possibility of

applying this material for antenna devices. The confinement of the light to smaller (than

the original) wavelength provided by the plasmonic resonance on the graphene surface open

the possibility to have antennas based on graphene able to efficiently detect a broader range

of wavelength by simply tuning the graphene fermi energy [143, 273], due to the semi-metal

behaviour of this material. Moreover from a near-field image of propagating plasmons,

their wavelength can be directly measured making the plasmon wavelength calculation

effectively easy [143]. As mentioned in the previous section, for high doping, graphene has

free carriers and so can be considered as a semi-metal due to the presence of an energy

gap, which gives the possibility of interband transitions. Acting as a metal, its optical

conductivity σ(ω) can be described by a generalized Drude model with the addition of a

term that accounts of these interband transistions [24, 27, 142, 253, 259, 274–277], as will

be discussed in Section 6.1.2.

The standard Drude model is used commonly to describe metal-light interactions and

to explain conduction in metals. The optical response of a material can, in general, be
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explained by its dielectric function ε(ω), which is strongly dependent of the light frequency,

ω. Metals described by the Drude model are approximated as fixed cores (the atoms nuclei)

surrounded by a gas of quasi-free electrons, which give rise to conduction in the metal. In

this perspective the metal dielectric function can be written as [277, 278],

ε(ω) = ε∞

(
1−

ω2
p

ω2 + iγω

)
, (6.1)

where ωp is the bulk plasma frequency, γ is the damping constant and ε∞ is the high

frequency dielectric offset; ωp is characteristic of each metal and usually lies in the UV

range of the electromagnetic spectrum and is given by the expression,

ωp =

√
ne2

meε0
, (6.2)

where n is the carrier concentration, e is the electron charge, me is the electron effective

mass and ε0 the vacuum permittivity. When ω < ωp, the real part of ε(ω) is negative and

no radiation can propagate through the metal. For ω > ωp the metal becomes transparent

and radiation can propagate [277, 278].

In order to understand the interaction between light and graphene, attention also needs to

be given to the excitation of the surface plasmons (SPs). SPs are p-polarized electromag-

netic (EM) waves trapped at the interface between a conductor (for example a metal with

dielectric function ε(ω)) and a dielectric (with dielectric constant εr); these are transverse

magnetic (TM) modes caused by collective oscillations of surface charges bound to the

interface, which are solutions of Maxwell’s equation[277, 278]:

∇×∇×E(r, ω)− ω2

c2 ε(ω)E(r, ω) = 0, (6.3)

where E(r,ω) is the oscillating electric field propagating along the vector r. By considering

that above the metal surface (defined at x=0) this electric field decays exponentially, it

is possible to write E(x>0) ∝ e−Kx. At the same time, in the metal the field propagates

with wavevector Km, and so E(x<0) ∝ eKmx, where x is the direction normal to the
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metal surface. The wavevectors K and Km can be expressed as K =
√
K2
SP − εr(ω2/c2),

Km =
√
K2
SP − ε(ω)(ω2/c2). Then by matching the boundary conditions for the TM

polarization, it is possible to obtain the relation,

1 = −ε(ω)K
εrKm

. (6.4)

Finally, by substituting K and Km in equation 6.4 and solving for KSP , the SP wavevector

can be described by the dispersion relation [24, 259, 277, 278]:

KSP = ω

c

√
εrε(ω)
εr + ε(ω) , (6.5)

in which ω is the light frequency, c the speed of light and ε(ω) is given by equation 6.1

for a bulk metal. From equation 6.5 it is possible to note how the expression diverges to

the value KSP � ω/c for certain frequencies. These are the frequencies where ε(ω) = -

εr which gives rise to an interesting peculiarity of SPs. Namely, they are able to confine

EM waves far below the diffraction limit. Indeed, ε(ω) < - εr is a necessary condition

for the existence of SPs, and this is why metals are usually used [24, 259, 277, 278] in

optical experiments. Figure 6.6 shows the SP dispersion relation at the interface of Si/Ag

[24]. Around the SP resonance (where ω/ωsp = 1) the SP wavevector is much larger than

the wavevector propagating in Si (the dielectric), and hence the SP wavelength is much

smaller than the wavelength of light propagating in the dielectric.

Now by considering a thin slab of metal of thickness d, the permittivity (dielectric function)

can be re-written in terms of the optical conductivity following the relation [24, 259, 277,

278],

ε(ω) = 1 + iσv
ωε0

(6.6)

In equation 6.6, σv is the volume conductivity related to the expression Jv = σvE. In the

case of a very thin metal, d·Km � 1, currents are uniform at the metal surface and Js =

σsE = Jv · d, where σs = σv · d is the surface conductivity. Consequently it is possible to
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Figure 6.6: SPs dispersion curve (solid blue line) for Ag-Si interfaces; dotted blue is the
light line in Si; dashed red line denotes the SP resonance. Adapted from Jablan [24]

obtain the dispersion relations as function of the surface conductivity:

KSP = 2iωε0εr
σs

(6.7)

Graphene can be considered essentially as a 2D electronic system. It is usually placed on

a dielectric substrate (with dielectric constant εr) and if not specified is surrounded by air

as depicted in figure 6.7.

Similarly to the case of metals, TM modes can be found by assuming that the electric field

decays exponentially in the direction normal to the graphene surface and has the form:

Ez = A expiqz−Q1x, Ey = 0, Ex = B expiqz−Q0x, for x > 0, (6.8)

Ez = C expiqz+Q1x, Ey = 0, Ex = D expiqz+Q0x, for x < 0, (6.9)
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Figure 6.7: Schematic of the graphene system and TM plasmon modes

where q is the SP wavevector. Inserting these expressions into Maxwell’s equations and

matching the boundary conditions it is possible to obtain the dispersion relation for p-

polarized EM waves on the graphene surface,

εr√
q2 − εrω2

c2

+ 1√
q2 − ω2

c2

= −σ(ω, q)i
ωε0

(6.10)

In the electrostatic regime (q� ω/c), equation 6.10 can be reduced to:

q ≈ Q0 ≈ Q1 ≈
iε0(εr + 1)ω
σ(ω, q) (6.11)

Equation 6.11 represents the dispersion relation of plasmons on the graphene surface

[24, 27, 142, 143, 253, 259]. Furthermore by adding to the optical conductivity an explicit

dependence on the wavevector, and not only on the frequency, the possibility of nonlocal

effects can be taken into account, where the mean free path of the electrons can be smaller

than q−1. It is worth mentioning that even though the dispersion relations for plasmons

in graphene and SPs in metals (equations 6.7 and 6.11, respectively) have a similar form,
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they are qualitatively different because electrons in graphene are frozen in the transverse

direction [21, 240, 257–260, 279]. Moreover, while for conventional metals the bulk plasma

frequency, ωp, shows a dependence ∝n1/2, with the carrier concentration (see equation

6.2), in graphene, due to Landau interband damping, this dependence becomes ∝n1/4, by

following the relation given by equation 6.12 [249].

ωp =
√

eEF q

2πh̄2ε0εr
, (6.12)

where EF is the fermi energy of graphene. This proportionality can be seen by using the

simple relations given by the Drude model, n=k2
F /π and me=EF /v2 [249].

In order to calculate the plasmon dispersion relation in graphene, an expression for the

conductivity is needed.

6.1.2 The conductivity of Graphene

Thanks to the semi-metal nature of graphene, it is possible to adopt a semi-classical model

which does not account for the dependence of the conductivity on the wave vector. This

model leads to a Drude-like expression [24, 253, 259, 277, 280] in the form:

σD(ω) = e2EF

πh̄2
i

ω + iτ−1 , (6.13)

where e is the elementary charge, EF the Fermi energy and τ is the relaxation time (RT).

The RT is a parameter linked to the losses due to electron impurity, electron defects, and

electron-phonon scattering. Equation 6.13 assumes a temperature T ≈ 0, which is a good

approximation for high doping for which EF � kBT. By combining equations 6.13 and

6.11 a direct equation for the plasmon dispersion relation is obtained:

q(ω) = πh̄2ε0(εr + 1)
e2EF

(
1 + i

τω

)
ω2 (6.14)

The effect of losses can be represented by a dimensionless number called the plasmon prop-

agation constant (PP), which can be interpreted as the propagation distance of plasmons
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on the graphene surface before they vanish, expressed as a number of plasmon wavelengths

by the following relation,

PP = <q
2π=q . (6.15)

Using equation 6.14 we obtain the following expression for PP, which shows a direct

relation with the RT:

PP = ωτ

2π . (6.16)

An estimation of the relaxation time, τ , can be obtained by DC mobility measurements

if the photon energy is below the interband transition (h̄ω<2EF ) and if ω<ωOph, which

is optical phonon threshold of graphene (h̄ωOph ≈ 0.2eV [254]). In this case RT can be

expressed as [24, 253, 259],

τDC = µEF
evF

, (6.17)

where µ is the DC mobility and vF is the Fermi velocity, which is the velocity associated

with the Fermi energy according to the relation, EF=1
2mv2

F . It’s important to emphasize

that in this regime (h̄ω<2EF and ω<ωOph), scattering from impurities and defects are the

major limiting processes affecting the relaxation time [24, 259]. Excitation of hole-electron

pairs is not expected because ω is well below the frequency of interband transitions and

the phonon frequency (intraband transitions). Therefore, the major factor limiting RT,

and in turn PP, will be the DC mobility determined by these scattering processes.

However, for ω greater than or equal to 2EF electron transitions can occur, and hence

the losses increases. In order to account for interband transitions a self-consistent linear

response theory, called the Random Phase Approximation (RPA), with the relaxation time

approximation introduced by Mermin [277, 281] (for finite τ) can be employed. Within

the RPA the electric susceptibility of graphene is given by [24, 143, 253, 259, 276, 280, 282]

χ(q, ω) = e2

q2 Π(q, ω), (6.18)
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where

Π(q, ω) = 4
Ω

∑
k,n1,n2

f(En2,k+q)− f(En1,k)
h̄ω + En1,k − En2,k+q

×
∣∣∣〈n1,k|e−iqr|n2,k + q

〉∣∣∣2 , (6.19)

in which f(E) = (eE−EF /kBT + 1)−1 is the Fermi-Dirac distribution and nx represents the

band indices. In equation 6.19 the factor 4 arises from the degeneracies of 2 valleys and

2 spins. In the RPA-RT approach the effect of defects, impurities and phonons scattering

are taken into account through the RT [281]; moreover conservation of electron number is

assumed. In this perspective the susceptibility can be written as,

χτ (q, ω) = (1 + i/ωτ)χ(q, ω + i/τ)
1 + (i/ωτ)χ(q, ω + i/τ)/χ(q, 0) . (6.20)

The conductivity is then obtained by the relation,

σI(q, ω) = −iωχτ (q, ω). (6.21)

By solving equation 6.21 in the limit q→0 and for T=0, it is possible to derive an expression

for the contribution to the conductivity of graphene, in the RPA approximation, which

considers the interband transitions,

σI(ω) = e2

4h̄
(
θ(h̄ω − 2EF )− i

π
ln

∣∣∣∣2EF + h̄ω

2EF − h̄ω

∣∣∣∣ ), (6.22)

where the step function, θ is defined as,

θ(h̄ω − 2EF ) =


0, h̄ω < 2EF

1, h̄ω ≥ 2EF
(6.23)
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As a result the total conductivity of graphene is given by summing equation 6.13 and 6.22,

σ = σD+σI , which yields,

σ(ω) = e2EF

πh̄2
i

ω + iτ−1 + e2

4h̄

(
θ(h̄ω − 2EF )− i

π
ln

∣∣∣∣2EF + h̄ω

2EF − h̄ω

∣∣∣∣
)

(6.24)

Figure 6.8: Real (solid curve) and Imaginary (dashed curve) parts of graphene conductivity
obtained by the RPA-RT approximation for different doping level (EF )

Figure 6.8 shows the real and imaginary parts of the conductivity of graphene obtained

from equation 6.24, for different doping levels, and assuming an electron mobility µ=10000

cm2/V s. From the graph can be seen that the imaginary part of the conductivity becomes

negative for frequencies around 2EF . In this region there are no solutions to the dispersion

relation and consequently graphene cannot support TM modes. For h̄ω>2EF the real part

reaches the universal value of σ0=e2/4h̄ [24, 253] which indicates a loss process; electrons

are excited by the incident photons from the valence to the conduction band. This effect
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has been experimentally confirmed, with only 2.3% of white light being absorbed by a

single layer of graphene [283]. The behaviour of the real and imaginary parts of the

conductivity has also been verified experimentally with infrared spectromicroscopy, by

studying the transmission and reflectance of a graphene device under different applied

gate voltages [276]. For T>0 the effect of a non-zero temperature is to marginally smooth

the steep increase of the real part of the conductivity and also to smooth the negative

peak of the imaginary part occurring in proximity of the interband transition at 2EF

[24, 253, 259, 280].

From equation 6.11 and 6.24 the real part of the plasmon wavevector can be evaluated as

a function of the incident photon energy, allowing the plasmon dispersion relation to be

plotted for different doping levels.

Figure 6.9: Graphene plasmon dispersion relation for different doping levels. εr=3.9 is
assumed, which corresponds to the SiO2 dielectric constant. Logarithmic scale. Solid
curves are obtained by considering the effect of σ=σD+σI , dashed curves by considering
only the effect of σD.
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This is plotted on a logarithmic scale in figure 6.9 assuming a value εr=3.9, which is the

permittivity of SiO2. SiO2 is one of the substrates considered in this study and is also

commonly used for the fabrication of graphene based devices [21, 142, 143, 240, 242, 258,

261, 268, 284]. As predicted from equation 6.14, for small h̄ω, all the curves in figure 6.9

show a quadratic dependence of the wave vector q on the light frequency (dashed curves).

This behaviour, which is typical of 2D electron gases [253], is due to the effect of the

Drude component of the conductivity σD (equation 6.13). However, when h̄ω approaches

the interband transition energy a logarithmic dependence is observed. From the complex

wavevector it is possible to extract a value of the plasmon wavelength using the relation

λP = 2π/<q. From an experimental point of view this relation is also useful, because

it allows the SP wavevector to be directly extracted from an image of the resonance of

propagating graphene plasmons. The complex wavevector also allows the parameter PP

to be calculated according to equation 6.15.

Figure 6.10 shows the parameter PP evaluated as function of the incident photon energy.

The dashed curves represent PP when only the Drude component of conductivity (σD,

equation 6.13) is taken into account; solid curves when the full conductivity σ=σD+σI is

considered. In the latter case, PP reaches high values (>100 for EF=1eV), but decrease

sharply when h̄ω approaches 2EF due to the formation of electron-hole pairs because of

interband transitions. However, in both cases PP increases as EF increases and this is

attributed to the increment of carrier concentrations in the conduction band, with the

consequent increase of RT, τ . It is also evident how the incident photon energy plays

a major role on the propagation of the graphene plasmons. For this current study, the

interest is focused on the understanding of the graphene plasmon response stimulated by

THz light, which corresponds to photon energies on the order of a few tens of meV (3

THz = 12.4 meV). In this regime PP is very short and the differences between σ and σD

are negligible. In the mid-IR and near-IR regimes (from hundreds of meV to 1 eV) the

differences are more relevant because of the interband transitions, the losses from which

need to be taken into account. Moreover, the assumptions made for the RT (ω < ωOph)

are no longer valid because transitions of graphene optical phonons might occur [254] and
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Figure 6.10: Plasmon propagation as function of the incident photon energy; εr=3.9 is
assumed. Solid curves are obtained by considering the effect of σ=σD+σI , dashed curves
by considering only the effect of σD.

electron-phonon scattering has to be considered in the model. In the THz regime, however,

it is valid to consider scattering by impurities and defects as the major processes limiting

PP. Indeed, due to the linear dependence of PP on µ, the DC mobility in equation 6.17

is the significant factor affecting PP in graphene under THz light at fixed EF . As an

example, figure 6.11 shows PP as function of µ obtained at h̄ω = 12.4meV (3 THz) for

EF = 0.4 eV. At µ ≈ 10000cm2/V s, PP ≈ 1, which is roughly ten times lower than PP

obtained at h̄ω = 100meV .

The mobility in graphene depends strongly on the properties of the substrate/environment

and different studies have revealed the crucial role of the substrate optical phonon modes

on the damping of graphene plasmons [142, 254]. In the models presented above the effect

of the substrate has been accounted for using the static dielectric constant εr (3.9 for
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SiO2). This is a limitation because the dependence of ε on ω is not negligible and can

have a strong impact on the properties of a graphene sheet deposited onto the substrate.

For example SiO2 exhibits numerous phonon modes in the mid-IR region [18] that cannot

be ignored when building a model to describe the near-field interaction between a s-SNOM

tip and a graphene sample.

Figure 6.11: Plasmon propagation in grahene as function of DC mobility µ obtained at 3
THz for EF = 0.4eV; εr=3.9 is assumed.

6.1.3 Near-Field interaction with graphene

In scattering-type near-field microscopy (s-SNOM) a near field interaction occurs when

a metallic nanometric tip (with radius of curvature a), polarized by the incoming light,

is approached to a polar or conducting surface. The evanescent field created by the

light at the tip is altered when the tip-sample distance is comparable to a. In turn, the

polarization of the tip is also affected [152] and to quantify this interaction the Fresnel
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reflection coefficient is employed [142, 146, 253, 254]. The Fresnel reflection coefficient for

p-polarized light rp(q, ω) is defined as the ratio of the amplitude of the reflected p-polarized

field Er to that of the incoming p-polarized field Ei. Specifically in the case of graphene,

the Fresnel reflection coefficient is given by equation 6.25. In order to account for the

substrate phonon modes and their coupling with graphene plasmons, the full complex

dielectric function of the substrate needs to be considered.

rp(q, ω) =
εr(ω)ε0Q0 − ε0Q1 +

(
4πQ0Q1σ

ω

)
εr(ω)ε0Q0 + ε0Q1 +

(
4πQ0Q1σ

ω

) . (6.25)

In equation 6.25 ε0 is the dielectric constant of vacuum, ε1(ω) = εr(ω)ε0 is the complex

dielectric function of the substrate, Qi=
√
εr,i(ω/c)2 − q2 are the out-of-plane components

of momenta, and σ is the conductivity of graphene obtained from equation 6.24. It is

worth mentioning that the reflection coefficient, rp(q, ω), describes all the dynamics of the

interaction between light and electrons at graphene-substrate interface in the near-field

as well as far-field. The charges in graphene are driven by the radial component of the

field scattered by the tip; these charges, in turn, modify the polarization of the tip. In

this study the apex of the metallic tip is approximated as a point dipole. The tip is

identified by its radius of curvature, a ,and the distance between the effective dipole and

the tip apex, b, as shown in figure 6.12. This distance b has been found to provide good

agreement with experimental data when b=0.7a [142]. In s-SNOM experiments the tip is

oscillated in the direction normal to the sample surface with amplitude ∆x and frequency

Ω, figure 6.12.

As such the distance between the dipole and the sample surface is a function of time, and

can be defined as,

d(t) = b+ ∆x(1− cos(Ωt)). (6.26)

Equation 6.26 and the reflection coefficient of equation 6.25, rp, can be used to calculate
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Figure 6.12: Schematic of the s-SNOM oscillating tip

a tip-sample coupling function G [142] as follow,

G(d, ω) =
∫ ∞

0
dqq2e−2qxdrp(q, ω). (6.27)

Due to the presence of d(t), the weight function q2e−2qd is function of time, and its time

averaged result <q2e−2qd>t, called the coupling weight function (CWF), has a bell shape

and yields a maximum value around q∼1/a. In this way, the shape of the tip makes

available a large range of in-plane (surface) momenta q (centered around q∼1/a) in the

near-field system. This is an important parameter for modelling because it gives the access

to a range of momenta that can be probed depending on the curvature radius of the tip,

a. For example, figure 6.13(a) shows the CWF for a=20nm and ∆x=40nm, and figure

6.13(b) instead shows CWF obtained for a=1µm, ∆x=200nm. In the first case, CWF

attains a peak value at q∼5.21×105cm−1 which corresponds to a∼20nm; in the second

case, CWF has a peak value at q∼1.16×104cm−1 which corresponds to a∼1µm.

Finally by using tip-sample coupling function G it is possible to compute the near-field

signal, demodulated at the n-th harmonic, as a function of the incoming photon energy,
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(a) (b)

Figure 6.13: Coupling weight function (CWF) obtained (a) for a=20nm and ∆x=40nm,
(b) for a=1 µm and ∆x=200nm. q shown in the graphs is the momenta at CWF peak.

using [142]

sne
iφn ∝

∫ 2π

0

einφdφ

1−G(d, ω)a3 , (6.28)

in which sn(ω) is the amplitude and φn(ω) is the phase of the near field signal obtained for

graphene. This expression is also valid for the substrate alone, by considering its reflection

coefficient in the form

rp(q, ω) = εr(ω)ε0Q0 − ε0Q1
εr(ω)ε0Q0 + ε0Q1

. (6.29)

This model takes account of the different phonon modes of the substrate by introducing

its complex dielectric function and reveals how substrate phonons couple with graphene

plasmon modes. The dependence of the NF signal on the graphene relaxation time (τ) and

doping level (EF ) are included through the expression for the conductivity, σ (equation

6.24). A discussion of the NF interactions simulated for two different substrates and for

different graphene EF is given in the next section by plotting the results of the model with

a particular focus on the parameters rp, sneiφn and a.
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6.1.4 Model results and discussion

As previously mentioned the main interest of this study is related to near-field interaction

with graphene under THz illumination. As such, the discussion will be focus on this fre-

quency range.

According to the CWF shown in figures 6.13(a) and 6.13(b), the in-plane momenta that

contribute strongly to the near-field coupling are those around the peak CWF. As such,

the near-field signal computed using equation 6.28 will be strong if and only if the dis-

persion curve obtained from rp intersect the principle momenta given by the radius of

curvature of the tip, i.e. q∼1/a.

The substrates considered in this work are silicon dioxide, SiO2, and hexagonal boron ni-

tride, h-BN. Complex dielectric functions have been obtained from literature, respectively

from [18] for SiO2 and from [140] for h-BN. For SiO2 all the bulk optical phonon modes

are considered, although usually only the surface phonon mode is the dominant mode

affecting the near-field interaction [142, 253, 254].

h-BN is 2D crystalline material with a similar structure to graphene (a honeycomb lat-

tice). It is an anisotropic material, which means that its complex dielectric function is

different depending on the crystallographic direction, εx = εy 6= εz; the total permittivity

is calculated by the equation ε =
√
εx × εz [140]. It is usually placed underneath graphene

in a heterostructure because it has much lower surface roughness compared to SiO2; this is

done with the aim of increasing charge mobility by limiting the scattering from Coulomb

impurities and corrugations [271, 285, 286]. In fact h-BN has only 1.7% of lattice mis-

match with graphene [287] and graphene is sometimes encapsulated between two layers of

h-BN in order to screen it from the environment [26, 141, 288, 289]. In the experimental

section of this study h-BN is used as a layer between SiO2 and graphene.

In order to encapsulate the strength of the interaction between photons and plasmonic

modes, figure 6.14 plots the imaginary part of rp for EF = 0.1, 0.2, and 0.4 eV, for the case

of graphene on SiO2. The black dashed line corresponds to the plasmon wavevector ob-

tained from equation 6.11 using the SiO2 dielectric constant εr=3.9 and considering only
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the Drude component of the conductivity. The blue dashed line, instead, marks the q for

which the CWF has a maximum value, for a=20nm, ∆x = 40nm. It is immediately clear

how the plasmon wave vector (black dashed line) follows the dispersion of =rp but does

not reproduce the changes in =rp caused by the phonon modes of SiO2. This is expected

because of the use of the static dielectric constant of SiO2 in the calculation of the Drude

plasmon wave vector.

(a) (b)

(c)

Figure 6.14: Imaginary part of rp, from equation 6.25, for graphene on SiO2 obtained at
(a) EF=0.1 eV, (b) EF=0.2 eV, (c) EF=0.4 eV. The black dashed line corresponds to the
wavevectors q calculated from equation 6.11 considering only the Drude component of the
conductivity and using εr=3.9 for the substrate. The blue vertical dashed line marks the
dominant q, as shown in figure 6.13(a)

The near-field signal demodulated at harmonic n=3, calculated, from equation 6.28 and

plotted as a function of photon energy, is shown in figure 6.15 for different EF . Also
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shown is the near-field signal for the case of SiO2 alone. The graphs demonstrate how

the range of momenta, q, provided by the CWF of the tip (figure 6.13(a)), couple well

with graphene for photon energies between h̄ω ∼0.05eV and h̄ω ∼0.2eV. This is expected

by considering the different points of intersection between the available momenta (blue

dashed line) and the dispersions of rp in figure 6.14. The peaks in the near-field amplitude

and phase in the case of SiO2 are related to the phonon modes of the substrate. The

peaks of the signal for graphene, instead, are split in two different branches: the first

branch up to h̄ω ∼0.125eV is linked directly to the intrinsic graphene plasmon, and the

second branch, at h̄ω>0.125eV, is linked to the substrate phonon; this behaviour has been

experimentally verified by nano-spectroscopy conducted on the Graphene/SiO2 interface

by employing different light sources able to cover the photon energies in question [142].

Another important characteristic to note is the blue shift of the signal peaks with increasing

EF . The two branches clearly experience a shift to higher photon energies. Interestingly

the blue curve in figure 6.15 (EF=0.1eV) has a minor peak in amplitude and a steady

change of phase at h̄ω=0.2eV, corresponding to the inter-band transition when photons

are absorbed.

(a) (b)

Figure 6.15: (a) Amplitude and (b) Phase of the near-field signal obtained from equation
6.28 for different EF of graphene (G) on SiO2 by considering a=20nm, ∆x = 40nm. Signal
is demodulated at the 3rd harmonic. Red line corresponds to the near-field signal of only
SiO2.

Figure 6.16, shows the imaginary part of rp for EF = 0.1, 0.2, and 0.4 eV, for the case
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of graphene on h-BN. Also plotted is the plasmon wave-vector calculated from the Drude

component of the conductivity using εr=5.9 [290] (black dashed line), as well as q cor-

responding to the maximum CWF for a=20nm, ∆x = 40nm (blue dashed line). The

plasmon wave vector follows the =rp dispersion well, but again does not reproduce the

changes in =rp due to the substrate phonons even in this case.

(a) (b)

(c)

Figure 6.16: Imaginary part of rp, from equation 6.25, for graphene on h-BN obtained at
(a) EF=0.1 eV, (b) EF=0.2 eV, (c) EF=0.4 eV. The black dashed line corresponds to the
wavevectors q calculated from equation 6.11 considering only the drude component of the
conductivity and using εr=5.9 for the substrate. The blue vertical dashed line marks the
dominant q, as shown in figure 6.13(a)

The computed amplitudes and phases of the near-field signal are shown in figure 6.17 as

a function of the photon energy. The blue shift of the graphene peaks with increasing EF

is evident also for this system.
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(a) (b)

Figure 6.17: (a) Amplitude and (b) Phase of the near-field signal obtained from equation
6.28 for different EF of graphene (G) on h-BN by considering a=20nm, ∆x = 40nm. Signal
is demodulated at the 3rd harmonic. Red line corresponds to the near-field signal of only
h-BN.

It is evident from figures 6.15 and 6.17 that the use of a tip with radius of curvature

a=20nm and ∆x= 40nm provides the momenta, q, the couples better with mid-IR photons,

compared to the THz photons. In order to gain a better understanding of the near-

field response in the THz regime (for photon energies h̄ω<0.05eV) a different radius of

curvature of the tip should be employed. It has been shown in the previous section that

using a=1µm and ∆x= 200nm creates a peak in the CWF around q∼1.16×104cm−1. This

value is smaller than the previous value and thus will intersect the dispersion of =rp at

lower photon energies, as shown in figures 6.18 and 6.20 respectively for h-BN and SiO2

substrates.

As expected, the amplitude and phase of the near-field signal show, now, a stronger signal

in the region h̄ω<0.05eV. In this region there are no substrate optical phonon modes and

so the signal does not show damping or enhancement caused by them; as a consequence,

the blue shift due to the increase of EF is more evident in figure 6.19 than figure 6.17.

One more evident feature is the increase of the amplitude and phase of the signal due

to the increment of EF . In the region where h̄ω>0.05eV the amplitude and phase of the

signal for graphene/h-BN closely follows the signal for h-BN alone, which is expected due

to poor coupling of the in-plane momenta with the sample. Interestingly, for the same
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(a) (b)

(c)

Figure 6.18: Imaginary part of rp, from equation 6.25, for graphene on h-BN obtained at
(a) EF=0.1 eV, (b) EF=0.2 eV, (c) EF=0.4 eV. The black dashed line corresponds to the
wavevectors q calculated from equation 6.11 considering only the drude component of the
conductivity and using εr=5.9 for the substrate. The blue vertical dashed line marks the
dominant q, as shown in figure 6.13(b)

reason, the blue curve in figure 6.19 (graphene at EF=0.1eV) does not show any significant

signal when the photon energies approach the inter-band transition at h̄ω=0.2eV.

Figure 6.21 shows the near-field signal obtained by the use of the larger tip for graphene

on SiO2. Even in this case the major near-field resonance is in the region h̄ω < 0.05eV ;

the absence of substrate phonon modes again prevent damping and the only enhancement

is due to the increase of EF . Also the blue shift of the resonance peaks with increasing

EF is evident even in this case.

Finally it is interesting to compare the amplitude of the signal optimized for mid-IR
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photons (photon energy 0.05eV<h̄ω<0.1eV in figure 6.17(b)) with the amplitude of the

signal optimized for THz photons (photon energy h̄ω ∼0.01eV in figure 6.19(a)), for h-BN

substrate. In the first case the amplitude yields s∼1.7, while in the latter case s∼1. The

experiments, employing the larger tip a=1µm, are expected to provide similar amplitude of

the signal when compared to the mid-IR results, which employed the smaller tip, extracted

from the literature.

Section 6.4 will be dedicated to presenting and discussing experimental images of graphene

on SiO2 and on h-BN acquired through the use of a commercially available s-SNOM

system produced by the company Neaspec, coupled with a quantum cascade laser lasing

at f∼3.45THz (h̄ω=12.4meV). The purpose of this study is to explore the possibility of

mapping the propagation of plasmons which are expected to exhibit a resonance depending

on the geometry of the sample. It will be explained how the small value of PP prevents

the formation of plasmons because of the poor quality of the sample, which can influence

the charges mobility. A way will be suggested with the aim of observing the resonance of

propagating plasmons in the THz regime.

(a) (b)

Figure 6.19: (a) Amplitude and (b) Phase of the near-field signal obtained from equation
6.28 for different EF of graphene (G) on h-BN by considering a=1µm, ∆x = 200nm. Signal
is demodulated at the 3rd harmonic. Red line corresponds to the near-field signal of only
h-BN.
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(a) (b)

(c)

Figure 6.20: Imaginary part of rp, from equation 6.25, for Graphene on SiO2 obtained at
(a) EF=0.1 eV, (b) EF=0.2 eV, (c) EF=0.4 eV. The black dashed line corresponds to the
wavevectors q calculated from equation 6.11 considering only the drude component of the
conductivity and using εr=3.9 for the substrate. The blue vertical dashed line marks the
dominant q, as shown in figure 6.13(b)
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(a) (b)

Figure 6.21: (a) Amplitude and (b) Phase of the near-field signal obtained from equation
6.28 for different EF of graphene (G) on SiO2 by considering a=1µm, ∆x = 200nm. Signal
is demodulated at the 3rd harmonic. Red line corresponds to the near-field signal of only
SiO2.
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6.2 Propagating plasmons in graphene from literature

Surface plasmon waves on graphene has been studied experimentally in the THz and mid-

IR ranges through the use of near-field systems equipped with different laser sources. Of

remarkable interest are the studies conducted in the THz regime. In [25] the authors

present near-field image of different graphene structures (bow-ties, ribbons and mesas)

epitaxially grown on a SiC substrate. They employed an aperture-type near-field micro-

scope based on THz time-domain spectroscopy in order to map the temporal evolution of

the surface plasmon waves excited at the edge of the graphene structures by THz plane

waves (figure 6.22). They demonstrated reduced or enhanced transmission of THz waves

depending on the ribbon width and the orientation of the graphene ribbons with respect

to the electric field polarization. Of exceptional interest is also the study conducted in

[26]. Here, the authors employed a sophisticated graphene photodetector in which the

graphene is encapsulated between two sheets of h-BN. With a split-gate architecture they

could tune the carriers concentrations (and fermi energy) selectively in two different areas

of the graphene, and effectively establish a p-n junction between the two gates. Real-

space images of propagating acoustic terahertz plasmons, excited by focusing the beam

of a gas laser onto the tip of a scattering-type near-field microscope, have been acquired

using a thermo-electrical detection mechanism. Images were created by measuring the

photocurrent at one of the sensor contacts as a function of the tip position, as shown

figure 6.23.

Figure 6.22: Near-field THz space-time map measured for a 200µm×200µm graphene mesa
(middle) and 1 µm wide graphene ribbons oriented parallel (left) and perpendicular (right)
to the electric field polarization. Top row shows optical images of the sample; bottom row
the detected THz field E(x,t). Adapted from O. Mitrofanov [25].
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Figure 6.23: Image at the top: Schematic of the experimental setup. Bottom: Image of
the photocurrent, IPC recorded at f=2.52 THz. n1 and n2 represent the different carrier
concentrations established by the two gates. Adapted from P. Alonso-González [26].

Mid-IR plasmons in graphene have also been extensively studied in the literature; the

concept is that the tip illuminated by the light acts to launch plasmons on graphene

through the in-plane momenta provided by the tip. The plasmons propagates until being

reflected from sample edges or defects, establishing a spatial resonance [27, 28, 140–146].

The mid-IR graphene plasmon resonances have been imaged both optically and thermo-

electrically. Propagating plasmons on graphene encapsulated between two films of h-

BN have been imaged in [140]. In [141], by employing the same scheme as shown in

figure 6.23 with a mid-IR continuous-wave laser, the group emphasizes the possibility of

thermo-electrically measuring the plasmon propagation rather than using optoelectronic

materials. In [27, 142–145] the groups have studied different properties of propagating

mid-IR plasmons in graphene. Within these studies they have verified the coupling of

the graphene plasmons with the substrate optical phonons [142] and also demonstrated

the tuning of the plasmon properties by changing the gate voltage in a FET-architecture

[143]. Of particular interest the plasmon confinement in graphene ribbons with various
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widths [144, 145] and in tapered graphene ribbons has been studied by exciting plasmons

with different light frequencies [27], as shown in figure 6.24. In [28] the authors have

studied the effect of temperature on the plasmon lifetime which is related to the plasmon

propagation, showing how a decrease of sample temperature brings an increases in the

plasmon propagation, as shown in figure 6.25.

Figure 6.24: Images of a tapered graphene ribbon. The topography (obtained by AFM)
is shown in greyscale in the leftmost and rightmost panels, and outlined by dashed lines
in the central, coloured panels, which are the mid-IR near-field optical images taken at
source wavelengths stated at the top. The line traces in the leftmost and rightmost panels
are extracted from the near-field images for λ0=9200nm and λ0=10152nm. Red and white
arrows indicate the resonant localized modes. Adapted from J. Chen [27].

Figure 6.25: Nanoscale mid-IR images of the normalized scattering amplitude s acquired
at sequential sample temperatures and gate voltages. A gold electrode (labelled Au at the
top of the images) functions as an antenna that emits graphene plasmons. Adapted from
G. Ni [28].
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6.3 Fabrication of the graphene samples

Two types of samples have been fabricated for this study: the first sample consists of

commercially available CVD (Chemical Vapour Deposition) graphene on Cu which has

been transferred onto a SiO2/Si(n+) wafer, with thickness 285nm, 525µm respectively.

The second sample was a CVD graphene/CVD h-BN heterostructure on a SiO2/Si(p+)

wafer, with thickness 285nm, 525µm respectively already fabricated by the commercial

supplier. The shape of the samples has been defined through optical lithography and the

details of processing and fabrication will be given in section 6.3.

6.3.1 Graphene on SiO2

The fabrication started with the substrate preparation. After cleaving samples with di-

mension 10 mm by 10 mm from a 6-inch-diameter SiO2/Si(n+) wafer, they were cleaned

in an ultrasonic bath of isopropyl alcohol (IPA), acetone and water at 100 % power for

5 mins each. Standard S-1813 positive photoresist was spin-coated on each sample at a

speed of 5000 rpm for 30 seconds, ensuring a resist thickness of ∼1.2µm. Then the samples

were soft-baked on a hotplate at 115◦C for 2 minutes and the edge beads were manually

removed using a cleanroom cotton bud soaked in acetone. The adopted approach was to

create on the SiO2 surface a pattern of labelled thin metal crosses, with width 2 µm and

spacing 75 µm, and covering an entire area of 1 mm by 1 mm, in order to visually choose

the best area of graphene after transfer onto the substrate. The edge beads removal is a

standard clean-room procedure which guarantees a good contact between the lithographic

mask and the exposed area of the sample. The mask was a standard chromium mask

previously designed and fabricated (by a commercial supplier), which is shown in figure

6.26(a). The samples were exposed to a UV lamp (λ=310nm @ 6.7 mW/cm2) through

the substrate mask for 8 seconds in a Karl Suss MJB3 mask aligner and subsequently

developed in a standard MF-319 developer for 20 seconds. Then, 15-20 nm of Chromium

was evaporated on the developed sample using an Edwards auto 306 thermal evaporator

and then left overnight in acetone in order to lift-off the undesired metallic part. The
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fabricated pattern is shown in figure 6.26(b).

(a) (b)

Figure 6.26: (a) Design of photolithography mask used for crosses pattern definition on
SiO2/Si(n+), exported from the software KLayout. (b) Optical microscope photo of the
pattern of labelled Cr crosses evaporated on SiO2.

A 4-inch-diameter circular foil of CVD-grown graphene on copper (Cu) was purchased.

The processing started by cleaving a ∼ 20 mm by 20mm piece of foil. Poly-methyl

methacrylate (PMMA) 495K A8 was then spin-coated at 2000 rpm for 30 seconds on

the top side of the foil, and consequently it was soft-baked at 180◦C for 2 minutes.

PMMA/G/Cu foil was then cleaved into pieces small enough to fit the dimensions of

the sample substrate. FeCl3 solution is usually employed for Cu etching, but it is a slow

process (∼ 24 hours for completion) and has often shown unwanted contamination. In this

case, the transfer process consisted of etching the Cu layer underneath the PMMA/G in a

acid solution 1(1HNO3:3HCL):1H2O2:1H2O [291]. This ensured a much faster etching (∼

2 minutes) and consequently much less contamination of the graphene. The PMMA/G/Cu

pieces (with the PMMA side facing the top) were placed floating on the acid solution. Once

the Cu was etched away the PMMA/G samples were transferred to 3 consecutive distilled

H2O baths, for 10 minutes each, in order to clean the graphene. Finally PMMA/G was

transferred to the previously prepared substrates. The PMMA/G/SiO2 sample was, then,

firstly left to dry in air for 2 hours and then baked at 180◦C for 5 minutes. In figure 6.27

an optical photo of a sample before and after baking is shown.

This final baking ensured a complete evaporation of water at the interface G/SiO2, and
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(a) (b)

Figure 6.27: Optical microscope photo of the post-transferred PMMA/G/SiO2, (a) pre
and (b) post baking it at 180◦C for 5 minutes

established a better adhesion of the graphene to the substrate. PMMA was then removed

by leaving the samples in an acetone bath for 3-4 hours. Once the PMMA was removed

the best graphene area was chosen through visual inspection using an optical microscope.

The choice was driven by searching for a region where the graphene had a continuous layer

with no contaminations.

Figure 6.28: Optical microscope photo of the best graphene area chosen from a sample
after the transfer process.

Figure 6.28 shows one of the chosen ares of graphene. Specifically for this sample, it is

possible to note the presence of non continuous graphene in the right and left side of the
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sample but the squared region between G2, H2, G1 and H1 contained a continuous and

uncontaminated layer.

The geometry of the sample was then defined by optical lithography. Photoresist S-1813

was spin-coated at 5000 rpm for 30 seconds on the sample, then soft-baked on a hot plate

for 1 minute at 115◦C. A standard Cr photolithographic mask was designed and then

fabricated by the commercial supplier; the sample geometries defined on the mask were

designed following expectations based on the theory presented in section 6.1 and a detailed

explanation will be given in section 6.4. The sample was exposed in the mask aligner for

6 seconds at 6.5mW/cm2 UV lamp power and then developed in MF-319 developer for 30

seconds. The unwanted graphene was removed using an oxygen plasma asher operated

for 1 minute at 50 W of RF power. The unwanted chromium was removed by soaking the

sample in a standard chromium etchant solution for 30 seconds. Finally the photoresist

was removed in acetone and the results are shown in figure 6.29(b).

(a) (b)

Figure 6.29: Optical microscope photo of (a) post-developed lithographically defined
graphene area. (b) After graphene and chromium etching

In some cases the fabrication of metal contacts on graphene was needed for electrical

testing. This part of the processing included using a bilayer of photoresist in order to

ensure a highly precise definition of the metal contacts. First a layer of LOR A3 photoresist

was spin-coated on the sample at 3000 rpm, ensuring a thickness of ∼ 300 nm. This was

hard-baked at 200◦C for 5 minutes. A second layer of S-1813 was then spin-coated at
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5000 rpm for 30 seconds, before removing the edge beads and a second bake at 115◦C.

The contacts were defined by optical lithography exposing the sample for 13 seconds at

3 mW/cm2 UV lamp power. A layer of 100-nm-thick of Ti/Au (10 nm / 90 nm) was

evaporated by thermal evaporation and lift-off was completed by soaking the sample in

a standard 1165 Remover at 70◦C for 5 minutes. Figure 6.30 shows optical microscope

images taken after the development of the photoresist and after Ti/Au evaporation on the

contacts areas.

(a) (b)

Figure 6.30: Optical microscope photo of (a) post-developed lithographically defined
graphene contacts and (b) post Ti/Au evaporation.

6.3.2 Graphene on h-BN/SiO2

The samples of the heterostructure G/h-BN transferred on SiO2/Si(p+) wafer were pur-

chased from a commercial supplier. The supplier ensured a 98% coverage of the substrate

by the heterostructure and a continuous layer of graphene with minor holes and organic

residues; the graphene is specified to be single layer for 95% of the sample area with islands

of multi-layer graphene for the remaining 5%. Graphene geometries were defined by opti-

cal lithography using the Maskless Aligner - MLA 150 produced by Heidelber instruments.

The MLA 150 employs a 375 nm laser source, does not require any photolithographic Cr

mask, and is suited for feature resolution down to 1 µm. The supplied software is capable

of accepting electronic versions of geometries and the plate, where the sample is placed,
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will move following them with high precision and speed. The fabrication procedure fol-

lowed the standard process already adopted for G transferred on SiO2. Photoresist S-1813

was spin-coated at 5000 rpm for 30 seconds and then the sample was soft-baked at 115◦C

for 1 minute on a hot plate. Exposure in the mask less aligner used dose of 90 mJ/cm2.

Figure 6.31: Design used in the mask less aligner for G/h-BN definition on SiO2/Si(p+),
exported from the software KLayout.

The sample design, exported from the software KLayout, is shown in figure 6.31. After

exposure the sample was developed in MF-319 developer for 30 seconds and finally the

unwanted graphene has been etched away in the oxygen plasma asher operated at 50 W of

RF power for 1 minute. Figure 6.32 shows the results post-development and post-etching

of graphene.

(a) (b)

Figure 6.32: Optical microscope photo of G/h-BN (a) after resist development and (b)
after graphene etching.
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Section 6.4 will be dedicated to the results and discussion of THz near-field imaging of the

different fabricated graphene samples, which have also been characterised through Raman

spectroscopy in order to verify the quality and the single layer nature of the samples.

Raman measurements were performed using a Horiba LabRam HR microscope equipped

with a green laser (λ=532.01nm) with power 40 mW and a beam spot size, given by a

50 × objective lens, of sim5µm. The spectral resolution was set to 2 cm−1 and all the

Raman peaks were fitted with a Lorenztian function.

6.4 Results and discussion

The aim of the study presented here is to explore the possibility of imaging THz plasmons

in graphene using an s-SNOM system equipped with a THz QCL source. For this work, and

following the expectations based on the theory presented in section 6.1, two different tip

sizes have been used. As stated by the supplier (www.rmnano.com), the tips are made of an

alloy Pt:Ir and have radius r = 20 nm and r = 1 µm, both having length l=80µm±20% and

a resonant frequency Ω ∼60kHz. Throughout the discussion, the tip with r=20nm will be

referred to as the small tip and the tip with r=1µm as the large tip. The apparatus for this

study consisted of an s-SNOM microscope made by the company Neaspec equipped with a

THz QCL source. The QCL consisted of a 14 µm-thick 9-wells GaAs/AlGaAs active region

processed in a semi-insulating surface plasmon (SISP) ridge waveguide with dimension 1.8

mm×150 µm, with a lasing frequency ν ∼3.45 THz (h̄ω ∼14.2meV, λ0 ∼87µm), which was

previously characterized as shown in figures 2.25(a) and 2.26(a); the schematic is exactly

as shown in figure 5.11. The laser was driven with a constant current of 420 mA and

kept at a constant temperature of 20±0.01 K using a continuous flow L-He cryostat. THz

near-field images of each sample were acquired from the SM signal demodulated at 3Ω,

using a 200 ms (small tip) or 300 ms (large tip) integration time per pixel. The NF signal

was first maximized by aligning the QCL in order to acquire images from the top of a SM

fringe. Considering that the tip remains stationary and that the sample is moved along

the direction of the beam path (the longitudinal direction) throughout the acquisition,

this ensured that any tilt of the sample will not cause any decrease of the signal.
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Based on the theory presented in section 6.1, a plasmon propagating on graphene on a

SiO2 substrate (εr=3.9) at ∼3.45 THz should yield a plasmon wavelength λp ∼3.5µm

(extracted from the plasmon dispersion relation shown in figure 6.9) in the case of EF =

0.1 eV and a DC mobility of µ = 10000 cm2/Vs.

6.4.1 CVD graphene/SiO2 with the small tip

The first set of samples (namelyC706_5_1 andC706_5_2) consisted of CVD graphene

grown on Cu which has been transferred on the same SiO2/Si(n+) substrate and processed

into tapered ribbons through optical lithography. These samples were imagined with the

small tip using a tapping frequency Ω ∼63.3kHz and amplitude ∆z∼27nm. As in the

literature the choice of tapered ribbons is dictated by the fact that in triangular geometries,

propagating plasmons should show localized resonant modes as shown in figure 6.24.

THz images and AFM topographies obtained from sample C706_5_1 with a pixel size

of 300nm×333nm for the body and 500nm×250nm for the tip of the triangle, are shown

in figures 6.33 and 6.34, respectively. The Raman spectra along with the optical image

taken from the Raman microscope are shown in figure 6.35.

(a) (b) (c)

Figure 6.33: C706_5_1 triangle body. THz near-field image of tapered ribbon of G/SiO2
acquired using the small near-field tip, demodulated at 3Ω. (a) Amplitude, vertical scale
a(ω). (b) Phase, vertical scale p(rad). (c) AFM topography. 100×30 pixels with pixel size
300nm×333nm.

The Raman spectrum of C706_5_1 shows the classic G and 2D peaks of graphene [292–

294] which have been fitted with a Lorentzian function. The fit of the 2D mode has a

Raman shift peak at 2694 ± 2 cm−1 and its full widths at half maximum (FWHM) is 37

cm−1. The fit of the G peak instead has a peak at 1583 ± 2 cm−1 and its FWHM is 16

cm−1. From the shapes, the positions and the relative intensity of these two peaks the

single layer nature of this sample can be attested [293, 294]. From the G peak it is possible
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(a) (b) (c)

Figure 6.34: C706_5_1 triangle tip. THz near-field image of tapered ribbon tip G/SiO2
acquired using the small near-field tip, demodulated at 3Ω. (a) Amplitude, vertical scale
a(ω). (b) Phase, vertical scale p(rad). (c) AFM topography. 32×20 pixels with pixel size
500nm×250nm.

(a) (b)

Figure 6.35: C706_5_1.(a) Raman spectrum with fitted G and 2D peaks. (b) Optical
image taken from the Raman microscope. The green dot indicates the position where the
Raman spectrum has been acquired.

to evaluate the carrier concentration of the sample. By taking into account the error given

by the precision of the spectrum and by following the nonadiabatic Kohn anomaly theory,

the G peak position reveals a carrier concentration n ∼ 1.5 × 1012cm−2 [292, 295]. Al-

though this value might not be accurate, it can provide a general understanding of the set

of samples under investigation. The topographies (figures 6.33(c) and 6.34(c)) suggest a

sample containing some contaminations due to the processing. In particular, it is possible

to notice oblique lines higher than graphene in the topography (see figure 6.33(c)); these

lines show an almost null signal in the THz near-field amplitude, suggesting their origin

is due to contaminants on the graphene surface.

The THz image obtained from the triangle tip (figure6.34(a)) clearly shows a null signal

in the middle area as well. However, its topography (see figure 6.34(c)) does show the
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presence of graphene, so in this case the null signal is attributable to a graphene area

predominated by defects. Although the Raman spectrum should reveal the presence of

defective graphene, it should be noted that the Raman laser was not positioned on this

area of defects when the spectrum was acquired.

The THz near field images do not show any clear evidence of propagating plasmon. Never-

theless, clear contrast between the substrate and the graphene is visible in the amplitude

images, which is expected from the theory (see figure 6.15(a)). In order to compare the

results with theory (see figure 6.15(b)), similarly to Chapter 5, the amplitude and the

phase image are combined following the relation, VSM=a3cos(p3) and the result is shown

in figure 6.36. The experimental ratio of s3,G/s3,SiO2 is obtained by averaging the am-

plitude of VSM in the squared areas as shown in figure 6.36. The theory predicted a

ratio of amplitudes between G and substrate, s3,G/s3,SiO2(ω) ∼ 3 which is in agreement to

the experimental ratio which yields s3,G/s3,SiO2(ω) ∼ 5. The phase cannot be compared

because the stepped-frequency approach was not adopted for these measurements.

Figure 6.36: C706_5_1 THz near-field image obtained following the relation
VSM=a3cos(p3), in which a3 is figure 6.33(a) and p3 is figure 6.33(b). The image size
is 100×30 pixels. The square indicates the areas where sexp(ω) was averaged.

The slight discrepancies between the experimental and theoretical amplitude ratios can

be attributed to a temperature effect, which is assumed T=0K in the theory. At ambient

temperature, T=295K, the carrier concentration of graphene increases and this can explain

the larger VSM measured from the experiments [296, 297].

C706_5_2 is a sample fabricated from the same CVD graphene on Cu as the previous
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sample C706_5_1, and transferred onto the same SiO2/Si(n+) substrate. They only differ

in the region of graphene chosen for lithography, but they have been processed at the same

time. THz near-field images of this sample with a pixel size of 310nm×333nm are shown

in figure 6.37. The AFM topographiy is shown in figure 6.37(c) and the Raman spectrum

along with the optical image taken from the Raman microscope are shown in figure 6.38.

(a) (b) (c)

Figure 6.37: C706_5_2 graphene tapered ribbon. THz near-field image of tapered
ribbon of G/SiO2 acquired by using the small near-field tip, demodulated at 3Ω. (a)
Amplitude, vertical scale a(ω). (b) Phase, vertical scale p(rad).(c) AFM topography.
100×30 pixels with pixel size 310nm×333nm.

(a) (b)

Figure 6.38: C706_5_2.(a) Raman spectrum with fitted G and 2D peaks. (b) Optical
image taken from the Raman microscope. The green dot indicates the position where the
Raman spectrum has been acquired.
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Figure 6.39: C706_5_2 THz near-field image obtained following the relation
VSM=a3cos(p3), in which a3 is figure 6.37(a) and p3 is figure 6.37(b). The image size
is 100×30 pixels. The squares indicate the areas where sexp(ω) was averaged.

In this case the G peak of the Raman spectrum for C706_5_2 reveals a carrier concentration

n∼2×1012cm−2 [292] comparable to the carrier concentration of C706_5_1. Considering

that EF and carrier concentration are directly related, this sample hence suggests a com-

parable doping to the previous sample. The 2D peak attests again the monolayer nature

of this sample [293, 294]. The topography reveals the presence of contamination which

is again translated as a decrease of amplitude in the THz image. Also in this case the

ratio of amplitudes between substrate and graphene s3,G/s3,SiO2(ω) ∼ 5 is obtained by

averaging the values of the pixels as shown in figure 6.39. Similarly to C706_5_1, the

discrepancies between theory and experiments are attributed to the temperature effect.

It is notable that despite C706_5_2 having a slightly higher doping than C706_5_1 there

is no appreciable difference in the measured signal. This is expected from the theory (see

figure 6.15), because s(ω) does not vary significantly at h̄ω=14meV with an increase of EF .

Again, no propagating plasmons are visible in the THz near-field images of this sample.

6.4.2 CVD graphene/SiO2 with the large tip

The next set of samples under analysis are CVD graphene grown on Cu and transferred

on SiO2/Si(n+). These samples (C803_3_2, C803_1_2 and C803_1_1) have been

processed in tapered ribbons and imaged using the large near field tip

THz near-field images for sample C803_3_2 are shown in figure 6.40. These were acquired
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using a 37 nm of tapping amplitude and a tapping frequency Ω ∼ 57 kHz. The AFM

topography is shown in figure 6.40(c) and the Raman spectrum along with the optical

image taken from the Raman microscope are shown in figure 6.41.

(a) (b) (c)

Figure 6.40: C803_3_2 graphene tapered ribbon. THz near-field image of tapered
ribbon of G/SiO2 acquired by using the large near-field tip, demodulated at 3Ω. (a)
Amplitude, vertical scale a(ω). (b) Phase, vertical scale p(rad). (c) AFM topography.
70×85 pixels with pixel size 1µm×1µm

(a) (b)

Figure 6.41: C803_3_2.(a) Raman spectrum with fitted G and 2D peaks. (b) Optical
image taken from the Raman microscope. The green dot indicates the position where the
Raman spectrum has been acquired.

The 2D peak of the Raman spectrum of C803_3_2 confirms the single layer nature of

this sample. The G peak ,instead, indicates a carrier concentration n∼2×1012cm−2 [292].

The topography (see figure 6.40(c)), as well as the optical microscope image (see figure

6.41(b)), reveal the presence of a defect close to apex and another defect near the base of
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the triangle. Again, these defects are not confirmed by the Raman spectrum, because the

Raman laser was not positioned on this area of defects when the spectrum was acquired.

Nevertheless, a corresponding decrease in the THz signal is observed, similarly to the

contamination in the previous samples.

Figure 6.42: C803_3_2 THz near-field image obtained following the relation
VSM=a3cos(p3), in which a3 is figure 6.40(a) and p3 is figure 6.40(b). The image size
is 70×85 pixels. The squares indicate the areas where sexp(ω) was averaged.

By averaging the VSM signal of the pixels in the rectangles shown in figure 6.42 a ratio

s3,G/s3,SiO2(ω) ∼ 4 can be extracted. In this case the theory predicts a strong variation

of this ratio depending on the Fermi energy on the sample, because the use of the large

tip enhances the near-field signal of the graphene at low photon energies (see figure 6.21).

The theoretical ratio of amplitudes varies between s3,G/s3,SiO2(ω) ∼ 2, at EF=0.1eV,

to s3,G/s3,SiO2(ω) ∼ 10, at EF=0.4eV. Since the measurements were conducted at room

temperature, it is possible to assume a temperature effect similar to the previous samples
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which causes a slight increase of the VSM signal for the graphene. This assumption and

the result can suggest a Fermi energy for this sample of EF ∼ 0.15eV. Direct estimation

of the Fermi energy for this sample through electrical measurements is not possible, but

the results obtained from the sample C803_1_2 give an interesting insight.

THz near-field images of this sample are shown in figure 6.43. These were acquired with

the large tip using a 47 nm tapping amplitude and a tapping frequency Ω ∼ 57kHz. The

AFM topographiy is shown in figure 6.43(c) and the Raman spectrum along with the

optical image taken from the Raman microscope are shown in figure 6.44.

(a) (b) (c)

Figure 6.43: C803_1_2 graphene tapered ribbon. THz near-field image of tapered
ribbon of G/SiO2 acquired by using the large near-field tip, demodulated at 3Ω. (a)
Amplitude, vertical scale a(ω). (b) Phase, vertical scale p(rad). (c) AFM topography.
70×100 pixels with pixel size 1µm×1µm.
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(a) (b)

Figure 6.44: C803_1_2.(a) Raman spectrum with fitted G and 2D peaks. (b) Optical
image taken from the Raman microscope. The green dot indicates the position where the
Raman spectrum has been acquired.

Figure 6.45: C803_1_2 THz near-field image obtained following the relation
VSM=a3cos(p3), in which a3 is figure 6.43(a) and p3 is figure 6.43(b). The image size
is 70×100 pixels. The squares indicate the areas where sexp(ω) was averaged.
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The Raman spectrum of C803_1_2 (see figure 6.44(a)) confirms the sample as single

layer graphene [293, 294]. In this case the carrier concentration can be estimated to

be n∼2×1012cm−2 from the G peak [292]. This attests a similar doping level compare to

the previous sample C803_3_2. By averaging the VSM signal of the pixels in the rectangles

shown in figure 6.45 a ratio s3,G/s3,SiO2(ω) ∼ 3 can be extracted. Despite this sample has

similar doping level compared to the sample C803_3_2, a lower VSM signal can be ac-

quired from the graphene. Considering the same experimental conditions as the previous

sample, this effect is attributable to the defects on C803_1_2, which are also visible in the

THz images and the AFM topography (see figure 6.43). The presence of defects lower the

acquirable signal, in turn making the averaging lower.

THz near-field images of C803_1_1, shown in figure 6.46, have been acquired using 300ms

integration time, 55 nm of tapping amplitude and demodulated at 3Ω, whith tapping

frequency Ω ∼ 57kHz of the big tip. AFM topographiy is shown in figure 6.46(c) and

Raman spectrum with the optical image taken from the Raman microscope are shown in

figure 6.47.

(a) (b) (c)

Figure 6.46: C803_1_1 graphene tapered ribbon. THz near-field image of tapered
ribbon of G/SiO2 acquired by using the large near-field tip, demodulated at 3Ω. (a)
Amplitude, vertical scale a(ω). (b) Phase, vertical scale p(rad). (c) AFM topography.
50×50 pixels with pixel size 1µm×1µm.
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(a) (b)

Figure 6.47: C803_1_1.(a) Raman spectrum with fitted D, D’, G and 2D peaks. (b)
Optical image taken from the Raman microscope. The green dot indicates the position
where the Raman spectrum has been acquired.

Figure 6.48: C803_1_1 THz near-field image obtained following the relation
VSM=a3cos(p3), in which a3 is figure 6.43(a) and p3 is figure 6.43(b). The image size
is 50×50 pixels.
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The Raman spectrum of C803_1_1 reveals the presence of accentuated D and D’ peaks.

These two peaks are associated with disorder in graphene; in particular by evaluating the

ratio of intensities between D and D’, I(D)/I(D′), it is possible to understand the nature

of the defects causing disorder [298]. In this case the ratio is I(D)/I(D’)≈4.15. According

to [298] a ratio of this value would indicate defects in between graphene vacancy-like de-

fects and graphite boundariy-like defects. However, in the case of graphite being present,

the 2D peak of the Raman spectrum would be wider, with also the possibility of fitting

it with 2 Lorentzian peaks [293, 294], and this is not the case for this sample. Despite

the optical microscope images (see figure 6.47(b)) showing the presence of graphene, the

AFM topography (see figure 6.46(c)), which extends over a 50 µm × 50 µm area, has

only depicted an edge of the tapered ribbon. Hence, the AFM topography and the Ra-

man spectrum suggest that this sample is affected by a significant presence of vacancies,

which are missing atoms in the graphene crystalline structure. The impact of disorder in

graphene has been studied by [286] and their calculations suggest that plasmon-losses in

graphene are dominated by disorder, and that the plasmon lifetime (or relaxation time,

RT) is shorter than the DC relaxation time, τDC . This would drastically impact on the

near-field signal, because large plasmon losses would translate directly to a reduced signal.

. In fact, the THz near-field images in figures 6.46 and 6.48 have an almost null response;

only a small part of the ribbon edge is visible at the bottom of the amplitude image, which

backs up this assertion. These assumptions need to be carefully verified trough other ex-

periments which will be suggested in the conclusions. It’s worth comparing the results

obtained using the small tip and the results obtained using the large tip with the theory.

Considering an energy photons of 14meV and using the small tip, the theory predicted

no visible differences in the amplitude ratio between graphene and substrate increasing

the EF . On the other hand the use of the large tip would make this ratio increase by

increasing the EF . In our measurements this effect is not directly evident because of the

use of different samples. A near-field study of a field-effect transistor based on a graphene

channel, using a large tip would make these differences more accentuated, because the

fermi energy could be tuned accordingly. Finally, despite the use of a large tip, no propa-
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gating plasmons are visible in the THz near-field images of these samples.

6.4.3 CVD graphene/CVD h-BN/SiO2

The next sample (namely G_hBN_1) is a sample of G/h-BN/SiO2/Si(p+) which has

been processed in a tapered ribbon through optical lithography using a maskless aligner.

The reason of imaging this sample is related to the lower surface roughness compared to

SiO2 which should lead to considerably higher mobility [26, 28, 140, 271]. THz near-field

images of G_hBN_1 are shown in figure 6.49. These images were acquired using the small

tip with a 381 nm tapping amplitude and a tapping frequency Ω ∼68kHz. The AFM

topography is shown in figure 6.49(c) and the Raman spectrum along with the optical

image taken from the optical microscope are shown in figure 6.50.

(a) (b) (c)

Figure 6.49: G_hBN_1 graphene tapered ribbon. THz near-field image of tapered
ribbon of G/h-BN acquired by using the small near-field tip, demodulated at 3Ω. (a)
Amplitude, vertical scale a(ω). (b) Phase, vertical scale p(rad). (c) AFM topography.
200×70 pixels with pixel size 500nm×500nm

(a) (b)

Figure 6.50: G_hBN_1.(a) Raman spectrum with fitted G and 2D peaks. (b) 20×
Optical image taken from the optical microscope.
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Figure 6.51: C803_1_1 THz near-field image obtained following the relation
VSM=a3cos(p3), in which a3 is figure 6.49(a) and p3 is figure 6.49(b). The image size
is 200×70 pixels. The rectangles indicate the areas where sexp(ω) was averaged.

The raman spectrum of G_hBN_1 reveals the single layer nature of the graphene on this

sample and a carrier concentration of n∼3×1012cm−2. In this case, by averaging the

VSM signal of the pixels in the rectangles shown in figure 6.51 a ratio s3,G/s3,SiO2(ω) ∼

1 can be extracted. The theory predicted an amplitudes ratio of ∼ 3 independently of

the value of EF (see figure 6.17(a)). The difference between amplitudes in the theory

and the experiment might be related to the temperature effect which impacts on electron-

phonon coupling in the graphene. In fact, in [288, 299], the authors emphasize that at

room temperature scattering from acoustic phonons is the dominant limiting factor in h-

BN/G/h-BN stacks. Moreover, in this sample, graphene is not encapsulated but is always

facing the environment on the top side, and this might be the source of different contami-

nants which could have a negative impact on the results. These two effects together could

have prevented the observation of propagating plasmons in the THz near-field images of

this sample.

6.5 Conclusions

In conclusion, in this study, the NF imaging of graphene samples using s-SNOM has been

presented, and the possibility to image propagating plasmons on graphene has been ex-

plored. All the samples have shown no evidence of propagating plasmons, which is not un-

expected considering the theoretical predictions, which suggest poor plasmon propagation
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in the THz range (see figure 6.10). In order to increase plasmon propagation in the THz

range, a possible pathway to be undertaken would be through the use of graphene samples

with larger mobility, as shown in figure 6.11. To do so an encapsulation of graphene in two

layers of h-BN can drastically increase the mobility, because of the low substrate surface

roughness which would avoid charge traps or Coulomb contaminations, but also because

the layer covering the top side would screen the graphene from the environment. Also

an exfoliated graphene sample, rather than a CVD-grown sample, would have a higher

mobility [20]. Another possibility to increase the mobility would be the creation of a quasi-

suspended graphene sheet as shown in [254], by the introduction of polymer nano-particles

dispersed on the substrate to lift the graphene layer. An increase of mobility can also be

achieved by using cryogenic temperatures. In the theory a temperature T = 0 has been

assumed, although the samples were at room temperature. It has been demonstrated how

a low temperature can increase the plasmon propagation (see figure 6.25, [28]), due to

a reduction of the eletron-phonon interaction. Hence, an interesting study would be the

analysis of imaging graphene in the THz range at cryogenic temperatures. This approach

could reveal interesting insights explaining the electron-phonons interaction in more depth.

Another interesting study would be the analysis of disorder in graphene. Following the

suggestion in [298], control of the defect concentration in graphene can be achieved in a

simple oxygen plasma asher at fixed pressure and fixed RF power, by simply changing

the ashing time from 1 to 300 seconds. THz near field imaging of graphene samples with

controlled defect concentrations might reveal other interesting properties related to the

plasmon lifetime which have been experimentally studied only in the mid-IR range [286].

THz near-field imaging, AFM and Raman measurements together are powerful tools to

analyse 2D systems, such as graphene because they can be mutually used to study struc-

tural and electronic properties. In a study of disorder in graphene, for example, Raman

spectroscopy would be needed to analyse the type of defects responsible for the disorder,

which can be confirmed by AFM topography, and THz near-field imaging would reveal

the electronic properties directly related to them.
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7 Concluding Remarks

The following section summarises the results shown throughout this thesis and discusses

potential future work.

7.1 Terahertz Quantum Cascade Lasers

In this chapter the general functioning of a THz QCL was explained. The processing of

a wafer into THz QCL based on the structure adapted from the proposed one by [171]

and fabricated in a SISP waveguide has been shown. Characterisation of the THz QCL

through its LIV curve and spectrum are in agreement with the literature in terms of optical

power (∼20mW at 10K in pulsed and ∼13mW at 30K in CW) and lasing frequency (∼3.3-

3.5THz). Furthermore single mode emission of ∼3.445THz in CW mode thanks to a

photonic lattice with a π-phase adjusted incorporated in it was achieved as in [9], making

this QCL the perfect candidate for self-mixing imaging or near-field imaging based on

self-mixing. In the next chapters the single mode emission and the continuous frequency

tuning of the aforementioned QCL will be exploited to take images and demonstrate the

possibility to retrieve information about permittivity of materials.

7.2 Self-mixing in THz QCLs

In this chapter the theory describing the self-mixing effect in lasers has been explained.

The three-mirror model allowed the derivation of two fundamental equations (3.21 and

3.30) useful to describe the behaviour of a QCL under optical feedback. In particular,

the aim of this chapter was to provide insight of how it is possible to exploit the self-

mixing effect in a THz QCL to extract both the amplitude and phase of the field reflected

from a remote target, which can be related to sample properties such as the complex

permittivity. Furthermore, the detection sensitivity of an LFI scheme based on a THz-

frequency QCL has been quantified. The measurements demonstrated that variations on

the laser voltage induced by OF to the laser can be resolved with the reinjection of powers

as low as ∼-125 dB of the emitted power, which corresponds to a NEP for the used scheme
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of ∼1.4 pW/
√
Hz. By estimating the reinjection losses this value corresponds to NEP ∼1

fW/
√
Hz, demonstrating the high suitability of the SM effect to applications that require

the detection of weakly scattered THz radiation, such as THz-s-SNOM.

7.3 THz imaging (far field) based on Self-Mixing in a QCL

In this chapter far-field THz imaging systems utilising the self-mixing effect in a QCL

have been experimentally demonstrated by acquiring images of radically different samples

(skin tissue and silicon wafers) and by evaluating functioning parameters of the systems.

Two different acquisition schemes, namely using mechanical modulation of the THz beam

and swept-frequency imaging enabling retrieval of magnitude and phase parameters, have

been considered. By reconstructing an image of a gold-on-glass resolution target and eval-

uating the square wave MTF, a spatial resolution of ∼ 200µm has been demonstrated.

Considering a lasing frequency of ∼ 3.4THz (λ ∼ 90µm) and assuming a potentially irreg-

ular beam profile, this resolution limit is consistent with that reported in the literature

[3, 11, 13, 116, 120, 204, 205].

Moreover, the SNR has been characterised within the context of imaging silicon wafers

for photovoltaic applications. The SNR values were measured to be ∼10× lower than

those obtained previously using a metallic target [14], due to part of the THz beam being

transmitted through the silicon wafers. However it has been demonstrated that the SNRs

were satisfactory to image and retrieve information from silicon wafer samples.

The imaging systems have been applied to the acquisition of images of silicon wafers rel-

evant to the manufacture of photovoltaic cells. In particular, the possibility to be applied

to the detection of cracks, due to the phase changes occurring along the cracks, and also

for the detection of impurities and defects has been demonstrated. In the latter case it has

been possible to measure the deformation of the silicon wafer surface due to an embedded

impurity, assuming that the phase change on reflection at the silicon and the impurity is

equal. Furthermore the edges of three stacked silicon wafers have been retrieved when the

system was modified to acquire only the THz radiation transmitted through the sample,

opening the possibility of studying samples not only in reflection but also in transmission



204 of 242

modalities.

Finally, the possibility of applying the imaging system to the study of human skin tissue,

and for differentiating health and cancerous tissue has been demonstrated. By exploit-

ing both the swept-frequency and the mechanical modulation approach, three layers of

a benign skin sample, namely dermis, epidermis and subcutaneous fat, have been clearly

differentiated due to their different chemical composition. Contrast in both magnitude

and phase between skin melanoma and subcutaneous fat has also been demonstrated due

to the increased water content developed by the melanoma.

7.4 Near-Field imaging based on self-mixing in a THz QCL

In this chapter, two different experimental systems for NF microscopy based on SM de-

tection in a THz QCL have been presented. Despite the approach curves showing a NF

enhancement of the SM signal demodulated up to 2nd harmonic of the tip tapping fre-

quency, the bespoke system suffered limitations given by the poor control of tip-sample

surface distance (d). Considering that the NF enhancement occurs when d is comparable

to the tip radius of curvature, the possibility to acquire an image is strictly related to the

ability of the system to maintain d constant during the acquisition. Despite this approach

have shown to work previously [185], the mentioned problem prevented the acquisition of

images in this work. As such, a solution based on the implementation of a feedback circuit

loop is proposed, similar to the work reported by R. Degl’Innocenti et al in [122].

The second system exploited a commercially available s-SNOM/AFM platform called

neaSNOM made by the company Neaspec GmbH, which was operated using the SM

detection scheme. Acquisition of VSM demodulated up to the 5th harmonic and with

a subwavelength imaging resolution of 83nm (∼ λ/1000) has been demonstrated by em-

ploying a QCL based on a hybrid structure and lasing at ∼3.45THz. The system was

characterized, and a clear dependence of the resolution on the tip tapping amplitude has

been demonstrated. In order to select the ideal experimental parameters, the same image

was acquired with different integration times, Tc; a good contrast between Au and Si

was found for Tc=50ms, but Tc=200ms was selected as the best trade-off to ensure clear
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contrast and reasonable acquisition time.

Exploiting the dependence of the QCL lasing frequency on IQCL a stepped-frequency SM

scheme was developed enabling coherent NF imaging measurements of the phase ϕn and

amplitude sn of a specific sample, using an all-electrical approach. The possibility to re-

trieve complex permittivity information of materials has been demonstrated by using two

different samples, Au/SiO2 and Au/KBr. The results have been compared to prediction of

the FD model in which the metallic tip is modelled as a spheroid which mirrors the dipole,

created by the incident beam, into the sample. While the Au/KBr sample has shown a

really good agreement with the theory, a slight discrepancy in the measured phase con-

trast was found for the Au/SiO2 sample, which has been attributed to the experimental

conditions and the influence of the background signal, as suggested also by Cvitkovic et al

[238].

Future development of THz-s-SNOM based on SM detection in QCLs could benefit from

a broader QCL frequency tuning and consequently a wider frequency range to investigate

fundamental properties of materials. Possible applications will range from imaging bio-

materials to the investigation of quantum or plasmonic devices where the subwavelength

resolution of the s-SNOM is an essential feature to understand the nano world phenomena.

7.5 THz near-field imaging of graphene

In conclusion, in this study, the NF imaging of graphene samples using s-SNOM has been

presented, and the possibility to image propagating plasmons on graphene has been ex-

plored. All the samples have shown no evidence of propagating plasmons, which is not un-

expected considering the theoretical predictions, which suggest poor plasmon propagation

in the THz range (see figure 6.10). In order to increase plasmon propagation in the THz

range, a possible pathway to be undertaken would be through the use of graphene samples

with larger mobility, as shown in figure 6.11. To do so an encapsulation of graphene in two

layers of h-BN can drastically increase the mobility, because of the low substrate surface

roughness which would avoid charge traps or Coulomb contaminations, but also because

the layer covering the top side would screen the graphene from the environment. Also
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an exfoliated graphene sample, rather than a CVD-grown sample, would have a higher

mobility [20]. Another possibility to increase the mobility would be the creation of a quasi-

suspended graphene sheet as shown in [254], by the introduction of polymer nano-particles

dispersed on the substrate to lift the graphene layer. An increase of mobility can also be

achieved by using cryogenic temperatures. In the theory a temperature T = 0 has been

assumed, although the samples were at room temperature. It has been demonstrated how

a low temperature can increase the plasmon propagation (see figure 6.25, [28]), due to

a reduction of the eletron-phonon interaction. Hence, an interesting study would be the

analysis of imaging graphene in the THz range at cryogenic temperatures. This approach

could reveal interesting insights explaining the electron-phonons interaction in more depth.

Another interesting study would be the analysis of disorder in graphene. Following the

suggestion in [298], control of the defect concentration in graphene can be achieved in a

simple oxygen plasma asher at fixed pressure and fixed RF power, by simply changing

the ashing time from 1 to 300 seconds. THz near field imaging of graphene samples with

controlled defect concentrations might reveal other interesting properties related to the

plasmon lifetime which have been experimentally studied only in the mid-IR range [286].

THz near-field imaging, AFM and Raman measurements together are powerful tools to

analyse 2D systems, such as graphene because they can be mutually used to study struc-

tural and electronic properties. In a study of disorder in graphene, for example, Raman

spectroscopy would be needed to analyse the type of defects responsible for the disorder,

which can be confirmed by AFM topography, and THz near-field imaging would reveal

the electronic properties directly related to them.
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