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Abstract

In this thesis we first study multiple vector bundles, which we define as certain
functors from an indexing cube category to the category of smooth manifolds. We
describe in detail the cores of n-fold vector bundles and we define an n-pullback
of an n-fold vector bundle, as well as n-fold analogues of the core sequences for
double vector bundles. We prove the existence of splittings and decompositions of
multiple vector bundles, thus showing an equivalent definition in terms of n-fold
vector bundle atlases. Furthermore, we define multiply linear sections of an n-fold
vector bundle and the category of symmetric n-fold vector bundles as n-fold vector
bundles equipped with a certain signed action of the symmetric group Sn.

Secondly, we study linear generalised complex structures on vector bundles. We
show the existence of adapted Dorfman connections, which then give adapted linear
splittings. This allows to lift the side morphism on TM ⊕ E∗ to the generalised
complex structure in TE ⊕ T ∗E. We describe under which conditions on the
side morphism and the Dorfman connection they induce a linear generalised
complex structure, furthermore we show the equivalent description in terms of
complex VB-Dirac structures in TCE ⊕ T ∗CE. Then we study the compatibility of
a linear generalised complex structure with an additional Lie algebroid structure
and we recover the conditions for morphisms of 2-term representations up to
homotopy. We prove that the side and core of the aforementioned complex VB-
Dirac structures form complex Lie bialgebroids and we study the induced Drinfeld
doubles. In the special case of a complex structure we show that these can be
recovered from matched pairs of Courant algebroids. Finally, we translate our
results to the abstract setting of VB-Courant algebroids, describing in a splitting
the compatibility with the corresponding split Lie 2-algebroid.
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1

Chapter 1

Introduction

The fundamental notion connecting both parts of this thesis is the concept of a
double vector bundle. Double vector bundles were first introduced by Jean Pradines
as a structural tool in the study of nonholonomic jets in [64, 62, 63, 65]. Pradines’
original definition was given in terms of double vector bundle charts and atlases.
Later, in [48], Kirill Mackenzie gave a more modern definition of double vector
bundles as a square of compatible vector bundle structures. The equivalence of
these two definitions relies on the existence of linear splittings and decompositions
for Mackenzie’s double vector bundles. The existence of linear splittings was first
stated as part of the definition but was later shown to be redundant, a proof can
be found for example in Fernando del Carpio-Marek’s thesis [17].

The most immediate examples for double vector bundles are the tangent bundle
TE and the cotangent bundle T ∗E of a vector bundle E. General double vector
bundles were studied for example for their application to Poisson geometry and the
integration of Lie bialgebroids by Kirill Mackenzie and Ping Xu in [48] and [55].
More recently, double vector bundles were also studied for their connection with
representation theory of Lie algebroids by Alfonso Gracia-Saz and Rajan Mehta
in [28], by Thiago Drummond, Madeleine Jotz Lean and Cristian Ortiz in [19]
and by Gracia-Saz, Jotz Lean, Mackenzie and Mehta in [25]. Henrique Bursztyn,
Alejandro Cabrera and Mathias del Hoyo made use of double vector bundles in
the study of vector bundles over Lie groupoids and Lie algebroids in [7]. Another
interesting application of double vector bundles is Jotz Lean’s geometrisation
of graded manifolds of degree 2 in [37], also extended to Lie 2-algebroids in [39].
Double vector bundles also play a role in the definition of infinitesimal ideal systems,
a notion of ideal in Lie algebroids introduced by Jotz Lean and Ortiz in [40].

The first part of this thesis is concerned with the higher order generalisation of
double vector bundles to multiple vector bundles. First triple vector bundles and
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then n-fold vector bundles were introduced by Kirill Mackenzie in [50] and studied
jointly with Alfonso Gracia-Saz in [26, 27]. In these papers n-fold vector bundles
are defined as n-dimensional cube diagrams of compatible vector bundle structures,
together with a splitting condition. Higher order vector bundle were also studied
by Janusz Grabowski and Mikołaj Rotkievicz in [24], who gave a definition of
an n-fold vector bundle as a manifold equipped with n commuting Euler vector
fields, generating the scalar multiplications of the different vector bundle structures.
Grabowski and Rotkiewicz also stated the existence of local charts for their n-fold
vector bundles, and thus the equivalence of the two definitions, and they gave a
proof in the case of n = 2.

The main ingredient for the second part of this thesis is the concept of generalised
complex geometry, which is a unification of complex and symplectic geometry
introduced by Nigel Hitchin in [34] and further studied by his student Marco
Gualtieri in [30, 31, 32]. Both complex geometry and symplectic geometry have
been highly important aspects of differential geometry over the course of the
last century. The study of complex manifolds naturally arises from algebraic
geometry, whereas symplectic geometry arose from the Hamiltonian formulation
of analytical mechanics. An almost complex structure equips all tangent spaces
with the structure of complex vector spaces, and gives rise to holomorphic charts
if and only if the Nijenhuis tensor vanishes, as proved by August Newlander and
Louis Nirenberg in [57]. A 2-form ω on a manifold M defines a presymplectic
structure if it is closed, that is if dω = 0, whereas a bi-vector π on M defines a
Poisson structure if the corresponding Poisson bracket on C∞(M) satisfies the
Jacobi identity. The idea of generalised geometry is to work with the generalised
tangent bundle TM ⊕ T ∗M instead of considering only the tangent bundle or
the cotangent bundle independently. Irene Dorfman in [18] and independently
Ted Courant in [13] introduced the Courant-Dorfman bracket on TM ⊕ T ∗M ,
which is also independently defined and studied in [9] by Antonella Cabras and
Vinogradov. Later this bracket gave rise to the definition of a Courant algebroid
by Zhang-Ju Liu, Alan Weinstein and Ping Xu in [45]. Ted Courant showed how
the integrability conditions for Poisson and presymplectic structures can be unified
in terms of the Courant-Dorfman bracket, and defined Dirac structures on M as
a common generalisation. Later, Nigel Hitchin introduced generalised complex
structures in [34] as a unification of symplectic and complex geometry. Generalised
complex structures on a manifold M can be equivalently defined via complex Dirac
structures in the complexified generalised tangent bundle TCM ⊕ T ∗CM or via an
automorphism J of TM ⊕ T ∗M . Marco Gualtieri proved a generalised Darboux
theorem for generalised complex structures in [30, 31] and also defined generalised
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Kähler structures in [30, 32].

Since then, generalised complex geometry has been a highly active field of
research. They have been studied for instance for their relation to T-duality – a
concept arising in string theory – by Gil Cavalcanti and Marco Gualtieri in [11].
Generalised Kähler structures in have been studied for example by Hitchin in [35]
and by Henrique Bursztyn, Cavalcanti and Gualtieri in [8].

The relation between generalised complex geometry and Lie algebroids and
Lie groupoids was first studied by Marius Crainic in [14]. In [41], Madeleine
Jotz Lean, Mathieu Stiénon and Ping Xu defined the compatibility of generalised
complex structures on Lie groupoids with the groupoid structure, and of generalised
complex structures on Lie algebroids with the algebroid structure. Lie groupoids
and Lie algebroids with such generalised complex structures were there called
“Glanon groupoids” and “Glanon algebroids”, respectively. The authors furthermore
proved a correspondence between compatible generalised complex structures on
Lie groupoids and compatible generalised complex structures on Lie algebroids.

Results and structure of this thesis

After recalling definitions and properties of double vector bundles, Lie algebroids,
Courant algebroids, Dirac structures, generalised complex structures, VB-Courant
algebroids and graded manifolds in Chapter 2, this thesis is divided in two
relatively independent parts.

Multiple vector bundles

First, in Chapter 3 we study multiple vector bundles. Most of this chapter can
be found on the arXiv as joint work with my supervisor Madeleine Jotz Lean
in [33]. We give a definition of n-fold vector bundles in the modern language
of category theory which is equivalent to the definition of Kirill Mackenzie and
Alfonso Gracia-Saz in [27] to. We hence define an n-fold vector bundle as a special
contravariant functor from an indexing category �n to the category of smooth
manifolds (Definition 3.1.1). The indexing category is here given by the poset
of the subsets of n := {1, . . . , n}. Unlike the definition in [27] and the definition
of Janusz Grabowski and Mikołaj Rotkievicz in [24], our definition can easily be
extended to a definition of ∞-fold vector bundles without a total space. These
∞-fold vector bundles might in the future prove to be a useful object leading to
a better understanding of Lie ∞-algebroids. Here we give a detailed description
of the different cores in a multiple vector bundles, which generalises the notion
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of the core of a double vector bundle. We also describe several prototypes of
multiple vector bundles, notably the trivial or decomposed ones which are given as
fibred products of ordinary vector bundles. Then we define linear splittings and
decompositions of multiple vector bundles. A decomposition is an isomorphism
between a given multiple vector bundle and an associated decomposed one. Such
a decomposition therefore allows to define local charts for an n-fold vector bundle.

We define the n-pullback of an n-fold vector bundle and show that it defines
an n-fold vector bundle itself (Definition 3.1.12 and Theorem 3.1.13). This
n-pullback plays an important role in the definition of the ultracore sequences,
the higher order generalisation of Mackenzie’s core sequences for a double vector
bundle. We prove that the ultracore sequences are indeed short exact sequences of
vector bundles. Making use of these ultracore sequences we then prove inductively
the existence of local linear splittings using a method similar to the proof of
Fernando del Carpio-Marek for double vector bundles in [17]. Given local linear
splittings, they can be extended to global linear splittings with a partition of unity
(Theorem 3.2.3). We furthermore show how in the n-fold case the existence
of splittings is equivalent to the existence of decompositions. More precisely, a
decomposition of an n-fold vector bundle E can be constructed from a linear
splitting of E and additional linear splittings of all the underlying faces and cores.
Thus we obtain our main result of that chapter that every n-fold vector bundle
admits a decomposition (Corollary 3.2.4). We then define n-fold vector bundle
atlases and demonstrate how it follows from the existence of decompositions that
both definitions of n-fold vector bundles are equivalent.

Furthermore, we show how to obtain decompositions of ∞-fold vector bundles
as a colimit of decompositions of n-fold vector bundles. This is not possible with
the definition of higher order vector bundles given by Grabowski and Rotkiewicz
in [24].

We also define multiply linear sections of an n-fold vector bundle, as a straight-
forward generalisation of linear sections for n = 2. Similarly to the case of n = 2
we obtain a short exact sequence of C∞(M)-modules, where M is the absolute
base of the n-fold vector bundle.

Moreover, we define symmetric n-fold vector bundles as n-fold vector bundles
equipped with a symmetric structure, which is given by a certain action of the
symmetric group. This is a generalisation of the concept of involutive double vector
bundles to higher orders and will be important for the geometrisation of graded
manifolds of degree n analogously to the degree 2 case, which was carried out by
Madeleine Jotz Lean in [37]. Extending this geometrisation to the case of a general
degree n is an ongoing joint project with Madeleine Jotz Lean. We will give an
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explicit equivalence of categories between the category of symmetric n-fold vector
bundles and the category of [n]-manifolds.

For convenience of the reader we finally demonstrate in detail our results in the
special case of n = 3, that is for triple vector bundles, since the general notation
is fairly technical. In this case we will also demonstrate how a decomposition of
a triple vector bundle is equivalent to a horizontal lift, that is a splitting of the
short exact sequence of C∞(M)-modules given by doubly linear sections, together
with splittings of the side and core double vector bundle.

Linear generalised complex structures

Second, in Chapter 4 we study linear generalised complex structures on vector
bundles and in particular on Lie algebroids. A linear generalised structure on
a vector bundle E → M is a generalised complex structure J : TE ⊕ T ∗E →
TE ⊕ T ∗E, which is furthermore a double vector bundle morphism

TE ⊕ T ∗E TE ⊕ T ∗E

E E

TM ⊕ E∗ TM ⊕ E∗

M M

J

idE

j

idM

.

We use linear splittings of the generalised tangent bundle TE ⊕ T ∗E → E of a
vector bundle E →M in order to describe the generalised complex structures in
terms of the side morphism j : TM ⊕ E∗ → TM ⊕ E∗. In order to do so, we use
the correspondence of linear splittings of TE ⊕ T ∗E with (TM ⊕ E∗)-Dorfman
connections on E⊕T ∗M described by Jotz Lean in [36]. Dorfman connections can
be thought of as the Courant algebroid analogue of linear connections. We show
that for any linear generalised complex structure J on E with side morphism j

there is an adapted Dorfman connection such that the corresponding horizontal
lift σ : Γ(TM ⊕E∗)→ Γ`E(TE ⊕ T ∗E) is compatible with J , in the sense that it
satisfies σ(jν) = J σ(ν) for any ν ∈ Γ(TM ⊕ E∗) (Proposition 4.1.15).

We give equivalent conditions on the side morphism j and the Dorfman con-
nection ∆ under which these define a linear generalised complex structure on E
(Theorem 4.1.19). To describe the integrability condition we define a bracket
A on TM ⊕ E∗ which does not admit an anchor and thus does not define a Lie
algebroid or dull algebroid structure. This bracket A is defined in terms of j and
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∆ but we can show that it is in fact independent of the choice of the adapted
Dorfman connection ∆.

We also show that in the case of a linear generalised Kähler structure on E,
which involves two commuting linear generalised complex structures on E, we
can find a Dorfman connection which is simultaneously adapted to both linear
generalised complex structures.

Then we show that the linearity of the generalised complex structure is equiva-
lent to the linearity of the corresponding Dirac structures. Hence a linear gener-
alised complex structure is equivalent to a pair of complex conjugated, transversal
complex VB-Dirac structures in TCE ⊕ T ∗CE.

After having described the linear structure, we consider a Lie algebroid A→M

and describe the conditions on j and ∆, under which a linear generalised complex
structure J : TA ⊕ T ∗A → TA ⊕ T ∗A is additionally a Lie algebroid morphism
over j. The latter is the definition of Glanon algebroids given in [41]. We show
that this is equivalent to the property of the corresponding Dirac structures to
be additionally Lie subalgebroids of TCA⊕ T ∗CA→ TCM ⊕A∗C and therefore such
a generalised complex structure is equivalent to a pair of complex conjugated,
transversal complex LA-Dirac structures in TCA ⊕ T ∗CA. This correspondence
has already been stated in [41]. The proof of this equivalence makes use of the
description of LA-Dirac structures in terms of a linear splitting, which is given
by Jotz Lean in [38]. We also recover the conditions for a morphism of 2-term
representations up to homotopy which represent the VB-algebroid structure of
TA⊕ T ∗A in the linear splitting (Theorem 4.3.11).

Afterwards we show that the core morphism of a generalised complex structure
on a Lie algebroid defines itself a generalised complex structure in the degenerate
Courant algebroid A⊕ T ∗M , the definition of which was given by Madeleine Jotz
Lean in [38].

Subsequently, we show that the ±i-eigenbundles U± of the complexified side
morphism jC of a linear generalised complex structure give rise to a complex
A-Manin pair, the complexified version of the A-Manin pair defined by Jotz Lean
in [38]. This defines in particular Courant algebroids C± such that U± is a Dirac
structure in C±. We show that these Courant algebroids are isomorphic to the
Drinfeld doubles of the Lie bialgebroids (U±,K∓), where K± is the ±i-eigenbundle
of the core morphism of the generalised complex structure. Drinfeld doubles of
Lie bialgebroids were defined by Zhang-Ju Liu, Alan Weinstein and Ping Xu in
[45] and also studied by Kirill Mackenzie in [49]. It was shown in [45] that a Lie
bialgebroid is equivalent to two transversal Dirac structures in a Courant algebroid,
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namely the Drinfeld double.

We also investigate in detail the two extremal cases of generalised complex
structures on a Lie algebroid, that is the case of a generalised complex structure
induced by either a complex structure or a symplectic structure. In the case of a
holomorphic Lie algebroid we find that the two Courant algebroids C+ and C− can
be decomposed in a direct sum of Courant algebroids C1,0

T ⊕ C
0,1
A and C0,1

T ⊕ C
1,0
A ,

respectively. We thus show that these Courant algebroids form matched pairs and
C± is given by the matched sum (Theorem 4.8.9), which are notions defined
for Courant algebroids by Mathieu Stiénon and Melchior Grützmann in [29]. For
that we first show that in the complex case our adapted Dorfman connection can
be taken to be a standard Dorfman connection, which is induced by an ordinary
TM -connection ∇ on E. This connection ∇ is then adapted to the complex
structure in the sense that the corresponding horizontal lift σ : Γ(TM)→ Γ`E(TE)
satisfies σ(JMX) = JEσ(X). To our knowledge, this is a new insight. In the
case of a symplectic Lie algebroid we find that the complex Lie algebroids U± are
isomorphic to the complexified tangent bundle TCM and thus also to A∗C. The
dual K∓ is therefore isomorphic to T ∗CM and to AC.

Finally, we extend our results to the more abstract setting of a VB-Courant
algebroid. We therefore replace the generalised tangent bundle TE ⊕ T ∗E of a
vector bundle E with a general VB-Courant algebroid. Here we obtain adapted
Lagrangian splittings. Making use of the correspondence between decomposed
VB-Courant algebroids and split Lie 2-algebroids described in [39], we extend the
conditions for generalised complex structures to the setting of split Lie 2-algebroids.

Appendix

In the appendix we assume that we want to work with a fixed Dorfman connection
instead of choosing an adapted one. This can be useful in the case where we have
previously fixed a linear splitting, for example adapted to a different geometric
structure on TE ⊕ T ∗E. In general it might not be possible in the presence of
independent geometric structures to find one splitting which is adapted to both
simultaneously. With a general linear splitting the computations are much more
complicated. We describe how a linear generalised complex structure on E is
then equivalent to the side morphism j and a 2-form Ψ ∈ Ω(TM ⊕E∗, E∗), which
depends on the linear splitting, both satisfying certain properties (Theorem
A.1.6).
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Ongoing work and future projects

In the future, the two main parts of this thesis can hopefully be connected via
graded manifolds. The geometrisation of graded manifolds of degree n is an ongoing
joint project with my supervisor Madeleine Jotz Lean. We will prove an equivalence
of categories with such [n]-manifolds and the category of symmetric n-fold vector
bundles which is described here. This equivalence will be constructed analogously
to the degree 2 case in [37] and will rely on the existence of decompositions proved
in this thesis. The second goal is to describe generalised complex structures in
Lie 2-algebroids without the choice of a splitting. Generalised complex structures
naturally live in Courant algebroids which were shown to be equivalent to symplectic
Lie 2-algebroids by Dimitry Roytenberg in [66]. Building up on this equivalence
David Li-Bland gave an equivalence between VB-Courant algebroids and Lie 2-
algebroids in [44]. Later, Madeleine Jotz Lean described how this correspondence
can be obtained from her geometrisation of [2]-manifolds. She gave an equivalence
between [2]-manifolds and metric double vector bundles and showed how in this
picture Lie 2-algebroids correspond to VB-Courant algebroids, Poisson Lie 2-
algebroids correspond to LA-Courant algebroids and symplectic Lie 2-algebroids
correspond to tangent prolongations of Courant algebroids. Translating our results
for generalised complex structures in split Lie 2-algebroids to Lie 2-algebroids as
graded manifolds of degree 2 equipped with a cohomological vector field might
also lead to a definition of generalised complex structures in Lie n-algebroids.
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Chapter 2

Background

In this chapter we will collect definitions and recall properties of the basic objects
that we will work with later. We will go through the definitions of double vector
bundles, Lie algebroids, Courant algebroids, Dirac structures, generalised complex
structures, VB-Courant algebroids and graded manifolds. The expert reader may
skip the sections about structures they are already familiar with and focus on the
other ones.

2.1 Double vector bundles

In this section we will recapitulate the definition and properties of a double vector
bundle. Double vector bundles were first introduced by Jean Pradines in [65] in
his study of nonholonomic jets. They were further studied for their application to
Poisson geometry and in particular the integration of Lie bialgebroids for example
by Kirill Mackenzie [48], also together with Ping Xu in [55]. For a comprehensive
overview about the general theory of double vector bundles we can recommend
Mackenzie’s book [51].

2.1.1 Definitions and examples

Definition 2.1.1. A double vector bundle (D;A,B;M) consists of vector bun-
dle structures D → A, D → B, A→M , B →M :

D B

A M

qDB

qDA qB

qA

, (2.1)
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such that the structure maps (bundle projection, addition, scalar multiplication
and zero section) of D over A are vector bundle morphisms over the corresponding
structure maps of B →M and the other way around.

The compatibility of the vector bundle additions is equivalent to the in-
terchange law: for any tuples d1, d2, d3, d4 ∈ D such that qDA (d1) = qDA (d2),
qDA (d3) = qDA (d4), qDB (d1) = qDB (d3) and qDB (d2) = qDB (d4) we have the equality

(d1 +A d2) +B (d3 +A d4) = (d1 +B d3) +A (d2 +B d4) . (2.2)

To obtain a category of double vector bundles, we have to define morphisms
between them. This can also be found in [51].

Definition 2.1.2. A morphism of double vector bundles from (D;A,B;M)
to (D′;A′, B′;M ′) consists of maps Ψ: D → D′, ψA : A → A′, ψB : B → B′ and
ψ0 : M → M ′, such that (Ψ, ψA), (Ψ, ψA), (ψA, ψ0), (ψB, ψ0) are vector bundle
morphisms and such that the following cube commutes

D D′

B B′

A A′

M M ′

Ψ

ψB

ψA

ψ0

. (2.3)

The restriction of such a morphism to core elements induces a morphism of
vector bundles ψC : C → C ′, called the core morphism of Ψ.

We will need the following properties of vector bundles, first to prove the
surjectivity of the double projection in Lemma 2.1.6 following an argument of
David Li-Bland and Pavol Ševera in [43], and later in the generalisation to multiple
vector bundles in Theorem 3.1.13. These results are straightforward and well-
known, but we want to be able to reference them in the proof of Theorem 3.1.13
in order to keep that proof as concise as possible.

Lemma 2.1.3. Let f : M → N be a smooth map, and let qE : E → N be a smooth
vector bundle. Then the inclusion f !E ↪→ E ×M is a smooth embedding.

Proof. This follows directly from the definition of the pullback vector bundle. As a
topological space f !E is given as the pullback E×(qE ,N,f)M , which is an embedded
submanifold of E ×M since qE is a surjective submersion and therefore f and qE
are immediately transversal.
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Lemma 2.1.4. Let A → M and B → N be two smooth vector bundles, and let
φ : A → B be a homomorphism of vector bundles over a surjective submersion
f : M → N . Assume that φ is surjective in each fibre. Then the pullback homo-
morphism f !φ : A→ f !B, am 7→ (φ(am),m) over the identity on M is surjective
in each fibre.

Proof. This statement is immediate, as the fibre of f !B over m is given exactly
by the fibre of B over f(m) and the restriction of f !φ to the fibre over m is the
restriction of φ to the fibre and therefore surjective.

The following Lemma uses the technique of Li-Bland and Ševera in [43].

Lemma 2.1.5. Let A → M and B → N be two smooth vector bundles, and let
φ : A→ B be a homomorphism of vector bundles over a smooth map f : M → N .
Then φ is a surjective submersion if and only if φ is surjective in each fiber and f
is a surjective submersion.

Proof. Choose am ∈ A. Then it is easy to see in local coordinates that the tangent
space TamA splits as TamA ' TmM ⊕ Am, and the tangent space Tφ(am)B splits
as Tf(m)N ⊕Bf(m). In those splittings, the map Tamφ : TamA→ Tφ(am)B reads

Tamφ = Tmf ⊕ φ|Am : TmM ⊕Am → Tf(m)N ⊕Bf(m).

Therefore, Tamφ is surjective if and only if Tmf : TmM → Tf(m)N is surjective and
φ|A(m) : Am → Bf(m) is surjective.

Thus if φ is a surjective submersion, clearly f is surjective and by the argument
above f is a submersion and φ is surjective in every fibre. Conversely, if f is a
surjective submersion and φ is surjective in every fibre, by the previous argument,
Tamφ is surjective for any am ∈ A and thus φ is a surjective submersion.

The following property is in the literature sometimes stated as an additional
condition in the definition of a double vector bundle, but David Li-Bland and
Pavol Ševera showed that it is redundant in [43]. This is the case of n = 2 of
Theorem 3.1.13.

Lemma 2.1.6. Let (D;A,B;M) be a double vector bundle. Then the double
projection (qDA , qDB ) : D → A×M B is a surjective submersion and a double vector
bundle morphism.

Proof. The vector bundle projections qB : B →M and qDA : D → A are by definition
surjective submersions. Hence Lemma 2.1.5 shows that qDA is surjective in each
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fiber. Now we can identify A ×M B with the pullback vector bundle q!
BA, and

then (qDA , qDB ) : D → A×M B is identified with the pullback q!
Bq

D
A : D → q!

BA as
morphism of vector bundles over B. By Lemma 2.1.4 it is hence surjective in each
fibre, and so (qDA , qDB ) : D → A×M B is a surjective submersion again by Lemma
2.1.5.

That it is a morphism of double vector bundles follows directly from the
definition of a double vector bundle.

Lemma 2.1.7. Let qA : A → M be a smooth vector bundle, and let B ⊆ A and
N ⊆M be embedded submanifolds with qA(B) = N and such that for each n ∈ N ,
B(n) ⊆ A(n) is a vector subspace. Then B → N has a unique smooth vector bundle
structure, such that the smooth embeddings build a vector bundle homomorphism
into A→M .

Proof. From the definition of a vector subbundle it is immediate that B can be
equipped with the structure of a vector subbundle of A|N . With this structure the
embedding is clearly a vector bundle homomorphism. Moreover, the embeddings
determine the vector bundle structure on qA|B : B → N uniquely.

An important role in the theory of double vector bundles plays the core of a
double vector bundle, which is defined in [51] as follows.

Definition 2.1.8. The common kernel of both projections of a double vector bundle
is called the core of the double vector bundle:

C = {c ∈ D | ∃m ∈M : qDB (c) = 0Bm, qDA (c) = 0Am} . (2.4)

Note that m ∈M is just the projection qA ◦ qDA (c) = qB ◦ qDB (c) of c to M .

Lemma 2.1.9. The core C is itself a vector bundle over M with the vector bundle
structure inherited from either the structure of D → A or of D → B, which coincide
on the subset C ⊆ D.

Proof. That C is a smooth submanifold of D follows from the fact that it is the
preimage of 0AM ×M 0BM under the surjective submersion (qDA , qDB ) : D → A×M B,
and that 0AM ×M 0BM is the image of the zero section in the vector bundle A⊕B
and is thus a smooth submanifold of A×M B.

To show that the additions over A and B coincide on C we first note that for
any m ∈ M we have 0D0Am = 0D0Bm =: 0Dm, as the zero section of D → A is a vector
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bundle morphism over the zero section of B →M . Take now c1, c2 ∈ C projecting
to m ∈M , then we use the interchange law (2.2) to show

c1 +A c2 = (c1 +B 0Dm) +A (0Dm +B c2)
= (c1 +A 0Dm) +B (0Dm +A c2)
= c1 +B c2 .

That C is closed under this addition is immediate as both projections qDB and qDA
are vector bundle morphisms. That C is closed under both scalar multiplications
·A and ·B follows from the same observation. That both scalar multiplications
coincide follows for integers and then rational numbers from the fact that the
additions coincide and then by continuity of the multiplications for all real numbers.
Therefore we have a well-defined vector bundle structure in C → M with the
structure given by either the restriction of the structure of D → A or of the
structure of D → B.

Definition 2.1.10. Let (D;A,B;M) be a double vector bundle. We will view the
core C simultaneously as a vector bundle C →M and as a subset of D. A given
section c ∈ Γ(C) induces a core section c† of D → A, defined by

c†(am) = 0Dam +B c(m) . (2.5)

Linear sections of D over A are sections ξ ∈ ΓA(D) that are vector bundle
morphisms over some section b ∈ Γ(B). The set of core sections is denoted by
ΓcA(D) and the set of linear sections by Γ`A(D). For an element ϕ ∈ Γ(Hom(A,C))
we obtain the core-linear section ϕ

∼ of D over A, which is a linear section over
the zero section of B. It is defined by

ϕ
∼(am) = 0Dam +B ϕ(am) . (2.6)

for any am ∈ A over m ∈M . In the same manner we define linear sections, core
sections and core-linear sections of D over B.

Given a double vector bundle (D;A,B;M) with core C, there are two short
exact sequences of vector bundles, called the core sequences as in the following
proposition (see also [51]).

Proposition 2.1.11. The following are short exact sequences of vector bundles
over A and B, respectively.

0→ q!
AC

ιA−→D
(qDA ,q

D
B )

−−−−−→ q!
AB → 0

0→ q!
BC

ιB−→D
(qDA ,q

D
B )

−−−−−→ q!
BA→ 0 .

(2.7)
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The maps ιA and ιB are the core inclusions, defined by ιA((a, c)) := 0Da +B c and
ιB((b, c)) := 0Db +A c for a ∈ A, b ∈ B, c ∈ C over the same m ∈M .

Proof. The injectivity of the maps ιA and ιB is immediate. Since the addition in C
is defined as restriction of +A and +B , both maps define vector bundle morphisms.
As a manifold q!

BA = A×M B = q!
AB and the map (qDA , qDB ) is surjective according

to Lemma 2.1.6. That it defines a vector bundle morphism over A and over B
follows directly from the fact that qDA and qAB are vector bundle morphisms over
qB and qA, respectively.

Given any (a, c) ∈ q!
AC we have that (qDA , qDB )(ιA(a, c)) = (qDA , qDB )(0Da +B c) =

(a, 0Bm) and thus ιA(a, c) is in the kernel of (qDA , qDB ) as a vector bundle morphism
over A. Conversely, given d ∈ D in the kernel of (qDA , qDB ) as vector bundle
morphism over A, we have that d−B 0D

qDA (d) projects to 0Am and 0Bm and is therefore
by definition an element of the core,c ∈ C. Thus d = 0D

qDA (d) +B c = ιAq
D
A (d) and

the first sequence is exact. Completely analogously it follows that the second
sequence is exact.

Definition 2.1.12. Given a double vector bundle (D;A,B;M), the flip of D is a
double vector bundle (Dflip;B,A;M) with the same vector bundle structures as D
but exchanged role of A and B. This is a different double vector bundle since the
position of A and B is important in the definition of morphisms of double vector
bundles, given in Definition 2.1.2.

We will now give some basic examples of double vector bundles.

Example 2.1.13. For three vector bundles A, B, C over M there is the trivial
double vector bundle with sides A and B and with core C, given by

A×M B ×M C B

A M

prB

prA , (2.8)

where the additions are defined as (am, bm, cm)+A (am, b′m, c′m) = (am, bm+b′m, cm+
c′m) and analogously for the addition over B. Here the core section c† ∈ ΓA(D)
is thus given by c†(am) = (am, 0Bm, c(m)), whilst core-linear sections are given by
ϕ
∼(am) = (am, 0Bm, ϕ(am)) for ϕ ∈ Γ(Hom(A,C)).

For any manifold M we will denote by pM : TM → M the projection of the
tangent bundle to the manifold and by cM : T ∗M →M the cotangent projection.
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Example 2.1.14. For any vector bundle qE : E →M the tangent double

TE E

TM M

pE

TqE qE

pM

, (2.9)

is a double vector bundle with core isomorphic to E. Core sections of TE over E
are given by vertical vector fields

e↑(e′m) = d

dt

∣∣∣∣
t=0

e′m + te(m) . (2.10)

Vertical vector fields act on linear functions `ε for ε ∈ Γ(E∗) by e↑(`ε) = q∗E〈ε, e〉
since

e↑(`ε)(e′m) = d

dt

∣∣∣∣
t=0

`ε(e′m + e(m)) = d

dt

∣∣∣∣
t=0
〈ε, e′m + te(m)〉 = 〈ε, e〉(m)

and on pullbacks of functions f ∈ C∞(M) by e↑(q∗Ef) = 0 since

e↑(q∗Ef)(e′m) = d

dt

∣∣∣∣
t=0

q∗Ef(e′m + e(m)) = d

dt

∣∣∣∣
t=0

f(m) = 0 .

Linear vector fields ξ ∈ Γ`E(TE) over X ∈ Γ(TM) send linear functions `ε to linear
functions and pullbacks of functions on M to pullbacks and therefore correspond
to derivations D ∈ Der(Γ(E)) over X with the correspondence given by

ξ(`ε) = `D∗(ε) and ξ(q∗E(f)) = q∗E(X(f)) . (2.11)

Given a derivation D as above, we write D̂ for the corresponding linear vector field.
See for example [51] and also [25] or [36]. We will also write X`(E) for the space
of linear vector fields and Xc(E) for the space of vertical vector fields.

A special case of this is the double tangent bundle of a manifold.

Example 2.1.15 (Double tangent bundle). For any smooth manifoldM the double
tangent bundle

TTM TM

TM M

pTM

TpM pM

pM

,

is a double vector bundle with core TM . This double vector bundle comes with
a canonical flip, an isomorphism of double vector bundles J : TTM → TTMflip,
exchanging the two vector bundle structures TpM and pTM .
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2.1.2 Dualising double vector bundles

For every double vector bundle (D,A,B,M) with core C there are two ways of
dualising a double vector bundle, we can dualise D either as a vector bundle over
A or as vector bundle over B. The dual bundle of D over A will be denoted by
D∗A and is a double vector bundle with sides A and C∗ and with core B∗.

D∗A C∗

A M

r
D∗
A

C∗

qD
∗

A
qC∗

qA

.

The vertical projections are the ordinary projections of the dual vector bundles,
whereas the projection of D∗A to C∗ is given by

r
D∗A
C∗ (δ)(cm) := 〈δ, 0Dam +B cm〉A ,

for δ ∈ (D∗A)am . The identification of the core of D∗A with B∗ is given by

〈β, bm〉 := 〈β, 0Dbm〉 ,

for any element β ∈ D∗A over 0Am projecting to 0C∗m under rC∗D∗ .

In Mackenzie’s book [51] there is a detailed description of the following prop-
erties of the duals of double vector bundles, which we just recall for the sake
of completeness, as it later proves to be one way of defining the Lie algebroid
structure on the generalised tangent bundle of a Lie algebroid.

Proposition 2.1.16. There is a non-degenerate pairing between the vector bundles
D∗A)∗C∗ → C∗ and D∗B → C∗ given for Φ ∈ D∗A and Ψ ∈ D∗B over the same
γ ∈ Γ(C∗) by

〈Φ,Ψ〉 := 〈Φ, d〉A − 〈Ψ, d〉B

for any d ∈ D such that qDA (d) = qD
∗

A (Φ) and qDB (d) = qD
∗

B (Ψ). It is also shown
that this is a pairing of double vector bundles and induces a double vector bundle
isomorphism between (D∗A)∗C∗ and the flip of D∗B.

Example 2.1.17. Dualising the tangent double of a vector bundle (TE,E, TM,M)
over E gives the cotangent double, a double vector bundle

T ∗E E

E∗ M

cE

rE qE

qE∗

,

with core T ∗M . Sections of T ∗E → E are 1-forms on E. The space of linear
sections is generated by exact 1-forms of the form d`ε, linear over a section
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ε ∈ Γ(E∗). Core sections are given by pullbacks q∗Eθ of 1-forms θ ∈ Ω1(M). This
example is covered in detail in Mackenzie’s book [51].

Kirill Mackenzie and Ping Xu proved in [53] that the double vector bundles T ∗E
and T ∗E∗ are isomorphic. We now give a brief recollection of this isomorphism.

Proposition 2.1.18. Given a vector bundle E →M and its dual vector bundle
E∗, there is an isomorphism R : T ∗E∗ → T ∗E over the sides idE and idE∗ with
core morphism − idT ∗M . This map is called the reversal isomorhism and is
given on core sections and prototypical linear sections of T ∗E∗ → E∗ as follows:

R(q∗E∗θ)(εm) = d0Em`ε − q
∗
Eθ(0Em)

R(d`e)(εm) = de(m)
(
`ε − q∗E〈ε, e〉

)
.

(2.12)

Thus core sections of T ∗E → E∗ are given by R(−q∗E∗θ) and typical linear sections
are given by aR := R(d`e).

Alternatively, the inverse isomorphism R−1 : T ∗E → T ∗E∗ can be defined as
composition of the following isomorphisms. First, applying the tangent functor T
to the pairing of E with E∗ induces a map TE ×TM TE∗ → TR, the projection
to the fibre in TR → R gives a non-degenerate pairing between TE and TE∗ as
vector bundles over TM and thus an isomorphism I : TE∗ → (TE)∗TM . This is in
fact an isomorphism of double vector bundles, and the dual of I as a morphism
over E∗ gives an isomorphism ItE∗ : ((TE)∗TM )∗E∗ → T ∗E∗. Precomposing this
isomorphism with the isomorphism between the iterated dual to the dual of TE
over E described in Proposition 2.1.16 gives the desired isomorphism of double
vector bundles TE∗ → T ∗E∗.

Example 2.1.19. Another important example of double vector bundles, in partic-
ular in the study of linear generalised complex structures, is the generalised tangent
bundle of a vector bundle E. It is given as the direct sum of vector bundles over E
of the tangent double and the cotangent double:

TE ⊕ T ∗E E

E ⊕ T ∗M

TM ⊕ E∗ M

.

We will describe this double vector bundle in more detail in Section 2.3.3 about
VB-Courant algebroids.
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2.1.3 Decompositions and splittings

This section is concerned with decompositions and linear splittings of double vector
bundles, which shows that Definition 2.1.1 of double vector bundles is equivalent
to the original definition in terms of double vector bundle charts given by Pradines
in [65].

Definition 2.1.20. A linear splitting of a double vector bundle (D;A,B;M) is
an injective morphism of double vector bundles

Σ: A×M B → D

which is the identity on the sides A and B.

Definition 2.1.21. A decomposition of a double vector bundle (D;A,B;M) is
an isomorphism of double vector bundles

S : A×M B ×M C → D

from the trivial double vector bundle A×M B ×M C to D which is the identity on
the sides and on the core.

The following property is straight forward and mentioned in several places, for
example in [25].

Lemma 2.1.22. Linear splittings and decompositions of a double vector bundle
are equivalent to each other.

Proof. Let (D;A,B;M) be a double vector bundle with core C. Given a linear
splitting Σ, we define a decomposition by S(am, bm, cm) := Σ(am, bm) +B (0Dbm +
cm) = Σ(am, bm) +A (0Dam + cm). Conversely, given a decomposition S of D, we
define the splitting by Σ(am, bm) := S(am, bm, 0Cm). These constructions are inverse
to each other.

Definition 2.1.23. Let (D;A,B;M) be a double vector bundle with core C. Given
two different decompositions S1,S2 : A×M B×M C → D, the composition S−1

1 ◦ S2

is an automorphism of A×M B ×M C over the identity on A, B and C. Such a
morphism is necessarily of the form (am, bm, cm) 7→ (am, bm, cm + φ(am, bm)) for
some φ ∈ Γ(A∗ ⊗B∗ ⊗ C). We call φ the change of splittings.

Conversely, given one decomposition S and such an automorphism of A×M
B ×M C , the composition defines a second decomposition of D.
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We will now give a proof of the well-known fact that every double vector bundle
admits a decomposition. This has been stated in several places, however rarely
with a full proof. Fernando del Carpio-Marek gave a proof in his thesis [17]. We
first need the following short exact sequences of C∞(M)-modules, which can be
found for example in [25].

Lemma 2.1.24. The following is a short exact sequence of C∞(M)-modules:

0→ Γ(Hom(A,C)) (̃·)−→ Γ`A(D) π−→ Γ(B)→ 0 , (2.13)

where π sends a linear section to its base section and (̃·) denotes the map that
sends a section of Hom(A,C) to the corresponding core linear section of D → A.

There is an analogous sequence for Γ`B(D).

Proof. Injectivity of (̃·) and exactness at Γ`A(D) follow directly from the exactness
of the core sequence of vector bundles over A from Proposition 2.1.11. Given
ξ ∈ Γ`A(D) projecting to 0: M → B we define a section φ ∈ Γ(Hom(A,C) by
setting for any am ∈ A over m ∈ M φm(am) := ξ(am)−B 0Dam . Now every short
exact sequence of vector bundles is non-canonically split which can be seen by
choosing a Riemannian metric on the vector bundle in the middle of the sequence.
Choose thus a splitting s : q!

AB → D. Then we define for any section b ∈ Γ(B) a
section b̂ of D → A by b̂(am) = s(am, b(m)). Now b̂ is a vector bundle morphism
over b and therefore an element of Γ`A(D) projecting to b. This shows that the
map π is surjective and the sequence exact.

The following equivalence is also described in [25].

Lemma 2.1.25. Splittings of double vector bundles are equivalent to horizontal
lifts σB, which are splittings of the exact sequence of C∞(M)-modules (2.13).

Proof. Given a linear splitting Σ, we define the lift for b ∈ Γ(B) and am ∈ A

over m ∈M by σB(b)(am) := Σ(am, b(m)). Since Σ is a vector bundle morphism
over A, this defines a linear section in Γ`A(D). Since Σ is additionally a vector
bundle morphism over B we have also σB(b+ b′) = σB(b) + σB(b′) and σB(fb) =
(qA)∗fσB(b) and σB is indeed a morphism of C∞(M)-modules.

Conversely, given a horizontal lift σB splitting the sequence (2.13), we define for
any (am, bm) ∈ A×M B the splitting by Σ(am, bm) := σB(b)(am), where b ∈ Γ(B)
is any section such that b(m) = bm. To show that this does not depend on the
choice of the section b we choose a neighbourhood U of m ∈M such that B|U is a
trivial vector bundle. Choosing local basis sections β1, . . . , β

k for B|U we can write
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any two sections b1, b2 of B with b1(m) = b2(m) = bm as a sum bi = ∑k
j=1 f

i
jβj for

suitable functions f ij ∈ C∞(U). Using that σB is a morphism of C∞(M)-modules
it then follows that σB(b1)(am) = σB(b2)(am) and Σ is well-defined. That Σ
is a vector bundle morphism over B follows directly from the fact that σB is a
morphism of C∞(M)-modules. Additionally, Σ is a vector bundle morphism over
A since σB(b) is a linear section of D → A for any b ∈ Γ(B). Thus Σ is a double
vector bundle morphism and a linear splitting.

Because of the symmetry of Σ thus a horizontal lift σB is therefore also
equivalent to a lift σA : Γ(A)→ Γ`B(D), splitting the sequence

0→ Γ(Hom(B,C)) (̃·)−→ Γ`B(D) π−→ Γ(A)→ 0 .

Given two linear splittings Σ1, Σ2 with change of splitting given by φ ∈ Γ(A∗ ⊗
B∗ ⊗ C) ∼= Γ(Hom(B,A∗ ⊗ C)) ∼= Γ(Hom(A,B∗ ⊗ C)) the corresponding lifts are
related by σ1

B(b)− σ1
B(b) = φ(b)
∼

and σ1
A(a)− σ1

A(a) = φ(a)
∼

.

The following is an important example of a linear splitting.

Example 2.1.26. Consider the tangent double of a vector bundle (TE;TM,E;M).
As seen in Example 2.1.14 a linear section of TE → E over X ∈ Γ(TM) corre-
sponds to a derivation on Γ(E) with symbol X. A horizontal lift σTM : Γ(TM)→
Γ`E(TE) is thus equivalent to a choice of a derivation ∇X of Γ(E) with symbol
X for every X ∈ Γ(TM), depending linearly on X. Thus linear splittings of TE
correspond to TM -connections ∇ on E. The corresponding lift σ∇ := σTM is given
for X ∈ Γ(TM) and em ∈ Em by the formula

σ∇(X)(em) = TmeX(m)−E
d

dt

∣∣∣∣
t=0

(em + t∇Xe) , (2.14)

where e is any section of E such that e(m) = em.

This allows us to express properties of TE, such as the Lie bracket in terms of
the Lie bracket on TM and the connection. Let us fix a connection ∇ as above and
denote the lift by σ∇. We write R∇ ∈ Γ(Hom(TM ⊗ TM,E)) for the curvature of
the connection. Then for any X,Y ∈ Γ(TM) and e, e1, e2 ∈ Γ(E) we have

[σ∇(X), σ∇(Y )] = σ∇([X,Y ])−R∇(X,Y )↑ (2.15)
[σ∇(X), e↑] = (∇Xe)↑ (2.16)

[e↑1, e
↑
2] = 0 , (2.17)

which follows directly from the description of linear and core sections in Example
2.1.14. See also [25].
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Example 2.1.27. Given a decomposition S : A ×M B ×M C → D of a double
vector bundle (D;A,B;M), the dual of S as a vector bundle morphism over A is
again an isomorphism of double vector bundles StA : D∗A → A×M C∗ ×M B∗. The
inverse of this is a decomposition of D∗A. For details on duals of double vector
bundle morphisms we refer to [51].

This observation together with Example 2.1.26 shows in particular that also
splittings of (T ∗E;E,E∗;M) are in one-to-one correspondence with linear TM-
connections on E.

With the previous results, it is simple to prove the existence of decompositions
as follows.

Proposition 2.1.28. Every double vector bundle is non-canonically isomorphic
to a trivial double vector bundle A×M B ×M C with sides A and B and core C.

Proof. Let (D;A,B;M) be a double vector bundle with core C. as shown by
Lemma 2.1.22 and Lemma 2.1.25 a decomposition of D is equivalent to a splitting
of the short exact sequence of sheaves of C∞(M)-modules

0→ Γ(Hom(A,C)) (̃·)−→ Γ`A(D) π−→ Γ(B)→ 0 .

Since both B and Hom(A,C) are vector bundles over M , the sheaves Γ(B) and
Γ(Hom(A,C)) are locally free and finitely generated. For every point p ∈ M

there is an open neighbourhood U such that ΓU (B) and ΓU (Hom(A,C)) are free
C∞(U)-modules. Free modules are especially projective and an R-module P over
a commutative ring R is projective if and only if for every surjective R-module
homomorphism π : M → P there is a right inverse σ : P →M , that is π ◦ σ = idP .
Thus there is a splitting σB|U of the sequence above restricted to U . As C∞(U) is
a commutative ring, the category of C∞(U)-modules is abelian and the splitting of
the short exact sequence is equivalent to Γ`A|U (D) being isomorphic to a direct sum
of the free C∞(U)-modules ΓU (Hom(A,C)) and ΓU (B) by the splitting lemma.
Hence Γ`A|U (D) is itself a free C∞(U)-module and the sheaf Γ`A(D) is therefore
locally free and finitely generated and thus isomorphic to the sheaf sections of a
vector bundle B̂. Now a splitting σB of the sequence is equivalent to a splitting of
the following short exact sequence of vector bundles:

0→ Hom(A,C)) −→ B̂ −→ B → 0 .

Such a splitting can always be found, for example by choosing a Riemannian
metric on B̂ and identifying B with the orthogonal complement of the image of
Hom(A,C).
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Thus for every double vector bundle (D;A,B;M) there exists a horizontal lift
σA : Γ(B)→ Γ`A(D) and therefore a decomposition S : A×M B ×M C → D.

2.2 Lie algebroids

Lie groupoids and Lie algebroids are the many-point versions of Lie groups and
Lie algebras. Groupoids were first introduced to differential geometry by Charles
Ehresmann ([20, 21, 22] and then subsequently studied by Jean Pradines [58, 59,
61, 60], Lie groupoids have later been studied due to their close connection with
Poisson geometry for example by Alain Coste, Pierre Dazord and Alan Weinstein
in [12] and by Weinstein in [70]. A comprehensive overview of the theory of
Lie groupoids and algebroids can be found in Mackenzie’s books, [47, 51]. More
recently, the problem of integrability of Lie algebroids, that is the existence of a
corresponding Lie groupoid or Lie’s third theorem for algebroids, has been solved
by Marius Crainic and Rui Loja Fernandes in [15, 16]. In this thesis we will mainly
work with Lie algebroids. However, we include the definition of a Lie groupoid here
since one main motivation behind the study of Lie algebroids is that they arise as
infinitesimal version of Lie groupoids. Furthermore, the results about generalised
complex Lie algebroids in Section 4.3 can be applied to analogous results about the
integrating Lie groupoids making use of results of Madeleine Jotz Lean, Mathieu
Stiénon and Ping Xu in [41]. This is future work.

2.2.1 Definitions and examples

Definition 2.2.1. A Lie groupoid over a smooth manifold M is a smooth man-
ifold G equipped with two surjective submersions s : G→M and t : G→M , called
source and target projection, with a smooth inclusion 1 : M → G and with a smooth
partial multiplication µ : G×M G→ G, where G×M G := {(g, h) ∈ G×G| s(g) =
t(h)} ⊆ G×G, such that the following axioms are satisfied:

1. s(µ(g, h)) = s(h) and t(µ(g, h)) = t(g) for all (g, h) ∈ G×M G,

2. µ is associative,

3. s(1(x)) = t(1(x)) = x for all x ∈M ,

4. µ(g,1(s(g))) = g = µ(1(t(g)), g) for all g ∈ G,

5. for every g ∈ G there is g−1 ∈ G, s.t. s(g−1) = t(g), t(g−1), µ(g, g−1) =
1(t(g)) and µ(g−1, g) = 1(s(g)).
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We think of the elements of M as the objects and of elements of G as arrows
between those objects, which we can compose if the source and target coincide.

Definition 2.2.2. A Lie algebroid over a smooth manifold M is a vector bundle
A→M , together with a vector bundle morphism

ρ : A→ TM , (2.18)

called the anchor, a R-bilinear, skew-symmetric bracket on sections of A

[·, ·] : Γ(A)× Γ(A)→ Γ(A) , (2.19)

that satisfies the Jacobi identity and the Leibniz identity

[a, fb] = f [a, b] + ρ(a)(f)b , (2.20)

for all a, b ∈ Γ(A) and f ∈ C∞(M).

The following property is sometimes stated as part of the definition of a Lie
algebroid, however it already follows from the other axioms.

Lemma 2.2.3. Let A be a Lie algebroid over M . For all a, b ∈ Γ(A) we then have

ρ([a, b]) = [ρ(a), ρ(b)] .

Proof. Fix a, b ∈ Γ(A). Since the bracket satisfies the Jacobi identity, we have for
any c ∈ Γ(A) and any f ∈ C∞(M)

0 = [[a, b], fc] + [[fc, a], b] + [[b, fc], a]
= f [[a, b], c] + ρ([a, b])(f)c

+ [f [c, a]− ρ(a)(f)c, b] + [f [b, c] + ρ(b)(f)c, a]
= f

(
[[a, b], c] + [[c, a], b] + [[b, c], a]

)
+ ρ([a, b])(f)c− ρ(b)(f)[c, a]− ρ(a)(f)[c, b] + ρ(b)

(
ρ(a)(f)

)
c

− ρ(a)(f)[b, c] + ρ(b)(f)[c, a]− ρ(a)
(
ρ(b)(f)

)
c

=
(
ρ([a, b])− [ρ(a), ρ(b)]

)
(f)c ,

where we made use of the Leibniz identity, skew-symmetry and again the Jacobi
identity. Since c and f were arbitrary, it follows that ρ([a, b]) = [ρ(a), ρ(b)].

The following two examples are in some sense the extremal cases of Lie alge-
broids, with the anchor being the identity or vanishing.

Example 2.2.4. The tangent bundle TM of a manifold M is a Lie algebroid,
where the anchor is the identity and the Lie bracket is the Lie bracket of vector
fields.
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Example 2.2.5. A Lie algebra bundle M×g is a Lie algebroid, with trivial anchor
and fibrewise bracket.

A Lie algebra is the same as a Lie algebroid over a point, i.e. where M = {∗}.

In [51] and also in [16] morphisms of Lie algebroids are defined in the general
case of Lie algebroids over different base manifolds. This gives rise to the category
of Lie algebroids. The problem with defining such a morphism is that in general
we can not push forward any section. However, in this thesis we will only deal with
the special case of morphisms where the underlying vector bundle morphism is
already an isomorphism over a diffeomorphism on the base. This case is naturally
considerably easier since we can push forward any section. We give here only the
definition in this special case and refer to [51] or [16] for the general case.

Definition 2.2.6. Given two Lie algebroids A → M and B → N with anchor
maps ρA and ρB and brackets [·, ·]A and [·, ·]B and a vector bundle morphism
(Φ, ϕ) : A→ B. Assume that any section a of A can be pushed forward to a section
Φ!a of B, such that Φ ◦ a = (Φ!a) ◦ ϕ. Then (Φ, ϕ) is a morphism of Lie
algebroids from A to B if and only if for any a1, a2 ∈ Γ(A) we have

1. ρB ◦ Φ = Tϕ ◦ ρA ,

2. Φ ◦ ([a1, a2]A) = [a′1, a′2] ◦ ϕ .

Example 2.2.7. Given a Lie algebroid A, the tangent prolongation Lie alge-
broid of A is the following Lie algebroid structure on the vector bundle TA→ TM .
Since TA is a double vector bundle as in Example 2.1.14, the space of sections
ΓTM (TA) is generated by core sections and linear sections. Linear sections are
given by Ta : TM → TA for sections a ∈ Γ(A), whereas core sections are given by
a† : TM → TA for a ∈ Γ(A) defined by

a†(vm) = 0TAvm +A
d

dt

∣∣∣∣
t=0

ta(m) . (2.21)

The anchor ρTA of the Lie algebroid TA → TM is a vector bundle morphism
from TA→ TM to T (TM)→ TM , where on T (TM) the vector bundle structure
is the canonical projection pTM of the tangent bundle over the smooth manifold
TM . It is given on linear sections by ρTA(Ta) = ̂[ρ(a), ·] and on core sections by
ρTA(a†) = (ρ(a))↑. Note that [ρ(a), ·] is a derivation of Γ(TM) and ρTA(Ta) is
the corresponding linear vector field (see also Example 2.1.14). The Lie bracket is
defined by

[Ta1, Ta2] = T [a1, a2] ,
[Ta1, a

†
2] = [a1, a2]† ,

[a†1, a
†
2] = 0 .

(2.22)
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More details and proofs on this construction can be found again in Mackenzie’s
book [51].

Equivalently, the tangent prolongation Lie algebroid is obtained by applying
the tangent functor to all the structure maps in the Lie algebroid A and for the
anchor composing it with the canonical flip J : TTM → TTM interchanging the
two vector bundle structures on TTM → TM .

Lie algebroids are closely related to Poisson geometry. For instance we have
the following example of a Lie algebroid.

Example 2.2.8. Let P be a Poisson manifold with Poisson bracket {·, ·} on
C∞(P ). The induced morphism π] : T ∗P → TP is the anchor for a Lie algebroid
structure on the cotangent bundle T ∗P defined by additive and Leibniz extension
of the bracket

[df, dg] = d{f, g} ,

where f, g ∈ C∞(P ). Equivalently, with the bi-vector field π the bracket can be
described as follows for ω1, ω2 ∈ Γ(T ∗P )

[ω1, ω2] = Lπ]ω1ω2 − Lπ]ω2ω1 − d(π(ω1, ω2) .

This classical example can be found in [12] and is also described in [53] and [51].

Furthermore, it is shown in [53] that Lie algebroid structures on A→M are
equivalent to linear Poisson structures on A∗ →M as follows.

Example 2.2.9. A Poisson structure on a vector bundle E is called linear if
π] : T ∗E → TE is a vector bundle morphism over some ρ : E∗ → TM . Then ρ is
the anchor for a Lie algebroid structure on E∗ with bracket given by

〈[ε1, ε2], e〉 :=
(
π](d`ε1)`ε2

)
(e) .

Conversely, a Lie algebroid structure A→M with anchor ρ induces a linear Poisson
structure π] : T ∗A∗ → TA∗ on A∗ by setting for a ∈ Γ(A) and θ ∈ Γ(T ∗M)

π](d`a) := ̂[a, ·] , π](q∗A∗θ) := (ρt(θ))↑ .

As before ̂[a, ·] denotes the linear vector field on A∗ corresponding to the derivation
[a, ·] of Γ(A) over ρ(a).

The previous examples allow to define a Lie algebroid structure on the vector
bundle T ∗A→ A∗ for a Lie algebroid A. This has been done by Mackenzie and
Xu in [54] and plays an important role in the study of Lie bialgebroids and Poisson
groupoids.
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Example 2.2.10. Let A → M be a Lie algebroid. Consider A∗ as a Poisson
manifold with the linear Poisson structure described in Example 2.2.9. Then
T ∗A∗ → A∗ is a Lie algebroid with the cotangent Lie algebroid structure described in
Example 2.2.8. The reversal isomorphism of double vector bundles R : T ∗A∗ → T ∗A

from Proposition 2.1.18 thus defines a Lie algebroid structure on T ∗A→ A∗. On
sections of the types mentioned in Proposition 2.1.18 the anchor and bracket is
then given by extension of the previous examples as follows.

ρT ∗A(aR) = L̂a , ρT ∗A(θ†) = (ρtθ)↑ ,
[aR1 , aR2 ] = [a1, a2]R , [aR, θ†] = (Lρ(a)θ)† , [θ†1, θ

†
2] = 0 .

(2.23)

This description can also be found in the appendix of [36].

Now we can combine the structure of TA and T ∗A in order to define a Lie
algebroid structure on the generalised tangent bundle over a Lie algebroid. This is
also described for example in [36].

Example 2.2.11. Given a Lie algebroid A → M , then the generalised tangent
bundle TA⊕T ∗A has a Lie algebroid structure over TM⊕A∗. This is obtained from
the Lie algebroid TA → TM (Example 2.2.7) and the Lie algebroid T ∗A → A∗

(Example 2.2.10) by taking the direct product TA × T ∗A → TM × A∗ and then
the pullback to the diagonal ∆A → ∆M to obtain a Lie algebroid structure on the
fibred product TA×A T ∗A→ TM ×M A∗.

Analogously to the Lie derivative, interior and exterior derivative in the case
of the tangent bundle and differential forms we can define a Lie derivative, interior
derivative and Lie algebroid differential for general Lie algebroids. The Lie algebroid
differential then gives rise to a cochain complex defining Lie algebroid cohomology.
Details about these constructions and properties of these maps can again be found
in [51]. We recall the definitions.

Definition 2.2.12. Given a Lie algebroid A → M with anchor ρ and bracket
[·, ·], we write Ω(A) := Γ(∧A∗). We define the Lie algebroid differential
dA : Ωk(A)→ Ωk+1(A) by setting for ω ∈ Ωk(A)

(dAω)(a0, . . . , ak) :=
∑
i

(−1)iρ(ai)ω
(
a0, . . . , âi, . . . ak

)
+
∑
i<j

(−1)i+jω
(
[ai, aj ], a0, . . . , âi, . . . , âj , . . . , ak

)
.

(2.24)

For a section a ∈ Γ(A) we furthermore define the Lie derivative LAa : Ωk(A)→
Ωk(A) for ω ∈ Ωk(A) by

(Laω)(a1, . . . , ak) := ρ(a)ω
(
a1, . . . , ak

)
−
∑
i

ω
(
a1, . . . , [a, ai], . . . , ak

)
. (2.25)
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The interior derivative ιa : Ωk+1(A)→ Ωk(A) is given for ω ∈ Ωk+1(A) by

(ιaω)(a1, . . . , ak) := ω
(
a, a1, . . . , ak

)
. (2.26)

Another concept arising from Poisson geometry is Lie bialgebroids. They were
introduced by Kirill Mackenzie and Ping Xu in [53] as the infinitesimal counterpart
to Poisson groupoids.

Definition 2.2.13. Given Lie algebroids A and A∗ which are dual as vector
bundles. Then (A,A∗) is a Lie bialgebroid if for all X,Y ∈ Γ(A)

d∗[X,Y ] = LXd∗Y − LY d∗X , (2.27)

where d∗ is the Lie algebroid differential of A∗.

Later it was shown in [45] by Liu, Weinstein and Xu that Lie bialgebroids are
equivalent to two transversal Dirac structures in a Courant algebroid, the Drinfeld
double of the Lie bialgebroid. We recall this structure in Example 2.3.4.

2.2.2 Linear connections

In the studies of Lie algebroids linear connections play an important role as flat
connections define representations of Lie algebroids. In this section we recall
some standard definitions about linear connections. Since we will later also need
connections of only anchored vector bundles we define connections in greater
generality. All the definitions in this sections can be found in several places, for
example in [1].

Definition 2.2.14. Given a vector bundle Q→M with an anchor map ρ : Q→
TM and a vector bundle B → M , then a linear Q-connection on B is an
R-bilinear map

∇ : Γ(Q)× Γ(B)→ Γ(Q)
(q, b) 7→ ∇qb ,

(2.28)

such that for any q ∈ Γ(Q), b ∈ Γ(B) and f ∈ C∞(M)

1. ∇fqb = f∇qb ,

2. ∇qfb = ρ(q)(f)b+ f∇qb .

If Q is additionally a Lie algebroid (or later dull algebroid as in Definition 2.3.14),
the curvature of ∇ is R∇ ∈ Γ(Q∗ ⊗Q∗ ⊗B∗) defined by

R∇(q1, q2)(b) = ∇q1∇q2b−∇q2∇q1b−∇[q1,q2]b . (2.29)
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Since the bracket of a Lie algebroid is skew-symmetric we have in that case R∇ ∈
Ω2(Q,B∗). In the case of a dull algebroid as in Definition 2.3.14, this is not
guaranteed. A connection is called flat if R∇ = 0.

Definition 2.2.15. A representation of a Lie algebroid A on a vector bundle
E is a flat A-connection on E.

The following notion was defined by Tahar Mokri in [56] and also studied by
Jiang-Hia Lu in [46] and Kirill Mackenzie in [52].

Definition 2.2.16. A matched pair of Lie algebroids consists of two Lie
algebroids (AρA, [·, ·]A) and (B, ρB, [·, ·]B) over M , with representations −→∇ of A
on B and ←−∇ of B on A, satisfying for all a, a1, a2 ∈ Γ(A) and b, b1, b2 ∈ Γ(B) the
following relations:

1. [ρA(a), ρB(b)]TM = −ρA(←−∇ba) + ρB(−→∇ab) ,

2. −→∇a[b1, b2]B = [−→∇ab1, b2]B + [b1,
−→
∇ab2]B +−→∇←−∇b2a

b1 −
−→
∇←−∇b1a

b2 ,

3. ←−∇b[a1, a2]A = [←−∇ba1, a2]A + [a1,
←−
∇ba2]A +←−∇−→∇a2b

a1 −
←−
∇−→∇a1b

a2 .

The importance of the notion of matched pairs of Lie algebroids stems from
the following theorem, proved in [56].

Theorem 2.2.17. Given a matched pair of Lie algebroids A and B as above, then
there is a Lie algebroid structure A ./ B on A⊕B, called the matched sum Lie
algebroid, which is defined as follows. The anchor is given for a ∈ Γ(A) and
b ∈ Γ(B) by

ρ((a, b)) := ρA(a) + ρB(b) (2.30)

and the bracket is given for a1, a2 ∈ Γ(A) and b1, b2 ∈ Γ(B) by

[(a1, b1), (a2, b2)] :=
(
[a1, a2]A+←−∇b1a2−

←−
∇b2a1, [b1, b2]B+−→∇a1b2−

−→
∇a2b1

)
. (2.31)

Conversely, given a Lie algebroid structure on A⊕B such that both A ∼= A⊕ 0
and B ∼= 0⊕B are Lie subalgebroids, then the equation

[(a, 0), (0, b)] =: (←−∇ba,
−→
∇ab) , (2.32)

for a ∈ Γ(A) and b ∈ Γ(A) defines representations −→∇ of A on B and ←−∇ of B on
A, making A and B into a matched pair of Lie algebroids.
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Definition 2.2.18. Let Q be an anchored vector bundle over M and ∇ a linear
Q-connection ∇ on a vector bundle B → M , the dual connection ∇∗ is a
Q-connection on B∗, defined by the equation

〈∇∗qβ, b〉 = ρ(q)〈β, b〉 − 〈β,∇qb〉 , (2.33)

for any q ∈ Γ(Q), b ∈ Γ(B), β ∈ Γ(B∗).

Definition 2.2.19. Let A be a Lie algebroid over M and E be a vector bundle over
M , the space of E-valued forms on A is given by Ω•(A;E) := Γ(∧•A∗ ⊗ E),
and an A-connection on E induces a differential d∇ : Ωk(A;E)→ Ωk+1(A;E) by
setting for ω ∈ Ωk(A;E)

(d∇ω)(a0, . . . , ak) :=
∑
i

(−1)i∇ai
(
ω
(
a0, . . . , âi, . . . ak

))
+
∑
i<j

(−1)i+jω
(
[ai, aj ], a0, . . . , âi, . . . , âj , . . . , ak

)
,

(2.34)

for any a0, . . . , ak ∈ Γ(A).

Definition 2.2.20. Let Q be an anchored vector bundle and ∇B and ∇C linear
Q-connections on B and C, respectively. Then this induces a linear Q-connection
∇Hom on Hom(B,C) by

∇Hom
q (φ) = φ ◦ ∇Bq −∇Cq ◦ φ ,

for any q ∈ Γ(Q) and φ ∈ Γ(Hom(B,C)).

2.2.3 Representations up to homotopy

Representations up to homotopy of Lie algebroids were introduced by Camilo Arias
Abad and Marius Crainic in [1] as a generalisation of Lie algebra representations
to general Lie algebroids. The idea of defining representations up to homotopy
goes back already to Sam Evans, Jiang-Hua Lu and Alan Weinstein, who defined
similar representations in [23]. It was shown by Alfonso Gracia-Saz and Rajan
Mehta in [28] that after the choice of a decomposition VB-algebroid structures on
a double vector bundle correspond to 2-term representations up to homotopy of
the side algebroid. Later Thiago Drummond, Madeleine Jotz Lean and Cristian
Ortiz proved in [19] that this correspondence also holds on the level of morphisms.
We recall in this section the definition of representations up to homotopy and the
aforementioned correspondence. Let in this section A always be a Lie algebroid
over M .
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The following definitions are given in [1] and recalled in [19]. Given a Z-graded
vector bundle E = ⊕

j∈ZEj , the space Ω(A;E) := Γ(∧A∗⊗E) has a total grading
defined by

Ω(A;E)k =
⊕
i+j=k

Γ(∧iA∗ ⊗ Ej) . (2.35)

Definition 2.2.21. Let A be a Lie algebroid over M . A representation up to
homotopy of A is a graded vector bundle E and an operator

D : Ω(A;E)• → Ω(A;E)•+1 , (2.36)

satisfying D2 = 0 and the graded derivation rule

D(ω ∧ η) = dA(ω) ∧ η + (−1)kω ∧D(η) , (2.37)

for any ω ∈ Ωk(A) and η ∈ Ω(A;E).

Definition 2.2.22. Given two such representations up to homotopy (E,DE) and
(F,DF ) up to homotopy of A, a morphism of representations up to homotopy is a
degree zero, Ω(A)-linear map

Φ: Ω(A;E)→ Ω(A;F ) ,

such that Φ ◦DE = DF ◦ Φ.

Because of the results of [28] and [19], 2-term representations up to homotopy
are of particular relevance to us, that is when the graded vector bundles are
concentrated in degrees 0 and 1. It is also shown in [1] that such a 2-term
representation up to homotopy of A on E0⊕E1 is equivalent to the following data.
We use here the sign convention of [19].

1. a vector bundle morphism ∂ : E0 → E1 ,

2. linear A-connections ∇0 and ∇1 on E0 and E1 such that ∂ ◦ ∇0 = ∇1 ◦ ∂ ,

3. an element K ∈ Ω2(A; Hom(E1, E0)), such that

• d∇HomK = 0 ,

• R∇0 = −K ◦ ∂ and

• R∇1 = −∂ ◦K .

Such a 2-term representation up to homotopy will thus also be denoted by the
tuple (∂,∇0,∇1,K) as above, called the structure operators of the 2-term
representation up to homotopy. According to [19] and [1] a morphism between two
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such 2-term representations up to homotopy (∂E ,∇0
E ,∇1

E ,KE) on E = E0 ⊕ E1

and (∂F ,∇0
F ,∇1

F ,KF ) on F = F0 ⊕ F1 of the same Lie algebroid A→M consists
of the following data: A triple (ϕ0, ϕ1,Φ), where ϕk : Ek → Fk for k = 0, 1 are
bundle maps and Φ ∈ Ω1(A; Hom(E1, F0)), satisfying for all a ∈ Γ(A)

1. ϕ1 ◦ ∂E = ∂F ◦ ϕ0 ,

2. ∇Hom
a (ϕ0) = Φa ◦ ∂E ,

3. ∇Hom
a (ϕ1) = ∂F ◦ Φa ,

4. d∇HomΦ = ϕ0 ◦KE −KF ◦ ϕ1 .

Now we will recall the correspondence between VB-algebroid structures on
a decomposed double vector bundle and 2-term representations up to homotopy
shown in [28, 19]. The following definition of VB-algebroids can be found in [28]
and the definition of morphisms can be found in [19].

Definition 2.2.23. A VB-algebroid is a double vector bundle (D;A,B;M),
where additionally D → B is a Lie algebroid, such that the anchor ρD : D → TB

is a vector bundle homomorphism over some ρA : A→ TM and the Lie bracket of
D is linear, that is

1. [Γ`B(D),Γ`B(D)] ⊆ Γ`B(D) ,

2. [Γ`B(D),ΓcB(D)] ⊆ ΓcB(D) ,

3. [ΓcB(D),ΓcB(D)] = 0 .

A morphism of VB-algebroids between two VB-algebroids (D;A,B;M) and
(D′;A′, B′;M) over the same base M is a morphism (Ψ;ψA, ψB; idM ) of double
vector bundles, such that (Ψ;ψB) is additionally a Lie algebroid morphism.

The Lie algebroid structure on D then also induces a Lie algebroid structure
on A → M with anchor ρA and bracket defined as follows: For linear sections
ξ, ζ ∈ Γ`B(D) over a, b ∈ Γ(A) then [ξ, ζ] is linear over [a, b]A. With this structure
A is called the side algebroid of D.

In [28] it is shown that there is a correspondence between VB-algebroid struc-
tures on a decomposed double vector bundle A×M B ×M C with side algebroid A
and 2-term representations up to homotopy of A onto C[0]⊕B[1], the graded vector
bundle with C in degree 0 and B in degree 1. In [19], it is shown that this also
holds for morphisms and thus gives an equivalence of categories. More precisely,
the following statements are proved.



32 CHAPTER 2. BACKGROUND

Theorem 2.2.24. Let A→M be a Lie algebroid, B →M and C →M be vector
bundles. There is a one-to-one correspondence between VB-algebroid structures on
A×M B ×M C with core C and side algebroid A and 2-term representations up to
homotopy of A on C[0] ⊕B[1].

Let (D = A×M B ×M C;A,B;M) and (D′ = A′ ×M B′ ×M C ′;A′, B′;M) be
two VB-algebroids. A double vector bundle morphism (Ψ;ψA, ψB; idM ) from D

to D′ with core morphism ψC is a VB-algebroid morphism if and only if ψA is a
Lie algebroid morphism and (ψC , ψB,Φ) are the components of a morphism of the
corresponding 2-term representations up to homotopy. Here Φ ∈ Ω1(A,Hom(B,C ′))
is defined by the observation that any double vector bundle morphism Ψ as above
is given for a ∈ A, b ∈ B and c ∈ C over m ∈M by

(a, b, c) 7→
(
ψA(a), ψB(b), ψC(c) + Φ(a, b)

)
,

for some Φ ∈ Γ(A∗ ⊗B∗ ⊗ C ′).

This correspondence is described in [19] as follows. Given a 2-term representa-
tion up to homotopy (∂,∇C ,∇B,K) of A on C[0] ⊕B[1], let D = A×M B ×M C

and let σ : Γ(A) → Γ`B(D) be the canonical lift σ = σA corresponding to the
decomposition idD according to Lemma 2.1.25. Then the Lie algebroid structure
of D → B is given by the anchor

ρD(σ(a)) = ∇̂Ba ∈ X`(B) ,
ρD(c†) = ∂(c)↑ ∈ Xc(B) ,

(2.38)

and the bracket

[σ(a1), σ(a2)] = σ([a1, a2]) +K(a1, a2)
∼

,

[σ(a), c†] = (∇Ca c)† ,
[c†1, c

†
2] = 0 ,

(2.39)

where a, a1, a2 ∈ Γ(A) and c, c1, c2 ∈ Γ(C).

Conversely, given a VB-algebroid structure on D = A ×M B ×M C, (2.38)
defines a linear A-connection ∇1 on B and a vector bundle morphism ∂ : C → B.
Furthermore (2.39) defines a linear A-connection ∇0 on C and a form K ∈
Ω2(A,Hom(B,C)

)
and together, these form the structure operators of a 2-term

representation up to homotopy of A on C[0] ⊕B[1].

2.3 Courant algebroids and Dirac structures

Irene Dorfman ([18]) and Theodor Courant ([13]) introduced independently a
bracket on the generalised tangent bundle TM ⊕ T ∗M . Courant showed how
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symplectic and Poisson structures can be interpreted as special cases of Dirac
structures, which depend on this Courant-Dorfman bracket. In this section we will
recapitulate the basic definitions and examples of Courant algebroids and Dirac
structures.

2.3.1 Courant algebroids

Definition 2.3.1. A Courant algebroid over a smooth manifold B is a vector
bundle E→ B endowed with an anchor ρ : E→ TB, an R-bilinear bracket

J·, ·K : Γ(E)× Γ(E)→ Γ(E) (2.40)

and an R-bilinear symmetric non-degenerate fibrewise pairing

〈·, ·〉 : E×B E→ R , (2.41)

such that for all e1, e2, e3 ∈ Γ(E)

1. Je1, Je2, e3KK = JJe1, e2K, e3K + Je2, Je1, e3KK ,
2. ρ(e1)〈e2, e3〉 = 〈Je1, e2K, e3〉+ 〈e2, Je1, e3K〉 ,
3. Je1, e2K + Je2, e1K = D〈e1, e2〉 , where D = ρt ◦ d : C∞(B)→ Γ(E).

The two properties in the following lemma are often stated as part of the
definition of a Courant algebroid, but they already follow from the previous axioms
and are therefore redundant.

Lemma 2.3.2. Given a Courant algebroid E→ B with bracket J·, ·K and anchor
ρ we have for all e1, e2 ∈ Γ(E) and f ∈ C∞(B)

4. ρ(Je1, e2K) = [ρ(e1), ρ(e2)] ,

5. Je1, fe2K = fJe1, e2K + ρ(e1)(f)e2 .

Proof. To show the Leibniz identity 5 we use property 2 for sections e1, fe2 and
e3:

0 = −ρ(e1)〈fe2, e3〉+ 〈Je1, fe2K, e3〉+ 〈fe2, Je1, e3K〉
= f

(
−ρ(e1)〈e2, e3〉+ 〈Je1, e2K, e3〉+ 〈e2, Je1, e3K〉)

− ρ(e1)(f)〈e2, e3〉+ 〈Je1, fe2K, e3〉 − f〈Je1, e2K, e3〉

= 〈Je1, fe2K− fJe1, e2K− ρ(e1)(f)e2, e3〉 .
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Since this holds for all sections e3, we conclude 5. To show 4 we use 1 with sections
e1, e2 and fe3 and make use of the Leibniz identity:

0 = Je1, Je2, fe3KK− JJe1, e2K, fe3K− Je2, Je1, fe3KK
= f

(Je1, Je2, e3KK− JJe1, e2K, e3K− Je2, Je1, e3KK)
+ ρ(e1)(ρ(e2)(f))e3 + ρ(e1(f))Je2, e3K + ρ(e2)(f)Je1, e3K
− ρ(e2)(ρ(e1)(f))e3 − ρ(e2(f))Je1, e3K− ρ(e1)(f)Je2, e3K
− ρ(Je1, e2K)(f)e3

=
(
[ρ(e1), ρ(e2)]− ρ(Je1, e2K))(f)e3 .

Since this holds true again for all f ∈ C∞(B) and all e3, we conclude that 4
holds.

The standard example is the bundle TM = TM ⊕ T ∗M over M , where the
Courant algebroid structure is defined as follows:

Example 2.3.3. The standard Courant algebroid over a smooth manifold M
is the generalised tangent bundle TM = TM ⊕ T ∗M with the anchor ρ = prTM ,
the Courant-Dorfman bracket, defined by

J(X, θ), (Y, η)K := ([X,Y ],LXη − ιY dθ) , (2.42)

and the canonical symmetric pairing, defined by

〈(X, θ), (Y, η)〉 := θ(Y ) + η(X) , (2.43)

where X,Y ∈ Γ(TM) are vector fields on M and θ, η ∈ Ω1(M) 1-forms on M .

The following was introduced in [45].

Example 2.3.4. Let (A,A∗) be a Lie bialgebroid. The Drinfeld double of
(A,A∗) is the vector bundle C := A ⊕ A∗ equipped with a Courant algebroid
structure as follows. The anchor for a ∈ Γ(A) and α ∈ Γ(A∗) is given by ρ(a, α) :=
ρA(a) + ρA∗(α). The pairing is defined to be 〈(a, α), (b, β)〉 = 〈a, β〉+ 〈b, α〉 and
the bracket is given by

J(a, α), (b, β)K =
(
[a, b]A + LA∗α b− ιβdA∗a, [α, β]A∗ + LAa β − ιbdAα

)
(2.44)

Note that Example 2.3.3 is a special case of this, where T ∗M is equipped with the
trivial Lie algebroid structure and TM with the canonical one.

The standard Courant algebroid over M is a special case of the previous
example, where the Lie algebroid is A = TM with the standard Lie algebroid
structure and the Lie algebroid structure on A∗ = T ∗M is the trivial one.
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2.3.2 Dirac structures

Now we will give the definition of Dirac structures in Courant algebroids, for a
more detailed review of Dirac geometry we refer to Henrique Bursztyn’s brief
introduction in [6].

Definition 2.3.5. A Dirac structure in a Courant algebroid E is a subbundle
D ⊆ E such that

1. D is maximally isotropic with respect to the pairing, i.e. D = D⊥.

2. the space of sections is closed under the Courant bracket, i.e.

JΓ(D),Γ(D)K ⊆ Γ(D) .

In the case of the standard Courant algebroid TM over M we speak of a Dirac
structure on M . Special cases of those are presymplectic structures, Poisson struc-
tures and regular foliations. This is another example of how different integrability
conditions can be unified using generalised geometry.

Example 2.3.6. Consider a presymplectic structure, that is a closed 2-form
ω ∈ Ω2(M). This is equivalent to a vector bundle morphism ω[ : TM → T ∗M

which is skew-symmetric in the sense that (ω[)t = −ω[. The correspondence is
given by ω[(X) := ιXω. The graph of ω[ is a Dirac structure Dω in TM ⊕ T ∗M .

Example 2.3.7. A Poisson structure is a skew-symmetric vector bundle morphism
π] : T ∗M → TM , such that the corresponding Poisson bracket satisfies the Jacobi
identity. The graph of π] is then again a Dirac structure Dπ in TM ⊕ T ∗M .

Example 2.3.8. Given a regular distribution on M , that is a subbundle F ⊆ TM ,
denote the annihilator of F in T ∗M by F ◦. Then DF := F ⊕ F ◦ defines a Dirac
structure if and only if F is involutive, that is the space of sections Γ(F ) is closed
under the Lie bracket on TM . According to Frobenius’ theorem this is equivalent
to the existence of a foliation integrating F .

2.3.3 VB-Courant algebroids

Definition 2.3.9. A metric double vector bundle is a double vector bundle
(D;A,B;M) equipped with a symmetric, non-degenerate fibrewise pairing D ×B
D → R, such that the induced map D → D∗B is an isomorphism of double vector
bundles. In particular the core is isomorphic to A∗.
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Definition 2.3.10. A VB-Courant algebroid (E;Q,B;M) is a metric double
vector bundle

E B

Q∗

Q M

, (2.45)

such that E→ B is a Courant algebroid, the anchor ρE : E→ TB is linear, i.e. a
morphism of double vector bundles over some morphism ρQ : Q → TM and the
Courant bracket is linear, that is

1. JΓ`B(E),Γ`B(E)K ⊆ Γ`B(E) ,

2. JΓ`B(E),ΓcB(E)K ⊆ ΓcB(E) ,

3. JΓcB(E),ΓcB(E)K = 0 .

Example 2.3.11. The standard Courant algebroid over a vector bundle E is a
VB-Courant algebroid where E = TE ⊕ T ∗E, Q = TM ⊕ E∗ and B = E.

Example 2.3.12. The tangent double of a Courant algebroid E → M is a VB-
Courant algebroid, where E = TE, Q = E and B = TM . The anchor of TE is
given by J ◦ TρE : TE → T (TM), where J is the canonical flip, exchanging the
two vector bundle structures TpM and pTM of TTM → TM . Compare also the
tangent prolongation Lie algebroid in Example 2.2.7.

Definition 2.3.13. Given a VB-Courant algebroid (E;Q,B;M), a VB-Dirac
structure in E is a sub-double vector bundle (D;U,B;M) with U ⊆ Q such that
D → B is a Dirac structure in E→ B.

In the study of VB-Courant algebroids also the side bundle Q inherits a bracket
on its space of sections depending on a choice of linear splitting. However, this
bracket fails to satisfy the axioms of a Lie algebroid, in particular the bracket is
not necessarily skew-symmetric and does not have to satisfy the Jacobi identity.
For this reason, Madeleine Jotz Lean defined a weaker form of algebroid, called a
dull algebroid in [36].

Definition 2.3.14. A dull algebroid over M is a vector bundle Q→M endowed
with an anchor ρ : Q→ TM and an R-bilinear bracket

[·, ·] : Γ(Q)× Γ(Q)→ Γ(Q) , (2.46)
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that is compatible with the anchor, that is ρ([q1, q2]) = [ρ(q1), ρ(q2)] for all q1, q2 ∈
Γ(Q) and satisfies the Leibniz identity in both terms, that is for all q1, q2 ∈ Γ(Q)
and f, g ∈ C∞(M) we have

[fq1, gq2] = fg[q1, q2] + fρ(q1)(g)q2 − gρ(q2)(f)q1 . (2.47)

Note that a dull algebroid is a Lie algebroid if and only if the bracket is
additionally skew-symmetric and satisfies the Jacobi identity. In the case of a
Lie algebroid the compatibility with the anchor follows from the Leibniz and the
Jacobi identity as shown in Lemma 2.2.3. Since the dull bracket is not required to
satisfy the Jacobi identity, we have to impose the compatibility of the anchor with
the bracket here as an extra condition.

Dual to dull brackets are Dorfman connections, which play an important role
in the study of Courant algebroids. In some sense they are the Courant algebroid
equivalent of linear connections for Lie algebroid. For instance linear splittings of
the standard Courant algebroid over a vector bundle E are in correspondence with
(TM ⊕ E∗)-Dorfman connections on E ⊕ T ∗M . This is the content of Theorem
2.3.18, which Madeleine Jotz Lean proved in [36]. We first recall the definition of
a Dorfman connection of an anchored vector bundle on its dual, which is a slightly
less general case than the definition of [36] where also preduals are considered.
However, for our purposes the definition with the dual bundle is sufficient.

Definition 2.3.15. Let Q→M be an anchored vector bundle with anchor ρ and
Q∗ its dual vector bundle. A Q-Dorfman connection on Q∗ is an R-bilinear
map

∆: Γ(Q)× Γ(Q∗)→ Γ(Q∗) , (2.48)

such that for all q ∈ Γ(Q), τ ∈ Γ(Q∗) and f ∈ C∞(M) we have

1. ∆fqτ = f∆qτ + 〈q, τ〉ρtdf ,

2. ∆q(fτ) = f∆qτ + ρ(q)(f)τ ,

3. ∆q(ρtdf) = ρtd(Lρ(q)f).

The following lemma shows the duality between Q-Dorfman connections on
Q∗ and dull algebroid structures on Q and can be found in [36].

Lemma 2.3.16. Given a vector bundle Q with an anchor ρ : Q → TM , then a
Q-Dorfman connection on Q∗ is equivalent to a dull algebroid structure on Q, with
the correspondence given by〈

∆q1τ, q2
〉

= ρ(q1)〈τ, q2〉 − 〈τ, [q1, q2]∆〉 , (2.49)

for q1, q2 ∈ Γ(Q) and τ ∈ Γ(Q∗).
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Proof. Given such a Dorfman connection ∆, (2.49) defines a bracket [·, ·]∆ on
Γ(Q∗) since the pairing is non-degenerate. We can easily compute that for any
q1, q2 ∈ Γ(Q) and f, g ∈ C∞(M) and τ ∈ Γ(Q∗) we have:

〈[fq1, gq2]∆, τ〉 = ρ(fq1)〈gq2, τ〉 − 〈gq2,∆fq1τ〉

= fgρ(q1)〈q2, τ〉+ f〈q2, τ〉ρ(q1)(g)
− fg〈q2,∆q1τ〉 − g〈q1, τ〉〈q2, ρ

tdf〉

= 〈fg[q1, q2]∆, τ〉+ 〈fρ(q1)(g)q2, τ〉 − 〈gρ(q2)(f)q1, τ〉 .

Since the pairing is non-degenerate this shows that the bracket satisfies the Leibniz
identity in both terms. The third axiom of a Dorfman connection is dual to the
compatibility of the anchor with the bracket, that is

ρ(q1) ◦ ρ(q2)− ρ(q2) ◦ ρ(q1) = ρ([q1, q2]) .

Thus (2.49) defines a dull algebroid on Q.

Conversely, given a dull bracket [·, ·]Q on Γ(Q), (2.49) defines again by non-
degeneracy of the pairing a map ∆: Γ(Q)× Γ(Q∗)→ Γ(Q∗). The first two axioms
for a Dorfman connection follow immediately from the Leibniz identity for the
bracket by the computation above and the third axiom follows directly from the
compatibility of the anchor with the dull bracket.

The curvature of a Dorfman connection is defined in [36] analogously to the
curvature of a linear connection.

Definition 2.3.17. Given a Q-Dorfman connection ∆ on Q∗ as in Definition
2.3.15, the curvature of ∆ is

R∆ : Γ(Q)× Γ(Q)→ Γ(Hom(Q∗, Q∗)) , (2.50)

defined by R∆(q1, q2)(τ) := ∆q1∆q2τ −∆q2∆q1τ −∆[q1,q2]∆τ .

Dorfman connections are of interest to us since (TM ⊕E∗)-Dorfman connec-
tions on E ⊕ T ∗M are in one-to-one correspondence with linear splittings of the
generalised tangent bundle TE ⊕ T ∗E of a vector bundle E. Jotz Lean proved the
following theorem in [36].

Theorem 2.3.18. Let E →M be a vector bundle over a smooth manifold M . A
linear splitting Σ of TE ⊕ T ∗E defines a Dorfman connection ∆: Γ(TM ⊕ E∗)×
Γ(E ⊕ T ∗M)→ Γ(E ⊕ T ∗M) by

Σ
(
(X, ε)(m), e(m)

)
=
(
TmeX(m),dem`ε

)
−
(
∆(X,ε)(e, 0)

)↑(e(m)) (2.51)
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and ∆(X,ε)(0, θ) = (0,LXθ) for all sections X ∈ Γ(TM), ε ∈ Γ(E∗), θ ∈ Γ(T ∗M)
and e ∈ Γ(E). Conversely, given such a Dorfman connection, (2.51) defines a
linear splitting and the constructions are inverse to each other.

After the choice of a suitable linear splitting of the underlying double vector
bundle of a VB-Courant algebroid, the additional structure can equivalently be
defined in terms of split Lie 2-algebroids. This has been done by Madeleine Jotz
Lean in [39]. We give here a recollection of this correspondence. First we define
the suitable splittings.

Definition 2.3.19. A linear splitting Σ: A×M B → D of a metric double vector
bundle (D;A,B;M) is called Lagrangian if the image of Σ is isotropic in D.

Jotz Lean furthermore proved that a change of Lagrangian splittings corresponds
to a skew-symmetric section Φ ∈ Ω2(Q,B∗) ⊆ Γ(Q∗ ⊗B∗ ⊗Q∗).

Split Lie n-algebroids have been defined and studied by Yunhe Sheng and
Chenchang Zhu in [68]. However, we give here the definition of split Lie 2-
algebroids of [39]. The equivalence between their definitions for n = 2 is easy to
see. The definition involves linear Q-connections and their curvature, which are
both defined in Definition 2.2.14.

Definition 2.3.20. Let Q → M and B → M be vector bundles. A split Lie
2-algebroid structure on Q⊕B∗ is a tuple (ρQ, l, J·, ·K,∇, ω), where ρQ : Q→M is
an anchor map, J·, ·K is a skew-symmetric dull bracket on Γ(Q) anchored by ρQ,
l : B∗ → Q is a vector bundle morphism, ∇ is a linear Q-connection on B and
ω ∈ Ω3(Q,B∗), such that for any β, β1, β2 ∈ Γ(B∗) and q, q1, q2 ∈ Γ(Q) we have

1. ∇∗l(β1)β2 +∇∗l(β2)β1 = 0 ,

2. Jq, l(β)K = l(∇∗qβ) ,

3. JacJ·,·K = l ◦ ω ∈ Ω3(Q,Q) ,

4. R∇(q1, q2)b = lt〈ιq2ιq1ω, b〉 ,

5. d∇∗ω = 0 .

In [39] Jotz Lean proved the following correspondence between VB-Courant
algebroid structures and split Lie 2-algebroids when given a Lagrangian splitting
of the underlying metric double vector bundle.

Theorem 2.3.21. Let (E;Q,B;M) be a VB-Courant algebroid and Σ a Lagrangian
splitting with corresponding horizontal lift σQ : Γ(Q) → Γ`B(E). Then there is a
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split Lie 2-algebroid structure on Q ⊕ B∗ such that for any q, q1, q2 ∈ Γ(Q) and
τ ∈ Γ(Q∗) we have

ρE(σQ(q)) = ∇̂q ∈ Γ(TB) ,
JσQ(q), τ †K = (∆qτ)† ,

JσQ(q1), σQ(q1)K = σQ
(Jq1, q2K)−Rω(q1, q2)
∼

,

(2.52)

where ∆ is the Dorfman connection which is dual to the dull bracket on Q, and
Rω ∈ Ω2(Q,Hom(B,Q∗)) is defined by Rω(q1, q2)(b) = 〈ιq2ιq1ω, b〉.

Conversely, given a Lagrangian splitting Σ of a metric double vector bundle
(E;Q,B;M) and a split Lie 2-algebroid structure on Q⊕B∗, then (2.52) defines a
VB-Courant algebroid structure on E.

2.4 Generalised complex structures

Generalised complex geometry was introduced by Nigel Hitchin in [34] as a unifica-
tion of symplectic and complex geometry. It was further developed by his student
Marco Gualtieri in his thesis [30, 31]. Since they simultaneously unify symplectic
and complex structures, generalised complex structures have been studied for their
relation to T-duality – a concept arising in string theory – by Gil Cavalcanti and
Gualtieri in [11]. The relation between generalised complex geometry and Lie
algebroids and Lie groupoids was first studied by Marius Crainic in [14]. Gualtieri
also defined generalised Kähler structures in [30, 32]. These have been studied for
example by Hitchin in [35] and by Henrique Bursztyn, Cavalcanti and Gualtieri in
[8].

In this section we will give a brief overview of the basic definitions in generalised
complex geometry. Here E→M always denotes a Courant algebroid as defined in
Definition 2.3.1.

Definition 2.4.1. A generalised almost complex structure in E is a vector
bundle morphism J : E→ E over idM such that J2 = −1 and J is orthogonal with
respect to the pairing, i.e.

〈J(e1), J(e2)〉 = 〈e1, e2〉 , (2.53)

for all sections e1, e2 ∈ E.

Definition 2.4.2. A generalised almost complex structure J : E → E is called
generalised complex structure, if and only if the Nijenhuis tensor of J vanishes,
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that is

0 = NJ(e1, e2) :=Je1, e2K− JJ(e1), J(e2)K
+ J

(JJ(e1), e2K + Je1, J(e2)K) , (2.54)

for all sections e1, e2 ∈ Γ(E).

In the case of a generalised complex structure in the standard Courant algebroid
TM ⊕ T ∗M we speak of a generalised complex structure on the manifold M .

Example 2.4.3. Given an almost complex structure J : TM → TM the map
J : TM → TM

JJ =

J 0

0 −J t

 (2.55)

is a generalised almost complex structure. For the integrability condition a simple
computation shows that

NJJ
(
(X, θ), (Y, η)

)
=
(
NJ(X,Y ),−〈NJ(X, ·), η〉+ 〈NJ(Y, ·), θ〉

)
,

for any X,Y ∈ Γ(TM) and θ, η ∈ Γ(T ∗M). Thus JJ is a generalised complex
structure if and only if J is a complex structure on M .

Example 2.4.4. Let ω be a non-degenerate 2-form on M . This induces a skew-
symmetric isomorphism ω[ : TM → T ∗M . Then the map Jω : TM → TM , defined
by

Jω =

 0 −(ω[)−1

ω[ 0

 (2.56)

is a generalised almost complex structure. Using classic properties of the Lie
derivative, interior and exterior derivative, in particular LX ◦ ιY = ιY LX + ι[X,Y ]

and LX = ιX ◦ d + d ◦ ιX we can compute the Nijenhuis tensor for Jω and obtain

NJω
(
(X,ω[V ), (Y, ω[W )

)
=
(
(ω[)−1(ιXιY dω − ιV ιWdω

)
, ιW ιXdω + ιY ιV dω

)
,

for any X,Y, V,W ∈ Γ(TM). Thus Jω is a generalised complex structure if and
only if the 2-form ω is closed, or in other words defines a symplectic structure.

The two previous examples show how the different integrability conditions for
complex and symplectic structures are simultaneously encoded in terms of the
Courant-Dorfman bracket in generalised geometry.

In his thesis [30], later published in [31], Marco Gualtieri described an equiv-
alence between generalised complex structures and pairs of transversal, complex
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conjugated Dirac structures in TCM ⊕ T ∗CM . In fact, Nigel Hitchin originally
defined generalised complex structures in [34] as such a pair of complex Dirac
structures in TCM ⊕ T ∗CM .

The correspondence is the following. For a generalised complex structure J in
a Courant algebroid E, the ±i-eigenbundles of the complexification JC are complex
conjugated Dirac structures in the complexified Courant algebroid EC. Similarly
every pair of complex conjugated, transversal Dirac structures D± in EC gives rise
to a generalised complex structure J on E such that the ±i-eigenbundles of JC
are given by D±.

2.5 Complexifications

All the definitions in the previous sections can be extended complex linearly. We
then still consider (real) smooth manifolds and thus consider smooth functions and
bundles, not holomorphic ones. For the sake of completeness we write down here
the straight forward definitions of complex Lie algebroids, Courant algebroids and
complex Dirac structures as we will later need them when considering generalised
complex structures on vector bundles and Lie algebroids. We write dC for the
complex linear extension of d : C∞(M)→ Γ(T ∗M).

2.5.1 Algebroids and connections

Definition 2.5.1. A complex Lie algebroid over a smooth manifold M is a
complex vector bundle A→M endowed with a complex linear anchor map

ρ : A→ TCM , (2.57)

a C-bilinear, skew-symmetric bracket on the space of sections of A,

[·, ·] : Γ(A)× Γ(A)→ Γ(A) , (2.58)

that satisfies the Jacobi identity and the Leibniz identity

[a, fb] = f [a, b] + ρ(a)(f)b , (2.59)

for all a, b ∈ Γ(A) and f ∈ C∞(M,C).

Definition 2.5.2. A complex Courant algebroid over a smooth manifold M
is a complex vector bundle C →M endowed with a complex linear anchor map

ρC : C → TCM , (2.60)
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a C-bilinear bracket
J·, ·K : Γ(C)× Γ(C)→ Γ(C) , (2.61)

and a C-bilinear symmetric non-degenerate fibrewise pairing

〈·, ·〉 : C ×M C → C , (2.62)

such that for all c1, c2, c3 ∈ Γ(C)

1. Jc1, Jc2, c3KK = JJc1, c2K, c3K + Jc2, Jc1, c3KK
2. ρ(c1)〈c2, c3〉 = 〈Jc1, c2K, c3〉+ 〈c1, Jc2, c3K〉
3. Jc1, c2K + Jc2, c1K = D〈c1, c2〉 , where D = ρtC ◦ dC : C∞(M,C)→ Γ(C).

Example 2.5.3. Given a (real) Lie algebroid A→M , the complexification AC is
a complex Lie algebroid with the anchor and bracket extended C-linearly. Similarly,
for a (real) Courant algebroid E → M , the complexification EC is a complex
Courant algebroid with the anchor, the bracket and the pairing extended C-linearly.

Definition 2.5.4. Let C be a complex Courant algebroid over M . A complex
Dirac structure in C is a complex subbundle D ⊆ C, such that

1. D is maximally isotropic with respect to the pairing, i.e. D = D⊥.

2. The space of sections is closed under the Courant bracket, i.e.

JΓ(D),Γ(D)K ⊆ Γ(D) .

Analogously to Definition 2.3.14 we define a complex dull algebroid.

Definition 2.5.5. A complex dull algebroid Q over M is a complex vector
bundle Q→M endowed with a complex linear anchor

ρ : Q→ TCM , (2.63)

and a C-bilinear bracket

[·, ·] : Γ(Q)× Γ(Q)→ Γ(Q) , (2.64)

that satisfies the Leibniz identity in both terms, that is

[fq1, gq2] = fg[q1, q2] + fρ(q1)(g)q2 − gρ(q2)(f)q1 , (2.65)

for all q1, q2 ∈ Γ(Q) and f, g ∈ C∞(M).
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Analogously to Definition 2.3.15 we define a complex Q-Dorfman connection
on Q∗ for a complex dull algebroid Q as follows.

Definition 2.5.6. Let Q be a complex dull algebroid over M and Q∗ its dual. A
complex Q-Dorfman connection on Q∗ is a C-bilinear map

∆: Γ(Q)× Γ(Q∗)→ Γ(Q∗) , (2.66)

such that for all q ∈ Γ(Q), τ ∈ Γ(Q∗) and f ∈ C∞(M,C)

1. ∆fqτ = f∆qτ + 〈q, τ〉ρtdCf ,

2. ∆q(fτ) = f∆qτ + ρ(q)(f)τ ,

3. ∆q(ρtdCf) = ρtdC(LCρ(q)f).

The complex curvature of such a complex Dorfman connection ∆ is defined
by the same formula as for a real Dorfman connection, that is R∆(q1, q2)(τ) :=
∆q1∆q2τ −∆q2∆q1τ −∆[q1,q2]τ .

Example 2.5.7. If Q is a (real) dull algebroid over M and ∆ is a Q-Dorfman
connection on Q∗, the complexification QC is a complex dull algebroid with the
structure extended by C-linearity and the complexification ∆C defined by extending
∆ in both arguments C-linearly is a complex Dorfman connection.

2.5.2 Double vector bundles

Now we will consider double vector bundles and their complexifications as vector
bundles over one side. Let from now on D be a double vector bundle as follows

D B

A M

qDB

qDA qB

qA

.

Proposition 2.5.8. The complexification of D as a vector bundle over A is again
a double vector bundle with sides A, BC and core CC. We will denote this double
vector bundle by DA

C .

Proof. The projection q
DAC
BC

: DA
C → BC is given by the complexification of the

vector bundle morphism qDB over qA. The addition and scalar multiplication are
then also given by complexification. It is easy to see that the core can be identified
with CC.
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Lemma 2.5.9. For a vector bundle E →M there is a canonical isomorphism of
double vector bundles between TETMC and T (EC).

Proof. The bundle EC can be written as E⊕ iE and thus the tangent bundle of EC

can be identified with TE ⊕ T (iE) where we consider the direct sum as the sum
of vector bundles over TM . This is identified with the complexification TE ⊕ iTE
of TE as bundle over TM .

Proposition 2.5.10. Let now additionally D → B and A→M be Lie algebroids,
such that D is a VB-algebroid, then the complexification DA

C is also a VB-algebroid,
with the structure of the Lie algebroid DA

C → BC defined componentwise in real
and imaginary part of DA

C .

Proof. Every section of DA
C → BC can be written uniquely as d1 +A id2 for sections

d1, d2 ∈ ΓB(D). After the identification of T (BC) with (TB)TMC according to
Lemma 2.5.9, we can define the anchor and bracket componentwise. It is easy to
check that this defines a Lie algebroid again.

Definition 2.5.11. A complex VB-Courant algebroid is a (real) metric double
vector bundle (E;Q,B;M), such that E → Q is additionally a complex Courant
algebroid with linear anchor and bracket. That is ρE : E→ TCB is a morphism of
complex vector bundles and the bracket is linear in the same sense as for a real
VB-Courant algebroid.

Definition 2.5.12. Given a complex VB-Courant algebroid (E;Q,B;M), a com-
plex VB-Dirac structure in E is a sub-double vector bundle (D;U,B;M), such
that D → M is a complex Dirac structure in E → B and U → M is a complex
subbundle of Q→M .

2.6 Graded manifolds

In this section we briefly recall the definition of N-graded manifolds and Poisson
structures, symplectic structures and Lie algebroid structures on these graded
manifolds. Lie n-algebroids have been studied for example by Giuseppe Bonavolontà
and Norbert Poncin in [5]. In the case of n = 2 Dimitry Roytenberg established
a one-to-one correspondence between symplectic Lie 2-algebroids and Courant
algebroids in his thesis [66] and later in [67]. David Li-Bland further studied
this correspondence in [44] and showed furthermore an equivalence between Lie 2-
algebroids and VB-Courant algebroids. Later, Madeleine Jotz Lean gave a different
description of this correspondence, first proving an equivalence of categories between
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graded manifolds of degree 2 and metric double vector bundles in [37] and then
showing how the additional Lie structure translates to the structure of a VB-
Courant algebroid in [39]. For an introduction to graded manifolds see also [10].

Definition 2.6.1. An N-graded manifold M of degree n (short [n]-manifold)
is a manifold M equipped with a sheaf C∞(M) of N-graded, graded-commutative,
associative, unital C∞(M)-algebras, which is locally freely generated by finitely
many elements of degrees 1, . . . , n. Here locally freely generated means that for any
m ∈M there is an open neighbourhood U ⊆M , such that C∞(M)(U) is a freely
and finitely generated C∞(U)-module.

The following example is a trivial way of defining an n-manifold from a graded
vector bundle. It can be found in [5] and is also explained in [37].

Example 2.6.2. Given a graded vector bundle E−1⊕E−2⊕ . . .⊕E−n, this induces
a split [n]-manifold, where the local generators in degree k of the sheaf C∞(M)
are given by local basis sections of E∗−k. This graded manifold is then written as
E−1[−1]⊕ . . .⊕ E−n[−n].

An important theorem in super-geometry is Batchelor’s theorem, stating that
every supermanifold is non-canonically isomorphic to a special type of super-
manifold and was proved by Marjorie Batchelor in [4, 2, 3]. We give here the
corresponding theorem for N-graded manifolds, which can be found for example in
[5].

Theorem 2.6.3. Every [n]-manifold is non-canonically isomorphic to a split
[n]-manifold.

We will also need vector fields, Poisson structures and symplectic structures on
graded manifolds, which are defined in [37] as follows.

Definition 2.6.4. A vector field Φ of degree d on an [n]-manifold is a deriva-
tion of C∞(M) of degree d, that is

|Φ(ξ)| = d+ |ξ| (2.67)

for a homogeneous element ξ ∈ C∞(M) of degree |ξ|.

Definition 2.6.5. A Poisson structure on an N-graded manifoldM is a bracket
of degree −2 on the sheaf of functions C∞(M):

{·, ·} : C∞(M)× C∞(M)→ C∞(M) , (2.68)
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that is graded skew-symmetric, that is

{ξ1, ξ2} = −(−1)|ξ1||ξ2|{ξ2, ξ1} , (2.69)

satisfies the graded Leibniz identity, that is

{ξ1, ξ2 · ξ3} = {ξ1, ξ2} · ξ3 + (−1)|ξ1||ξ2|ξ2 · {ξ1, ξ3} (2.70)

and the graded Jacobi identity, that is

{ξ1, {ξ2, ξ3}} = {{ξ1, ξ2}, ξ3}+ (−1)|ξ1||ξ2|{ξ2, {ξ1, ξ3}} , (2.71)

where ξ1, ξ2, ξ3 ∈ C∞M(U) are always homogenous elements of degree |ξ1|, |ξ2| and
|ξ3|, respectively.

Definition 2.6.6. A Poisson structure onM is called symplectic if the image
of

] : C∞(M)→ Der(C∞(M))
f 7→ {f, ·}

(2.72)

generates Der(C∞(M)) as C∞(M)-module.

Definition 2.6.7. Given a graded manifoldM, a vector field Q onM is called
cohomological if Q2 = 0. A Lie algebroid structure onM is a cohomological
vector field Q of degree 1. An N-manifold of degree n with a Lie algebroid structure
is called a Lie-n-algebroid.

Clearly, [1]-manifolds are equivalent to ordinary vector bundles, where the
sheaf of functions corresponds to Γ(∧E∗). Lie algebroids then correspond to
Lie 1-algebroids, with the cohomological vector field given by the Lie algebroid
differential described in Definition 2.2.12.

As mentioned above, Roytenberg gave a correspondence between symplectic
Lie 2-algebroids and Courant algebroids in [67]. The equivalence of categories
between metric double vector bundles and [2]-manifolds is described in [37]. Here
we will briefly sketch the correspondence of split Lie 2-algebroids in the sense of
Definition 2.3.20 and the split version of the definition above, that is as a split
graded manifold equipped with a cohomological vector field. This can be found in
[39].

Proposition 2.6.8. Given a split [2]-manifold Q[−1]⊕B∗[−2], then the structure
of a split Lie 2-algebroid over Q⊕B∗ in the sense of Definition 2.3.20 is equivalent
to a cohomological vector field Q on the split [2]-manifold Q[−1]⊕B∗[−2].
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Proof. Given the split Lie 2-algebroid structure (ρQ, l, J·, ·K,∇, ω), the cohomo-
logical vector field is given on functions f ∈ C∞(M) by Q(f) = ρ∗Qdf ∈ Γ(Q∗),
on generating sections of degree 1, that is τ ∈ Γ(Q∗) by Q(τ) = ltτ + dQτ ∈
Γ(B) ⊕ Ω2(Q) and on the generating sections of degree 2, that is b ∈ Γ(B) by
Q(b) = d∇b − 〈ω, b〉 ∈ Ω1(Q,B) ⊕ Ω3(Q). For the proof and computations that
the condition that Q2 = 0 is equivalent to the properties of a split Lie 2-algebroid
we refer to [39].



49

Chapter 3

Multiple vector bundles

Double vector bundles have been intensively studied in differential geometry in the
last 50 years. For a brief review on the history, definition and properties of double
vector bundles see Section 2.1. The generalisation to triple vector bundles, and
later n-fold vector bundles, was introduced by Kirill Mackenzie in [50] and studied
jointly with Alfonso Gracia-Saz in [26] and [27]. There, n-fold vector bundles are
defined as diagrams of vector bundle structures with an extra splitting condition,
which we will prove here to be redundant. Furthermore, in [27] the authors study
the duality of higher order vector bundles. In [24] Janusz Grabowski and Mikołaj
Rotkievicz define n-fold vector bundles as a manifold equipped with n commuting
Euler vector fields which generate the scalar multiplications of the different vector
bundle structures. Grabowski and Rotkiewicz also state the existence of local
charts for their n-fold vector bundles and thus the equivalence of the two definitions
and give a proof in the case of n = 2. Relying on this existence of local charts
is also Elizaveta Vishnyakova’s recent work on n-fold vector bundles and graded
manifolds with associated weight systems in [69].

In this chapter, most of which can be found on the arXiv as joint work with
my supervisor Madeleine Jotz Lean in [33], we study multiple vector bundles. In
Section 3.1 we define multiple vector bundles as special functors from an indexing
category to the category of smooth manifolds. This allows not only to define
n-fold vector bundles but also ∞-fold vector bundles which do not have a total
space. We give several prototypes of multiple vector bundles, notably the trivial
or decomposed ones. Then we define the n-pullback corresponding to an n-fold
vector bundle in Definition 3.1.12 and show that it admits an n-fold vector bundle
structure itself in Theorem 3.1.13. It plays the role of A×M B for a double vector
bundle (D;A,B;M). Making use of this n-pullback, we prove the higher order
generalisation of Mackenzie’s core sequences in Proposition 3.1.21. Finally, we
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study in detail the cores of a multiple vector bundle.

In Section 3.2, we define linear splittings and decompositions of multiple vector
bundles and show in Theorem 3.2.2 how we can construct a decomposition of an
n-fold vector bundle from a given linear splitting and linear splittings of its highest
order cores. In Theorem 3.2.3 we prove inductively the existence of linear splittings
for any n-fold vector bundle. Together with 3.2.2 this proves also the existence
of decompositions. In Definition 3.2.9 we then define n-fold vector bundle atlases
and show how it follows directly from the existence of decompositions that both
definitions are equivalent. We then show how the existence of decompositions of
∞-fold vector bundles can be deduced from the existence of decompositions of
n-fold vector bundles via a colimit argument.

Then, in Section 3.3, we define multiply linear sections of an n-fold vector
bundle, as a generalisation of linear sections for n = 2 and doubly linear sections for
n = 3. We construct again a short exact sequence of C∞(M)-modules, analogously
to the case of n = 2.

In Section 3.4 we then define the category of symmetric n-fold vector bundles
as n-fold vector bundles equipped with a certain action of the symmetric group
Sn. This is a generalisation of the concept of involutive double vector bundles
to higher orders and will play an important role in the geometrisation of graded
manifolds of degree n analogously to the degree 2 case which was carried out by
Madeleine Jotz Lean in [37]. This geometrisation of graded manifolds is work in
progress, joint with Madeleine Jotz Lean.

Finally, in Section 3.5, we demonstrate our results of the previous sections
in the special case of n = 3 in detail for convenience of the reader. Since the
general notation is fairly technical, we hope that this special treatment of triple
vector bundles will make it easier to understand the results and proofs in the
general case. In particular we here present splittings, decompositions and doubly
linear sections of triple vector bundles. We also repeat the short exact sequence
of C∞(M)-modules obtained in Section 3.3 here in more accessible notation. In
this case of n = 3 we will also demonstrate how a decomposition of a triple vector
bundle is equivalent to a splitting of this sequence, called a horizontal lift, and
splittings of the side and core double vector bundles.

3.1 Definition and properties

In this section we introduce multiple vector bundles and discuss some of their
properties. The novelty of our definition is that instead of considering an n-fold
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vector bundle as a smooth manifold with n-commuting vector bundle structures,
we see a multiple vector bundle as a special functor from a cube category to smooth
manifolds. In particular, the “total space” of an n-fold vector bundle does not play
that central a role anymore, and we can even define ∞-fold vector bundles, with
no total space at all.

In the following, we write N for the set of positive integers: N = {1, 2, . . .}. For
n ∈ N, we write n for the set {1, . . . , n}.

3.1.1 Multiple vector bundles

We define the ∞-cube category �N to be the opposite poset category of the
finite subsets of N. In other words, the objects are finite subsets I ⊆ N and there is
exactly one arrow from I to J if J ⊆ I. Every morphism can of course be written
as a composition of generating arrows of the form

I → I \ {i} for I ⊆ N finite and i ∈ I .

Every subset I ⊆ N of cardinality k is the source of k generating arrows.

In a similar manner, we define the n-cube category �n with subsets I of n
as objects and with arrows I → J ⇔ J ⊆ I. This category can be thought of as
an indexing of an n-dimensional cube, where every vertex corresponds to a finite
subset of n and the edges correspond to generating arrows as defined above.

Definition 3.1.1. A ∞-fold vector bundle, and respectively an n-fold vector
bundle, is a covariant functor E : �N →Man∞ – respectively a covariant functor
E : �n →Man∞ – to the category of smooth manifolds, such that, writing EI for
E(I) and pIJ := E(I → J),

(a) for all I ⊆ N (respectively I ⊆ n) and all i ∈ I, pII\{i} : EI → EI\{i} has a
smooth vector bundle structure, and

(b) for all I ⊆ N (respectively I ⊆ n) and i 6= j ∈ I,

EI EI\{i}

EI\{j} EI\{i,j}

pI
I\{i}

pI
I\{j} p

I\{i}
I\{i,j}

p
I\{j}
I\{i,j}

is a double vector bundle.

Note that item (a) is only necessary in order to imply that this definition for
n = 1 just gives an ordinary vector bundle. For n ≥ 2 item (b) already implies the
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former and in the case of n = 2 it just gives a double vector bundle as defined in
Definition 2.1.1.

Example 3.1.2. A triple vector bundle, or 3-fold vector bundle is a functor
E : �3 →Man∞ and can be viewed as a diagram

T D

F A

E B

C M

pTD

pTF

pTE

pDB

pDA

pFA

qA
pEB

pEC

qB

pFC

qC

, (3.1)

where we wrote T := E({1, 2, 3}), D := E({1, 2}), E := E({2, 3}), F := E({1, 3}),
A := E{1}, B := E{2} and C := E{3}.

We will generally say multiple vector bundle for an n-fold or ∞-fold vector
bundle, when the dimension of the underlying cube diagram does not need to
be specified. Our definition of n-fold vector bundles is different but equivalent
notation to the definition in [27].

For better readability we will often write for the vector bundle projections
pIi := pII\{i} and in the case of an n-fold vector bundle also pi := p

n
n\{i}. The

smooth manifold E∅ =: M will be called the absolute base of E. If E is an n-fold
vector bundle, the smooth manifold E(n) =: E is called its total space. In the case
of an ∞-fold vector bundle there is no total space. Given a finite subset I ⊆ N
and i ∈ I, we write +I\{i} for the addition and ·I\{i} for the scalar multiplication
of the vector bundle EI → EI\{i}. This notation is omissive since it only specifies
the base space of the vector bundle in the fibers of which the addition or scalar
multiplication is taken. However, it is always clear from the summands or factors
which fibre space is considered.

Remark 3.1.3. There is a canonical functor πnk : �n → �k for k ≤ n defined
by πnk (I) = I ∩ k and πnk (I → J) = (I ∩ k) → (J ∩ k). The canonical functor
πNn : �N → �n is defined in the same manner by πNn (I) = I ∩ n. Furthermore there
are inclusion functors of full subcategories ιnk : �k → �n and ιNn : �n → �N sending
a subset I ⊆ k to the same set viewed as a subset of n or N, respectively.

The functor ιnk is right-inverse (and therefore right-adjoint) to the functor πnk ,
that is πnk ◦ ιnk = id�k . Similarly, the functor ιNk is right-inverse and right-adjoint
to πNk .
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Given now a k-fold vector bundle E : �k →Man∞, the composition E ◦ πnk is
an n-fold vector bundle whereas the composition E ◦ πNk is an ∞-fold vector bundle.

In this light, an n-fold vector bundle E : �n →Man∞ can be viewed as a special
case of an∞-fold vector bundle E : �N →Man∞ where additionally E = E◦ιNn ◦πNn :

�N Man∞

�n �N

πN
n

E

ιNn

E . (3.2)

In other words E(I) = E(I ∩ n) for all I ⊆ N and E is completely determined by
its values on all the subsets of n already.

Remark 3.1.4. Sometimes we will want to use a different indexing category ♦n

isomorphic to the n-cube category �n, especially when defining the faces and cores
of a multiple vector bundle. However, in order to define the morphisms between
two n-fold vector bundles we will need to fix the indexing category to be �n. With
the greater generality we would not obtain a category of n-fold vector bundles.

But we can use an indexing category ♦n as above together with an explicit
choice of isomorphism i : �n → ♦n and with slight abuse of notation call a functor
E : ♦n →Man∞ an n-fold vector bundle instead of using more precisely E ◦ i−1.

With this remark in mind the following lemma will allow us to use a different
indexing category for the faces of a multiple vector bundle.

Lemma 3.1.5. For each pair of subsets J ⊆ I ⊆ N with J finite, the finite sets
K ⊂ N such that J ⊆ K ⊆ I form a full subcategory ♦I,J of �N, which is itself
isomorphic to the (#I −#J)-cube category �#I−#J . We will from now on fix the
isomorphism iI,J : �#I−#J → ♦I,J which is induced by the canonical ordering on
N.

Proof. The objects in ♦I,J are all subsets of I that contain J . This is clearly a
full subcategory of �N. The ordering on N induces an ordering of the (#I −#J)
elements of I \ J . This then defines an isomorphism of categories iI,J : �#I−#J →
♦I,J .

We will now prove the following straightforward proposition which establishes
the faces of a multiple vector bundle.

Proposition 3.1.6. Let E : �N →Man∞ be a multiple vector bundle.
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(a) The restriction of E to ♦I,J to the full subcategory ♦I,J of �n is a (#I−#J)-
fold vector bundle with total space EI (if I is finite) and absolute base EJ ,
denoted by EI,J . We call this the (I, J)-face of E.

(b) In particular, if I = ∅ we obtain a (#I)-fold vector bundle EI,∅ with total
space EI and absolute base M . We call EI,∅ the I-face of E.

Proof. Since EI,J is defined via the restriction of E to ♦I,J , all arrows EI,J(K →
K \ {k}) = pKK\{k} for J ⊆ K ⊆ I and k ∈ K \ J are smooth vector bundles and
all possible squares

EI,J(K) EI,J(K \ {k1})

EI,J(K \ {k2}) EI,J(K \ {k1, k2})

pK
K\{k1}

pK
K\{k2} p

K\{k1}
K\{k1,k2}

p
K\{k2}
K\{k1,k2}

are double vector bundles. Therefore EI,J is an (#I −#J)-fold vector bundle. In
the case of finite I the object I is an initial object in ♦I,J and EI is the total space
of EI,J . The object J is terminal in ♦I,J and therefore EJ is the absolute base of
EI,J .

Given an∞-fold vector bundle E : �N →Man∞ and an open subset U ⊆M , we
define the restriction of E to U to be the∞-fold vector bundle E|U : �N →Man∞,
E|U (I) =

(
pI∅

)−1
(U) and E|U (I → J) = E(I → J)|(pI∅)−1(U) :

(
pI∅

)−1
(U) →(

pJ∅

)−1
(U). The absolute base of E|U is U . In the same manner, if E : �n →

Man∞ is an n-fold vector bundle, and U an open subset of M , then its restriction
E|U to U is an n-fold vector bundle with total space (pn∅ )

−1(U) and with absolute
base U .

Recall that a morphism of double vector bundles from (D1;A1, B1;M1) to
(D2;A2, B2;M2) is a commutative cube

D1 D2

B1 B2

A1 A2

M1 M2

Ψ

ψB

ψA

ψ

, (3.3)

all faces of which are vector bundle morphisms. This morphism will be written as
tuple (Ψ;ψA, ψB;ψ). Similarly we define morphisms of multiple vector bundles.
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Definition 3.1.7. Let E : �N → Man∞ and F : �N → Man∞ be two multiple
vector bundles. A morphism of multiple vector bundles from E to F is a
natural transformation τ : E→ F such that for all objects I of �N and for all i ∈ I,
the commutative diagram

EI FI

EI\{i} FI\{i}

τ(I)

pI
I\{i} pI

I\{i}
τ(I\{i})

(3.4)

is a homomorphism of vector bundles.

Given two n-fold vector bundles E : �n → Man∞ and F : �n → Man∞, a
morphism of n-fold vector bundles from E to F is a natural transformation
τ : E→ F such that the diagram above is a vector bundle homomorphism for all
I ⊆ n and i ∈ I. The morphism τ is surjective (resp. injective) if each of its
components τ(I), I ⊆ n is surjective (resp. injective).

Together with the definition of multiple vector bundles in Definition 3.1.1 this
defines for n ∈ N the category nVB of n-fold vector bundles and also the category
∞VB of ∞-fold vector bundles.

Remark 3.1.8. Note that if we would not demand a fixed isomorphism between
the indexing category and the corresponding cube category, we could not define
morphisms. It is important in which position the respective faces are. For example
morphisms out of a double vector bundle (D;A,B;M) are different from morphisms
out of the corresponding flip (Dflip;B,A;M).

However, if we have given two n-fold vector bundles E and F defined with the
same indexing category ♦n together with a chosen isomorphism i : �n → ♦n we
will also consider a natural transformation τE → F to be a morphism of n-fold
vector bundles if τ ◦ idi is a morphism of n-fold vector bundles from E ◦ i to F ◦ i.
With the same indexing category this makes the notation a lot less cumbersome
than precomposing everything with i.

3.1.2 Prototypes

In this section, we describe a few standard examples of multiple vector bundles,
that will be relevant in the formulation of our main theorem.

Decomposed multiple and n-fold vector bundles

Consider a smooth manifold M and a collection of vector bundles A = (qJ : AJ →
M)J⊆N,#J<∞, with A∅ = M . We define a functor EA : �N →Man∞ as follows.
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Each finite subset I ⊆ N is sent to EI := ∏M
J⊆I AJ , the fibered product of vector

bundles over M .

For I ⊆ N with 1 ≤ #I < ∞ and for k ∈ I, the arrow I → I \ {k} is sent to
the canonical vector bundle projection

pIk :
M∏
J⊆I

AJ →
M∏

J⊆I\{k}
AJ .

In particular, the arrow {i} → ∅ for i ∈ N is sent to the vector bundle projection
p
{i}
∅ = q{i} : E{i} = A{i} → E∅ = M . A multiple vector bundle EA : �N →Man∞

constructed in this manner is called a decomposed multiple vector bundle.
A decomposed n-fold vector bundle EA : �n →Man∞ is defined accordingly. In
that case we will write EA := EA(n) for the total space. Decomposed n-fold vector
bundles are also defined in [27].

Example 3.1.9. A trivial or decomposed triple vector bundle is given by

E{1,2,3} = A{1} ×M A{2} ×M A{3} ×M A{1,2} ×M A{1,3} ×M A{2,3} ×M A{1,2,3},

with decomposed sides

E{1,2} = A{1} ×M A{2} ×M A{1,2} , E{1,3} = A{1} ×M A{3} ×M A{1,3} ,

E{2,3} = A{2} ×M A{3} ×M A{2,3} ,

where AI , I ⊆ n are all vector bundles over M , the projections are the appropriate
projections to the factors and the additions are defined in an obvious manner in
the fibers.

Vacant multiple and n-fold vector bundles

As a special case of this, if A = (qi : Ai →M)i∈N is a collection of vector bundles
over M , we construct the multiple vector bundle EA : �N →Man∞ as follows:

I 7→
M∏
i∈I

Ai, (I → I \ {k}) 7→

pIk :
M∏
i∈I

Ai →
M∏

i∈I\{k}
Ai

 .
Such a multiple vector bundle is called a vacant decomposed multiple vector
bundle. We will see later that all cores of these multiple vector bundles are trivial.

Given a collection of vector bundles A = (qJ : AJ → M)J⊆N,#J<∞, with
A∅ = M , we can define A = (qi : Ai → M)i∈N by Ai = A{i}. We get then a
monomorphism of multiple vector bundles

ι : EA → EA (3.5)
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defined by ι(I) : ∏M
i∈I A{i} →

∏M
J⊆I AJ , ι(I)((vi)i∈I) = (wJ)J⊆I , w{i} = vi for

i ∈ I, w∅ = v∅ := m ∈M and wJ = 0AJm for #J ≥ 2. In particular, ι({i}) = idA{i}
for all i ∈ N.

In the case of an n-fold vector bundle we write E := E(n) for the total space.

“Diagonal” decomposed and vacant k-fold vector bundles

More generally, consider a collection A = (qI : AI →M)I⊆n of vector bundles, with
A∅ = M , and a partition ρ = {I1, . . . , Ik} of n with Ij 6= ∅, for j = 1, . . . , k. Then
we can define a category ♦ρ with objects the subsets ν ⊆ ρ and with morphisms
ν1 → ν2 ⇔ ν2 ⊆ ν1. This category is isomorphic to the k-cube category �k by the
isomorphism iρ : �k → ♦ρ defined by sending the object {j} of �k to the object
{Ik} of ♦ρ. Fixing this isomorphism, we can use the indexing category ♦ρ to define
a vacant k-fold vector bundle EAρ : ♦ρ →Man∞ as follows

ν 7→
M∏
K∈ν

AK , (ν → ν \ {I}) 7→

pνν\{I} :
M∏
K∈ν

AK →
M∏

K∈ν\{I}
AK

 .
We will from now on write [ν] := ∪K∈νK for ν ⊆ ρ. In a similar manner, we define
a decomposed k-fold vector bundle EAρ : ♦ρ →Man∞ as follows

ν 7→
M∏
ν′⊆ν

A[ν′], (ν → ν \ {I}) 7→

 M∏
ν′⊆ν

A[ν′] →
M∏

ν′⊆ν\{I}
A[ν′]

 ,
where the map on the right-hand side is the canonical projection. We get as before
an obvious monomorphism of k-fold vector bundles ιρ : EAρ → EAρ . For each ν ⊆ ρ
we have furthermore the obvious canonical injections

ηρ(ν) : EAρ (ν) =
M∏
ν′⊆ν

A[ν′] ↪→ EA([ν]) =
M∏

J⊆[ν]
AJ .

The tangent prolongation of a multiple vector bundle

Given an n-fold vector bundle E : �n →Man∞ we define an (n+ 1)-fold vector
bundle TE : �n+1 →Man∞, the tangent prolongation of E, as follows. Given
I ⊆ n, we set TE(I) := EI and TE(I∪{n+1}) := TEI . Furthermore, for i ∈ I ⊆ n
we set

TE(I → I \ {i}) := pIi : EI → EI\{i} ,

TE(I ∪ {n+ 1} → (I ∪ {n+ 1}) \ {i}) := T (pIi ) : TEI → TEI\{i} ,

TE(I ∪ {n+ 1} → I) := pEI : TEI → EI ,
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where the last map is the canonical projection.

Similarly, given an ∞-fold vector bundle E : �n →Man∞ we define an ∞-fold
vector bundle TE : �n → Man∞, the tangent prolongation of E, as follows.
We define the category ♦T to be the poset of finite subsets of N∪{0}, together with
the isomorphism iT : �N → ♦T given by shifting by 1, that is iT (I) := {i−1 | i ∈ I}.
Now we define the functor TE◦ (iT )−1 : ♦T →Man∞ as follows. Given any I ⊆ N,
we set TE ◦ (iT )−1(I) := EI and TE ◦ (iT )−1(I ∪ {0}) := TEI . Furthermore, for
i ∈ I ⊆ n we set

TE ◦ (iT )−1(I → I \ {i}) := pIi : EI → EI\{i} ,

TE ◦ (iT )−1(I ∪ {0} → (I ∪ {0}) \ {i}) := T (pIi ) : TEI → TEI\{i} ,

TE ◦ (iT )−1(I ∪ {0} → I) := pEI : TEI → EI ,

where the last map is the canonical projection.

Of course one can define the tangent prolongation of an n-fold vector bundle
with a similar shift in order to be consistent with the infinite case. However, the
given definition without such a shift seems more natural in the finite case, but
does unfortunately not extend to the infinite case.

Multiple vector spaces

A multiple vector bundle where the absolute base E(∅) = {∗} is a point is called
a multiple vector space. Let E be an n-fold vector space in this sense. Corollary
3.2.4 which we prove later then states in this case that E is isomorphic to a direct
product of vector spaces in the following way. E(J) = ∏

I⊆J VI for any J ⊆ n,
where VI is a finite dimensional real vector space.

Lemma 3.1.10. Let us consider two decomposed multiple vector spaces V(J) =∏
I⊆J VI and W(J) = ∏

I⊆JWI , with finite dimensional real vector spaces VI , WI

for I ⊆ n and a morphism between them, τ : V→W. Then

τ(J)
(
(vI)I⊆J

)
=
( ∑
ρ=(I1,...,Ik)∈P(K)

ωρ(vI1 , . . . , vIk)
)
K⊆J

, (3.6)

with ωρ ∈ Hom(VI1 ⊗ . . .⊗ VIk ,WK).

Proof. Given an element (vI)I⊆J ∈ V(J) with vI1 6= 0 and vI2 6= 0 for i ∈ I1 ∩ I2

we can write (vI)I⊆n = (uI)I⊆n +n\i (wI)I⊆n where uI = vI for I 6= I2, wI2 = 0
and uI = vI for I ⊆ n \ {i}, uI2 = vI2 and uI = 0 otherwise. Doing this repeatedly,
we can write every element (vI)I⊆J as a consecutive sum of elements of the form
where for all non-disjoint I1 and I2 either vI1 = 0 or vI2 = 0. Thus the map τ(J)
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is determined by its action on elements of this form. Define for ρ = (I1, . . . , Ik) ∈
P(K) then ωρ(vI1 , . . . , vIk) := prK τ(K)((wI)I⊆K) where wIj = vIj for j = 1, . . . , k
and wI = 0 otherwise. Now τ(K) is a vector bundle morphism over all τ(K \ {k})
for k ∈ K and thus ωρ has to be linear in every argument and therefore an element
of Hom(VI1 ⊗ . . .⊗ VIk ,WK).

Multiple homomorphism vector bundles

Given two n-fold vector bundles E and F with the same absolute base E(∅) =
F(∅) = M we construct an n-fold vector bundle Homn(E,F), which is the n-fold
analogon of the bundle Hom(E,F ) for ordinary vector bundles E and F over M .

For m ∈ M the restrictions E|m and F|m define n-fold vector bundles over a
single point as absolute base. With this we can define a space Homn(E,F) as

Homn(E,F) :=
{

Φm : E|m → F|m
∣∣∣ m ∈M,Φm is a morphism of

n-fold vector bundles
}
.

(3.7)

This space is equipped with the obvious projection to M mapping an element
Φm to m. Since n-fold vector bundle morphisms have by definition underlying
(n − 1)-fold vector bundle morphisms between the faces there are additionally
projections Homn(E,F) → Homn−1(En\{k},∅,Fn\{k},∅) for all k ∈ n. Each of
these projections carries a vector bundle structure, with the addition of two
elements Φm and Ψm which project to the same base φ : En\{k}|m → Fn\{k}|m in
Homn−1(En\{k},∅,Fn\{k},∅) defined as (Φm +n\{k} Ψm)(e) := Φm(e) +n\{k} Ψm(e).
That this is indeed a vector bundle follows from the fact that Now we define a
functor Hom(E,F) : �n →Man∞ by setting Hom(E,F)(I) := Hom#I(EI,∅,FI,∅).
That this is indeed an n-fold vector bundle Hom(E,F) with total space Homn(E,F)
and absolute base M is an immediate application of the existence of n-fold vector
bundle charts which we prove later in Corollary 3.2.10 since that allows to reduce
the problem to the fibres. The desired interchange laws in Hom(E,F) follow from
the interchange laws in E and F as the addition is defined fibrewise with the
addition in F.

Every morphism of n-fold vector bundles E → F over the identity on M

corresponds then to a smooth map M → Homn(E,F) which is a section of the
projection to M .

Let us consider the case of n = 2 as an example of this construction. For that
purpose consider two double vector bundles (D1;A1, B1;M) and (D2;A2, B2;M)
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over the same base manifold M . Then this gives rise to a homomorphism double
vector bundle

HomDV B(D1, D2) HomV B(B1, B2)

HomV B(A1, A2) M

,

and a double vector bundle homomorphism from D1 to D2 fixing the base manifold
M corresponds to a map M → HomDV B(D1, D2) which is right-inverse to the
projection to M .

In particular, let F →M be an ordinary vector bundle and consider the n-fold
vector bundle F defined by F(n) = F and F(I) = M for all I ( n. Then we write
Morn(E, F ) for the space of n-fold vector bundle morphisms from E to F over idM .

Lemma 3.1.11. Let E be an n-fold vector bundle over M and F be a vector
bundle over M . Then the space Morn(E, F ) is a C∞(M)-module.

Proof. An element τ of Morn(E, F ) necessarily satisfies τ(I) : E(I)→M , τ(I)(e) =
pI∅(e) for all e ∈ E(I), I ( n. Take f1, f2 ∈ C∞(M) and τ1, τ2 ∈ Morn(E, F ). Then
(f1 · τ1 +f2 · τ2) : E→ F is defined by (f1 · τ1 +f2 · τ2)(I)(e) = pI∅(e) for all e ∈ E(I),
I ( n and (f1 · τ1 + f2 · τ2)(n)(e) = f1(pI∅(e)) · τ1(e) + f2(pI∅(e)) · τ2(e) for e ∈ E(n).

By construction, (f1 · τ1 + f2 · τ2)(n) is smooth and

E(n) F

E(n \ {i}) M

(f1τ1+f2τ2)(n)

p
n

n\{i}
qF

τ(n\{i})

is a morphism of vector bundles for all i ∈ n. For I ( n and i ∈ I, the map
(f1 · τ1 + f2 · τ2)(I) : E(I) → M is obviously a vector bundle morphism over
τ(I \ {i}) : E(I \ {i})→M .

3.1.3 The n-pullback of an n-fold vector bundle

Definition 3.1.12. Let E be an n-fold vector bundle. We define the n-pullback
of E to be the set

P =
{

(e1, . . . , en)
∣∣∣ei ∈ En\{i} and pn\{i}j (ei) = p

n\{j}
i (ej) for i, j ∈ n

}
. (3.8)

In the case of n = 2, the 2-pullback of the double vector bundle (D;A,B;M)
is the space A×M B, which is a smooth manifold and a double vector bundle itself.
Furthermore, as we have seen in Lemma 2.1.6 the double projection D → A×M B
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is a surjective submersion. We will prove in the following theorem that both of
these statements are true in greater generality for any n-fold vector bundle. This
is a crucial part of the proof of the existence of linear decompositions of multiple
vector bundles.

Theorem 3.1.13. Let E : �n →Man∞ be an n-fold vector bundle. Then

(a) The n-pullback of E, denoted by P , is a smooth embedded submanifold of the
product En\{1} × . . .× En\{n}.

(b) The functor P defined by P(n) = P , P(S) = ES for all S ( n and the
vector bundle projections pSi : ES → ES\{i} for all S ( n and i ∈ S and
p′i : P → En\{i}, (e1, . . . , en) 7→ ei is an n-fold vector bundle.

(c) The map π(n) : E → P given by π(n) : e 7→ (p1(e), . . . , pn(e)), defines together
with π(J) = idEJ for J ( n, a surjective n-fold vector bundle morphism
π : E→ P.

Note that for each i ∈ n, the top map π(n) : E → P of π is then necessarily a
vector bundle morphism over the identity on En\{i}.

Proof. For the proof of this theorem, we will make use of several easy lemmas
which are proved in the background section. These are Lemma 2.1.7, Lemma 2.1.5,
Lemma 2.1.4 and Lemma 2.1.3.

We prove this by induction over n. The case of n = 1 is trivially satisfied since
in that case E is an ordinary vector bundle E = E{1} → E∅ = M and so P = M .
Let us now take n ∈ N with n ≥ 2 and assume that all three claims are true for
any (n− 1)-fold vector bundle E.

Recall from Proposition 3.1.6 that En,{k} is an (n− 1)-fold vector bundle. The
corresponding (n− 1)-pullback is

Pup
k :=

{
(e1, . . . , k̂, . . . , en)

∣∣∣ ei ∈ En\{i} : pn\{i}j (ei) = p
n\{j}
i (ej)

for i, j ∈ n \ {k}
}
.

(3.9)

By the induction hypothesis (b), this is the total space of an (n− 1)-fold vector
bundle Pup

k with underlying nodes EJ for k ∈ J ( n. The absolute base of
this (n − 1)-fold vector bundle is E{k}, and by (c) we have a smooth morphism
πup
k : En,{k} → Pup

k of (n− 1)-fold vector bundles that is surjective. In a similar
manner, En\{k},∅ is an (n−1)-fold vector bundle. The corresponding (n−1)-pullback
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is
P low
k :=

{
(b1, . . . , k̂, . . . , bn)

∣∣∣ bi ∈ En\{k,i} : pn\{k,i}j (bi) = p
n\{k,j}
i (bj)

for i, j ∈ n \ {k}
}
.

(3.10)

Again by the induction hypothesis (b) this is the total space of an (n − 1)-fold
vector bundle Plow

k with underlying nodes EJ for J ( n \ {k}. By (c) we have a
smooth surjective morphism πlow

k : En\{k},∅ → Plow
k of (n− 1)-fold vector bundles.

By the induction hypothesis (a), Pup
k and P low

k are embedded submanifolds
of ∏n

i=1
i 6=k

En\{i} and ∏n
i=1
i 6=k

En\{i,k}, respectively. Since for each i 6= k in n, we

have the smooth vector bundle pn\{i}k : En\{i} → En\{i,k}, the product ∏n
i=1
i 6=k

En\{i}

has a smooth vector bundle structure over ∏n
i=1
i 6=k

En\{i,k}, the projection of which

we denote by qk. Using the surjectivity of πlow
k (n \ {k}) : En\{k} → P low

k , the
surjectivity of pk : E → En\{k}, as well as the identities pn\{k}i ◦ pk = p

n\{i}
k ◦ pi

for i 6= k, we find easily that qk(Pup
k ) = P low

k . Further, Pup
k is clearly closed

under the addition of ∏n
i=1
i 6=k

En\{i} →
∏n
i=1
i 6=k

En\{i,k}. Lemma 2.1.7 yields then that

qk : Pup
k → P low

k is a smooth vector bundle.

Next let us set for simplicity δk := πlow
k (n \ {k}) : En\{k} → P low

k . Recall that
it is defined by

δk : ek 7→
(
p
n\{k}
1 (ek), . . . , k̂, . . . , pn\{k}n (ek)

)
.

Since n ≥ 2 we can choose i ∈ n \ {k}. Then δk : En\{k} → P low
k is a surjective

smooth vector bundle homomorphism over the identity on En\{i,k}. By Lemma
2.1.5, it is a surjective submersion. We consider the pullback vector bundles
(δk)!Pup

k over En\{k}, for each k ∈ n. As a set, each (δk)!Pup
k can easily be

identified with P .

Denote by ϕk the inclusion of Pup
k in En\{1} × . . . k̂ . . . × En\{n}. Then P is

embedded into En\{1} × . . .× En\{n} via the composition

P Pup
k × En\{k} (En\{1} × . . . k̂ . . .× En\{n})× En\{k}

ϕk×idEn\{k}
,

where the map on the left is the embedding as in Lemma 2.1.3. It is easy to see that
up to the obvious reordering of the factors on the right, the embeddings obtained
for k = 1, . . . , n are the same map. Therefore, all the obtained smooth structures
on P are compatible and so P is a smooth manifold and all its projections are
smooth. In particular, we have proved (a).

The compatibility of the vector bundle structures of P over En\{i} and En\{j}
for i 6= j ∈ n follows from the compatibility of the structures in En\{k},∅. More pre-
cisely, the interchange law in the double vector bundle (P ;En\{i}, En\{j};En\{i,j})
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follows immediately from the interchange laws in all the double vector bundles
(En\{k};En\{k,i}, En\{k,j};En\{k,i,j}) for k ∈ n \ {i, j}, since the different additions
in P are all defined component-wise. Hence we can define P : �n →Man∞ and
we obtain an n-fold vector bundle.

For each k = 1, . . . , n, πup
k (n) : E → Pup

k is a vector bundle morphism over
δk : En\{k} → P low

k . The pullback of πup
k (n) via the map δk is hence a vector bundle

morphism E → (δk)!Pup
k over the identity on En\{k}, and it is easy to see that it

coincides – via the identification of P with (δk)!Pup
k – with the n-fold projection

π(n) from E to P . Hence π : E→ P is an n-fold vector bundle morphism.

As before choose i ∈ n \ {k}. Since πup
k (n) : E → Pup

k is a surjective vector
bundle morphism over the identity on En\{i}, it is a surjective submersion by
Lemma 2.1.5. But since δk : En\{k} → P low

k is a surjective submersion and πup
k (n)

is a vector bundle morphism over δk, by Lemma 2.1.5 it must be surjective in each
fiber of pk : E → En\{k}. By Lemma 2.1.4, the pullback π(n) = δ!

kπ
up
k (n) : E → P

is then surjective in each fiber of pk : E → En\{k}. Since the base map is the
identity on En\{k}, π(n) is surjective.

Note that we have proved as well the following result.

Corollary 3.1.14. In the situation of Theorem 3.1.13, the projection π(n) : E → P

is a surjective submersion.

3.1.4 Cores of a multiple vector bundle

Given a double vector bundle (D;A,B;M), recall from Definition 2.1.8 and Lemma
2.1.9 that the intersection C = (pDB )−1(0BM ) ∩ (pDA )−1(0AM ) is called the core of the
double vector bundle (D;A,B;M) and has a natural vector bundle structure over
M , which we will denote by qC : C → M . In this section, we explain the cores
of multiple vector bundles. These cores have also been defined using a different
notation by Alfonso Gracia-Saz and Kirill Mackenzie in [27].

Let E be a multiple vector bundle with absolute baseM := E∅. For each S ⊆ N
and each k ∈ S, we have the zero section 0E,SS\{k} : ES\{k} → ES , e 7→ 0ESe . For each
R ⊆ S ⊆ N, all compositions of #S −#R composable zero sections, starting with
some 0R∪{i}R : ER → ER∪{i}, for some i ∈ S \R, and ending into ES , are equal and
the obtained map is written 0E,SR : ER → ES . In particular, we set 0E,SS = idES .
If it is clear from the context, which multiple vector bundle we are considering,
we write 0SR := 0E,SR . The image of e ∈ ER under 0SR is denoted by 0Se , and the
image of ER under 0SR is written 0SR. For better readability we sometimes write
0SM := 0S∅ and 0ER := 0nR.
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Choose a subset S ⊆ N and j, k ∈ S with j 6= k. Then

ES ES\{k}

ES\{j} ES\{j,k}

pSk

pSj p
S\{k}
j

p
S\{j}
k

is a double vector bundle, which has therefore a core

ES{j,k} := (pSS\{j})−1
(
0S\{j}S\{j,k}

)
∩ (pSS\{k})−1

(
0S\{k}S\{j,k}

)
. (3.11)

This core has then an induced vector bundle structure over ES\{j,k} with projection
(pS\{j}S\{k} ◦ p

S
S\{j})|ES{j,k} , which we denote by cS{j,k} : ES{j,k} → ES\{j,k}. This is a

special case of the side cores, as the following proposition shows.

Proposition 3.1.15. Let E be a multiple vector bundle, S ⊆ N a finite subset and
J ⊆ S non-empty. The (S, J)-core

ESJ :=
⋂
j∈J

(pSj )−1
(
0S\{j}S\J

)
, (3.12)

is a smooth embedded submanifold of ES and inherits a vector bundle structure
over ES\J with projection cSJ := (E(S → S \ J))|ESJ : ESJ → ES\J . In particular,
for J = {s} of cardinality 1, we get ESJ = ES and cSJ = pSs .

Proof. That ESJ is a submanifold of ES follows from Theorem 3.1.13: Consider the
(S, S \J)-face of E, the #J-fold vector bundle ES,S\J . We denote the corresponding
#J-pullback by PSJ . This is the total space of an #J-fold vector bundle PSJ with
absolute base ES\J . The image of ES\J under any #J composable zero sections
of PSJ , Z := 0P

S
J
ES\J

is an embedded submanifold of PSJ . By Corollary 3.1.14 the
#J-fold projection πSJ : ES → PSJ is a surjective submersion. ESJ is the preimage
of Z under πSJ and is thus a smooth embedded submanifold of ES .

The vector bundle structure is similar to the case n = 2. Any two elements
e, e′ ∈ ESJ with cSJ (e) = cSJ (e′) =: b can be added over any pSj , for j ∈ J , since
pSj (e) = 0S\{j}b = pSj (e′). All the additions clearly preserve ESJ . For any j ∈ J ,
0S\{j}S\J is an embedded submanifold of ES\{j} and we get a unique vector bun-
dle structure ESJ → 0S\{j}S\J according to Lemma 2.1.7. The interchange laws
in all the double vector bundles (ES ;ES\{j1}, ES\{j2};ES\{j1,j2}) imply that af-
ter identification of 0S\{j}S\J with ES\J all the additions coincide: Since we have
0S

0S\{j1}
b

= 0Sb = 0S
0S\{j2}
b

, we find easily

e +
S\{j1}

e′ =
(
e +
S\{j2}

0S
0S\{j2}
b

)
+

S\{j1}

(
0S

0S\{j2}
b

+
S\{j2}

e′
)

=
(
e +
S\{j1}

0S
0S\{j1}
b

)
+

S\{j2}

(
0S

0S\{j1}
b

+
S\{j1}

e′
)

= e +
S\{j2}

e′.

(3.13)
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Therefore, ESJ has a well-defined vector bundle structure over ES\J .

We begin by proving that a side core can be constructed ‘by stages’.

Lemma 3.1.16. Let E be a multiple vector bundle and S ⊆ N. Choose K ⊆ J ⊆ S.
Then

ESJ =
{
e ∈ ESK | pSj (e) ∈ 0S\{j}S\J , j ∈ J \K, and cSK(e) ∈ 0S\KS\J

}
. (3.14)

Proof. For simplicity, we denote here by X the set on the right-hand side of the
equation. First, take e ∈ ESJ . Then since pSj (e) ∈ 0S\{j}S\J for all j ∈ J , and
since K ⊆ J , we have for k ∈ K: pSk (e) = 0S\{k}ek for some ek ∈ ES\J . Since
0S\{k}ek = 0S\{k}

0S\Kek

, we find pSk (e) ∈ 0S\{k}S\K for all k ∈ K. Therefore e ∈ ESK with

pSj (e) ∈ 0S\{j}S\J for j ∈ J \ K and we only need to check that cSK(e) ∈ 0S\KS\J in
order to find that e ∈ X. But for any choice of k ∈ K, we find cSK(e) = pSS\K(e) =
p
S\{k}
S\K (pSk (e)) = p

S\{k}
S\K (0S\{k}ek ) = 0S\Kek with ek ∈ ES\J .

Conversely, take e ∈ X. Then since e ∈ ESK we find for each k ∈ K an
element ek ∈ ES\K such that pSk (e) = 0S\{k}ek . But then ek = p

S\{k}
S\{K}(0

S\{k}
ek ) =

p
S\{k}
S\{K}(p

S
k (e)) = pSS\{K}(e) = cSK(e) ∈ 0S\KS\J shows that e ∈ (pSk )−1

(
0S\{k}S\J

)
. Since

k ∈ K was arbitrary and also e ∈ (pSj )−1
(
0S\{k}S\J

)
for all j ∈ J \K, we find that

e ∈ ESJ .

Using this, we prove the following theorem.

Theorem 3.1.17. Let E be a multiple vector bundle. For each S ⊂ N and J ⊆ S
non-empty, the space ESJ is the total space of an (#S −#J + 1)-fold vector bundle
in the following way.

The partition ρSJ = {J, {s1}, . . . , {s(#S−#J+1)}} of S into the set J and sets
with one element which we order in the natural ordering induced by the ordering
of N gives rise to a category ♦SJ := ♦ρ

S
J isomorphic to the (#S −#J + 1)-cube

category as discussed in Section 3.1.2. Let us now fix the isomorphism of indexing
categories described there by iSJ := iρSJ : �#S−#J+1 → ♦ρ

S
J . We will again write

[ν] := ∪K∈νK for any subset ν ⊆ ρSJ . Now we define ESJ : ♦SJ →Man∞ by setting
ESJ (ν) = E

[ν]
J if J ∈ ν and ESJ (ν) = E[ν] if J 6∈ ν and define the morphisms by

ESJ (ν1 → ν2) = E([ν1]→ [ν2])|
E

[ν1]
J

: E[ν1]
J → E

[ν2]
J , if J ∈ ν2 ⊆ ν1,

ESJ (ν1 → ν2) = E([ν1]→ [ν2]) : E[ν1] → E[ν2] , if ν2 ⊆ ν1 63 J

ESJ (ν1 → ν2) = E([ν1] \ J → [ν2]) ◦ c[ν1]
J : E[ν1]

J → E[ν2] , if ν2 ⊆ ν1, J ∈ ν1 \ ν2 .

Then ESJ is a (#S −#J + 1)-fold vector bundle.
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Proof. The nodes of ESJ are given by ES′J for J ⊆ S′ ⊆ S and EI for I ⊆ S \ J .
The generating arrows are given by pIi : EI → EI\{i} for i ∈ I ⊆ S \ J and
cS
′

J : ES′J → ES′\J and pS′i |ES′J : ES′J → E
S′\{i}
J for i ∈ S′ \ J . In the following we

just write pS′i for the restriction pS′i |ES′J .

For #J < #S we prove by induction over #J =: l that this defines a multiple
vector bundle. For J = {s} of cardinality 1 it is easy to see that ESJ = ES,∅, which
is an #S-fold vector bundle by Proposition 3.1.6.

Now assume that ES{j1,...,jl−1} is the total space of a (#S − l + 2)-fold vector
bundle. Choose jl ∈ S \ {j1, . . . , jl−1}, S′ ⊆ S with {j1, . . . , jl} =: J ⊆ S′, and
choose i ∈ S′ \ J . Then by the induction hypothesis and Proposition 3.1.6,

ES
′

{j1,...,jl−1} E
S′\{jl}
{j1,...,jl−1}

ES′\{j1,...,jl−1} ES′\{j1,...,jl}

E
S′\{i}
{j1,...,jl−1} E

S′\{i,jl}
{j1,...,jl−1}

ES′\{j1,...,jl−1,i} ES′\{i,j1,...,jl}

pS′
jl

cS′
{j1,...,jl−1}

pS′
i

,

is a triple vector bundle, and by (3.14), its upper side core is

ES
′

J ES′\J

E
S′\{i}
J ES′\(J∪{i}).

cS
′
J

pS
′
i p

S′\J
i

c
S′\{i}
J

Hence this diagram is a double vector bundle (see for example [51]) and, as before,
all commutative squares in our (#S − l + 1)-cube diagram are double vector
bundles.

If l = #S, then J = S and ESS has a vector bundle structure over M with
projection cSS = E(S → ∅)|ESS . The nodes at the source of only one arrow of ESJ
are the nodes E{i} of E for i ∈ S \ J , and the (J, J)-core cJJ : EJJ →M of E.

We have then for each ν ⊆ ρSJ an inclusion ηJ(ν) : ESJ (ν) ↪→ E[ν], since ESJ (ν)
is an embedded submanifold of E[ν] for all ν ⊆ ρSJ .

Example 3.1.18. Given the n-fold vector bundle EA defined in Section 3.1.2, its
(S, J)-core (EA)SJ has nodes (EA)SJ ◦ (iSJ )−1(ν) = ∏M

ν′⊆ν A[ν′] for ν ⊆ ρSJ and can
thus be identified with EA

ρSJ
defined as in Section 3.1.2. In particular, (EA)SS = AS.
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For instance, for n = 3 (see Example 3.1.9) we have decomposed cores

E
{1,2,3}
{1,2} = A{3} ×M A{1,2} ×M A{1,2,3} , E

{1,2,3}
{2,3} = A{1} ×M A{2,3} ×M A{1,2,3} ,

E
{1,2,3}
{1,3} = A{2} ×M A{1,3} ×M A{1,2,3} .

Remark 3.1.19. Let E be an n-fold vector bundle.

(a) It follows directly from the definitions that the cores of the faces of E are given
by the faces of the cores of E. That is, (ES,∅)SJ = (ESJ )ρSJ ,∅ for J ⊆ S ⊆ n.
Note that both these multiple vector bundles canonically use the indexing
category ♦SJ .

(b) Note also that (3.14) can now be written ESJ = (ESK)ρ
S
K

ρJK
.

(c) For I, J ⊆ S with I ∩ J = ∅ the intersection of the cores ESI ∪ ESJ is the
iterated core, the total space of (ESJ )ρ

S
J

{{i}i∈I}, or equivalently the total space

of (ESI )ρ
S
I

{{j}j∈J}. This is since the intersection of the two cores consists of
all elements of ESI which project additionally to the right zeros in all J-
directions. Since the (#S −#I + 1)-fold vector bundle structure on ESI was
given by restricting the structure of E, this intersection is then precisely the
corresponding core in ESI .

(d) In the case of I ∩ J 6= ∅ the intersection of the cores ESI ∩ ESJ is given by
ESI∪J instead since it consists precisely of all elements of ES which project to
the correct zeros in all I ∪ J-directions.

Proposition 3.1.20. Given a morphism τ : E→ F of multiple vector bundles, we
have for any J ⊆ S ⊆ N an induced core morphism of the (#S −#J + 1)-fold
vector bundles τSJ : ESJ → FSJ defined by

τSJ (ν) = τ
(
[ν]
)
|
E

[ν]
J

: E[ν]
J → F

[ν]
J for ν ⊆ ρSJ with J ∈ ν (3.15)

τSJ (ν) = τ
(
[ν]
)
: E[ν] → F[ν] for ν ⊆ ρSJ with J 6∈ ν , (3.16)

where we consider E[ν]
J and F [ν]

J as subsets of E[ν] and F[ν], respectively. Further-
more, (·)SJ is a covariant functor from multiple vector bundles to multiple vector
bundles.

Proof. For J 6∈ ν there is nothing to show as ESJ (ν) = E([ν]) and FSJ (ν) = F([ν])
and thus all the maps are well defined vector bundle morphisms.

For J ∈ ν it remains to be shown that τSJ is well defined, that is τ
(
[ν]
)(
E

[ν]
J

)
⊆

F
[ν]
J . Linearity follows then directly from linearity of τ . The manifold E

[ν]
J is
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defined as the set of all elements of E[ν] that project to 0E,[ν]\{j}
[ν]\J for all j ∈ J .

Since for all I ⊆ n, τ(I) : EI → FI is a vector bundle homomorphism over τ(I \{i})
for all i ∈ I, the image of e ∈ E[ν]

J under τ
(
[ν]
)
thus projects to 0F,[ν]\{j}

[ν]\J in F[ν]\{j}

and is an element of F [ν]
J .

Functoriality follows directly from the definition: in the case of J 6∈ ν we have

(σ ◦ τ)SJ (ν) = (σ ◦ τ)
(
[ν]
)

= σ([ν]) ◦ τ([ν]) = σSJ (ν) ◦ τSJ (ν) ,

whereas for J ∈ ν we have

(σ ◦ τ)SJ (ν) = (σ ◦ τ)
(
[ν]
)
|
E

[ν]
J

= σ
(
[ν]
)
|
F

[ν]
J

◦ τ
(
[ν]
)
|
E

[ν]
J

= σSJ (ν) ◦ τSJ (ν) .

From Theorem 3.1.13 we obtain easily the following proposition; the n-fold
analogon of the core sequences for double vector bundles, which were defined
by Kirill Mackenzie in [51]. They are important in the proof of the existence of
decompositions of n-fold vector bundles. We call them the ultracore sequences of
E.

Proposition 3.1.21. Let E be an n-fold vector bundle. For each k ∈ n, we have
a short exact sequence

0 (pn\{k}∅ )!E
n
n E P 0

En\{k} En\{k} En\{k}

ι π(n)

(3.17)

of vector bundles over En\{k}, where P is the n-pullback defined in Theorem 3.1.13.

Proof. By Theorem 3.1.13, the map π(n) : E → P is a surjective vector bundle
morphism over idEn\{k} .

Take any e in the kernel of π(n) considered as vector bundle morphism over
En\{k}. Denote its projection in EJ for any J ⊆ n \ {k} by eJ , with m := e∅ ∈M .
Write n \ {k} = {j1, . . . , jn−1}. Define now recursively

f0 := e , f l := f l−1 −
n\{jl}

0Een\{k,j1,...,jl−1}
.

Then it is easy to show by induction that pnI (f l) = 0IeI∩(n\{k,j1,...,jl})
. The above

implies that fn−1 projects to 0Im for all I ⊆ n. It is thus an element of the ultracore
E
n
n , and we denote it by z := fn−1.

Now

e =
(((

z +
n\{jn−1}

0Ee{jn−1}

)
+

n\{jn−2}
0Ee{jn−1,jn−2}

)
+

n\{j3}
. . .

)
+

n\{j1}
0Een\{k}

=: ι(z, en\{k}) .
(3.18)
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and the defined map ι : Enn ×M En\{k} → E is clearly an injective morphism of
vector bundles over En\{k}, by construction making the sequence exact. That the
map ι does not depend on the chosen order of the set n \ {k} follows from the
interchange laws in all the top double vector bundles since all we do is adding
zero elements in different directions. This together with (3.18) also shows that
the recursive definition of the ultracore-element z is independent of the chosen
ordering.

3.2 Splittings of multiple vector bundles

In this section we achieve our main goal in this paper: we prove that any n-fold
vector bundle admits a (non-canonical) linear splitting. We begin by discussing the
notions of linear splitting versus linear decomposition. Then we prove inductively
our main theorem, and finally we explain how n-fold vector bundles can now be
defined using n-fold vector bundle atlases.

3.2.1 Splittings and decompositions of n-fold vector bundles

Let E be an n-fold vector bundle. This gives rise to a family A of smooth vector
bundles A = (qJ : AJ → M)J⊆n,#J<∞ over M = E(∅) defined by A{i} = E{i}

for i = 1, . . . , n and AJ = EJJ for #J ≥ 2. By Example 3.1.18, if E is already a
decomposed n-fold vector bundle, then each element of the family of vector bundles
defining it appears as one of the cores of E. This is why we call the vector bundles
AJ = EJJ the building bundles of E.

We can then consider the decomposed n-fold vector bundles EA and E := EA

defined in Section 3.1.2. We call EA the decomposed n-fold vector bundle associated
to E and E the vacant, decomposed n-fold vector bundle associated to E.

Definition 3.2.1. A linear splitting of the n-fold vector bundle E is a monomor-
phism Σ: E→ E of n-fold vector bundles, such that for i = 1, . . . , n, Σ({i}) : E{i} →
E{i} is the identity.

A decomposition of the n-fold vector bundle E is a natural isomorphism
S : EA → E of n-fold vector bundles over the identity maps S({i}) = idE{i} : A{i} →
E{i} such that additionally the induced core morphisms SII ({I}) are the identities
idEII for all I ⊆ n.

Linear splittings and decompositions of double vector bundles are equivalent
to each other. Given a splitting Σ, define the decomposition by S(am, bm, cm) :=
Σ(am, bm) +B (0Dbm +A cm) = Σ(am, bm) +A (0Dam +B cm). Conversely, given a
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decomposition S define the splitting by Σ(am, bm) := S(am, bm, 0Cm). These two
constructions are obviously inverse to each other. We prove here that a similar
equivalence holds true in the general case of n-fold vector bundles.

A linear splitting Σ of an n-fold vector bundle E and decompositions SI of
the highest order cores – the (n − 1)-fold vector bundles EnI for all I ⊆ n with
#I = 2 – are called compatible if they coincide on all possible intersections. That
is, SI({{k}k∈n\I})|E(n\I) = Σ(n\I) and SI(ρnI )|(EA)nI ∩(EA)nJ

= SJ(ρnJ)|(EA)nI ∩(EA)nJ
for all I, J ⊆ n of cardinality 2. Note that we view here the total spaces of (EA)nI ,
(EA)nJ and of EnI and EnJ as embedded in EA = EA(n) and E = E(n), respectively.
Also recall that EnI ({k}k∈n\I) = E(n \ I) by definition.

Theorem 3.2.2. Let E be an n-fold vector bundle.

(a) Let S be a decomposition of E. Then the composition Σ = S ◦ ι : E →
E, with ι defined as in (3.5), is a splitting of E. Furthermore, the core
morphisms SnJ : EρJ → EnJ are decompositions of EnJ for all J ⊆ n and these
decompositions and the linear splitting are compatible.

(b) Conversely, given a linear splitting Σ of E and compatible decompositions of
the highest order cores EnJ with top maps SJ : (EA)nJ → E

n
J , for J ⊆ n with

#J = 2, there exists a unique decomposition S of E such that Σ = S ◦ ι and
such that the core morphisms of S are given by SnJ (ρnJ) = SJ for all J .

Proof. Let us consider a decomposition S : EA → E. Then the composition
Σ = S ◦ ι is clearly a monomorphism of n-fold vector bundles, with Σ({i}) =
S({i}) ◦ ι({i}) = idE{i} ◦ idE{i} = idE{i} . Furthermore, Proposition 3.1.20 implies
that the restrictions SnJ are isomorphisms of multiple vector bundles. Since for
any ν ⊆ ρ

n
J the (ν, ν)-core of EnJ equals E[ν]

[ν] which follows from Remark 3.1.19
for J ∈ ν and directly from the definition for J 6∈ ν, these are all the building
bundles of EnJ . Now S

[ν]
[ν] = id

E
[ν]
[ν]

and thus SnJ induces the identity on all building

bundles of EnJ and is therefore a decomposition. Since all SnJ and Σ are defined as
restrictions of the same map S they are clearly compatible.

Conversely, assume that we have a splitting Σ of E and compatible decomposi-
tions SJ of the cores EnJ with J ⊆ n, #J = 2 as in (b). We prove that there is a
unique decomposition S of E that restricts in the sense of (b) to Σ and the SJ .

Let now J1, . . . , J(n2) denote the subsets of n with #Jk = 2. We define now
an increasing chain of

(n
2
)
decomposed n-fold vector bundles as follows. For

k = 0, . . . ,
(n

2
)
define a family of vector bundles over M , Ak = (BI)I⊆n with

BI = AI for all I with either #I = 1 or if there is i ≤ k such that Ji ⊆ I; and



3.2. SPLITTINGS OF MULTIPLE VECTOR BUNDLES 71

BI = M otherwise. Now let Ek := EAk with total space Ek := EAk(n). There are
obvious inclusions E(n) = E0 ↪→ E1 ↪→ . . . ↪→ E(n2) = EA(n). We thus view the
Ek as submanifolds of EA(n). Note that additionally (EA)nJi ⊆ Ek for all i ≤ k.
Now we show that we can define a decomposition S of E inductively on the Ek for
k = 0, . . . ,

(n
2
)
and that it is unique with respect to the given linear splittings.

Since E0 = E we set S0 := Σ and this is clearly unique in the sense of (b). By
the compatibility condition it also restricts to SJi on E0∩ (EA)nJi for i = 1, . . . ,

(n
2
)
.

Take now k ≥ 0 and assume that we have a uniquely defined injective morphism
of n-fold vector bundles Sk : Ek → E that restricts to Σ on E0 and to SJi on
Ek ∩ (EA)nJi for i = 1, . . . ,

(n
2
)
. Take x = (aI)I⊆n ∈ Ek+1. Then in particular

aI = 0AIm if #I ≥ 2 and there is no i ≤ k + 1 with Ji ⊆ I. Set y := (bI)I⊆n
with bI = aI if either #I = 1 or there is i ≤ k such that Ji ⊆ I and bI = 0AIm
otherwise. Set furthermore z := (cI)I⊆n where cI = bI whenever I ⊆ n \ Jk+1,
cI = aI whenever Jk+1 ⊆ I and there is no i ≤ k with Ji ⊆ I, and cI = 0AIm
otherwise. Then y ∈ Ek and z ∈ (EA)nJk+1

. Furthermore, writing Jk+1 = {s, t}, it
is easy to check that

x = y +
n\{s}

(
0nps(y) +

n\{t}
z
)

= y +
n\{t}

(
0npt(y) +

n\{s}
z
)
. (3.19)

The last equality follows directly from the interchange law in the double vector
bundle (E;En\{s}, En\{t};En\{s,t}) since SJk+1(z) is in the core of this double vector
bundle. Thus we can define

Sk+1(x) :=Sk(y) +
n\{s}

(
0n
ps
(
Sk(y)

) +
n\{t}

SJk+1(z)
)

=Sk(y) +
n\{t}

(
0n
pt
(
Sk(y)

) +
n\{s}

SJk+1(z)
)
.

(3.20)

It is easy to check that this defines an injective morphism of n-fold vector
bundles Sk+1 : Ek+1 → E. Linearity over En\{j} follows directly from linear-
ity of Sk and SJk+1 and the interchange laws in the double vector bundles
(E;En\{j}, En\{s};En\{j,s}) and (E;En\{j}, En\{t};En\{j,t}) since the construction
of y and z from x is linear. If now x was already in Ek, then y = x and thus Sk+1

restricts to Sk on Ek and therefore also to Σ. If x was in (EA)nJ for any J ⊆ n

with #J = 2, then y ∈ Ek ∩ (EA)nJ and by induction hypothesis Sk(y) = SJ(y).
Furthermore, z ∈ (EA)nJk+1

∩ (EA)nJ and by the compatibility of SJk+1 with SJ we
get that SJk+1(z) = SJ(z). Thus clearly Sk+1 restricts to all SJ on the intersection
Ek+1 ∩ (EA)nJ . Also it clearly is the only morphism from Ek+1 to E restricting to
Sk on Ek and to all SJ and thus by the induction hypothesis the only morphism
restricting to Σ and all SJ . Thus we find eventually a unique injective morphism
S := S(n2) : EA → E that restricts to Σ and all SJ for #J = 2. That S is surjective
now follows from linearity and a dimension count.
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3.2.2 Existence of splittings

In this section, we finally state and prove our main theorem. We prove by induction
that every n-fold vector bundle is non-canonically isomorphic to a decomposed
one.

Theorem 3.2.3. Let E be an n-fold vector bundle. Then there is a linear splitting

Σ: E→ E ,

that is a monomorphism of n-fold vector bundles from the vacant, decomposed
n-fold vector bundle E associated to E, which was defined in Section 3.2.1, into E.

Proof. We prove the following two claims by induction over n.

(a) Given an n-fold vector bundle E, there exist n linear splittings Σn\{k} of
En\{k},∅ for k ∈ n, such that Σn\{i}(I) = Σn\{j}(I) for any I ⊆ n \ {i, j}.

(b) Given a family of splittings as in (a), there exists a linear splitting of E with
Σ(I) = Σn\{k}(I) whenever I ⊆ n \ {k}.

The case of n = 1 is trivial. Take now n ≥ 2 and assume that both statements
are true for l-fold vector bundles, for l < n. First, we prove (a). This is equivalent
to having splittings ΣI of EI,∅ for all I ( n such that ΣI1(J) = ΣI2(J) whenever
J ⊆ I1 ∩ I2. We prove that claim with an induction over ]I. For all I ⊆ n with
]I = 1 or ]I = 2, this is immediate.

Assume now that we have fixed linear splittings of EI,∅ for all I with #I = l ≤
n− 2, such that for all J ⊆ I1 ∩ I2, ΣI1(J) = ΣJ(J) = ΣI2(J). For any I ( n with
#I = l + 1 we can then find by induction hypothesis (b) a linear splitting ΣI of
EI,∅ which satisfies ΣI(J) = ΣJ(J) for all J ⊆ I. Now for I1, I2 of cardinality l+ 1
and J ⊆ I1 ∩ I2, we get ΣI1(J) = ΣJ(J) = ΣI2(J). This shows that part (a) is
satisfied for every n-fold vector bundle since we eventually find linear splittings
Σn\{k} of all En\{k} which agree on all subsets I ⊆ n of cardinality #I ≤ (n− 2).

We denote in the following their top maps by

Σk := Σn\{k}(n \ {k}) :
M∏

i∈n\{k}
E{i} → En\{k} .

It is easy to check that given m ∈ M and ei ∈ E{i} with p
{i}
∅ (ei) = m for

i = 1, . . . , n, the tuple (Σ1(e2, . . . , en),Σ2(e1, e3, . . . , en), . . . ,Σn(e1, . . . , en−1) is an
element of P . Short exact sequences of vector bundles are always non-canonically
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split, so we can take a splitting θ1 of the short exact sequence of vector bundles
over En\{1} in Proposition 3.1.21. Define ΣE

1 : ∏M
i∈nE{i} → E by

ΣE
1 : (e1, . . . , en) 7→ θ1

(
Σ1(e2, . . . , en),Σ2(e1, e3, . . . , en), . . . ,Σn(e1, . . . , en−1)

)
.

(3.21)
This is a vector bundle morphism over the linear splitting Σ1 of En\{1} such that

pj
(
ΣE

1 (e1, . . . , en)
)

= Σj(e1, . . . , êj , . . . , en) ∈ En\{j} (3.22)

for j = 2, . . . , n. However, ΣE
1 is not necessarily linear over Σj as θ1 is not a

morphism of n-fold vector bundles. We will inductively construct a morphism
which is linear over all sides.

First we do this locally: we choose a neighbourhood U of m ∈M that trivialises
each of the E{i}, for i = 1, . . . , n. Fix smooth local frames (b1i , . . . , b

li
i ) of E{i} for

li = rkE{i}. Every element of ∏M
i∈nE{i} over m ∈ U can thus be written uniquely

as

(e1, . . . , en) =
( l1∑
j=1

βj1b
j
1(m), . . . ,

ln∑
j=1

βjnb
j
n(m)

)
where βji ∈ R. Assume now that we have a morphism ΣE

k,U : E|U → E|U which is
linear over the splittings Σj for j = 1, . . . k and satisfies additionally (3.22) for all
other j. We then define ΣE

k+1,U by

ΣE
k+1,U (e1, . . . , en) :=

E→En\{k+1}∑
j=1,...,lk+1

βjk+1 · Σ
E
k,U

(
e1, . . . , ek, b

j
k+1(m), ek+2, . . . , en

)
,

where the scalar multiplication is also the one of the vector bundle E → En\{k+1}.
That this morphism is still a vector bundle morphism over Σj for all j =
1, . . . , k follows directly from the interchange laws in the double vector bundles
(E;En\{j}, En\{k+1};En\{j,k+1}). That it is also a vector bundle morphism over
Σk+1 is immediate. It furthermore still satisfies (3.22) for all other j. Starting
with the restriction to U of ΣE

1 from (3.21) we get after (n− 1) iterations the top
map of a local linear splitting ΣE

U of E|U .

Now we will prove the existence of a global splitting using a partition of
unity. This method was already given for double vector bundles in the original
reference by Pradines [65]. Choose a locally finite cover of neighbourhoods as
above, U = {Uα}α∈A, and a partition of unity {ϕα}α∈A subordinate to U . Take
then the local linear splittings ΣE

Uα
and define the global splitting for (e1, . . . , en)

over m ∈M by

ΣE(e1, . . . , en) :=
E→En\{1}∑
{α : m∈Uα}

ϕα(m) ·
n\{1}

ΣE
Uα(e1, . . . , en) . (3.23)



74 CHAPTER 3. MULTIPLE VECTOR BUNDLES

That this is a vector bundle morphism over all Σj follows again from the interchange
laws in the double vector bundles (E;En\{1}, En\{j};En\{1,j}). Injectivity follows
directly from this as all Σk are injective. The linear splitting is then given by
Σ(n) := ΣE and Σ(I) := Σn\{k}(I) whenever I ⊆ n \ {k}. This completes the
proof.

Corollary 3.2.4. Every n-fold vector bundle E is non-canonically isomorphic to
the associated decomposed n-fold vector bundle defined in Section 3.1.2.

Proof. This follows from Theorem 3.2.3 and Theorem 3.2.2. To apply Theorem
3.2.2 we have to show that we can construct compatible decompositions of all the
highest order cores. This follows from a similar argument to the beginning of the
proof of Theorem 3.2.3.

We have to consider all iterated highest order cores. These are firstly the
(n− 1)-fold vector bundles EnI with I ⊆ n and #I = 2, secondly the (n− 2)-fold
vector bundles (EnI )ρ

n

I
ν with ν ⊆ ρnI and #ν = 2 and so forth. Theorem 3.2.3 lets

us choose linear splittings of all these multiple vector bundles. Note that the
same multiple vector bundles can occur multiple times (see for example Remark
3.1.19 (c)). For these we still fix only one linear splitting. With Theorem 3.2.2 we
obtain then firstly unique decompositions of all occurring double vector bundles.
After fixing these, with Theorem 3.2.2 we obtain decompositions of all occurring
triple vector bundles and these are all compatible by construction. Fixing these
we obtain compatible decompositions of all occurring 4-fold vector bundles and so
forth. Eventually after obtaining compatible decompositions of the highest order
cores Theorem 3.2.2 gives us a decompositions of E.

Corollary 3.2.5. For every n-fold vector bundle E and the associated n-pullback P
there is an injective morphism of n-fold vector bundles ΣP : P→ E simultaneously
splitting all the ultracore sequences from Proposition 3.1.21.

Proof. We can choose a decomposition of E with top map SE : EA(n)→ E. This
is a morphism over decompositions of the faces En\{k} for all k ∈ n. These
decompositions induce a canonical associated decomposition of P, the top map
of which we denote by SP : ∏M

I(nE
I
I → P . Together with the canonical inclusion

ι : ∏M
I(nE

I
I → EA(n) we then define such a splitting with top map given by

ΣP (n) := SE ◦ ι ◦ (SP )−1.
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3.2.3 n-fold vector bundle atlases

In this section we show how a change of splittings corresponds to statomorphisms
of the decomposed multiple vector bundle, which were introduced in [27]. We then
explain how n-fold vector bundles can alternatively be defined using smoothly
compatible n-fold vector bundle charts.

For I a finite subset of N, we denote by P(I) = {{I1, . . . , Ik} | I = I1t . . .t Ik}
the set of disjoint partitions of I. Since the elements of P(I) are sets, not tuples,
we do not take the order into account. That is, we do not distinguish the partition
{I1, I2} from {I2, I1}.

Definition 3.2.6. Let E be an n-fold vector bundle. A statomorphism of E is
an isomorphism τ : E→ E that induces the identity on all building bundles EII for
I ⊆ n. The set of statomorphisms of E forms a group with composition.

Proposition 3.2.7. Let E be an n-fold vector bundle and EA the correspond-
ing decomposed n-fold vector bundle as in Definition 3.2.1. The set of global
decompositions of E is a torsor over the group of statomorphisms of EA.

Proof. Given a decomposition S : EA → E and a statomorphism τ : EA → EA the
composition S◦τ : EA → E is again a decomposition of E. This defines a right action
of the group of statomorphisms of EA onto the set of decompositions of E. Given
two decompositions S1,S2 : EA → E the composition τ := S−1

1 ◦ S2 : EA → EA

defines a statomorphism of EA such that S1 ◦ τ = S2. This shows that the action
is transitive. That it is free is immediate as S ◦ τ = S clearly implies τ = id.

The following description of statomorphisms can be found in slightly different
notation in [27].

Proposition 3.2.8. A statomorphism τ of EA is necessarily of the following form:

τ(n) : (eI)I⊆n 7→

 ∑
ρ={I1,...,Ik}∈P(I)

ϕρ(eI1 , . . . , eIk)


I⊆n

, (3.24)

where ϕρ ∈ Γ(Hom(EI1I1 ⊗ . . .⊗ E
Ik
Ik
, EII )) and for the trivial partition ρ = {I} we

additionally demand ϕ{I} = idEII .

Now we define n-fold vector bundle charts and atlases and show that our
definition of n-fold vector bundles is equivalent to the definition in terms of charts.

Definition 3.2.9. Let M be a smooth manifold and E a topological space together
with a continuous map Π: E →M . An n-fold vector bundle chart is a tuple

c = (U,Θ, (VI)I⊆n) , (3.25)
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where U is an open set in M , for each I ⊆ n the space VI is a (finite dimensional)
real vector space and Θ: Π−1(U)→ U ×

∏
I⊆n VI is a homeomorphism such that

Π = pr1 ◦Θ.

Two n-fold vector bundle charts c = (U,Θ, (VI)I⊆n) and c′ = (U ′,Θ′, (V ′I )I⊆n)
are smoothly compatible if VI = V ′I for all I ⊆ n and the “change of chart”
Θ′ ◦Θ−1 over U ∩ U ′ has the following form:

(
p, (vI)I⊆n

)
7→

p,
 ∑
ρ={I1,...,Ik}∈P(I)

ωρ(p)(vI1 , . . . , vIk)


I⊆n

 (3.26)

with p ∈ U ∩ U ′, vI ∈ VI and ωρ ∈ C∞(U ∩ U ′,Hom(VI1 ⊗ . . . ⊗ VIk , VI)) for
ρ = {I1, . . . , Ik} ∈ P(I).

A smooth n-fold vector bundle atlas A on E is a set of n-fold vector
bundle charts of E that are pairwise smoothly compatible and such that the set of
underlying open sets in M covers M . As usual, E is then a smooth manifold and
two smooth n-fold vector bundle atlases A1 and A2 are equivalent if their union
is a smooth n-fold vector bundle atlas. A smooth n-fold vector bundle structure
on E is an equivalence class of smooth n-fold vector bundle atlases on E.

Let E be an n-fold vector bundle. By Theorem 3.2.3 and Theorem 3.2.2 we have
a decomposition S : EA → E of E, with A the family (AI)I⊆n of vector bundles
over M defined by A{i} = E({i}) for i ∈ n and AI = EII for I ⊆ n, #I ≥ 2. Set
Π = E(n → ∅) : E → M . For each I ⊆ n, set VI := RdimAI , the vector space on
which AI is modelled. Take a covering {Uα}α∈Λ of M by open sets trivialising all
the vector bundles AI ;

φαI : q−1
I (Uα) ∼−→ Uα × VI

for all I ⊆ n and all α ∈ Λ. Then we define n-fold vector bundle charts
Θα : Π−1(Uα)→ Uα ×

∏
I⊆n VI by

Θα =
(
Π× (φαI )I⊆n

)
◦ S−1|Π−1(Uα).

Given α, β ∈ Λ with Uα ∩ Uβ 6= ∅, the change of chart

Θα ◦Θ−1
β : (Uα ∩ Uβ)×

∏
I⊆n

VI → (Uα ∩ Uβ)×
∏
I⊆n

VI

is given by
(p, (vI)I⊆n) 7→ (p, (ραβI (p)vI)I⊆n), (3.27)

with ραβI ∈ C∞(Uα ∩ Uβ,Gl(VI)) the cocycle defined by φαI ◦ (φβI )−1. The two
charts are hence smoothly compatible and we get an n-fold vector bundle atlas
A = {(Uα,Θα, (VI)I⊆n) | α ∈ Λ} on E.



3.2. SPLITTINGS OF MULTIPLE VECTOR BUNDLES 77

Conversely, given a space E with an n-fold vector bundle structure over a
smooth manifold M as in Definition 3.2.9, we define E : �N →Man∞ as follows.
Take a maximal atlas A = {(Uα,Θα, (VI)I⊆n) | α ∈ Λ} of E; in particular
{Uα}α∈Λ is an open covering of M . For α, β, γ ∈ Λ we obtain from the identity
Θγ ◦ Θ−1

α = Θγ ◦ Θ−1
β ◦ Θβ ◦ Θ−1

α on Π−1(Uα ∩ Uβ ∩ Uγ) the following cocycle
conditions. For I ⊆ n and ρ = {I1, . . . , Ik} ∈ P(I):

ωγαρ (p)(vI1 , . . . , vIk) =∑
{1,...,k}=J1t...tJl

ωγβ{IJ1 ,...,IJl}
(p)
(
ωβα{Ij |j∈J1}(p)

(
(vIj )j∈J1

)
, . . .

. . . , ωβα{Ij |j∈Jl}(p)
(
(vIj )j∈Jl

))
,

(3.28)

where IJm := ⋃
j∈Jm Ij .

We set E(n) = E, E(∅) = M , and more generally for I ⊆ n,

E(I) =

⊔
α∈Λ

Uα × ∏
J⊆I

VJ

/ ∼

with ∼ the equivalence relation defined on ⊔α∈Λ(Uα ×
∏
J⊆I VJ) by

Uα ×
∏
J⊆I

VJ 3 (p, (vJ)J⊆I) ∼ (q, (wJ)J⊆I) ∈ Uβ ×
∏
J⊆I

VJ

if and only if p = q and

(vJ)J⊆I =

 ∑
ρ={J1,...,Jk}∈P(J)

ωρ(p)(wJ1 , . . . , wJk)


J⊆I

.

The relations (3.28) show the symmetry and transitivity of this relation. As in
the construction of a vector bundle from vector bundle cocycles, one can show
that E(I) has a unique smooth manifold structure such that ΠI : E(I) → M ,
ΠI [p, (vI)I⊆J ] = p is a surjective submersion and such that the maps

ΘI
α : πI

Uα × ∏
J⊆I

VJ

→ Uα ×
∏
J⊆I

VJ , [p, (vI)I⊆J ] 7→ (p, (vI)I⊆J)

are diffeomorphisms, where πI : ⊔α∈Λ(Uα ×
∏
J⊆I VJ)→ E(I) is the projection to

the equivalence classes.

We have then also #I surjective submersions

pII\{i} : E(I)→ E(I \ {i})
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for i ∈ I, defined in charts by

Uα ×
∏
J⊆I

VJ 3 (p, (vJ)J⊆I) 7→ (p, (vJ)i 6∈J⊆I) ∈ Uα ×
∏

J⊆I\{i}
VJ

and it is easy to see that E(I) is a vector bundle over E(I \ {i}), and that for
i, j ∈ I,

E(I) E(I \ {i})

E(I \ {j}) E(I \ {i, j})

pI
I\{i}

pI
I\{j} p

I\{i}
I\{i,j}

p
I\{j}
I\{i,j}

is a double vector bundle, with obvious local trivialisations given by the local
charts.

The constructions above are inverse to each other and we get the following
corollary of our local splitting theorem.

Corollary 3.2.10. Definition 3.1.1 of an n-fold vector bundle as a functor from
the n-cube category is equivalent to Definition 3.2.9 of an n-fold vector bundle as a
space with a maximal n-fold vector bundle atlas.

Our construction above of an n-fold vector bundle atlas on E(n) from an
n-fold vector bundle yields an atlas with simpler changes of charts (3.27) than
the most general allowed change of charts (3.26). This is due to our choice of
a global decomposition of the n-fold vector bundle. Choosing different local or
global decompositions will yield an atlas with changes of charts as in (3.26). That
the equivalence class of atlases is independent of the choice of decomposition
follows from Proposition 3.2.7 and (3.24). Two different decompositions will give
compatible charts.

3.2.4 Decompositions of ∞-fold vector bundles

In this section we show how our proof of the existence of linear decompositions of n-
fold vector bundles for all n ∈ N yields as well the existence of linear decompositions
of ∞-fold vector bundles. We write here ∞VB for the category of ∞-fold vector
bundles and ∞-fold vector bundle morphisms.

Let E be an ∞-fold vector bundle. Then for each n ∈ N, the restriction E ◦ ιNn
defines an n-fold vector bundle, and En := E ◦ ιNn ◦ πNn defines again an ∞-fold
vector bundle, given by En(I) = E(I ∩ n) for all finite I ⊆ N. There is a sequence
of monomorphisms of ∞-fold vector bundles

E0 ι10−→ E1 ι21−→ E2 ι32−→ . . . (3.29)
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defined by ιlk(I) = 0I∩lI∩k for k ≤ l ∈ N and a finite subset I of N; remember that
0II = idEI . Thus we have a functor E· : N → ∞VB sending an object n ∈ N to
En and an arrow m ≤ n to ιnm. In the same manner, for each n ∈ N there is a
monomorphism ιn : En → E defined by ιn(I) = 0II∩n : En(I)→ E(I) for all finite
I ⊆ N. It is easy to see that E together with the inclusions ιn : En → E defines a
colimit for (3.29) in the category of ∞-fold vector bundles.

The inductive nature of the proof of Theorem 3.2.3 yields the following corollary.

Corollary 3.2.11. Let E be an ∞-fold vector bundle. Define the family A =
(qI : AI → M)I⊆N,#I<∞ of vector bundles over M by setting AI = EII for 2 ≤
#I < ∞, A{k} = E{k} and A∅ = E(∅) = M . Then there exists a sequence of
decompositions S̃n : EA ◦ ιNn → E◦ ιNn such that the diagram of ∞-fold vector bundles

E0 E1 E2 . . .

(EA)0 (EA)1 (EA)2 . . . ,

S0 S1 S2 (3.30)

commutes, where Sn(I) := S̃n(I ∩ n) is the morphism of ∞-fold vector bundles
induced by S̃n.

Since (3.30) commutes, and for each n, Sn is an isomorphism, we find that
EA together with the morphisms τ(n) = ιAn ◦ (Sn)−1 for all n, is also a colimit
for (3.29) in the category of ∞-fold vector bundles. Therefore there is a unique
isomorphism S : EA → E such that ιn ◦ Sn = S ◦ ιAn for all n ∈ N. We get the
following theorem.

Theorem 3.2.12. Let E be an ∞-fold vector bundle. Define the family A =
(qI : AI → M)I⊆N,#I<∞ of vector bundles over M by setting AI = EII for 2 ≤
#I <∞, A{k} = E{k} and A∅ = E(∅) = M .

Then E is non-canonically isomorphic to the associated decomposed ∞-fold
vector bundle EA. More precisely, given a tower of decompositions as in (3.30),
the decomposition S : EA → E of E can be uniquely chosen so that for each n ∈ N,
Sn : (EA)n → En satisfies

Sn(I) = S(I ∩ n) : (EA)n(I) = EA(I ∩ n)→ En(I) = E(I ∩ n) (3.31)

for all finite I ⊆ N.

Proof. The morphism S : EA → E is explicitly defined as follows. Choose a finite
subset I ⊆ N. Then there is n ∈ N with I ⊆ n and we can set S(I) = Sn(I). The
equalities (3.31) are now easy to check.
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3.3 Multiply linear sections

In this section we give the definition of multiply linear sections in a multiple vector
bundle and show how they fit in a short exact sequence analogously to the double
vector bundle case in Lemma 2.1.24. Let in this section E always be an n-fold
vector bundle with total space E = E(n).

Definition 3.3.1. An (n−1)-fold linear section from En\{k} to E is a morphism
of (n−1)-fold vector bundles τ : En\{k},∅ ⇒ En,{k} such that τ(n\{k}) : En\{k} → E

is a section of the vector bundle pk : E → En\{k}. We denote the set of these (n−1)-
fold linear sections by Γ`n−1

En\{k}
(E). This is a C∞(M)-module by (f · τ)(I)(eI) =

f(m) ·
I\{k}

τ(I)(eI) for f ∈ C∞(M), τ ∈ Γ`n−1
En\{k}

(E), I ⊆ n \ {k}, eI ∈ EI and

m = pI∅(eI).

Recall that we defined in the proof of Theorem 3.1.13 two (n− 1)-fold vector
bundles, Pup

k and Plow
k with total spaces given by (3.9) and (3.10) as follows

Pup
k =

{
(e1, . . . , êk, . . . , en)

∣∣∣ ei ∈ En\{i} : pn\{i}j (ei) = p
n\{j}
i (ej)

for i, j ∈ n \ {k}
}
,

P low
k =

{
(b1, . . . , b̂k, . . . , bn)

∣∣∣ bi ∈ En\{k,i} : pn\{k,i}j (bi) = p
n\{k,j}
i (bj)

for i, j ∈ n \ {k}
}
.

We showed that Pup
k is additionally a vector bundle over P low

k . It is easy to
see that this in fact defines an n-fold vector bundle with total space Pup

k . Thus
we can consider the set of (n − 1)-fold linear sections of Pup

k → P low
k , that is

Γ`n−1

P low
k

(Pup
k ). These are precisely compatible tuples of (n− 2)-fold linear sections

En\{j} → En\{j,k} for j ∈ n \ {k}.

Given now an (n− 1)-fold linear section τ ∈ Γ`n−1
En\{k}

(E), we define

π(τ) ∈ Γ`n−1

P low
k

(Pup
k ) , (3.32)

by π(τ)(I)(eI) := τ(I)(eI) for all I ( n \ {k} and

π(τ)(n \ {k})
(
(en\{j,k})j∈n\{k}

)
:=
(
τ(n \ {j, k})(en\{j,k})

)
j∈n\{k} . (3.33)

This is the tuple of the underlying (n − 2)-fold linear sections of τ of all the
En\{j} → En\{j,k}.

This defines a morphism of C∞(M)-modules π : Γ`n−1
En\{k}

(E)→ Γ`n−1

P low
k

(Pup
k ).

Recall furthermore that the vector bundle Enn → M induces an (n − 1)-fold
vector bundle with indexing category ♦n\{k},∅, where the total space is given by
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E
n
n and in all other positions we have the base manifold M . We showed in Lemma

3.1.11 that the space of (n− 1)-fold vector bundle morphisms from En\{k},∅ to this
(n− 1)-fold vector bundle is a C∞(M)-module, denoted by Morn−1(En\{k},∅, Enn).
We will furthermore again identify such an (n− 1)-fold vector bundle morphism
with its component on the total space, that is the smooth map En\{k} → E

n
n .

With this we can define the short exact sequence of C∞(M)-modules. The
case of n = 2 can be found in Lemma 2.1.24 and we will later demonstrate the
case of n = 3 in Proposition 3.5.4 for the convenience of the reader in detail.

Proposition 3.3.2. The map π defined above is surjective and fits into a short
exact sequence of C∞(M)-modules

0→ Morn−1(En\{k},∅, Enn) ·̃−→ Γ`n−1
En\{k}

(E) π−→ Γ`n−1

P low
k

(Pup
k )→ 0 , (3.34)

where the injective map is induced by the map ι : (Πn\{k}
M )!E

n
n → E from Proposition

3.1.21, defined in (3.18). That is, ϕ̃(en\{k}) = ι
(
en\{k}, ϕ(en\{k})

)
.

Proof. Injectivity of the map ·̃ is clear from the injectivity of ι.

Surjectivity of π follows from the existence of linear splittings. Given a section
ξ ∈ Γ`n−1

P low
k

(Pup
k ), we consider the pullback section (δk)!ξ : En\{k} → (δk)!Pup

k = P

which is itself a morphism of (n− 1)-fold vector bundles. A simultaneous splitting
ΣP : P → E of all the ultracore sequences from Proposition 3.1.21 as in Corollary
3.2.5 gives then an (n− 1)-fold linear section σk(ξ) := ΣP ◦ (δk)!ξ of E → En\{k}

with π(σk(ξ)) = ξ.

Given any ϕ ∈ Morn−1(En\{k},∅, Enn) and en\{k} ∈ En\{k} we find for any
j ∈ n \ {k} that pj

(
ϕ̃(en\{k})

)
= 0n\{j}en\{j,k} . Thus ϕ̃ is linear over the zero sections

of all En\{j} → En\{j,k} and is in the kernel of π. Conversely, given an (n− 1)-fold
linear section ξ over the zero sections of all En\{j} → En\{j,k} we obtain a morphism
ϕ by subtracting the zero elements in the reverse order. In other words,

ϕ(en\{k}) :=
((
ξ(en\{k}) −

n\{i1}
0Een\{k}

)
−

n\{i2}
. . .
)

−
n\{in−1}

0Een\{in−2}

defines a morphism ϕ ∈ Morn−1(En\{k},∅, Enn) such that ξ = ϕ̃ and we obtain that
the sequence is indeed exact.

3.4 Symmetric n-fold vector bundles

In this section we define symmetric structures on n-fold vector bundles. This is the
n-fold analogue of an involutive structure on double vector bundles. Symmetric
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n-fold vector bundles will be important in the geometrisation of graded manifolds
of degree n, in an analogue way of the geometrisation of graded manifolds of degree
2 by involutive double vector bundles in [37]. This is an ongoing joint project with
Madeleine Jotz Lean. The goal is an equivalence of categories between graded
manifolds of degree n and the category of symmetric n-fold vector bundles.

For the definition of these symmetric n-fold vector bundles we first need
the appropriate flips of n-fold vector bundles. In the following, Sn is always
the symmetric group of degree n. The n-cube category �n is equipped with a
canonical left action Φ of Sn by isomorphisms of categories in the following way.
The permutation σ acts by Φσ : �n → �n which maps an object I ⊆ n to the
object σ(I) ⊆ n and morphisms in the obvious way. This action induces a right
action of Sn on the category of n-fold vector bundles as follows.

Definition 3.4.1. For σ ∈ Sn we define the σ-flip of an n-fold vector bundle E
to be the n-fold vector bundle Eσ := E ◦Φσ : �n →Man∞. Since Φ is a left action
of Sn on �n, we obtain that (Eσ)τ = Eστ . Given a morphism of n-fold vector
bundles ψ : E→ F, there is an obvious morphism ψσ : Eσ → Fσ.

Note that Eσ has the same underlying spaces as E but in different positions,
which is crucial when considering morphisms of multiple vector bundles. For
example the double vector bundle (D;A,B;M) is different from the double vector
bundle (D;B,A;M).

We want the symmetric structure to carry signs on the different cores analo-
gously to how an involutive structure on a double vector bundle induces − id on
the core. We therefore need the following definition of the induced signs.

Definition 3.4.2. Let σ ∈ Sn and I ⊆ n. Then we define the (σ, I)-sign by

ε(σ, I) := (−1)#{(i,j)∈I×I| i<j and σ(i)>σ(j)} . (3.35)

Equivalently, it is the sign of the permutation in S#i on {1, . . . ,#I} defined by
fσ(I) ◦ σ|I ◦ (f I)−1, where fJ : J → {1, . . . ,#J} for J ⊆ n is the unique order-
preserving bijection.

Here < and > denote the natural order of the natural numbers. The signs
above therefore measure the parity of the number of necessary transpositions to
bring the set σ(I) from the order induced by the natural order on I to the order
coming from the natural order on σ(I) ⊆ n. For example for n ≥ 4 we have
ε
(
(13), {1, 2}

)
= −1 and ε

(
(13), {1, 4}

)
= +1. Now we can define a symmetric

structure on an n-fold vector bundle.
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Definition 3.4.3. Let E : �n →Man∞ be an n-fold vector bundle such that its
building bundles satisfy EII = EJJ for all I, J ⊆ n with #I = #J . A symmetric
structure on E is a right Sn-action Ψ: E(n)× Sn → E(n) on the total space E(n)
such that

1. for any σ ∈ Sn, the action induces a morphism of n-fold vector bundles
Ψσ : E→ Eσ and

2. (Ψσ)II = ε(σ, I) · idEII : EII → E
σ(I)
σ(I) = EII .

We call an n-fold vector bundle together with a symmetric structure a symmetric
n-fold vector bundle.

Note that the definition implies Ψτ
σ ◦ Ψτ = Ψτσ : E → Eτ → Eτσ for all

σ, τ ∈ Sn. Note that (a) and (b) also already imply that all Ψσ are isomorphisms
and thus induce isomorphisms on the building bundles. We only need to impose
the condition that EII = EJJ in order to be able to specify the signs of these induced
morphisms on the building bundles.

It is clear that in the case of n = 2 this is the same as the definition of an
involutive double vector bundle given in [37].

To define the category of symmetric n-fold vector bundles we also have to
define morphisms between them.

Definition 3.4.4. Let (E,ΨE) and (F,ΨF) be symmetric n-fold vector bundles.
Then a morphism of symmetric n-fold vector bundles from E to F is a
morphism of n-fold vector bundles Ψ: E→ F such that additionally for any σ ∈ Sn
the following diagram commutes

E Eσ

F Fσ

ΨE
σ

Ψ Ψσ

ΨF
σ

, (3.36)

or in other words Ψσ ◦ΨE
σ = Ψ ◦ΨF

σ.

This then defines the category SnVB of symmetric n-fold vector bundles. For
n = 2 this is the category of involutive double vector bundles as for example
defined in [37].

There is a forgetful functor from SnVB to nVB, given by forgetting the
symmetric structure. Clearly, this functor is neither full since not every morphism
of n-fold vector bundles between two symmetric n-fold vector bundles respects the
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symmetric structure, nor injective on objects as the same n-fold vector bundle can
carry different symmetric structures. For instance, given a symmetric structure
Ψ on E and any statomorphism Φ: E → E, then there is an induced different
symmetric structure defined by

ΨΦ
σ := (Φσ)−1 ◦Ψ ◦ Φ: E→ Eσ . (3.37)

Thus any n-fold vector bundle that admits one symmetric structure always admits
other symmetric structures, defining different symmetric n-fold vector bundles.

The following example is the standard example for such a symmetric n-fold
vector bundle.

Example 3.4.5. Let A1, . . . , An be vector bundles over M . Denote by A =
{AI}I⊆n the family of vector bundles given by AI = A#I and let EA be the
corresponding decomposed n-fold vector bundle defined in Section 3.1.2. Then there
is a canonical symmetric structure on EA, defined by

Ψσ(n) : EA(n)→ (EA)σ(n)
(aI)I⊆n 7→ (ε(σ, I)aI) .

(3.38)

This is called the standard symmetric decomposed n-fold vector bundle.

The strategy for the geometrisation of graded manifolds of degree n is the
following. First, we need to show that any symmetric n-fold vector bundle is
isomorphic to an associated standard symmetric decomposed n-fold vector bundle.
We need to show that we can always find symmetric decompositions and thus obtain
an analogue to Corollary 3.2.4 in the symmetric case. Then we can define symmetric
n-fold vector bundle atlases and obtain an equivalence between symmetric n-fold
vector bundles as in Definition 3.4.3 and a definition in terms of symmetric atlases.
With these atlases we can then construct a sheaf of graded commutative C∞(M)-
algebras similarly to the construction of Madeleine Jotz Lean in the double vector
bundle case in [37]. This sheaf defines an N-graded manifold of degree n over M as
in Definition 2.6.1. Conversely we can construct a symmetric n-fold vector bundle
atlas from the sheaf of functions of such a graded manifold. We then have to show
that these functors define an equivalence of categories between graded manifolds
of degree n and symmetric n-fold vector bundles. Then it will also be clear why
we used the signs ε(σ, I) in Definition 3.4.3 of symmetric n-fold vector bundles.

There are still some complicated technical problems and details to check in
this entire construction, already in the case of n = 3. Solving these problems and
checking all details in the general case is an ongoing joint project together with
Madeleine Jotz Lean.
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3.5 Example: triple vector bundles

In this section, we explain for the convenience of the reader how our results and
considerations in Sections 3.1, 3.2 and 3.3 read in the case of n = 3. In this special
case we will also show how one may obtain a decomposition from a splitting of
the short exact sequence of C∞(M)-modules defined in Section 3.3, together with
splittings of the side and core double vector bundles.

3.5.1 Splittings of triple vector bundles

Given a triple vector bundle E we will write in the following T := E({1, 2, 3}),
D := E({1, 2}), E := E({2, 3}), F := E({1, 3}), A := E{1}, B := E{2} and
C := E{3}. The triple vector bundle is then a cube of vector bundle structures

T D

F A

E B

C M

pTD

pTF

pTE

pDB

pDA

pFA

qA
pEB

pEC

qB

pFC

qC

, (3.39)

where all faces are double vector bundles.

We will denote the cores of the double vector bundles (T ;D,E;B), (T ;E,F ;C),
(T ;F,D;A) by LDE , LEF and LFD and the cores of the double vector bundles
(D;A,B;M), (E;B,C;M), (F ;C,A;M) by KAB, KBC and KCA, respectively.
In the general notation we would write E{1,2,3}{2,3} =: LFD, E{1,2,3}{1,3} =: LDE and
E
{1,2,3}
{1,2} =: LEF for the upper cores and E

{1,2}
{1,2} =: KAB, E{2,3}{2,3} =: KBC and

E
{1,3}
{1,3} =: KCA for the lower cores. The triple core of this triple vector bundle is

S := E
{1,2,3}
{1,2,3} , a vector bundle over M .

The upper cores LDE , LEF and LFD are themselves double vector bundles by
Theorem 3.1.17. All three have by Lemma 3.1.16 the core S, whereas the sides of
LDE are given by KCA and B, the sides of LEF by KAB and C, and the sides of
LFD by KBC and A.

A decomposition of a triple vector bundle (T ;D,E, F ;A,B,C;M) as above is
now an isomorphism of triple vector bundles S from the associated decomposed
triple vector bundle as in Example 3.1.9 to T over decompositions of D,E and F
as double vector bundles and inducing the identity on S. In particular it is over the
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identities on A,B and C, and is inducing the identities on KAB,KBC and KCA.

A linear splitting of a triple vector bundle (T ;D,E, F ;A,B,C;M) as above
is an injective morphism of triple vector bundles Σ from the vacant triple vector
bundle (A×MB×MC;A×MB,B×MC,C×MA;A,B,C;M) over linear splittings
of the double vector bundles D,E and F , hence over the identities on A,B and C.

We have proved the following lemma, which is the case n = 3 of Theorem 3.2.2.

Lemma 3.5.1. A decomposition of a triple vector bundle T is equivalent to a
linear splitting of T and linear splittings of the three core double vector bundles
LDE , LEF and LFD.

Note that here, starting from the splittings we get an explicit formula for the
decomposition: S(a, b, c, kAB, kBC , kCA, s) equals((

Σ(a, b, c) +D (0TΣD(a,b) +F ΣLFD(a, kBC))
)

+F (0TΣF (a,c) +E ΣLEF (c, kAB))
)

+E

(
0TSE(b,c,kBC) +D ΣLDE (b, kCA) +D

(
0T0D
b

+F s
))
.

(3.40)

Now let us consider the pullback triple vector bundle associated with a triple
vector bundle. Given double vector bundles (D;A,B;M), (E;B,C;M) and
(F ;C,A;M), we consider the set

P =
{
(d, e, f) ∈ D × E × F

∣∣ pDA (d) = pFA(f), pDB (d) = pEB(e), pEC(e) = pFC(f)
}
.

(3.41)
Then P is a triple vector bundle, with the obvious projections to D, E and F and
the additions defined as follows. The space E ×C F has a vector bundle structure

E ×C F → B ×M A, (e, f) 7→
(
pEB(e), pFA(f)

)
,

with addition (e1, f1) + (e2, f2) = (e1 +B e2, f1 +A f2). Since D is a double
vector bundle and so non-canonically split, we have the surjective submersion
δD : D → B ×M A, given by δD(d) := (pDB (d), pDA (d)). We define the vector bundle
P → D as the pullback vector bundle structure (δD)!(E ×C F )→ D. We call P
the pullback triple vector bundle defined by D, E and F because it fills a
cube in a similar manner as the pullback in category theory fills a square.

We have three short exact sequences of vector bundles over D, E and F ,
respectively; the one over D reads

0 (πDM )!S T P 0 ,
(δD)!(pTE ,p

T
F )

(3.42)

where πDM = qA ◦ pDA = qB ◦ pDB . We are now able to state Theorem 3.2.3 in the
case n = 3.
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Theorem 3.5.2. Every triple vector bundle is non-canonically isomorphic to a
decomposed triple vector bundle.

3.5.2 Splittings, decompositions and horizontal lifts

Let us recall here first that a decomposition of a double vector bundle is equivalent to
a splitting of the short exact sequences given by its linear sections. As we have seen
in Section 2.1, a splitting Σ: A×M B → D of D is equivalent to a homomorphism
of C∞(M)-modules σB : Γ(B)→ Γ`A(D) (a horizontal lift) which splits this short
exact sequence. The correspondence is given by σB(b)(am) = Σ(am, b(m)) for all
b ∈ Γ(B) and am ∈ A. By symmetry of Σ a horizontal lift σB is therefore also
equivalent to a horizontal lift σA : Γ(A)→ Γ`B(D), splitting the sequence

0→ Γ(Hom(B,C)) ·̃−→ Γ`B(D) π−→ Γ(A)→ 0 . (3.43)

In this section, we explain how a splitting of the triple vector bundle T is
equivalent to a “horizontal lift” of pairs of linear sections in Γ`A(F )×Γ(C) Γ`B(E) to
doubly linear sections of T → D. Of course, similar results hold for doubly linear
sections of T → E as lifts of elements of Γ`C(F )×Γ(A) Γ`B(D), etc.

Definition 3.5.3. A doubly linear section of T over D is a section which is
a double vector bundle morphism from (D;A,B;M) to (T ;F,E;C) over some
morphisms ξ : A → F , η : B → E, c : M → C. The morphisms ξ and η are then
themselves linear sections of the double vector bundles E and F over the same
section of C. We denote the set of doubly linear sections of T over D by Γ`2D(T ).

The space Γ`2D(T ) is naturally a C∞(M)-module: for f ∈ C∞(M) and ξ ∈
Γ`2D(T ) doubly linear over ξA ∈ Γ`A(F ) and ξB ∈ Γ`B(E), the section (qA ◦ pDA )∗f · ξ
is doubly linear over q∗Af · ξA and q∗Bf · ξB.

Consider the double vector bundle S with sides M and core S:

S M

M M

qS

qS idM
idM

As we have seen in Lemma 3.1.11, the space Mor2(D,S) of double vector bundle
morphismsD → S is a C∞(M)-module. It is easy to see that given a decomposition
A×M B ×M KAB → D, we get Mor2(D,S) ' Γ(K∗AB ⊗ S)⊕ Γ(A∗ ⊗B∗ ⊗ S). We
have an obvious inclusion

·̃ : Mor2(D,S) ↪→ Γ`2D(T ),
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the images of which are exactly the doubly linear sections that project to the zero
sections of E → A and F → B, and so to the zero section of C.

Both Γ`A(F ) and Γ`B(E) project onto Γ(C), thus we can build the pullback
Γ`A(F ) ×Γ(C) Γ`B(E) which consists of pairs of linear sections of the respective
bundles which are linear over the same section of C. Now Γ`2D(T ) fits into a short
exact sequence of C∞(M)-modules as in the following proposition.

Proposition 3.5.4. Let T be a triple bundle as in (3.39). We have a short exact
sequence of C∞(M)-modules

0→ Mor2(D,S) ·̃→ Γ`2D(T ) π→ Γ`A(F )×Γ(C) Γ`B(E)→ 0 . (3.44)

Proof. Injectivity of ·̃ is immediate. To show surjectivity of π, choose a linear
splitting ΣE,F of the double vector bundle (T ;E,F ;C). Given ξ = (ξF , ξE) ∈
Γ`A(F )×Γ(C) Γ`B(E) we can then define ξ̂ ∈ Γ`2D(T ) by

ξ̂(d) := ΣE,F (ξE(pDB (d)), ξF (pDA (d)) .

It is easy to see that this is in fact a doubly linear section. Note that the map ·̂
does not define a splitting of the short exact sequence, as it is not linear over D.

Given any φ ∈ Mor2(D,S) and d ∈ D over a ∈ A and b ∈ B it is clear that
pTE(φ̃(d)) = 0Eb and pTF (φ̃(d)) = 0Fa . Thus φ̃ is linear over the zero sections of
E → B and F → A and thus in the kernel of π. Conversely, given ξ ∈ Γ`2D(T ) over
the zero sections of E → B and F → A, we get for any d ∈ D over a ∈ A and
b ∈ B that

(
ξ(d)−E 0Td

)
−F 0T0D

b
projects to zero in all directions and thus defines

an element φ(d) of the triple core S. It is easy to check that this assignment defines
a morphism φ ∈ Mor2(D,S). Then ξ = φ̃ and the sequence is exact.

Proposition 3.5.5. A decomposition of a triple vector bundle T as in (3.39) is
equivalent to linear splittings of the double vector bundles D, E, F , LDE and
LFD and a horizontal lift, that is a splitting σ : Γ`A(F ) ×Γ(C) Γ`B(E) → Γ`2D(T )
of the short exact sequence (3.44) that is compatible with the splittings of the
double vector bundles in the sense that for all d ∈ D we have σ(φ̃F , 0EB)(d) =
0Td +E ΣLDE

(
pDB (d), φF (pDA (d))

)
for all φF ∈ Γ(Hom(A,KCA)) and σ(0FA, φ̃E)(d) =

0Td +F ΣLFD
(
pDA (d), φE(pDB (d))

)
for all φE ∈ Γ(Hom(B,KBC)).

Proof. A given decomposition S of T induces decompositions of all the double vector
bundles by definition. These are equivalent to linear splittings and horizontal lifts
σEC : Γ(C) → Γ`B(E) and σFC : Γ(C) → Γ`A(F ). Now any two linear sections ξE ∈
Γ`B(E) and ξF ∈ Γ`A(F ) over the same c ∈ Γ(C) can be written as ξE = σEC (c)+ φ̃E
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and ξF = σFC (c) + φ̃F for some φE ∈ Γ(B∗ ⊗KBC) and φF ∈ Γ(A∗ ⊗KAC). We
define a horizontal lift by

σ
(
ξE , ξF

)(
SD(am, bm, km)

)
:= S

(
am, bm, c(m), km, φF (am), φE(bm), 0Sm

)
.

It is easy to check that this lift satisfies the additional compatibility conditions.

Conversely, given linear splittings of the double vector bundles D, E, F , LDE ,
LFD and a horizontal lift σ satisfying the extra condition, we first define a linear
splitting ΣLEF : C ×M KAB → LEF by ΣLEF (cm, kAB) := σ(σFC (c), σEC (c))(kAB)
for any section c of C →M with c(m) = cm, and where we view KAB as a subset
of D. Then we define a linear splitting of T by

Σ(am, bm, cm) := σ
(
σEC (c), σFC (c)

)
(ΣD(am, bm)) ,

where c ∈ Γ(C) is any section such that c(m) = cm. Together with Lemma 3.5.1
this gives a decomposition of T .

Straightforward computations show that these two constructions are indeed
inverse to each other and we get the desired equivalence.
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Chapter 4

Linear generalised complex
structures

In this chapter, we study linear generalised complex structures on vector bundles
and in particular on Lie algebroids. Generalised complex Lie algebroids have
already been studied by Madeleine Jotz Lean, Mathieu Stiénon and Ping Xu in
[41], where they are called “Glanon algebroids”. In [41] the authors furthermore
gave a correspondence between generalised complex structures on Lie groupoids and
generalised complex structures on Lie algebroids, in both cases being compatible
with the respective additional structure.

In Section 4.1 we describe linear generalised complex structures on E in terms of
the side morphism j : TM⊕E∗ → TM⊕E∗ and a linear splitting of TE⊕T ∗E. We
prove the existence of an adapted Dorfman connection, such that the corresponding
lift satisfies σ(jν) = J σ(ν) for any ν ∈ Γ(TM ⊕E∗). To describe the integrability
condition we define a non-anchored bracket A on TM ⊕ E∗, which is independent
of the choice of adapted Dorfman connection ∆. We also show that in the case
of a linear generalised Kähler structure on E, we can find a Dorfman connection
which is simultaneously adapted to both the linear generalised complex structures.

Then, in Section 4.2, we show that the linearity of the generalised complex
structure is equivalent to the linearity of the corresponding Dirac structures
and a linear generalised complex structure is therefore equivalent to a pair of
complex conjugated, transversal complex VB-Dirac structures in TCE⊕T ∗CE. This
correspondence has already been stated in [41] for Lie algebroids.

In Section 4.3 and Section 4.4 we consider a Lie algebroid A→M and describe
the conditions on j and ∆, under which the generalised complex structure J is
compatible with the Lie algebroid structure as defined in [41]. We show that this
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can be equivalently stated in terms of complex conjugated, transversal complex
LA-Dirac structures in TCA⊕ T ∗CA, using the description of LA-Dirac structures
in a linear splitting given by Jotz Lean in [38]. We also recover the conditions for
a morphism of 2-term representations up to homotopy.

In Section 4.5 we consider the degenerate Courant algebroid A⊕ T ∗M , given
in [38], and show that the core morphism of a generalised complex structure on a
Lie algebroid defines a degenerate generalised complex structure in A⊕ T ∗M .

Subsequently, we show in Section 4.6 that the ±i-eigenbundles U± of the side
morphism j of a linear generalised complex structure give rise to a complex A-
Manin pair, and how this defines Courant algebroids C± with Dirac structure
U±.

We show in Section 4.7 that (U±,K∓) is a Lie bialgebroid, where K± is
the ±i-eigenbundle of the core morphism of the generalised complex structure.
Furthermore, we show that the Drinfeld double of this Lie bialgebroid (U±,K∓) is
isomorphic to the Courant algebroids C± of the previous section.

Then, in Section 4.8 we look at the two extremal cases of generalised complex
structures. In the case of a holomorphic Lie algebroid we find that the two Courant
algebroids C+ and C− are given as matched sum Courant algebroids C1,0

T ⊕ C
0,1
A

and C0,1
T ⊕C

1,0
A , respectively. In the case of a symplectic Lie algebroid we only find

that the complex Lie algebroids U± are isomorphic to the complexified tangent
bundle TCM and thus also to A∗C. The dual K∓ is therefore isomorphic to T ∗CM
and to AC.

Finally, in Section 4.9 we translate our results to general VB-Courant algebroids.
We obtain adapted Lagrangian splittings and define generalised complex structures
in a split Lie 2-algebroid.

In Section A of the appendix we work with a fixed Dorfman connection instead of
choosing an adapted one. This might be useful when studying generalised complex
vector bundles in the presence of another geometric structure on TE ⊕ T ∗E. We
will describe how a linear generalised complex structure on E is then equivalent to
the side morphism j and a 2-form Ψ ∈ Ω(TM ⊕ E∗, E∗), depending on the linear
splitting, both satisfying certain properties (Theorem A.1.6).

4.1 Generalised complex structures on vector bundles

In this chapter E →M is always a smooth vector bundle over a smooth manifold
M . The generalised tangent bundle TE = TE ⊕ T ∗E is then a double vector
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bundle
TE ⊕ T ∗E E

E ⊕ T ∗M

TM ⊕ E∗ M

. (4.1)

The vector bundle TE ⊕ T ∗E → E has additionally the structure of a Courant
algebroid as described in Example 2.3.3, the standard Courant algebroid over the
total space E.

The main definition we will work with in this chapter is the following of a linear
generalised complex structure.

Definition 4.1.1. A generalised complex structure J on a vector bundle E →M

is called linear if J : TE ⊕ T ∗E → TE ⊕ T ∗E is a morphism of double vector
bundles over some side morphism j : TM ⊕ E∗ → TM ⊕ E∗ and core morphism
jC : E ⊕ T ∗M → E ⊕ T ∗M .

TE ⊕ T ∗E TE ⊕ T ∗E

E E

TM ⊕ E∗ TM ⊕ E∗

M M

J

idE

j

idM

. (4.2)

The most immediate examples of these structures are given by holomorphic
vector bundles, where J is induced by a linear complex structure on E. In this case
we have a complex structure J on the total space E and require as compatibility
condition with the linear structure that J is additionally a vector bundle morphism
over some complex structure jM on M . This special case is considered in more
detail in Section 4.8.1.

The other extremal case of generalised complex structures is given by symplectic
structures. In this case the condition to be linear is very restrictive, any linear
symplectic structure ω[ : TE → T ∗E has to be the canonical symplectic structure
on T ∗M ∼= E. We recall this special case in Section 4.8.2.

Another motivating example for our studies are linear Poisson structures.
Although these do not immediately give generalised complex structures, since
Poisson structures can be degenerate, they showcase the idea behind our main
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results. Given a Poisson structure π] on a vector bundle E, the linearity condition is
that it is a double vector bundle morphism over some side morphism ρ : E∗ → TM .
The Poisson structure can then be completely described in terms of E∗, it is
equivalent to a Lie algebroid structure on E∗. This was shown by Kirill Mackenzie
and Ping Xu in [53], and is recalled here in Example 2.2.9. In this section we
show a similar result for linear generalised complex structures, where we describe
the structure on TE ⊕ T ∗E in terms of the side morphism j and a suitable linear
splitting of TE ⊕ T ∗E.

Let us first consider the trivial example of a linear generalised complex structure
on a vector space, that is a vector bundle over a point, M = {∗}. In this
case the tangent and cotangent bundle are canonically split, TE = E × E and
T ∗E = E × E∗. The linearity condition on the generalised complex structure J
therefore is equivalent to J being determined by the maps in the fibres, that is
by the side morphism jE∗ : E∗ → E∗ and the core morphism jC : E → E. These
have to be in negative duality to each other, that is j = −jtC , since the generalised
complex structure is orthogonal with respect to the canonical pairing. Therefore a
linear generalised complex structure on a vector space in this sense is equivalent
to the choice of an ordinary complex structure in the vector space. This is not
surprising, as the existence of a linear symplectic structure on a vector space in
this sense implies that the vector space vanishes.

Now we will need some computational tools in order to study linear generalised
complex structures. In particular we will use linear splittings of the generalised
tangent bundle TE. Recall from Section 2.3 that a linear splitting of the double
vector bundle TE ⊕ T ∗E is equivalent to a (TM ⊕ E∗)-Dorfman connection on
E⊕T ∗M (see [36]). The lift σ∆ : Γ(TM ⊕E∗)→ ΓE(TE⊕T ∗E) corresponding to
such a Dorfman connection ∆ is defined for X ∈ Γ(TM), ε ∈ Γ(E∗) and em ∈ E
over m ∈M by

σ∆(X, ε)(em) :=
(
TmeX(m), dem`ε

)
−∆(X,ε)(e, 0)↑(em) , (4.3)

for any section e ∈ Γ(E) such that e(m) = em. Here ∆(X,ε)(e, 0)↑ denotes the core
section of TE ⊕ T ∗E → E corresponding to ∆(X,ε)(e, 0). For any τ = (e, θ) ∈
Γ(E ⊕ T ∗M) the corresponding core section is defined by:

(e, θ)↑(e′m) =
(
d

dt

∣∣∣∣
t=0

e′m + te(m), (Te′mqE)tθ(m)
)
. (4.4)
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The lift in (4.3) defines indeed a morphism of C∞(M)-modules since we have

σ∆(f(X, ε))(em) =
(
Tme(fX(m)), dem`fε

)
−∆f(X,ε)(e, 0)↑(em)

=
(
f(m) ·E Tme(X(m)), dem(q∗Ef`ε)

)
− (f∆(X,ε)(e, 0))↑(em)− (〈e, ε〉(0, df))↑(em)

=
(
f(m)TmeX(m), f(m)dem(`ε) + 〈e, ε〉(m)dem(q∗Ef)

)
− (f∆(X,ε)(e, 0))↑(em)− 〈e, ε〉(m)(0, (TemqE)tdemf))

= f(m)σ∆((X, ε))(em) + 〈e, ε〉(m)(0, demq∗Ef − (TemqE)tdemf)
= f(m)σ∆((X, ε))(em) ,

and thus σ∆(fν) = q∗Efσ
∆(ν). That the definition of σ∆ does not depend on the

choice of section e ∈ Γ(E) with e(m) = em follows then from C∞(M)-linearity
completely analogously to the proof of Lemma 2.1.25.

A section ϕ ∈ Γ(Hom(E,E ⊕ T ∗M)) induces a core-linear section of TE ⊕
T ∗E → E as defined in Definition 2.1.10. The core-linear section corresponding to
ϕ will be denoted by ϕ∼.

Furthermore, a (TM⊕E∗)-Dorfman connection on E⊕T ∗M with the canonical
non-degenerate pairing was showed in [36] to be dual to a dull bracket J·, ·K∆ on
TM ⊕ E∗ anchored by prTM . This correspondence is recapitulated in Lemma
2.3.16, and is given by the following equality for any ν1, ν2 ∈ Γ(TM ⊕ E∗) and
τ ∈ Γ(E ⊕ T ∗M) 〈

∆ν1τ, ν2
〉

= prTM (ν1)〈τ, ν2〉 −
〈
τ, Jν1, ν2K∆

〉
. (4.5)

Let us also denote by Skew∆ ∈ Γ((TM ⊕E∗)∗ ⊗ (TM ⊕E∗)∗ ⊗E∗) the tensor
defined by

Skew∆(ν1, ν2) = prE∗(Jν1, ν2K∆ + Jν2, ν1K∆) .

The following description of the symmetric pairing in TE ⊕ T ∗E was proved
in [36]:

Theorem 4.1.2. Let ∆ be a TM ⊕ E∗-Dorfman connection on E ⊕ T ∗M . For
sections ν, ν1, ν2 ∈ Γ(TM ⊕ E∗) and τ, τ1, τ2 ∈ Γ(E ⊕ T ∗M) we have

1. 〈σ∆(ν1), σ∆(ν2)〉 = `Skew∆(ν1,ν2) ,

2. 〈σ∆(ν), τ↑〉 = q∗E〈ν, τ〉 ,

3. 〈τ↑1 , τ
↑
2 〉 = 0 .

Additionally, in [36] the following description of the Courant-Dorfman bracket
of horizontal lifts and core sections was proved:
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Theorem 4.1.3. Let ∆ be a (TM ⊕ E∗)-Dorfman connection on E ⊕ T ∗M . For
sections ν, ν1, ν2 ∈ Γ(TM ⊕ E∗) and τ, τ1, τ2 ∈ Γ(E ⊕ T ∗M) we have

1. Jσ∆(ν1), σ∆(ν2)K = σ∆(Jν1, ν2K∆)−R∆(ν1, ν2)(·, 0)
∼

,

2. Jσ∆(ν), τ↑K =
(
∆ντ

)↑ ,
3. Jτ↑1 , τ↑2 K = 0 ,

where R∆ denotes the curvature of ∆ as in Definition 2.3.17. That is

R∆ : Γ(TM ⊕ E∗)× Γ(TM ⊕ E∗)→ Γ(Hom(E ⊕ T ∗M,E ⊕ T ∗M)) , (4.6)

defined by R∆(ν1, ν2)(τ) := ∆ν1∆ν2τ −∆ν2∆ν1τ −∆Jν1,ν2K∆τ .

A Dorfman connection is said to be skew-symmetric, if the corresponding
dull bracket is skew-symmetric. Given any dull bracket J·, ·K, we can define its
skew-symmetrisation by

Jν1, ν2KSkew = 1
2

(
Jν1, ν2K− Jν2, ν1K

)
. (4.7)

The following lemma is stated in [36] and shows that we can always work with
a skew-symmetric Dorfman connection. For the sake of completeness we will give
here the straightforward proof.

Lemma 4.1.4. The skew-symmetrisation of a dull algebroid is again a dull alge-
broid with the same anchor ρ.

Proof. Since the Lie bracket on vector fields is skew-symmetric, we obtain

ρ(Jν1, ν2KSkew) = ρ

(1
2

(
Jν1, ν2K− Jν2, ν1K

))
= 1

2

(
[ρ(ν1), ρ(ν2)]− [ρ(ν2), ρ(ν1)])

= [ρ(ν1), ρ(ν2)] .

For the Leibniz identity, we obtain for all f1, f2 ∈ C∞(M)

Jf1ν1, f2ν2KSkew = 1
2

(
Jf1ν1, f2ν2K− Jf2ν2, f1ν1K

)
= 1

2

(
f1f2Jν1, ν2K + f1ρ(ν1)(f2)ν2 − f2ρ(ν2)(f1)ν1

−
(
f1f2Jν2, ν1K + f2ρ(ν2)(f1)ν1 − f1ρ(ν1)(f2)ν2

))
= f1f2Jν1, ν2KSkew + f1ρ(ν1)(f2)ν2 − f2ρ(ν2)(f1)ν1 .
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This shows that we can assume that the (TM ⊕ E∗)-Dorfman connection on
E ⊕ T ∗M is skew-symmetric, since we can always take the skew-symmetrisation of
the corresponding dull bracket and then the Dorfman connection corresponding to
the skew-symmetric bracket. In that case the pairing of two horizontal lifts σ∆(ν1)
and σ∆(ν2) vanishes according to Theorem 4.1.2.

In the following we fix such a skew-symmetric Dorfman connection

∆: Γ(TM ⊕ E∗)⊗ Γ(E ⊕ T ∗M)→ Γ(E ⊕ T ∗M) , (4.8)

and therefore a horizontal lift σ∆ : Γ(TM ⊕ E∗)→ Γ`E(TE ⊕ T ∗E).

Let us now consider a double vector bundle morphism J : TE ⊕ T ∗E →
TE ⊕ T ∗E as in (4.2). We want to give conditions on j and jC in order for the
morphism J to be a generalised complex structure.

First we describe how J acts on lifts σ∆(ν) for ν ∈ Γ(TM ⊕ E∗) with respect
to a fixed Dorfman connection.

Lemma 4.1.5. Given a double vector bundle morphism J over j as in (4.2)
and a skew-symmetric Dorfman connection ∆ as in (4.8), there is a section
Φ ∈ Γ((TM ⊕ E∗)∗ ⊗ E∗ ⊗ (E ⊕ T ∗M)) such that for any ν ∈ Γ(TM ⊕ E∗)

J (σ∆(ν)) = σ∆(j(ν)) + Φ(ν)
∼

. (4.9)

Here we identify (TM ⊕E∗)∗⊗E∗⊗ (E⊕T ∗M) with Hom(TM ⊕E∗,Hom(E,E⊕
T ∗M)) in order to define Φ(ν)

∼
.

Proof. Since J is a vector bundle morphism over j, J (σ∆(ν)) is a linear section
over j(ν). Thus J (σ∆(ν))− σ∆(j(ν)) is a core-linear section and this gives us for
every ν a section Φ(ν) ∈ Γ(Hom(E,E ⊕ T ∗M)), such that

J (σ∆(ν)) = σ∆(j(ν)) + Φ(ν)
∼

.

That Φ is linear and tensorial in ν, follows directly from the fact that J and j and
vector bundle morphisms and that σ∆ is a morphism of C∞(M)-modules. Then

Φ(fν)
∼

= J (σ∆(fν))− σ∆(j(fν))
= q∗EfJ (σ∆(ν))− q∗Efσ∆(j(ν))

= q∗EfΦ(ν)
∼

.

So Φ(fν) = fΦ(ν) and Φ ∈ Γ((TM ⊕ E∗)∗ ⊗ E∗ ⊗ (E ⊕ T ∗M)).

Now we can describe in terms of ∆, j, jC and Φ how J acts on core sections,
core-linear sections and linear sections.
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Lemma 4.1.6. For any sections τ ∈ Γ(E ⊕ T ∗M), ν ∈ Γ(TM ⊕ E∗) and ϕ ∈
Γ(Hom(E,E ⊕ T ∗M)) we have

1. J (τ↑) = jC(τ)↑ ,

2. J (σ∆(ν)) = σ∆(j(ν)) + Φ(ν)
∼

,

3. J (ϕ̃) = jC ◦ ϕ
∼

.

Proof. The first equality follows directly from the definition of the core morphism
jC whereas the second equality is directly by definition of Φ. To show the action
on core-linear sections we work with local basis sections {εi}i∈I of E∗ and {τj}j∈J
of E ⊕ T ∗M for some finite index sets I and J . The section ϕ can then be written
as ϕ = ∑

i,k fikεi ⊗ τk for smooth functions fik ∈ C∞(M) and therefore we obtain
for the core-linear section ϕ∼= ∑

i,k q
∗
Efik`εiτ

↑
k . Using now that J ((τk)↑) = (jCτk)↑

we obtain

J (ϕ∼) =
∑
i,j

q∗Efij`εi(jCτj)↑

= (jC ◦ ϕ)
∼

.

4.1.1 Generalised almost complex structures on vector bundles

In this section we will give a description of generalised almost complex structures
without taking the integrability condition into account. Given a double vector
bundle morphism J : TE ⊕ T ∗E → TE ⊕ T ∗E as in (4.2) and a skew-symmetric
(TM ⊕E∗)-Dorfman connection ∆ on E ⊕ T ∗M , we will describe conditions on j,
jC and Φ under which J is a generalised almost complex structure on E.

J squares to − id

The first property of a generalised almost complex structure is to square to − id.
We will describe under which conditions on j, jC and Φ the map J : TE⊕ T ∗E →
TE ⊕ T ∗E satisfies this property.

Lemma 4.1.7. A double vector bundle morphism J as in (4.2) satisfies J 2 =
− idTE⊕T ∗E if and only if for any skew-symmetric Dorfman connection ∆ as in
(4.8) and for all ν ∈ Γ(TM ⊕ E∗) we have

1. j2 = − idTM⊕E∗ ,

2. j2
C = − idE⊕T ∗M ,
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3. Φ(j(ν)) = −jC ◦ (Φ(ν)) .

Proof. It is sufficient to check that J 2 = − idTE⊕T ∗E on lifts σ∆(ν) for any
ν ∈ Γ(TM ⊕ E∗) and on core sections τ↑ for any τ ∈ Γ(E ⊕ T ∗M), as those span
ΓTM⊕E∗(TE ⊕ T ∗E).

For core sections we obtain by definition of the core morphism jC

J 2(τ↑) = J ((jC(τ))↑) = (j2
C(τ))↑ .

This equals −τ↑ if and only if j2
C = − idE⊕T ∗M .

For linear sections, we obtain by definition of Φ and Lemma 4.1.6 that

J 2(σ∆(ν)) = J
(
σ∆(j(ν)) + Φ(ν)
∼)

= σ∆(j2(ν)) + Φ(j(ν))
∼

+ jC ◦ (Φ(ν))
∼

.
(4.10)

If now J 2 = − idTE⊕T ∗E , then the side morphism j has to satisfy j2 = − idTM⊕E∗ .
Now (4.10) implies that

Φ(j(ν)) = −jC ◦ (Φ(ν)) . (4.11)

Conversely, if j2 = − idTM⊕E∗ and Φ(j(ν)) = −jC ◦ (Φ(ν)), then by (4.10) we
get immediately that J 2(σ∆(ν)) = −σ∆(ν) for all ν ∈ Γ(TM ⊕ E∗). The lemma
follows.

J is orthogonal

The second property of a generalised almost complex structure is that it is orthog-
onal with respect to the canonical pairing. Now we describe in terms of j, jC and
Φ when a morphism J as in (4.2) that additionally squares to − id is orthogonal.

Since the image of a lift σ∆(ν) under J involves a core-linear section, we need
the following corollary to Theorem 4.1.2.

Corollary 4.1.8. Given a skew-symmetric Dorfman connection as in (4.8), ϕ,ψ ∈
Γ(Hom(E,E ⊕ T ∗M)), ν ∈ Γ(TM ⊕ E∗) and τ ∈ Γ(E ⊕ T ∗M) the following
equalities hold:

1. 〈ϕ∼, σ∆(ν)〉 = `ϕ∗(ν) ,

2. 〈ϕ∼, τ↑〉 = 0 ,

3. 〈ϕ∼, ψ
∼
〉 = 0 .
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Proof. Let us fix local basis sections {εi}i∈I of E∗ and {τk}k∈K of E⊕T ∗M for some
finite index sets I and K. The section ϕ can then be written as ϕ = ∑

i,k fikεi⊗ τk
for smooth functions fik ∈ C∞(M) and therefore we obtain for the core-linear
section ϕ∼ = ∑

i,k q
∗
Efik`εiτ

↑
k . Since the pairing is bilinear and the pairing of any

two core sections vanishes we get immediately that 〈ϕ∼, ψ
∼
〉 = 0 and 〈ϕ∼, τ↑〉 = 0.

For the pairing of the core-linear section with a horizontal lift we compute with
Theorem 4.1.2 for any em ∈ E over m ∈M

〈
ϕ
∼
, σ∆(ν)

〉
(em) =

〈∑
i,k

q∗Efik`εiτ
↑
k , σ

∆(ν)
〉

(em)

=
∑
i,k

q∗Efik`εi
〈
τ↑k , σ

∆(ν)
〉
(em)

=
∑
i,k

q∗Efik`εiq
∗
E〈τk, ν〉(em)

=
〈∑
i,k

fik(m)`εi(em)τk(m), ν(m)
〉

=
〈
ϕ(em), ν(m)

〉
= `ϕ∗(ν)(em) .

Thus 〈ϕ∼, σ∆(ν)〉 = `ϕ∗(ν)(em).

Now we can prove the following lemma.

Lemma 4.1.9. A double vector bundle morphism J as in (4.2) such that addi-
tionally J 2 = −1, is orthogonal if and only if for any skew-symmetric Dorfman
connection ∆ as in (4.8) and for all ν1, ν2 ∈ Γ(TM ⊕ E∗) we have

1. j = −(jC)t ,

2. Φ(ν2)t(jν1) = −Φ(ν1)t(j(ν2)) .

Proof. Again it is sufficient to check orthogonality of J on core sections and on
horizontal lifts.

First, the equality 〈
J (τ↑1 ),J (τ↑2 )

〉
=
〈
τ↑1 , τ

↑
2
〉

for τ1, τ2 sections of E ⊕ T ∗M is automatically satisfied, since J (τ↑i ) = (jCτi)↑

and the pairing of two core sections vanishes according to Theorem 4.1.2.

Second, for the pairing of a lift with a core section we again make use of
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Theorem 4.1.2 and of Corollary 4.1.8 and obtain on one hand〈
J σ∆(ν),J (τ↑)

〉
=
〈
σ∆(j(ν)) + Φ(ν)
∼

, jC(τ)↑
〉

= q∗E〈j(ν), jC(τ)〉+
〈
Φ(ν)
∼

, jC(τ)↑
〉

= q∗E〈j(ν), jC(τ)〉 ,

and on the other hand 〈
σ∆(ν), τ↑

〉
= q∗E〈ν, τ〉 .

Hence 〈
J σ∆(ν),J (τ↑)

〉
=
〈
σ∆(ν), τ↑

〉
if and only if

〈j(ν), jC(τ)〉 = 〈ν, τ〉 .

According to Lemma 4.1.7 we have j2
C = −1 and therefore this is equivalent to

j = −(jC)t .

Third, for the pairing between two lifts we obtain using the skew-symmetry
of the chosen Dorfman connection and Theorem 4.1.2 and Corollary 4.1.8 on one
hand 〈

J (σ∆(ν1)),J (σ∆(ν2))
〉

=
〈
σ∆(j(ν1)) + Φ(ν1)
∼

, σ∆(j(ν2)) + Φ(ν2)
∼〉

=
〈
σ∆(j(ν1), σ∆(j(ν2))

〉
+
〈
Φ(ν1)
∼

,Φ(ν2)
∼〉

+
〈
σ∆(j(ν2)),Φ(ν1)
∼〉

+
〈
σ∆(j(ν1)),Φ(ν2)
∼〉

= `Φ(ν2)t(j(ν1)) + `Φ(ν1)t(j(ν2))

and on the other hand
〈σ∆(ν1), σ∆(ν2)〉 = 0 .

Hence
〈J σ∆(ν1),J (σ∆(ν2))〉 = 〈σ∆(ν1), σ∆(ν2)〉 = 0

if and only if
Φ(ν2)t(j(ν1)) = −Φ(ν1)t(j(ν2)) .

We now introduce the following notions Ψ,Ψj , (j∗Ψ) ∈ Γ
(
(TM⊕E∗)∗⊗(TM⊕

E∗)∗ ⊗ E∗
)
, defined as follows

Ψ(ν1, ν2) := Φ(ν1)t(ν2) , (4.12)
Ψj(ν1, ν2) := Φ(ν1)t(jν2) , (4.13)

(j∗Ψ)(ν1, ν2) := Ψ(jν1, jν2) . (4.14)

This lets us combine Lemma 4.1.7 and Lemma 4.1.9 in the following way:
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Proposition 4.1.10. A morphism J as in (4.2) is a generalised almost complex
structure on E, if and only if for every skew-symmetric Dorfman connection ∆ as
in (4.8) we have

1. j2 = −1 ,

2. j = −(jC)t ,

3. Ψ is skew-symmetric, that is Ψ ∈ Ω2(TM ⊕ E∗, E∗) ,

4. Ψ(ν1, ν2) = −j∗Ψ(ν1, ν2) .

Proof. The condition Φ(ν2)t(jν1) = −Φ(ν1)t(jν2) of Lemma 4.1.9 is equivalent to
Ψj being skew-symmetric. The conditions j2 = − id and j = −jtC imply the second
condition in Lemma 4.1.7, j2

C = − id. Given those properties, we can evaluate both
sides of the condition Φ(j(ν)) = −jC ◦ (Φ(ν)) of Lemma 4.1.7 at any e ∈ Γ(E) and
pair with ν ′ ∈ Γ(TM ⊕ E∗) to obtain the following equivalent condition:

Ψ(jν, ν ′) = Ψ(ν, jν ′) . (4.15)

Write now ν = jν2. Then under the assumption of skew-symmetry of Ψj and
of j2 = −1 the equation (4.15) is equivalent to Ψ being skew-symmetric since

−Ψ(ν1, ν2) = Ψ(j2ν1, ν2) (4.15)= Ψ(jν1, jν2) = Ψj(jν1, ν2)
= −Ψj(ν2, jν1) = −Ψ(ν2, j

2ν1) = Ψ(ν2, ν1) .

The condition that both Ψ and Ψj are skew-symmetric is equivalent to Ψ being skew-
symmetric and satisfying Ψ(ν1, jν2) = Ψ(jν1, ν2) or equivalently j∗Ψ = −Ψ.

4.1.2 Adapted Dorfman connections

This section shows that given a linear generalised almost complex structure J
on E →M , we can always find a Dorfman connection ∆ which is adapted to J
in the sense that the corresponding lift σ∆ satisfies J (σ∆(ν)) = σ∆(jν) for any
section ν ∈ Γ(TM ⊕ E∗). Equivalently, the corresponding Φ defined by Lemma
4.1.5 vanishes. This will vastly simplify all the computations for the Nijenhuis
tensor and later of the conditions for Lie algebroid morphisms.

First we describe the change of splittings.

Definition 4.1.11. Given two (TM ⊕ E∗)-Dorfman connections ∆1 and ∆2 on
E ⊕ T ∗M with corresponding lifts σ1 and σ2, the change of splitting from ∆1

to ∆2 is Φ12 ∈ Γ
(
(TM ⊕ E∗)∗ ⊗Hom(E,E ⊕ T ∗M)

)
defined by the equation

Φ12(ν)
∼

:= σ2(ν)− σ1(ν) , (4.16)
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for any ν ∈ Γ(TM ⊕ E∗). The change of splitting is called skew-symmetric if

Ψ12(ν1, ν2) := Φ12(ν1)t(ν2) (4.17)

is skew-symmetric, that is Ψ12 ∈ Ω2(TM ⊕E∗, E∗). We will equivalently call Ψ12

the change of splittings.

Lemma 4.1.12. Given two Dorfman connections ∆1, ∆2 as above, their corre-
sponding dull brackets are related by

Jν1, ν2K∆2 = Jν1, ν2K∆1 +
(
0,Ψ12(ν1, ν2)

)
. (4.18)

Proof. The definition of the change of splittings together with the correspondence
between lifts and Dorfman connections as in (4.3) immediately gives that for any
ν ∈ Γ(TM ⊕ E∗) and τ ∈ Γ(E ⊕ T ∗M) we have

∆2
ντ = ∆1

ντ − Φ12(ν)
(
prE τ

)
. (4.19)

Again dualising this equation gives the desired formula for a change of splittings
for the corresponding dull brackets

Jν1, ν2K∆2 = Jν1, ν2K∆1 +
(
0,Ψ12(ν1, ν2)

)
.

An immediate consequence is the following corollary.

Corollary 4.1.13. If the Dorfman connection ∆1 is skew-symmetric, then ∆2 is
skew-symmetric if and only if the change of splitting is skew-symmetric.

We also need to describe how the 2-form Ψ1 given by Proposition 4.1.10 behaves
under the change of splitting. We prove the following.

Lemma 4.1.14. Given a linear generalised almost complex structure J on E and
two skew-symmetric Dorfman connections ∆1 and ∆2 as above with change of
splitting Ψ12, then we have

Ψ2(ν1, ν2) = Ψ1(ν1, ν2)−Ψ12(ν1, jν2)−Ψ12(jν1, ν2) , (4.20)

where Ψ1,Ψ2 are the 2-forms defined by Proposition 4.1.10 for ∆1 and ∆2, respec-
tively.
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Proof. We compute

Φ2(ν)
∼

= J (σ2(ν))− σ2(jν)

= J (σ1(ν) + Φ12(ν)
∼

)− σ1(jν)− Φ12(jν)
∼

= σ1(jν) + Φ1(ν)
∼

+ jC ◦ Φ12(ν)
∼

− σ1(jν)− Φ12(jν)
∼

= Φ1(ν)
∼

+ jC ◦ Φ12(ν)
∼

− Φ12(jν)
∼

.

Dualising this equality leads to

Ψ2(ν1, ν2) = Ψ1(ν1, ν2)−Ψ12(ν1, jν2)−Ψ12(jν1, ν2) ,

where we used that jtC = −j according to Proposition 4.1.10.

Using this change of splittings as in (4.20) we can now always find a skew-
symmetric Dorfman connection ∆ such that the corresponding 2-form Ψ vanishes,
or equivalently such that J (σ∆(ν)) = σ∆(jν).

Proposition 4.1.15. For every linear generalised complex structure there is a skew-
symmetric (TM ⊕E∗)-Dorfman connection ∆ on E∗⊕TM such that J (σ∆(ν)) =
σ∆(jν). We call this Dorfman connection adapted to J .

Proof. Fix any skew-symmetric Dorfman connection TM⊕E∗-Dorfman connection
∆1 on E∗ ⊕ TM and denote the corresponding lift by σ1. Proposition 4.1.10 gives
us a two-form Ψ1 ∈ Ω2(TM ⊕ E∗, E∗) such that J (σ1(ν)) = σ1(jν) + Ψ1(ν, ·)

∼
.

Let now Ψ12(ν1, ν2) := −1
2Ψ1(ν1, jν2). By Proposition 4.1.10 this form is skew-

symmetric and therefore the dull bracket defined by (4.18) is skew-symmetric
again. Now according to (4.20) and using the properties from Proposition 4.1.10
the corresponding 2-form Ψ2 vanishes. Hence we have found a Dorfman connection
∆ := ∆2 with Ψ2 = 0 which by definition of Ψ2 is equivalent to J (σ∆(ν)) =
σ∆(jν).

However, the adapted Dorfman connection is not unique. We define the
following notion of j-equivalence of Dorfman connections in order to take this into
account.

Definition 4.1.16. Given a vector bundle morphism j : TM⊕E∗ → TM⊕E∗, we
call two skew-symmetric (TM⊕E∗)-Dorfman connection ∆1 and ∆2 on E∗⊕TM j-
equivalent, if their change of splittings Ψ12 defined by (4.18) satisfies the following
equation for all ν1, ν2 ∈ Γ(TM ⊕ E∗):

Ψ12(ν1, ν2) = Ψ12(jν1, jν2) . (4.21)
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If the Dorfman connection ∆1 is adapted to J , then a second Dorfman connec-
tion ∆2 is adapted to J if and only if they are j-equivalent. This follows from the
following lemma.

Lemma 4.1.17. Let J be a linear generalised almost complex structure J on a
vector bundle E →M and ∆1 and ∆2 be two skew-symmetric (TM⊕E∗)-Dorfman
connections on E ⊕ T ∗M . Denote the two-forms given by Proposition 4.1.10
corresponding to ∆1 and ∆2 by Ψ1 and Ψ2, respectively. Then ∆1 and ∆2 are
j-equivalent if and only if Ψ1 = Ψ2.

Proof. Denote the change of splittings again by Ψ12. Now ∆1 is j-equivalent to
∆2 if and only if for all ν1, ν2 ∈ Γ(TM ⊕ E∗) we have

Ψ12(ν1, jν2) = −Ψ12(j(jν1), jν2) = −Ψ12(jν1, ν2) . (4.22)

By (4.20) we have that Ψ1 and Ψ2 are related as follows:

Ψ2(ν1, ν2) = Ψ1(ν1, ν2)−Ψ12(ν1, jν2)−Ψ12(jν1, ν2) .

So Ψ1 = Ψ2 if and only if (4.22) holds, that is if and only if ∆1 and ∆2 are
j-equivalent.

4.1.3 Integrability

Now that we have characterised generalised almost complex structures for a given
Dorfman connection in terms of j, jC and Φ and have proved the existence of
adapted Dorfman connections, we will consider the integrability condition of a
generalised complex structure, the vanishing of the Nijenhuis tensor.

Let us now consider a linear generalised almost complex structure J on E as
in (4.2) and fix a Dorfman connection ∆ as in (4.8) which is adapted to J . In
particular j, jC satisfy the conditions of Proposition 4.1.10 and the corresponding
Ψ vanishes. That is, J

(
σ∆(ν)

)
= σ∆(jν) for all ν ∈ Γ(TM ⊕ E∗).

Evaluated at two core sections the Nijenhuis tensor vanishes trivially, as the
Courant-Dorfman bracket of two core sections vanishes and the double vector
bundle morphism J sends core sections to core sections.

For the Nijenhuis tensor of J evaluated at a horizontal lift σ∆(ν) for ν ∈
Γ(TM⊕E∗) and a core section τ↑ for τ ∈ Γ(E⊕T ∗M) we compute using Theorem
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4.1.3:

NJ
(
σ∆(ν), τ↑

)
= Jσ∆(ν), τ↑K− JJ (σ∆(ν)),J (τ↑)K
+ J

(JJ (σ∆(ν)), τ↑K + Jσ∆(ν),J (τ↑)K)
=
(
∆ντ

)↑ − Jσ∆(j(ν)), jC(τ)↑K
+ J

(
Jσ∆(j(ν)), τ↑K + Jσ∆(ν), jC(τ)↑K

)
=
(
∆ντ

)↑ − (∆j(ν)jC(τ)
)↑ + J

((
∆j(ν)τ

)↑ +
(
∆νjC(τ)

)↑)
=
(
∆ντ

)↑ − (∆j(ν)jC(τ)
)↑ +

(
jC(∆j(ν)τ)

)↑ +
(
jC(∆νjC(τ))

)↑
.

Thus the Nijenhuis tensor of J vanishes for any such pair of a lift σ∆(ν) and a
core section τ↑ if and only if for all ν ∈ Γ(TM ⊕E∗) and τ ∈ Γ(E⊕T ∗M) we have

∆ντ −∆j(ν)jC(τ) + jC
(
∆j(ν)τ

)
+ jC

(
∆νjC(τ)

)
= 0 (4.23)

As the pairing is non-degenerate, we can dualise this condition by pairing with
a second section ν2 ∈ Γ(TM ⊕ E∗). We now write ν1 = (X1, ε1) instead of ν and
use Proposition 4.1.10 and the duality of the Dorfman connection with the dull
bracket on TM ⊕ E∗ as described in [36] and in (4.5) to compute:

〈
∆ν1τ −∆j(ν1)jC(τ) + jC

(
∆j(ν1)τ

)
+ jC

(
∆ν1jC(τ)

)
, ν2

〉
=
〈
∆ν1τ, ν2

〉
−
〈
∆j(ν1)jC(τ), ν2

〉
−
〈
∆j(ν1)τ, j(ν2)

〉
−
〈
∆ν1jC(τ), j(ν2)

〉
= X1

〈
τ, ν2

〉
−
〈
τ, Jν1, ν2K∆

〉
− prTM (j(ν1))

〈
jC(τ), ν2

〉
+
〈
jC(τ), Jj(ν1), ν2K∆

〉
− prTM (j(ν1))

〈
τ, j(ν2)

〉
+
〈
τ, Jj(ν1), j(ν2)K∆

〉
−X1

〈
jC(τ), j(ν2)

〉
+
〈
jC(τ), Jν1, j(ν2)K∆

〉
=
〈
τ,−Jν1, ν2K∆ − j

(Jj(ν1), ν2K∆
)
− j

(Jν1, j(ν2)K∆
)

+ Jj(ν1), j(ν2)K∆
〉

=
〈
τ,−Nj,J·,·K∆(ν1, ν2)

〉
,

Thus the Nijenhuis tensor of J vanishes when evaluated at a pair of any lift
σ∆(ν) and any core section τ↑ if and only if the Nijenhuis tensor of j with respect
to the dull bracket J·, ·K∆ vanishes. Here ∆ is Dorfman connection adapted to J .

We lastly need conditions for the Nijenhuis tensor of J evaluated at a pair of
two horizontal lifts σ∆(ν1) and σ∆(ν2) vanishes. Again we make use of Lemma
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4.1.6, Theorem 4.1.3 and compute for ν1, ν2 ∈ Γ(TM ⊕ E∗):

NJ
(
σ∆(ν1), σ∆(ν2)

)
=

q
σ∆(ν1), σ∆(ν2)

y
−
q
J (σ∆(ν1)),J (σ∆(ν2))

y
+ J

(q
J (σ∆(ν1)), σ∆(ν2)

y
+
q
σ∆(ν1),J (σ∆(ν2))

y)
= σ∆(Jν1, ν2K∆

)
−R∆(ν1, ν2)(·, 0)
∼

− σ∆(Jj(ν1), j(ν2)K∆
)

+R∆(j(ν1), j(ν2))(·, 0)
∼

+ J
(
σ∆(Jj(ν1), ν2K∆

)
+ σ∆(Jν1, j(ν2)K∆

)
−R∆(j(ν1), ν2)(·, 0)
∼

−R∆(ν1, j(ν2))(·, 0)
∼

)
= σ∆(Jν1, ν2K∆)−R∆(ν1, ν2)(·, 0)
∼

− σ∆(Jj(ν1), j(ν2)K∆) +R∆(j(ν1), j(ν2))(·, 0)
∼

+ σ∆(j(Jj(ν1), ν2K∆)) + σ∆(j(Jν1, j(ν2)K∆))

− jC ◦R∆(j(ν1), ν2)(·, 0)
∼

− jC ◦R∆(ν1, j(ν2))(·, 0)
∼

= σ∆(Nj,J·,·K∆(ν1, ν2))

+R∆(j(ν1), j(ν2))(·, 0)
∼

−R∆(ν1, ν2)(·, 0)
∼

− jC ◦R∆(j(ν1), ν2)(·, 0)
∼

− jC ◦R∆(ν1, j(ν2))(·, 0)
∼

Note that since the dull bracket on TM ⊕ E∗ is anchored by prTM and
∆(X,ε)(0, θ) = (0,LXθ) the curvature R∆(ν1, ν2)(0, θ) for θ ∈ Γ(T ∗M) always
vanishes. Therefore the terms with R∆ above evaluated at (e, 0) vanish if and
only if the corresponding terms vanish evaluated at (e, θ) for any θ ∈ Γ(T ∗M).
Thus the Nijenhuis tensor of J vanishes for all sections if and only if the Nijenhuis
tensor of j with respect to J·, ·K∆ vanishes and additionally the curvature of the
adapted ∆ satisfies

0 = R∆
(
j(ν1), j(ν2)

)
(τ)−R∆(ν1, ν2)(τ)

− jC
(
R∆(j(ν1), ν2)(τ)

)
− jC

(
R∆(ν1, j(ν2))(τ)

)
,

(4.24)

for all ν1, ν2 ∈ Γ(TM ⊕ E∗) and τ ∈ Γ(E ⊕ T ∗M).

We want to dualise this equation again in order to get a condition purely
depending on sections of TM ⊕E∗ and not additionally on a section of E ⊕ T ∗M .
We will in the following write Jac∆ ∈ Ω3(TM ⊕E∗, TM ⊕E∗) for the dual of the
curvature R∆, that is the Jacobiator of the dull bracket J·, ·K∆:

Jac∆(ν1, ν2, ν3) :=R∆(ν1, ν2)t(ν3)
=JJν1, ν2K∆, ν3K∆ + Jν2, Jν1, ν3K∆K∆ − Jν1, Jν2, ν3K∆K∆

=− Jν1, Jν2, ν3K∆K∆ + cyclic permutations ,

(4.25)
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where the cyclic permutations are over the set {1, 2, 3}. Skew-symmetry of the
bracket implies that Jac∆ is indeed alternating. By pairing the right hand side of
(4.24) with a third section ν3 of TM ⊕ E we then get the condition

0 = Jac∆(jν1, jν2, ν3) + Jac∆(jν1, ν2, jν3) + Jac∆(ν1, jν2, jν3)
− Jac∆(ν1, ν2, ν3) ,

(4.26)

Using (4.25) we can write (4.26), without writing out all cyclic permutations
of ν1, ν2 and ν3 explicitly, as follows

0 = Jν1, Jν2, ν3K∆K∆ − Jjν1, Jjν2, ν3K∆K∆ − Jjν1, Jν2, jν3K∆K∆ − Jν1, Jjν2, jν3K∆K∆

+ cyclic permutations in 1,2,3
= Jν1, Jν2, ν3K∆ − Jjν2, jν3K∆K∆ + Jjν1,−Jν2, jν3K∆ − Jjν2, ν3K∆K∆

+ cyclic permutations in 1,2,3 .
(4.27)

Let us now define a bracket A on Γ(TM ⊕ E∗) by

A(ν1, ν2) := 1
2
(Jν1, ν2K∆ − Jjν1, jν2K∆

)
. (4.28)

Then Nj,J·,·K∆ vanishes if and only if A satisfies

A(ν1, jν2) = jA(ν1, ν2) . (4.29)

Furthermore, (4.27) is now immediately seen to be equivalent to the Jacobi identity
of this bracket A, and the right hand side of (4.27) is the Jacobiator of A.

Note that the bracket A does not admit an anchor on TM ⊕E∗, and is thus not
a Lie algebroid bracket on TM⊕E∗. However, A is skew-symmetric and R-bilinear.
Furthermore, it is independent of the choice of adapted Dorfman connection ∆ as
proved in the more general case of any Dorfman connection in the appendix (see
Lemma A.1.4).

Summarising we have proved the following proposition.

Proposition 4.1.18. Let J be a generalised almost complex structure on a vector
bundle E and ∆ an adapted Dorfman connection. Then the Nijenhuis tensor of J
vanishes if and only if the non-anchored bracket A defined by (4.28) satisfies

1. the Jacobi identity,

2. A(ν1, jν2) = jA(ν1, ν2) for all ν1 ν2 in Γ(TM ⊕ E∗) .

The following Theorem is an immediate consequence of Proposition 4.1.10,
Proposition 4.1.15 and Proposition 4.1.18.
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Theorem 4.1.19. A linear generalised complex structure on a vector bundle
E → M is equivalent to a vector bundle morphism j : TM ⊕ E∗ → TM ⊕ E∗

and a j-equivalence class of skew-symmetric (TM ⊕E∗)-Dorfman connections ∆
on E ⊕ T ∗M such that j and the non-anchored bracket A defined by A(ν1, ν2) :=
1
2
(Jν1, ν2K∆ − Jjν1, jν2K∆

)
satisfy the following:

1. j2 = − idTM⊕E∗ ,

2. A satisfies the Jacobi identity,

3. A(ν1, jν2) = jA(ν1, ν2) .

Note that the bracket A does not depend on the choice of representative ∆ in the
j-equivalence class.

Proof. Given a linear generalised complex structure J on E as in (4.2) we have
by Proposition 4.1.10, Proposition 4.1.15 and Proposition 4.1.18 a vector bundle
morphism j and a Dorfman connection ∆, defining A, such that j and A satisfy
all of the properties above.

Conversely, given j and a Dorfman connection ∆ as above, we define a double
vector bundle morphism J : TE⊕T ∗E → TE⊕T ∗E by setting for τ ∈ Γ(E⊕T ∗M)
and ν ∈ Γ(TM ⊕ E∗)

J (τ↑) := (−jt(τ))↑ ,
J (σ∆(ν)) := σ∆(j(ν)) .

Again by Proposition 4.1.10 and Proposition 4.1.18 this defines a linear generalised
complex structure on E. These two constructions are inverse to each other up to
the choice of a different j-equivalent Dorfman connection.

4.1.4 Generalised Kähler structures on vector bundles

Generalised Kähler structures were introduced by Marco Gualtieri first in his thesis
[30] and later in [32]. In this section we will show that in the case of a generalised
Kähler structure on a vector bundle E we can always find a Dorfman connection
which is adapted in the sense of Proposition 4.1.15 to both the generalised complex
structures simultaneously.

First let us recall the definition of a generalised Kähler structure given by
Gualtieri in [30]. Recall that the generalised tangent bundle TM ⊕ T ∗M of a
manifold M is equipped with a non-degenerate pairing as described in Example
2.3.3, allowing to identify TM ⊕ T ∗M with its dual. After this identification any
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automorphism G of TM ⊕ T ∗M which is symmetric, that is Gt = G, and squares
to id defines a symmetric metric on TM ⊕ T ∗M . Thus such an automorphism
will here be called a metric. Now we can state the definition of generalised Kähler
structures.

Definition 4.1.20. A generalised Kähler structure on a manifold is a pair of
commuting generalised complex structures J1 and J2 such that the symmetric
non-degenerate metric G := −J1 ◦ J2 is positive definite.

Now let us take a vector bundle E → M equipped with such a generalised
Kähler structure where both generalised complex structures J1 and J2 are linear.
Denote the side morphisms on TM ⊕E∗ by j1 and j2, respectively. Take now any
skew-symmetric TM ⊕E∗-Dorfman connection ∆ on E ⊕ T ∗M . This gives rise to
the corresponding 2-forms Ψ1 and Ψ2 as in Proposition 4.1.10. We will now prove
the following compatibility between Ψ2 and j1.

Lemma 4.1.21. In the setting above, we have

Ψ2(j1ν1, ν2) + Ψ2(ν1, j1ν2) = Ψ1(j2ν1, ν2) + Ψ1(ν1, j2ν2) , (4.30)

for all ν1, ν2 ∈ TM ⊕ E∗.

Proof. Since J1 and J2 commute, so do their side morphisms j1 and j2. We now
use the definition of Φ1 and Φ2 in Lemma 4.1.5 and the action of the generalised
complex structure on core-linear section from Lemma 4.1.6 in order to compute
for any ν ∈ Γ(TM ⊕ E∗) the following:

0 = σ∆(j1j2ν)− σ∆(j2j1ν)

= J1σ
∆(j2ν)− Φ1(j2ν)
∼

−J2σ
∆(j1ν)− Φ2(j1ν)
∼

= J1J2σ
∆(ν)− J1Φ2(ν)
∼

− Φ1(j2ν)
∼

−J2J1σ
∆(ν) + J2Φ1(ν)
∼

+ Φ2(j1ν)
∼

= −−jt1 ◦ Φ2(ν)
∼

− Φ1(j2ν)
∼

+−jt2 ◦ Φ1(ν)
∼

+ Φ2(j1ν)
∼

,

since the core morphisms of J1 and J2 are −jt1 and −jt2, respectively. Thus we
obtain jt1 ◦ Φ2(ν)− Φ1(j2ν) = jt2 ◦ Φ1(ν)− Φ2(j1ν) and pairing this with a second
arbitrary section ν2 ∈ Γ(TM ⊕E∗) and dualising then gives after renaming ν1 := ν

the desired equality

Ψ2(j1ν1, ν2) + Ψ2(ν1, j1ν2) = Ψ1(j2ν1, ν2) + Ψ1(ν1, j2ν2) .
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With this lemma we can easily prove the existence of a Dorfman connection
adapted to both generalised complex strctures.

Proposition 4.1.22. Given two commuting linear generalised complex structures
J1 and J2 on a vector bundle E →M , there is a TM ⊕ E∗-Dorfman connection
∆ on E ⊕ T ∗M which is adapted to both J1 and J2.

Proof. Take a skew-symmetric Dorfman connection ∆1, which is adapted to J1

as constructed in Proposition 4.1.15. Thus the 2-form Ψ1 vanishes. The previous
Lemma 4.1.21 then shows that Ψ2(ν1, ν2) = Ψ2(j1ν1, jν2) for all ν1, ν2 ∈ Γ(TM ⊕
E∗). In order to obtain a Dorfman connection ∆2 adapted to J2 we have to
use as change of splitting the form Ψ12 := −1

2Ψ2(·, j2·) as shown in the proof of
Proposition 4.1.15. But since j1 and j2 commute we get immediately that also this
change of splittings satisfies Ψ12(j1ν1, j1ν2) = Ψ12(ν1, ν2) for all ν1, ν2 ∈ TM ⊕E∗.
Thus ∆2 is j1-equivalent to ∆1 as in Definition 4.1.16. Now Lemma 4.1.17 shows
that ∆2 is still adapted to J1 and therefore to both generalised complex structures
simultaneously.

4.2 Complex VB-Dirac structures

In this section we make use of the equivalence of a generalised complex structure
and a pair of complex conjugated Dirac structures in the complexified generalised
tangent bundle as described in Section 2.4. We will show that a linear generalised
complex structure on a vector bundle E is equivalent to a pair of complex conjugated
VB-Dirac structures.

Let us for that end consider the complexification of TE as a vector bundle
over E. As described in Proposition 2.5.8 this is again a double vector bundle
TCE ∼= TCE ⊕ T ∗CE with complexified core and side bundle.

TCE ⊕ T ∗CE E

EC ⊕ T ∗CM

TCM ⊕ E∗C M

(πTM⊕E∗ )C . (4.31)

We will in the following need linear splittings of this double vector bundle and in
particular need the following statement which is merely a complex linear extension
of Theorem 2.3.18 proved in [36].
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Proposition 4.2.1. Consider the double vector bundle TCE as in (4.31). A linear
splitting Σ of TCE which is additionally a morphism of complex vector bundles over
the side E gives rise to a complex (TCM ⊕E∗C)-Dorfman connection on EC⊕T ∗CM
by

Σ
(
(X, ε)(m), e(m)

)
=
(
(Tme)CX(m), (dC)em`ε

)
−
(
∆(X,ε)(e, 0)

)↑
(e(m)) (4.32)

and ∆(X,ε)(0, θ) = (0,LCXθ) for all sections X ∈ Γ(TCM), ε ∈ Γ(E∗C), θ ∈ Γ(T ∗CM)
and e ∈ Γ(E). Here we denote by dC and LC the complex linear and complex bilinear
extensions of d and L. Conversely, given such a complex Dorfman connection,
(2.51) defines a linear splitting which is additionally complex linear over E and
these constructions are inverse to each other.

Proof. This follows from an argument directly analogously to the proof of Theorem
4.1. in [36].

The only additional observation to be made is that defining ∆ν(e, 0) for sections
e ∈ Γ(E) and ν ∈ Γ(TCM ⊕ E∗C) already determines ∆ν completely on the
complexification Γ(EC) by complex linearity.

Lemma 4.2.2. Let ∆ be a real (TM ⊕ E∗)-Dorfman connection on E ⊕ T ∗M
and Σ be the corresponding linear splitting. Denoting the complexification of ∆ by
∆C. Then the corresponding linear splitting according to Proposition 4.2.1 is the
complexification ΣC of Σ, that is the complex linear extension of Σ in TM ⊕ E∗.

Proof. This is immediate since both the complexified splitting and the complexified
Dorfman connection are given by complex linear extensions.

Let J : TE → TE now be a linear generalised complex structure on E over
j : TM⊕E∗ → TM⊕E∗ and with core morphism jCas in Definition 4.1.1. Then we
obtain get a pair of complex conjugated complex Dirac structures D± ⊂ TCE, the
±i-eigenbundles of the complexification of J , which we denote by JC : TCE → TCE.
They are given by

D+ = {ξ − iJ (ξ)| ξ ∈ TCE}

D− = {ξ + iJ (ξ)| ξ ∈ TCE}
(4.33)

Since J is a vector bundle morphism over j, elements of the form ξ± iJ (ξ) project
under (πTM⊕E∗)C to πTM⊕E∗(ξ) ± ij(πTM⊕E∗(ξ)). The core of D± is given by
all elements that project to 0 on both sides, which are all elements of the form
τ ∓ ijC(τ) for τ in the core of TE, which is E ⊕ T ∗M .
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Thus we obtain two sub-double vector bundles of TCE:

D± E

K±

U± M

(πTM⊕E∗ )C|D± qE ,

with

U+ = {ν − ij(ν)| ν ∈ TCM ⊕ E∗C} ,
U− = {ν + ij(ν)| ν ∈ TCM ⊕ E∗C} ,
K+ = {τ − ijC(τ)| τ ∈ EC ⊕ T ∗CM} ,

K− = {τ + ijC(τ)| τ ∈ EC ⊕ T ∗CM} .

U± is the ±i-eigenbundle of the complexification of j:

jC : (TM ⊕ E∗)C → (TM ⊕ E∗)C
(ν1 + iν2) 7→ j(ν1) + ij(ν2) ,

(4.34)

whereas K± is the ±i-eigenbundle of the complexification of jC :

jC,C : (E ⊕ T ∗M)C → (E ⊕ T ∗M)C
(τ1 + iτ2) 7→ jC(τ1) + ijC(τ2) .

(4.35)

Lemma 4.2.3. Consider a linear generalised almost complex structure on a vector
bundle E as in (4.2). Denote by U± and K± the ±i-eigenbundles of jC and jC,C,
respectively. Then we have

U◦± = K± , (4.36)

where U◦± denotes the annihilator of U± in (TM ⊕ E∗)∗ ∼= E ⊕ T ∗M .

Proof. The annihilator of U± consists of all elements τ1 + iτ2 of (E ⊕ T ∗M)C that
pair with every element of U± to zero. That is, for every ν ∈ TM ⊕ E∗

0 =
〈
τ1 + iτ2, ν ∓ ij(ν)

〉
C

= 〈τ1, ν〉 ± 〈τ2, jν〉+ i〈τ2, ν〉 ∓ i〈τ1, j(ν)〉

Since jt = −jC by Proposition 4.1.10, both the equation for the real part and for
the imaginary part are equivalent to the condition τ1 = ±jCτ2 or in other words
that τ1 + iτ2 = τ1 ∓ ijCτ1 is an element of K±. Thus U◦± = K±.
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Previously we have defined a bracket A on TM ⊕E∗ in (4.28) using a Dorfman
connection adapted to the linear generalised complex structure. We noted that
the bracket does not admit an anchor on all of TM ⊕ E∗, since we can compute
for any function f ∈ C∞(M) and ν1, ν2 ∈ Γ(TM ⊕ E∗):

A(ν1, fν2) = 1
2
(
−Jjν1, j(fν2)K∆ + Jν1, fν2K∆

)
= 1

2
(
−fJjν1, jν2K− prTM (jν1)(f)jν2

+ fJν1, ν2K + prTM (ν1)(f)ν2
)

= fA(ν1, ν2)− 1
2 prTM (jν1)(f)jν2 + 1

2 prTM (ν1)(f)ν2 .

(4.37)

Let us now instead consider the complexification of A, defined by extending
complex linearly:

AC(ν1 + iν ′1, ν2 + iν ′2) = A(ν1, ν2)− A(ν ′1, ν ′2) + i
(
A(ν1, ν

′
2) + A(ν ′1, ν2)

)
. (4.38)

We now show that AC restricted to U± defines a Lie algebroid structure on U±, in
particular it admits an anchor on this restriction.

Proposition 4.2.4. Let J be a linear generalised complex structure on a vector
bundle E →M and ∆ a skew-symmetric Dorfman connection adapted to J . Then
the restriction of the complexified bracket AC as in (4.38) to the ±i-eigenbundles of
jC, denoted by U±, coincides with the restriction of J·, ·K∆C and defines a complex
Lie algebroid structure on U± with anchor prTCM |U±.

Proof. The condition A(ν1, jν2) = jA(ν1, ν2) of Proposition 4.1.18 ensures that we
can restrict the complexified bracket AC to the two eigenbundles U± of jC, as for
any ν1, ν2 ∈ Γ(TM ⊕ E∗) we have:

AC(ν1 ∓ ijν1, ν2 ∓ ijν2) = A(ν1, ν2)− A(jν1, jν2)∓ iA(ν1, jν2)∓ iA(jν1, ν2)
= 2A(ν1, ν2)∓ ij2A(ν1, ν2) ,

which is again an element of U±.

It follows directly from the definition of A in (4.28) that the restriction of
AC to U± coincides with the complexification of J·, ·K∆ for any adapted Dorfman
connection ∆. Therefore it is anchored by the restriction of prTCM and satisfies the
Leibniz identity. Furthermore, since ∆ is skew-symmetric, so is the complexification
and according to Theorem 4.1.19 A it satisfies the Jacobi identity on all of Γ(TM⊕
E∗). Therefore the complexified bracket AC also satisfies the Jacobi identity and
defines indeed a Lie algebroid structure on U±.
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In [36], Jotz Lean described VB-Dirac structures using splittings corresponding
to adapted Dorfman connections, which were defined in the same paper as follows.

Definition 4.2.5. Given a sub-double vector bundle D ⊆ TE ⊕ T ∗E over U ⊆
TM ⊕ E∗ with core K ⊆ E ⊕ T ∗M , then a Dorfman connection ∆ as in (4.8) is
called adapted to D if D is spanned by the sections k↑ for k ∈ Γ(K) and σ∆(u)
for u ∈ Γ(U).

Analogously, for a sub-double vector bundle D ⊆ TCE ⊕ T ∗CE which is addition-
ally a complex subbundle over E over U ⊆ TCM ⊕ E∗C with core K ⊆ EC ⊕ T ∗CM ,
a complex (TCM ⊕ E∗C)-Dorfman connection ∆ on EC ⊕ T ∗CM is adapted to D if
D is spanned by the sections k↑ for k ∈ Γ(K) and σ∆(u) for u ∈ Γ(U).

The existence of an adapted real Dorfman connection for any such sub-double
vector bundle is also proved in [36]. The corresponding result for the complexified
generalised tangent bundle follows from the same argument by extending everything
C-linearly.

Now we will show that the complexification of a Dorfman connection ∆ which is
adapted to J is adapted to both eigenbundles D± simultaneously. The brackets on
U± given by restriction of the complex dull bracket corresponding to a complexified
adapted Dorfman connection are independent of the choice of the adapted ∆, these
complex dull brackets can only differ when evaluated on Γ(U+)× Γ(U−).

Proposition 4.2.6. Given a linear generalised complex structure J on E and a
Dorfman connection ∆ adapted to J , then the complexification ∆C is adapted to
both D+ and D−.

Proof. That the lift sends sections of U± to sections of D± follows directly from
the fact that J (σ∆(ν)) = σ∆(jν). As D± is a double vector bundle over U± and
E with core K±, the space of sections ΓE(D±) is generated by core sections and
the lifts of sections of U±. Since σ∆C is by definition a horizontal lift for the double
vector bundle TCE and σ∆C(Γ(U±)

)
⊆ ΓE(D±), this implies that the complexified

Dorfman connection ∆C is adapted to D±, simultaneously.

Corollary 4.2.7. In the situation above, ∆C
u for u ∈ Γ(U±) preserves Γ(K±).

Proof. Let k ∈ Γ(K±) and u, u2 ∈ Γ(U±). According to Lemma 4.2.3 we have
K± = U◦± and according to Proposition 4.2.4 the bracket J·, ·K∆C preserves U±.
Therefore

〈∆C
uk, u2〉 = prTCM (u)(〈k, u2〉)− 〈k, Ju, u2K∆C〉 = 0 ,

and ∆C
uk is again a section of K±.
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In [36] Jotz Lean proved the following description of VB-Dirac structures in
the generalised tangent bundle TE.

Theorem 4.2.8. Let D be a sub-double vector bundle of TE over E and U ⊆
TM ⊕ E∗, with core K ⊆ E ⊕ T ∗M Let ∆ be a (TM ⊕ E∗)-Dorfman connection
on E ⊕ T ∗M which is adapted to D. Then D is a VB-Dirac structure if and only
if U = K◦ and (U,prTM |U , J·, ·K∆|U ) is a Lie algebroid.

Extending everything in this theorem complex linearly then immediately gives
the following corollary about complex VB-Dirac structures.

Corollary 4.2.9. Let D be a sub-double vector bundle of TCE over E and U ⊆
TCM ⊕ E∗C, with core K ⊆ EC ⊕ T ∗CM such that D is a complex subbundle of
TCE. Let ∆ be a complex (TCM ⊕ E∗C)-Dorfman connection on EC ⊕ T ∗CM which
is adapted to D. Then D is a complex VB-Dirac structure if and only if U = K◦

and (U,prTCM |U , J·, ·K∆|U ) is a complex Lie algebroid.

This description of complex VB-Dirac structures together with Theorem 4.1.19
then leads to the following corollary.

Corollary 4.2.10. A linear generalised complex structure J on a vector bundle
E is equivalent to a pair of transverse, complex conjugated complex VB-Dirac
structures D± in TCE.

Proof. Given a linear generalised complex structure J and ∆ an adapted Dorfman
connection given by Proposition 4.1.15. Let D± be the ±i-eigenbundles of J . By
Proposition 4.2.4 the restriction of J·, ·K∆C to U± defines a Lie algebroid structure.
Additionally, according to Lemma 4.2.3 we have U◦± = K± or equivalently U± = K◦±.
With Theorem 4.2.8 this shows that D± are complex VB-Dirac structures in TCE.
That they are transverse and complex conjugated, that is TCE = D+ ⊕D− and
D+ = D− follows directly from the definition in (4.33).

Conversely, given a pair of transverse, complex conjugated complex VB-Dirac
structures D± in TCE over U± and with core K±, we can write any element
ν ∈ TCM ⊕ E∗C as ν := u+ u′ for u, u′ ∈ Γ(U+). We then set

jC(ν) := i · u− i · u′ .

This defines a vector bundle morphism jC : TCM ⊕ E∗C → TCM ⊕ E∗C, which
additionally respects the conjugation, that is jC(ν) = jCν for any ν ∈ TCM ⊕ E∗C.
Thus jC is the complexification of a real form j : TM ⊕ E∗ → TM ⊕ E∗.

Now choose any complex Dorfman connection ∆+ adapted to D+. Denote the
corresponding lift by σ∆+ : Γ(TCM ⊕E∗C)→ Γ`E(TCE ⊕ T ∗CE). Then we define a
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new lift by setting for u, u′ ∈ Γ(U+)

σ(u+ u′) := σ∆+(u) + σ∆+(u′) .

Now this is still C∞(M,C)-linear and since the vector bundle structure of TCE ⊕
T ∗CE over TCM ⊕ E∗C is given by the complexification of the corresponding real
structure, it respects the complex conjugation and therefore σ(u+ u′) is indeed
again a linear section over u+ u′. Thus σ gives rise to a second complex Dorfman
connection ∆C. This Dorfman connection is now by construction adapted to
both D+ and D−. It is easy to see from (4.32) that this Dorfman connection
additionally respects the complex conjugation in the sense that ∆C

ν τ = ∆C
ν τ and

is therefore the complexification of a real Dorfman connection ∆. Now the dull
bracket corresponding to ∆C restricts to the Lie algebroid structures on U+ and U−
and therefore the bracket A defined by A(ν1, ν2) = 1

2
(Jν1, ν2K− Jjν1, jν2K) satisfies

all properties of Theorem 4.1.19. A different choice of adapted Dorfman connection
∆+ will lead to a Dorfman connection ∆C where the dull bracket agrees with the
first on Γ(U±)× Γ(U±) and only differs on Γ(U±)× Γ(U∓). This is equivalent to
the two Dorfman connections being j-equivalent. Thus by Theorem 4.1.19 this
gives rise to a linear generalised complex structure as required.

That these two constructions are inverse to each other follows directly from
the corresponding result for generalised complex structures on any manifold.

4.3 Generalised complex structures on Lie algebroids

Now we want to consider the case where the vector bundle has the additional
structure of a Lie algebroid A→M . In this case the generalised tangent bundle
TA is itself a Lie algebroid over the side TM ⊕ A∗. This structure is described
in Example 2.2.11 in the background section. We will give a description of the
compatibility of a linear generalised complex structure on A with this Lie algebroid
structure in terms of a linear splitting corresponding to a skew-symmetric adapted
Dorfman connection

∆: Γ(TM ⊕A∗)× Γ(A⊕ T ∗M)→ Γ(A⊕ T ∗M) . (4.39)

To compute the compatibility with the Lie algebroid structure we will need the
following definitions and results from [36] describing the Lie algebroid structure
TA→ TM ⊕A∗.

Definition 4.3.1. Given a Lie algebroid A → M with anchor ρ and a skew-
symmetric Dorfman connection ∆ as in (4.39) we define

Ω: Γ(TM ⊕A∗)× Γ(A)→ Γ(A⊕ T ∗M) (4.40)



4.3. GENERALISED COMPLEX STRUCTURES ON LIE ALGEBROIDS 117

and for a ∈ Γ(A) derivations La of Γ(TM ⊕A∗) and of Γ(A⊕ T ∗M) over ρ(a) by
setting for (X,α) ∈ Γ(TM ⊕A∗) and (a′, θ) ∈ Γ(A⊕ T ∗M)

Ω(X,α)a := ∆(X,α)(a, 0)−
(
0,d〈α, a〉

)
, (4.41)

La(X,α) :=
(
[ρ(a), X],Laα

)
, (4.42)

La(a′, θ) :=
(
[a, a′],Lρ(a)θ

)
. (4.43)

This allows to define the two basic connections associated to a Dorfman
connection as given in [36].

Definition 4.3.2. Given a Lie algebroid A → M with anchor ρ and a skew-
symmetric Dorfman connection as in (4.39) the basic connections associated
to ∆ are maps

∇bas : Γ(A)× Γ(TM ⊕A∗)→ Γ(TM ⊕A∗) , (4.44)
∇bas : Γ(A)× Γ(A⊕ T ∗M)→ Γ(A⊕ T ∗M) . (4.45)

They are defined for a ∈ Γ(A), (X,α) ∈ Γ(TM ⊕A∗) and (a′, θ) ∈ Γ(A⊕ T ∗M) by

∇bas
a (X,α) := (ρ, ρt)

(
Ω(X,α)a

)
+ La(X,α) , (4.46)

∇bas
a (a′, θ) := Ω(ρ,ρt)(a′,θ)a+ La(a′, θ) . (4.47)

The following result is also due to Madeleine Jotz Lean. Since the straight
forward computational proof is left to the reader in [36], we decided to write it
down here again for the convenience of the reader.

Proposition 4.3.3. The two basic connections defined in Definition 4.3.2 are
ordinary linear connections and are dual to each other, that is for a ∈ Γ(A),
ν ∈ Γ(TM ⊕A∗) and τ ∈ Γ(A∗ ⊕ TM) we have

〈∇bas
a τ, ν〉 = ρ(a)

(
〈τ, ν〉

)
− 〈κ,∇bas

a ν〉 . (4.48)

Furthermore, they are compatible with the vector bundle morphism (ρ, ρt) in the
following sense:

∇bas
a (ρ, ρt)(a′, θ) = (ρ, ρt)∇bas

a (a′, θ) . (4.49)

Proof. Let a ∈ Γ(A), (X,α) ∈ Γ(TM ⊕ A∗), (a′, θ) ∈ Γ(A ⊕ T ∗M) be arbitrary
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sections and f ∈ C∞(M) be an arbitrary smooth function. Then we compute

Ωf(X,α)a = ∆f(X,α)(a, 0)− (0,d〈fα, a〉)
= f∆(X,α)(a, 0) + 〈α, a〉(0,df)− 〈α, a〉(0,df)− f(0,d〈α, a〉)
= fΩ(X,α)a .

Ω(X,α)fa = ∆(X,α)(fa, 0)− (0,d〈α, fa〉)
= f∆(X,α)(a, 0) +X(f)(a, 0)− 〈α, a〉(0,df)− f(0,d〈α, a〉)
= fΩ(X,α)a+

(
X(f)a,−〈α, a〉df) .

That both La are derivations over ρ(a) follows directly from the Leibniz identity
for the bracket in A and TM and the fact that the standard Lie derivatives are
derivations over ρ(a) and X, respectively.

La
(
f(X,α)

)
=
(
[ρ(a), fX],Lafα

)
= f

(
[ρ(a), X],Laα

)
+ ρ(a)(f)(X,α)

= fLa(X,α) + ρ(a)(f)(X,α) ,
La
(
f(a′, θ)

)
=
(
[a, fa′],Lρ(a)fθ

)
= f

(
[a, a′],Lρ(a)θ

)
+ ρ(a)(f)(a′, θ)

= fLa(a′, θ) + ρ(a)(f)(a′, θ) ,
Lfa(X,α) =

(
[ρ(fa), X],Lfaα

)
= f

(
[ρ(a), X],Laα

)
+
(
−X(f)ρ(a), 〈α, a〉ρtdf

)
= fLa(X,α) +

(
−X(f)ρ(a), 〈α, a〉ρtdf

)
,

Lfa(a′, θ) =
(
[fa, a′],Lρ(fa)θ

)
= f

(
[a, a′],Lρ(a)θ

)
+
(
−ρ(a′)(f)a, 〈θ, ρ(a)〉df

)
= fLa(a′, θ) +

(
−ρ(a′)(f)a, 〈θ, ρ(a)〉df

)
.

Using all these properties, we can show that ∇bas defines ordinary linear connec-
tions.

∇bas
fa (X,α) = (ρ, ρt)

(
Ω(X,α)fa

)
+ Lfa(X,α)

= (ρ, ρt)f
(
Ω(X,α)a+

(
X(f)a,−〈α, a〉df)

)
+ fLa(X,α) +

(
−X(f)ρ(a), 〈α, a〉ρtdf

)
= f∇bas

a (X,α) ,
∇bas
a f(X,α) = (ρ, ρt)

(
Ωf(X,α)a

)
+ La

(
f(X,α)

)
= (ρ, ρt)

(
fΩ(X,α)a

)
+ fLa(X,α) + ρ(a)(f)(X,α)

= f∇bas
a (X,α) + ρ(a)(f)(X,α) ,
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∇bas
fa (a′, θ) = Ω(ρ,ρt)(a′,θ)fa+ Lfa(a′, θ)

= fΩ(ρ,ρt)(a′,θ)a+
(
ρ(a′)(f)a,−〈ρtθ, a〉df)

+ fLa(a′, θ) +
(
−ρ(a′)(f)a, 〈θ, ρ(a)〉df

)
= f∇bas

a (a′, θ) ,
∇bas
a f(a′, θ) = Ω(ρ,ρt)f(a′,θ)a+ La

(
f(a′, θ)

)
= fΩ(ρ,ρt)(a′,θ)a+ fLa(a′, θ) + ρ(a)(f)(a′, θ)
= f∇bas

a f(a′, θ) + ρ(a)(f)(a′, θ) .

To check that the two basic connections are in duality with each other we compute〈
∇bas
a (X,α), (a′, θ)

〉
+
〈

(X,α),∇bas
a (a′θ)

〉
=
〈

(ρ, ρt)
(
Ω(X,α)a

)
+ La(X,α), (a′, θ)

〉
+
〈

(X,α),Ω(ρ,ρt)(a′,θ)a+ La(a′, θ)
〉

=
〈

(ρ, ρt)
(
∆(X,α)(a, 0)−

(
0,d〈α, a〉

))
+
(
[ρ(a), X],Laα

)
, (a′, θ)

〉
+
〈

(X,α),∆(ρ,ρt)(a′,θ)(a, 0)−
(
0,d〈ρtθ, a〉

)
+
(
[a, a′],Lρ(a)θ

)〉
=
〈
−
q
(X,α), (ρ, ρt)(a′, θ)

y
∆, (a, 0)

〉
+X〈a, ρtθ〉

−
〈
ρtd〈α, a〉, a′

〉
+ 〈[ρ(a), X], θ〉+ 〈Laα, a′〉

+
〈
−
q
(ρ, ρt)(a′, θ), (X,α)

y
∆, (a, 0)

〉
+ ρ(a′)〈a, α〉

−
〈
d〈ρtθ, a〉, X

〉
+ 〈X,Lρ(a)θ〉+ 〈α, [a, a′]〉

= ρ(a)〈X, θ〉+ ρ(a)〈α, a′〉
= ρ(a)

〈
(X,α), (a′, θ)

〉
.

For the compatibility with (ρ, ρt) we finally compute

∇bas
a (ρ, ρt)(a′, θ)− (ρ, ρt)∇bas

a (a′, θ)
= (ρ, ρt)Ω(ρ,ρt)(a′,θ)a+ La(ρ, ρt)(a′, θ)− (ρ, ρt)Ω(ρ,ρt)(a′,θ)a− (ρ, ρt)La(a′, θ)

=
(
[ρ(a), ρ(a′)],Laρtθ

)
−
(
ρ([a, a′]), ρtLρ(a)θ

)
= 0 ,

where the last equality follows from the fact that ρ([a, a′]) = [ρ(a), ρ(a′)] and the
observation that for any a′′ ∈ Γ(A)〈

Laρtθ − ρtLρ(a)θ, a
′′〉 = −

〈
ρtθ, [a, a′′]

〉
+ ρ(a)

〈
ρtθ, a′′

〉
+
〈
[ρ(a), ρ(a′′)]), θ

〉
− ρ(a)

〈
θ, ρ(a′′)

〉
= 0 .

This completes the proof.
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Also in [36] Madeleine Jotz Lean defined the basic curvature associated to a
Dorfman connection ∆.

Definition 4.3.4. Given a Dorfman connection as in (4.39) the basic curvature

Rbas
∆ : Γ(A)× Γ(A)× Γ(TM ⊕A∗)→ Γ(A⊕ T ∗M) (4.50)

associated to ∆ is defined for given a1, a2 ∈ Γ(A) and ν ∈ Γ(TM ⊕A∗) by

Rbas
∆ (a1, a2)ν :=− Ων [a1, a2] + La1

(
Ωνa2

)
− La2

(
Ωνa1

)
+ Ω∇bas

a2 ν
a1 − Ω∇bas

a1 ν
a2 .

(4.51)

The proof of the following statement is also left to the reader in [36], so we will
repeat the straight forward computation here.

Proposition 4.3.5. The basic curvature is tensorial and skew-symmetric in a1

and a2, in other words Rbas
∆ ∈ Ω2(A,Hom(TM ⊕ A∗, A ⊕ T ∗M)

)
. The basic

curvature encodes the curvature forms of the basic connections in the sense that
R∇bas = Rbas

∆ ◦ (ρ, ρt) and R∇bas = (ρ, ρt) ◦Rbas
∆ .

Proof. Skew-symmetry is immediate as the Lie bracket is skew-symmetric. To show
that Rbas

∆ is tensorial we compute for a1, a2 ∈ Γ(A), ν = (X,α) ∈ Γ(TM ⊕ A∗)
and f ∈ C∞(M) using the properties computed in the proof of Proposition 4.3.3
the following:

Rbas
∆ (fa1, a2)ν = −Ων [fa1, a2] + Lfa1

(
Ωνa2

)
− La2

(
Ωνfa1

)
+ Ω∇bas

a2 ν
fa1 − Ω∇bas

fa1
ν
a2

= −fΩν [a1, a2]−
(
X(f)[a1, a2],−〈α, [a1, a2]〉df

)
+ ρ(a2)(f)Ωνa1 +

(
X
(
ρ(a2)(f)

)
a1,−〈α, a1〉d

(
ρ(a2)f

))
+ fLa1Ωνa2 +

(
−ρ
(
prA Ωνa2

)
(f)a1, 〈prTM Ωνa2, ρ(a1)〉df

)
− fLa2Ωνa1 − ρ(a2)(f)Ωνa1 − La2

(
X(f)a1,−〈α, a1〉df

)
+ fΩ∇bas

a2 ν
a1 +

(
prTM

(
∇bas
a2 ν

)
(f)a1,−

〈
prA∗

(
∇bas
a2 ν

)
, a1
〉
df
)

− fΩ∇bas
a1 ν

a2
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= fRbas
∆ (a1, a2)(ν)

+
(
[X, ρ(a2)](f)a1, 〈α, [a1, a2]〉df

)
+
(
ρ
(
prA Ωνa2

)
(f)a1, 0

)
+
(
0,
〈
prT ∗M Ωνa2, ρ(a1)

〉)
+
(
prTM

(
(ρ, ρt)Ωνa2

)
(f)a1 + prTM

(
La2ν

)
(f)a1, 0

)
−
(
0,
〈

prA∗
(
(ρ, ρt)Ωνa2 + La2ν

)
, a1
〉
df
)

= fRbas
∆ (a1, a2)(ν) ,

where we made use of the facts that prTM ◦(ρ, ρt) = ρ ◦ prA and prA∗ ◦(ρ, ρt) =
ρ ◦ prT ∗M , of the property of the Lie derivative LY df = d(Y (f)) and of skew-
symmetry of the Lie bracket.

Finally we also compute

Rbas
∆ (a1, a2)fν = −Ωfν [a1, a2] + La1

(
Ωfνa2

)
− La2

(
Ωfνa1

)
+ Ω∇bas

a2 fν
a1 − Ω∇bas

a1 fν
a2

= −fΩν [a1, a2] + fLa1

(
Ωνa2

)
+ ρ(a1(f)Ωνa2

− La2

(
Ωfνa1

)
− ρ(a2)(f)Ωνa1

+ fΩ∇bas
a2 ν

a1 + ρ(a2)(f)Ωνa1 − fΩ∇bas
a1 ν

a2 − ρ(a1(f)Ωνa2

= fRbas
∆ (a1, a2)(ν)

The computations for the equalities R∇bas = Rbas
∆ ◦(ρ, ρt) and R∇bas = (ρ, ρt)◦Rbas

∆
can be found in [36].

Recall from Example 2.2.11 that the generalised tangent bundle TA = TA⊕T ∗A
over a Lie algebroid A has itself a Lie algebroid structure over TM ⊕A∗. In [36]
Madeleine Jotz Lean proved furthermore the following description of this Lie
algebroid structure in terms of core sections and linear sections.

Theorem 4.3.6. Let A→M be a Lie algebroid A→M with anchor ρ and ∆ a
skew-symmetric Dorfman connection as in (4.39). Write Θ for the anchor of the
Lie algebroid TA. Then we have for any a, a1, a2 ∈ Γ(A) and τ, τ1, τ2 ∈ Γ(A⊕T ∗M)
the following properties

1. [σ∆
A (a1), σ∆

A (a2)] = σ∆
A

(
[a1, a2]

)
−Rbas

∆ (a1, a2)
∼

,

2. [σ∆
A (a), τ †] =

(
∇bas
a τ

)† ,
3. [τ †1 , τ

†
2 ] = 0 ,
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4. Θ
(
σ∆
A (a)

)
= ∇̂bas

a ∈ X`(TM ⊕A∗) ,

5. Θ
(
τ †
)

=
(
(ρ, ρt)τ

)↑ ∈ Xc(TM ⊕A∗) .

Equivalently, the map (ρ, ρt) : A⊕ T ∗M → TM ⊕A∗, the basic connections ∇bas

and the basic curvature Rbas
∆ define the 2-term representation up to homotopy

corresponding to the VB-algebroid structure on TA ⊕ T ∗A in the decomposition
corresponding to ∆. For a description of this correspondence in general see [28, 19],
we also recall it in Section 2.2.3.

4.3.1 Anchor preservation

Let us now consider a Lie algebroid A → M and a linear generalised complex
structure J on A. We will describe in the following the compatibility of J with
the Lie algebroid structure, in other words we will give conditions for A to be a
generalised complex Lie algebroid as in the following definition.

Definition 4.3.7. A generalised complex Lie algebroid is a Lie algebroid
A→M equipped with a linear generalised complex structure J : TA→ TA which
is additionally a Lie algebroid morphism over the side morphism j : TM ⊕A∗ →
TM ⊕A∗.

As shown before, any skew-symmetric Dorfman connection then gives rise to
Φ ∈ Γ

(
(TM ⊕A∗)∗ ⊗A∗ ⊗ (A⊕ T ∗M)

)
by

J (σ∆
TM⊕A∗(ν))− σ∆

TM⊕A∗(jν) = Φ(ν)
∼

. (4.52)

Equation (4.52) describes the compatibility of the morphism J with the lift
σ∆ : Γ(TM ⊕ A∗) → Γ`A(TA). To give conditions on the compatibility with the
Lie structure we will need the analogue for the lift of sections of A instead.

Lemma 4.3.8. Let Φ be defined by (4.52) and identify (TM⊕A∗)⊗A∗⊗(A⊕T ∗M)
with Hom

(
A,Hom(TM ⊕ A∗, A ⊕ T ∗M)

)
. Then we obtain for the lift σ∆(a) ∈

Γ`TM⊕A∗(TA) of a section a ∈ Γ(A) the following equation.

J (σ∆(a)) = σ∆(a) ◦ j + Φ(a) ◦ j−1
∼

◦ j . (4.53)

Furthermore, on core sections in TA→ TM ⊕ A∗ we have J (τ †) = (jC ◦ τ)† ◦ j
for all τ ∈ Γ(A⊕ T ∗M) and on core-linear sections we obtain J (ϕ∼) = jC ◦ ϕ

∼
◦ j

for all ϕ ∈ Γ(Hom(TM ⊕A∗, A⊕ T ∗M)).

Proof. Since the linear splitting Σ corresponding to the horizontal lift is a double
vector bundle homomorphism, this shows immediately that

J
(
σ∆(ν)(a(m))

)
= J

(
Σ(ν(m), a(m))

)
= J

(
σ∆(a)(ν(m))

)
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for any a ∈ Γ(A) and ν ∈ Γ(TM ⊕ A∗). Furthermore, by definition of core-
linear sections we have Φ(ν)

∼
(am) = 0TAam +TM⊕A∗ Φ(ν(m))(am) and Φ(a)

∼
(νm) =

0TAνm +A Φ(νm)(a(m)) where we view the core A⊕ T ∗M as subset of TA. Using the
interchange law in the double vector bundle TA we then see that σ∆(jν)(am) +A

Φ(ν)
∼

(am) = σ∆(a)(jνm) +TM⊕A∗ Φ(a) ◦ j−1
∼

(jνm).

The equality J (τ †) = (jC ◦ τ)† ◦ j for all τ ∈ Γ(A ⊕ T ∗M) follows directly
from the definition of the core morphism jC . The equality J (ϕ∼) = jC ◦ ϕ

∼
◦ j

for all ϕ ∈ Γ(Hom(TM ⊕ A∗, A ⊕ T ∗M)) follows from an argument completely
analogous to the proof of Lemma 4.1.6 using local basis sections. This completes
the proof.

In particular, for a Dorfman connection ∆ adapted to J we have J (σ∆
A (a)) ◦

j−1 = σ∆
A (a) and J (τ †) ◦ j−1 = (jC ◦ τ)†. From now on we will work again with an

adapted Dorfman connection. The corresponding results in the case of a general
connection with Φ not vanishing are described in the appendix in section A.2.

Let us denote the anchor of the Lie algebroid TA→ TM ⊕A∗ again by

Θ: TA→ T (TM ⊕A∗) .

Proposition 4.3.9. A linear generalised complex structure J on a Lie algebroid
A → M preserves the anchor of TA if and only if for all a ∈ Γ(A) and for any
adapted Dorfman connection ∆ we have

1.
(
j ◦ (ρ, ρt)

)t = −j ◦ (ρ, ρt) ,

2. ∇bas
a ◦ j = j ◦ ∇bas

a .

Proof. The anchor preservation condition for J over j is the following (see [51]):

Θ ◦ J = Tj ◦Θ .

We compute firstly for a core section τ † using Theorem 4.3.6:

Tj
(
Θ(τ †)(νm)

)
= Tj

((
(ρ, ρt)τ

)↑(νm)
)

= Tj
( d
dt

∣∣∣∣
t=0

(
νm + t(ρ, ρt)τ(m)

))
= d

dt

∣∣∣∣
t=0

(
jνm + tj((ρ, ρt)τ(m))

)
=
(
j(ρ, ρt)τ

)↑(jνm)

On the other hand we get with Lemma 4.3.8:

Θ
(
J (τ †(νm))

)
= Θ

(
(jCτ)†(jνm)

)
= ((ρ, ρt)jCτ)↑(jνm)
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Thus the anchor is preserved for every core section if and only if

(ρ, ρt) ◦ jC = j ◦ (ρ, ρt) . (4.54)

According to Proposition 4.1.10 we have jt = −jC and thus (4.54) is equivalent to(
j ◦ (ρ, ρt)

)t = −j ◦ (ρ, ρt).

Now we consider a horizontal lift σ∆
A (a) and make use of Theorem 4.3.6 and of

Lemma 4.3.8 to obtain the following:

Θ ◦ J
(
σ∆
A (a)(νm)

)
= Θ

(
σ∆
A (a)(jνm)

)
= ∇bas

a

∧

(jνm) , (4.55)

and on the other hand:

Tj ◦Θ(σ∆
A (a)(νm)) = Tj

(
∇bas
a

∧

(νm)
)

= j ◦ ∇bas
a ◦ j−1
∧

(jνm) .

The anchor preservation condition for horizontal lifts is therefore

∇bas
a ◦ j = j ◦ ∇bas

a , (4.56)

for all a ∈ Γ(A).

4.3.2 Bracket preservation

In this section we will give conditions, when the generalised complex structure J
is compatible with the Lie bracket of TA→ TM ⊕A∗. We will compute again the
conditions for core sections and linear sections separately.

Proposition 4.3.10. Let J be a linear generalised complex structure on a Lie
algebroid A and ∆ be a Dorfman connection adapted to J . Then J is compatible
with the Lie bracket of TA→ TM ⊕A∗ if and only if for all sections a, b ∈ Γ(A)

1. ∇bas
a ◦ j = j ◦ ∇bas

a ,

2. jC ◦Rbas
∆ (a, b) = Rbas

∆ (a, b) ◦ j .

Proof. Since J and therefore j are invertible, every section can be pushed forward
via J . The bracket is then preserved under J if for all sections ζ, ξ ∈ ΓTM⊕A∗(TA)
we have the property (see for example [51] and [16])[

J ◦ ζ ◦ j−1,J ◦ ξ ◦ j−1] = J ◦ [ζ, ξ] ◦ j−1 . (4.57)

Since the bracket of two core sections τ †1 and τ †2 always vanishes and J ◦τ †◦j−1 =
(jC ◦ τ)† according to Lemma 4.3.8 this condition is immediately satisfied on core
sections.
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For the bracket of a lift with a core section we obtain on one hand again making
use of Lemma 4.3.8 and Theorem 4.3.6[

J ◦ σ∆
A (a) ◦ j−1, (jCτ)†

]
=
[
σ∆
A (a), (jCτ)†

]
=
(
∇bas
a (jCτ)

)†
.

On the other hand we have

J ◦ [σ∆
A (a), τ †] ◦ j−1 = (jC∇bas

a τ)†

and thus we obtain the condition

∇bas
a ◦ jC = jC ◦ ∇bas

a . (4.58)

As the Dorfman connection was chosen to be skew-symmetric, the two basic
connections have to be dual to each other according to Proposition 4.3.3. Thus

〈∇bas
a jν − j∇bas

a ν, τ〉 = −〈jν,∇bas
a τ〉+ ρ(a)〈jν, τ〉

− 〈ν,∇bas
a jCτ〉+ ρ(a)〈ν, jCτ〉

= −〈ν,∇bas
a jCτ − jC∇bas

a τ〉 ,

and hence equation (4.58) for a linear generalised complex structure is equivalent
to (4.56), ∇bas

a ◦ j = j ◦ ∇bas
a for all a ∈ Γ(A).

For the bracket of two lifts we get on one hand the following:[
J ◦ σ∆

A (a) ◦ j−1,J ◦ σ∆
A (b) ◦ j−1

]
=
[
σ∆
A (a), σ∆

A (b)
]

= σ∆
A ([a, b])−Rbas

∆ (a, b)
∼

.

On the other hand we compute with Lemma 4.3.8

J ◦ [σ∆
A (a), σ∆

A (b)] ◦ j−1 = σ∆
A ([a, b])− jC ◦Rbas

∆ (a, b) ◦ j−1
∼

.

This gives the last condition for J to be a Lie algebroid morphism:

jC ◦Rbas
∆ (a, b) = Rbas

∆ (a, b) ◦ j . (4.59)

Summarising we obtain the following Theorem:

Theorem 4.3.11. A linear generalised complex structure J on A defines a gen-
eralised complex Lie algebroid if and only if for any adapted Dorfman connection
∆ we have for any a, b ∈ Γ(A)

1. (ρ, ρt) ◦ jC = j ◦ (ρ, ρt) ,
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2. ∇bas
a ◦ j = j ◦ ∇bas

a ,

3. jC ◦Rbas
∆ (a, b) = Rbas

∆ (a, b) ◦ j .

This is equivalent to the statement that (jC , j, 0) is the automorphism of 2-term
representations up to homotopy of

(
(ρ, ρt),∇bas,∇bas, Rbas

∆
)
corresponding to the

VB-algebroid structure on TA⊕T ∗A in the linear splitting defined by the adapted
Dorfman connection ∆. For this correspondence see also [19, 36] and here recalled
in Theorem 4.3.6 and Section 2.2.3.

Together with Theorem 4.1.19 this immediately gives the following characteri-
sation of generalised complex Lie algebroids.

Corollary 4.3.12. Let A be a Lie algebroid over M with anchor ρ. A linear
generalised complex structure on A compatible with the Lie algebroid structure in the
sense of Definition 4.3.7 is equivalent to a vector bundle morphism j : TM ⊕A∗ →
TM ⊕ A∗ and a j-equivalence class [∆] of TM ⊕ A∗-Dorfman connections on
A⊕ T ∗M , such that the bracket A defined by (4.28) and the corresponding basic
connections and basic curvature satisfy for ν1, ν2 ∈ Γ(TM ⊕A∗) and a, b ∈ Γ(A)

1. j2 = − id ,

2. A(ν1, jν2) = jA(ν1, ν2) ,

3. (ρ, ρt) ◦ jC = j ◦ (ρ, ρt) ,

4. ∇bas
a ◦ j = j ◦ ∇bas

a ,

5. jC ◦Rbas
∆ (a, b) = Rbas

∆ (a, b) ◦ j .

4.4 Pair of transversal LA-Dirac structures

In Corollary 4.2.10 we showed that a linear generalised complex structure on a
vector bundle is equivalent to a pair of transversal complex VB-Dirac structures
D± in the complexified generalised tangent bundle. Given now a Lie algebroid A we
obtained additional compatibility conditions of the generalised complex structure
with the Lie algebroid structure described in Theorem 4.3.11. We will now show
that these conditions are equivalent to D± defining LA-Dirac structures. For this
we need a description of the Lie algebroid structure on TCA→ TCM ⊕A∗C in terms
of a complex Dorfman connection

∆: Γ(TCM ⊕A∗C)× Γ(AC ⊕ T ∗CM)→ Γ(AC ⊕ T ∗CM) . (4.60)
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This is completely analogously to the real case covered in [36] and [38]. It is note-
worthy that since in the double vector bundle TCA the side A is not complexified,
we also have to extend the basic connections and basic curvatures only complex
linearly in the other argument. We write down the complex version of Definition
4.3.1 and of Definition 4.3.2:

Definition 4.4.1. Given a Lie algebroid A → M with anchor ρ and a skew-
symmetric complex Dorfman connection ∆ as in (4.60) we set for a ∈ Γ(A) and
(X,α) ∈ Γ(TCM ⊕A∗C):

ΩC : Γ(TCM ⊕A∗C)× Γ(A)→ Γ(AC ⊕ T ∗CM) , (4.61)
ΩC

(X,α)a := ∆(X,α)(a, 0)−
(
0,dC〈α, a〉C

)
. (4.62)

We denote by LCa the complexifications of the La and define the complex basic
connections by the following equations, where now (a′, θ) ∈ Γ(AC ⊕ T ∗CM):

∇bas
a (X,α) := (ρ, ρt)C

(
ΩC

(X,α)a
)

+ LCa (X,α) , (4.63)

∇bas
a (a′, θ) := ΩC

(ρ,ρt)C(a′,θ)a+ LCa (a′, θ) . (4.64)

The complex basic curvature is given by the same formula as in the real case,
that is for a, b ∈ Γ(A) and ν ∈ Γ(TCM ⊕A∗C)

Rbas
∆ (a, b)ν := −ΩC

ν [a, b] + LCa
(
ΩC
ν b
)
− LCb

(
ΩC
ν a
)

+ ΩC
∇bas
b

ν
a− ΩC

∇bas
a ν

b . (4.65)

If ∆ is the complexification of a real Dorfman connection, then the basic
connections and the basic curvature defined by ∆ are the complexifications of the
corresponding maps defined by the real Dorfman connection. It is easy to see that
the complex version of Proposition 4.3.3 also holds.

In [38] the following statement is proved.

Proposition 4.4.2. A VB-Dirac structure D ⊆ TA with side U ⊆ TM ⊕A∗ and
core K ⊆ A⊕ T ∗M is additionally a Lie subalgebroid of TA→ TM ⊕ A∗ if and
only for an adapted Dorfman connection ∆ as in (4.39) the following conditions
are satisfied for all a, b ∈ Γ(A), u ∈ Γ(U):

1. (ρ, ρt)(K) ⊆ U ,

2. ∇bas
a u ∈ Γ(U),

3. Rbas
∆ (a, b)u ∈ Γ(K).

Equivalently, the the 2-term representation up to homotopy of A on (A⊕T ∗M)[0]⊕
(TM ⊕ A∗)[1] describing the VB-algebroid structure of TA in the splitting cor-
responding to ∆ restricts to a 2-term representation up to homotopy of A on
K[0] ⊕ U[1].
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Since according to Proposition 2.5.10 the complexified generalised tangent
bundle TCA carries a Lie algebroid structure over TCM ⊕ A∗C which is defined
componentwise, the completely analogous statement to Proposition 4.4.2 holds for
complex Dorfman connections and TCA:

Corollary 4.4.3. A complex VB-Dirac structure D ⊆ TCA with side U ⊆ TCM ⊕
A∗C and core K ⊆ AC ⊕ T ∗CM is additionally a Lie subalgebroid of TCA→ TCM ⊕
A∗C if and only for an adapted complex (TCM ⊕ A∗C)-Dorfman connection ∆ on
AC ⊕ T ∗CM the following conditions are satisfied for all a, b ∈ Γ(A), u ∈ Γ(U):

1. (ρ, ρt)C(K) ⊆ U ,

2. ∇bas
a u ∈ Γ(U),

3. Rbas
∆ (a, b)u ∈ Γ(K).

Note that here ∇bas and Rbas
∆ denote the complex basic connections and complex

basic curvatures as defined in Definition 4.4.1

With this description of complex LA-Dirac structures, Theorem 4.3.11 and
Corollary 4.2.10 we can easily prove the following description of generalised complex
Lie algebroids.

Corollary 4.4.4. A generalised complex structure on a Lie algebroid is equivalent
to a pair of transverse, complex LA-Dirac structures in TCA.

Proof. According to Corollary 4.2.10 a linear generalised complex structure J on
A is equivalent to a pair of transversal, complex VB-Dirac structures D±. We
choose a Dorfman connection adapted to J as in Proposition 4.1.15. Then the
complexification of ∆ is adapted to D+ and to D− simultaneously. According to
Theorem 4.3.11 J is a Lie algebroid morphism if and only if

1. (ρ, ρt) ◦ jC = j ◦ (ρ, ρt) ,

2. ∇bas
a ◦ j = j ◦ ∇bas

a ,

3. jC ◦Rbas
∆ (a, b) = Rbas

∆ (a, b) ◦ j .

The first condition is equivalent to (ρ, ρt)(K±) ⊆ U±, the second condition is
equivalent to ∇bas

a u± ∈ Γ(U±) for any a ∈ Γ(A) and u± ∈ Γ(U±) and the
third condition is equivalent to Rbas

∆ (a, b)(u±) ∈ Γ(K±) for all a, b ∈ Γ(A) and
u± ∈ Γ(U±). According to Corollary 4.4.3 these conditions are equivalent to D±
being complex LA-Dirac structures.
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4.5 The degenerate Courant algebroid A⊕ T ∗M

Let in this section A→M be a generalised complex Lie algebroid with generalised
complex structure J . We recall here the structure of a degenerate Courant
algebroid on A⊕ T ∗M described by Madeleine Jotz Lean in [38]. Then we show
that the core morphism jC of J is a degenerate generalised complex structure in
this degenerate Courant algebroid.

The anchor of the degenerate Courant algebroid structure on A ⊕ T ∗M is
defined to be ρ ◦ prA : A⊕ T ∗M . Given sections a, b ∈ Γ(A) and θ, η ∈ Γ(T ∗M),
there is a bilinear pairing on A⊕ T ∗M defined by

〈
(a, θ), (b, η)

〉
d

:= 〈ρ(a), η〉+ 〈ρ(b), θ〉 , (4.66)

and a bracket on Γ(A⊕ T ∗M) by setting

q
(a, θ), (b, η)

y
d

=
(
[a, b],Lρ(a)η − iρ(b)dθ

)
. (4.67)

This anchor, bracket and pairing satisfy all properties of a Courant algebroid as in
Definition 2.3.1 except for the non-degeneracy of the pairing. This will be called
the degenerate Courant algebroid A ⊕ T ∗M . The bracket can be described in
terms of a Dorfman connection and the corresponding basic connection as follows.

Lemma 4.5.1. Let ∆ be any skew-symmetric Dorfman connection as in (4.39).
Then the bracket in the degenerate Courant algebroid A⊕T ∗M as defined by (4.67)
is given for two sections τ1, τ2 ∈ Γ(A⊕ T ∗M) by

Jτ1, τ2Kd = ∆(ρ,ρt)τ1τ2 −∇bas
prA τ2τ1 . (4.68)

Proof. First we compute

∇bas
b (a, θ) = Ω(ρ,ρt)(a,θ)b+ Lb(a, θ)

= ∆(ρ,ρt)(a,θ)(b, 0)− (0,d〈ρtθ, b〉) + ([b, a],Lρ(b)θ) ,

and

〈∆(ρa,ρtθ)(0, η), (X,α)〉 = ρ(a)〈η,X〉 −
〈
(0, η), J(ρa, ρtθ), (X,α)K∆

〉
= ρ(a)〈η,X〉 −

〈
η, [ρa,X]

〉
=
〈
Lρ(a)η,X

〉
.
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Thus we obtain

∆(ρ,ρt)(a,θ)(b, η)−∇bas
b (a, θ) =

(
[a, b],−Lρbθ

)
+ ∆(ρa,ρtθ)(0, η) +

(
0,d〈ρtθ, b〉

)
=
(
[a, b],Lρaη − Lρbθ + d〈ρtθ, b〉

)
=
(
[a, b],Lρaη − Lρbθ + diρbθ

)
=
(
[a, b],Lρaη − iρbdθ

)
= J(a, θ), (b, η)Kd .

This completes the proof.

Now consider a generalised complex Lie algebroid structure J on A. This
induces the core morphism jC on A⊕T ∗M . It follows from the previously obtained
conditions that this defines a generalised complex structure with respect to the
degenerate Courant algebroid structure defined above.

Proposition 4.5.2. The core morphism jC : A⊕T ∗M → A⊕T ∗M of J satisfies
j2
C = − id, is orthogonal with respect to 〈·, ·〉d and the Nijenhuis torsion of jC with
respect to J·, ·Kd vanishes. We call this a degenerate generalised complex structure
in the degenerate Courant algebroid A⊕ T ∗M .

Proof. Since J is a linear generalised complex structure we have j2
C = − id

according to Proposition 4.1.10. It remains to be checked that jC respects the
pairing and that the Nijenhuis tensor of jC vanishes. For the pairing we compute

〈jCτ1, jCτ2〉d = 〈(ρ, ρt)jCτ1, jCτ2〉

= 〈j(ρ, ρt)τ1, jCτ2〉

= 〈(ρ, ρt)τ1, τ2〉

= 〈τ1, τ2〉d ,

where we have used j = −jtC according to Proposition 4.1.10 and j ◦ (ρ, ρt) =
(ρ, ρt)◦jC according to Theorem 4.3.11. Hence jC is indeed orthogonal with respect
to the degenerate pairing.

Now we fix a Dorfman connection ∆ that is adapted to J . Recall that Theorem
4.3.11 shows the equality ∇bas

a ◦ jC = jC ◦ ∇bas
a (4.58). Now we use Lemma 4.5.1
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to compute the Nijenhuis torsion of jC .

NjC ,J·,·Kd(τ1, τ2) = Jτ1, τ2Kd − JjCτ1, jCτ2Kd + jC
(JjCτ1, τ2Kd + Jτ1, jCτ2Kd)

= ∆(ρ,ρt)τ1τ2 −∇bas
prA τ2τ1

−∆(ρ,ρt)jCτ1jCτ2 +∇bas
prA jCτ2jCτ1

+ jC∆(ρ,ρt)jCτ1τ2 − jC∇bas
prA τ2jCτ1

+ jC∆(ρ,ρt)τ1jCτ2 − jC∇bas
prA jcτ2τ1

= ∆(ρ,ρt)τ1τ2 −∆(ρ,ρt)jCτ1jCτ2

+ jC∆(ρ,ρt)jCτ1τ2 + jC∆(ρ,ρt)τ1jCτ2 ,

which vanishes for any linear generalised complex structure according to (4.23) with
ν = (ρ, ρt)τ1 and τ = τ2. Thus jC is a degenerate generalised complex structure in
the degenerate Courant algebroid A⊕ T ∗M .

4.6 The complex A-Manin pair

In [38] Jotz Lean defined A-Manin pairs for a given Lie algebroid A over M and
constructed an equivalence between A-Manin pairs and Dirac bialgebroids over
A. In this section we consider complex Courant algebroids and complex Dirac
structures (see Section 2.5) and will obtain the definition of a complex A-Manin
pair completely analogously to the definition over the real numbers in [38].

Let us from now on fix a generalised complex Lie algebroid A and denote the
generalised complex structure by J , the corresponding LA-Dirac structures by
D± ⊆ TCA with side bundles U± ⊆ TCM ⊕A∗C. Let ∆ be a Dorfman connection
adapted to the generalised complex structure as in 4.1.15 and denote by ∇bas

the corresponding basic connections defined in 4.3.2. We denote by ∆C the
complexification of ∆ as defined before in Example 2.5.7. The results of the
previous sections show that ∆C is adapted to both D+ and D−.

We furthermore denote here by∇bas,C the complexifications of∇bas with respect
to both the A-argument and the A⊕T ∗M -argument or TM⊕A∗-argument, respec-
tively. Note that these are not the same as the basic connections corresponding to
∆C as in Definition 4.4.1 since there the A-argument is not complexified. However,
in this section we will need the additional complexification in this direction.

We can now define a complex A-Manin pair as follows:

Definition 4.6.1. A complex A-Manin pair consists of a complex Courant
algebroid C over M , a complex Dirac structure U → M , with ι : U ↪→ TCM ⊕
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A∗C such that ρU = prTCM ◦ι and a morphism of (degenerate) complex Courant
algebroids Φ: AC ⊕ T ∗CM → C such that

Φ(AC ⊕ T ∗CM) + U = C

and 〈u,Φ(τ + iτ ′)〉C = 〈ι(u), τ + iτ ′〉 for all (u, τ + iτ ′) ∈ U ×M (AC ⊕ T ∗CM).

In [38] Jotz Lean showed that the Courant algebroid structure on C and the
morphism Φ can in fact be recovered from the Lie algebroid structures on A, U
and ι. All the arguments can be extended complex linearly to obtain the following
straightforward consequence.

Proposition 4.6.2. Let U± be the ±i-eigenbundles of the side morphism j of a
generalised complex structure. Define

C± := U± ⊕ (AC ⊕ T ∗CM)
graph

(
−(ρ, ρt)C|K± : K± → U±

) , (4.69)

and define an anchor map, a C-bilinear pairing and a bracket as follows. For
u, u1, u2 ∈ Γ(U±), τ, τ1, τ2 ∈ Γ(AC ⊕ T ∗CM) we define the anchor by

c±(u⊕ τ) := ρU±(u) + (ρA)C ◦ prAC τ , (4.70)

the pairing by

〈u1 ⊕ τ1, u2 ⊕ τ2〉C± := 〈u1, τ2〉+ 〈u2, τ1〉+ 〈τ1, (ρ, ρt)C(τ2)〉 , (4.71)

and the bracket by

Ju1 ⊕ τ1, u2 ⊕ τ2KC± :=
(
[u1, u2]U± +∇bas,C

prAC τ1
u2 −∇bas,C

prAC τ2
u1
)

⊕
(Jτ1, τ2Kd,C + ∆C

u1τ2 −∆C
u2τ1 +

(
0,dC〈τ1, u2〉

))
.

(4.72)

Then C± are both complex Courant algebroids and (C±, U±) together with ι : U± ↪→
TCM ⊕A∗C and Φ: AC⊕ T ∗CM → C the canonical inclusions are complex A-Manin
pairs.

4.6.1 The induced generalised complex structure

Now we will show that the generalised complex structure on A induces generalised
complex structures J± in the Courant algebroids C± defined by Proposition 4.6.2.

Proposition 4.6.3. Let u⊕ τ ∈ Γ(C±). Then

J±(u⊕ τ) := jCu⊕ jC,Cτ (4.73)

is well-defined and a generalised complex structure in C±.
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Proof. Given any element (−(ρ, ρt)Ck)⊕ k of graph
(
−(ρ, ρt)C|K±

)
we have

J±
(
(−(ρ, ρt)Ck)⊕ k

)
= (−jC ◦ (ρ, ρt)Ck)⊕±ik
= ±i

(
(−(ρ, ρt)Ck)⊕ k

)
,

which is again an element of graph
(
−(ρ, ρt)|K±

)
. Thus the map J± defined by

(4.73) is indeed well-defined on C±.

To show that J± is a generalised complex structure in C± we have to check
that it squares to − id, that it respects the pairing and that the Nijenhuis torsion
with respect to the bracket on C± vanishes.

First, it is clear that J2
± = −1 as J was a generalised complex structure and

thus j2 = −1 and j2
C = −1 by Proposition 4.1.10.

Second, J± also respects the pairing of C± as for u1 ⊕ τ1 and u2 ⊕ τ2 in Γ(C±)
we compute:

〈J±
(
u1 ⊕ τ1

)
, J±(u2 ⊕ τ2)〉C± = 〈jCu1, jC,Cτ2〉+ 〈jCu2, jC,Cτ1〉

+ 〈jC,Cτ1, (ρ, ρt)C ◦ jC,C(τ2)〉
= 〈u1, τ2〉+ 〈u2, τ1〉+ 〈τ1, (ρ, ρt)C(τ2)〉
= 〈u1 ⊕ τ1, u2 ⊕ τ2〉C± .

Here we used that j2 = −1, that jtC = −jC,C and that (ρ, ρt)C ◦ jC,C = jC ◦ (ρ, ρt)C,
which follows from Proposition 4.1.10 and Theorem 4.3.11.

The last condition remaining to be checked is that the Nijenhuis torsion of J±
with respect to the bracket on C± vanishes.

NJ±,J·,·KC±

(
u1 ⊕ τ1, u2 ⊕ τ2

)
=

q
u1 ⊕ τ1, u2 ⊕ τ2

y
C±

−
q
J±(u1 ⊕ τ1), J±(u2 ⊕ τ2)

y
C±

+ J±
q
J±(u1 ⊕ τ1), u2 ⊕ τ2

y
C±

+ J±
q
u1 ⊕ τ1, J±(u2 ⊕ τ2)

y
C±

.

We compute the U±-component and the (AC⊕ T ∗CM)-component of NJ±,J·,·KC±
independently, by writing the bracket as in (4.72). Note that there is no well-defined
projection from C± onto these factors, but the bracket and thus the Nijenhuis
torsion is well-defined, which allows us to choose the representative given by (4.72).
For the U±-component of this representative of NJ±,J·,·KC±

(
u1 ⊕ τ1, u2 ⊕ τ2

)
we
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obtain

[u1, u2]U± +∇bas,C
prAC τ1

u2 −∇bas,C
prAC τ2

u1

− [jCu1, jCu2]U± −∇
bas,C
prAC jC,Cτ1

jCu2 +∇bas,C
prAC jC,Cτ2

jCu1

+ jC
(
[jCu1, u2]U± +∇bas,C

prAC jC,Cτ1
u2 −∇bas,C

prAC τ2
jCu1

)
+ jC

(
[u1, jCu2]U± +∇bas,C

prAC τ1
jCu2 −∇bas,C

prAC jC,Cτ2
u1
)

= [u1, u2]U± +∇bas,C
prAC τ1

u2 −∇bas,C
prAC τ2

u1

− [±iu1,±iu2]U± ∓ i∇
bas,C
prAC jC,Cτ1

u2 ± i∇bas,C
prAC jC,Cτ2

u1

± i[±iu1, u2]U± + jC∇bas,C
prAC jC,Cτ1

u2 ∓ ijC∇bas,C
prAC τ2

u1

± i[u1,±iu2]U± ± ijC∇bas,C
prAC τ1

u2 − jC∇bas,C
prAC jC,Cτ2

u1

= ∇bas,C
prAC τ1

u2 −∇bas,C
prAC τ2

u1

∓ i∇bas,C
prAC jC,Cτ1

u2 ± i∇bas,C
prAC jC,Cτ2

u1

± i∇bas,C
prAC jC,Cτ1

u2 − (±i)2∇bas,C
prAC τ2

u1

+ (±i)2∇bas,C
prAC τ1

u2 ∓ i∇bas,C
prAC jC,Cτ2

u1

= 0 ,

where we used that jCuk = ±iuk for k = 1, 2, that the bracket on U± is C-bilinear
and that ∇bas,C preserves U±. The latter property follows directly from the equality
∇bas
a ◦ j = j ◦ ∇bas of Corollary 4.3.12 since U± are the ±i-eigenbundles of jC.

For theAC⊕T ∗CM -component of this representative ofNJ±,J·,·KC±

(
u1⊕τ1, u2⊕τ2

)
we compute

Jτ1, τ2Kd,C + ∆C
u1τ2 −∆C

u2τ1 +
(
0,dC〈τ1, u2〉

)
− JjC,Cτ1, jC,Cτ2Kd,C −∆C

jCu1jC,Cτ2 + ∆C
jCu2jC,Cτ1 −

(
0,dC〈jC,Cτ1, jCu2〉

)
+ jC,C

(JjC,Cτ1, τ2Kd,C + ∆C
jCu1τ2 −∆C

u2jC,Cτ1 +
(
0,dC〈jC,Cτ1, u2〉

))
+ jC,C

(Jτ1, jC,Cτ2Kd,C + ∆C
u1jC,Cτ2 −∆C

jCu2τ1 +
(
0,dC〈τ1, jCu2〉

))
= NjC,C,J·,·Kd,C(τ1, τ2)

+ ∆C
u1τ2 −∆C

u2τ1 ∓ i∆C
u1jC,Cτ2 ± i∆C

u2jC,Cτ1

± ijC,C∆C
u1τ2 − jC,C∆C

u2jC,Cτ1 + jC,C∆C
u1jC,Cτ2 ∓ ijC,C∆C

u2τ1

= ∆C
u1

(
τ2 ∓ ijC,Cτ2

)
± ijC,C∆C

u1

(
τ2 ∓ ijC,Cτ2

)
−∆C

u2

(
τ1 ∓ ijC,Cτ1

)
∓ ijC,C∆C

u2

(
τ1 ∓ ijC,Cτ1

)
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= ∆C
u1

(
τ2 ∓ ijC,Cτ2

)
+ (±i)2∆C

u1

(
τ2 ∓ ijC,Cτ2

)
−∆C

u2

(
τ1 ∓ ijC,Cτ1

)
− (±i)2∆C

u2

(
τ1 ∓ ijC,Cτ1

)
= 0 ,

where we used first that jCuk = ±iuk for k = 1, 2 and then the property that jC,C
is a degenerate generalised complex structure on the degenerate Courant algebroid
A ⊕ T ∗M according to Proposition 4.5.2 and thus the Nijenhuis torsion of the
complexification vanishes. Finally we used that τl ∓ ijC,Cτl for l = 1, 2 defines a
section of K±, the ±i-eigenbundle of jC,C, that ∆C

uk
preserves K± according to

Corollary 4.2.7 and hence we have jC,C∆C
uk
τl ∓ ijC,Cτl = ±i∆C

uk
τl ∓ ijC,Cτl.

Thus we have shown that the Nijenhuis torsion of J± vanishes and that J±
defines indeed a generalised complex structure in C±.

4.7 The Drinfeld double of the Lie bialgebroid (U±, K∓)

Let again A be a generalised complex Lie algebroid over M with generalised
complex structure J over side morphism j. Denote again by D±, U± and K±

the corresponding eigenbundles as before. In this section we show that the pair
(U±,K∓) forms a Lie bialgebroid. The Drinfeld double of this Lie bialgebroid is a
Courant algebroid and we will show that it is isomorphic to C±. First we need the
following identification of K∓ with the dual of U±.

Lemma 4.7.1. There are canonical isomorphisms U∗± ∼= K∓ and K∗± ∼= U∓.

Proof. We have U± ⊂ TCM ⊕ A∗C and furthermore a canonical isomorphism
U+ ⊕ U− ∼= TCM ⊕ A∗C where (u+, u−) is sent to u+ + u−. The inverse is given
by ν 7→

(1
2(ν − ijCν), 1

2(ν + ijCν)
)
. Analogously we have an identification of

AC ⊕ T ∗CM with K+ ⊕K−. Now we have K± = U◦±, according to Lemma 4.2.3.
This immediately gives the desired identification of K∓ with U∗± and of U∓ with
K∗∓.

Proposition 4.7.2. The restriction of the degenerate Courant algebroid structure
on AC ⊕ T ∗CM induces a complex Lie algebroid structure on K±.

Proof. The Courant algebroid structure on AC ⊕ T ∗CM is given by complexifying
the structure on A⊕ T ∗M defined in section 4.5. According to Proposition 4.5.2
the morphism jC is a generalised complex structure in A⊕ T ∗M . The vanishing
of the Nijenhuis tensor and C-linearity of the complexified bracket imply that the
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bracket restricts to the ±i-eigenbundle K± of jC,C since for k1, k2 ∈ Γ(K±) we
have

0 = jC,C
(
(NjC ,J·,·Kd)C(k1, k2)

)
= jC,CJk1, k2Kd,C − i2jC,CJk1, k2Kd,C ± 2ij2

C,CJk1, k2Kd,C
= 2jC,CJk1, k2Kd,C ∓ 2iJk1, k2Kd,C ,

and thus Jk1, k2Kd,C is again a section of K±. Since the pairing in A ⊕ T ∗M

was given by (4.66) and by Theorem 4.3.11 we have that (ρ, ρt)C sends K± to
U± = K◦± the pairing restricted to K± vanishes and thus the restricted bracket is
skew-symmetric and defines a Lie algebroid structure on K±.

Proposition 4.7.3. There is an isomorphism of vector bundles

F : U± ⊕K∓ → C±

(u, k) 7→ u⊕ k .
(4.74)

This equips U± ⊕K∓ with the structure of a Courant algebroid. Both U± ⊕ 0 and
0⊕K∓ are Dirac structures in this Courant algebroid and thus the pair (U±,K±)
is a complex Lie bialgebroid.

Proof. The inverse of F is given by

F−1 : C± → U± ⊕K∓

u⊕ τ 7→
(
u+ (ρ, ρt)C

(1
2(τ ∓ ijCτ)

)
,
1
2(τ ± ijCτ)

)
.

(4.75)

This inverse map F−1 is indeed well-defined on C± since for any k ∈ K± we have

F−1
(
−(ρ, ρt)Ck, k

)
=
(
−(ρ, ρt)Ck+1

2(ρ, ρt)C
(
(k∓i(±ik)), 1

2(k±i(±ik))
)

= (0, 0) .

It is easy to check that they are inverse to each other and are thus vector bundle
isomorphisms.

The Courant algebroid structure of C± induces via this isomorphism a Courant
algebroid structure on the bundle U± ⊕K∓. We now show that the Lie algebroids
U± and K∓ are Dirac structures in C±. Liu, Weinstein and Xu showed in [45] that
two transversal Dirac structures in a Courant algebroid are equivalent to a Lie
bialgebroid. Thus (U±,K±) is a Lie bialgebroid and we can define the Drinfeld
double Courant algebroid on U± ⊕K∓. Then we will show that the pairing and
bracket of C± are equal to the pairing and bracket of this Drinfeld double and
that they are thus isomorphic as Courant algebroids with the isomorphism given
by the map F defined in (4.74).
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The bracket on C± was defined in (4.72) as

Ju1 ⊕ τ1, u2 ⊕ τ2KC± :=
(
[u1, u2]U± +∇bas,C

prAC τ1
u2 −∇bas,C

prAC τ2
u1
)

⊕
(Jτ1, τ2Kd,C + ∆C

u1τ2 −∆C
u2τ1 +

(
0,dC〈τ1, u2〉

))
.

The bracket of two sections (0⊕ k1), (0⊕ k2) of C± where k1, k2 ∈ Γ(K∓) is
then given by

J(0⊕ k1), (0⊕ k2)KC± :=
(
[0, 0]U± +∇bas,C

prAC k1
0−∇bas,C

prAC k2
0
)

⊕
(Jk1, k2Kd,C + ∆C

0 k2 −∆C
0 k1 +

(
0,dC〈k1, 0〉

))
= 0⊕ Jk1, k2Kd,C .

Similarly, for two sections u1, u2 ∈ Γ(U±) we have J(u1 ⊕ 0), (u2 ⊕ 0)KC± =
[u1, u2]U± ⊕ 0. The pairing in C± was defined in (4.71) as

〈u1 ⊕ τ1, u2 ⊕ τ2〉C± := 〈u1, τ2〉+ 〈u2, τ1〉+ 〈τ1, (ρ, ρt)C(τ2)〉 .

It is easy to see that both U±⊕ 0 and 0⊕K± are maximally isotropic with respect
to this pairing and thus Dirac structures in C±. Thus by the argument in [45]
(U±,K∓) form complex Lie bialgebroids.

To show that the brackets in the Drinfeld doubles are the same as the brackets
in C± we need two technical lemmas. First we prove the following lemma.

Lemma 4.7.4. For u1, u2 ∈ Γ(U±) and k1, k2 ∈ Γ(K∓)

∆C
u1k2 −∆C

u2k1 +
(
0,dC〈k1, u2〉

)
− LUu1k2 + ιu2dUk1 (4.76)

is a section of K±.

Proof. We make use of the fact that the dual bracket to the Dorfman connection
∆C restricted to U± is precisely the Lie bracket on U± and that the Lie algebroid U±
is anchored by the restriction of prTCM . If we pair the above section of AC ⊕ T ∗CM
with an arbitrary section u of U± we obtain

〈u,∆C
u1k2 −∆C

u2k1 +
(
0,dC〈k1, u2〉

)
− LUu1k2 + ιu2dUk1〉

= prTCM (u1)〈k2, u〉 − 〈k2, [u1, u]〉 − prTCM (u2)〈k1, u〉+ 〈k1, [u2, u]〉
+ prTCM (u)〈k1, u2〉 − prTCM (u1)〈u, k2〉+ 〈k2, [u1, u]〉
+ prTCM (u2)〈k1, u〉 − prTCM (u)〈k1, u2〉 − 〈k1, [u2, u]〉

=0 .

Since u ∈ Γ(U) was arbitrary and U◦± = K±, the term (4.76) is indeed a section of
K±.
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Now we can prove the second lemma which is necessary for the proof of the
following Theorem 4.7.6.

Lemma 4.7.5. For u1, u2 ∈ Γ(U±) and k1, k2 ∈ Γ(K∓) we have

LKk1u2 − ιk2dKu1 = (ρ, ρt)C
(
∆C
u1k2 −∆C

u2k1 +
(
0,dC〈k1, u2〉

)
− LUu1k2 + ιu2dUk1

)
+∇bas,C

prAC k1
u2 −∇bas,C

prAC k2
u1 .

(4.77)

Proof. The left hand side of the equation is a section of U± since we showed
in Proposition 4.7.3 that (U±,K∓) is a Lie bialgebroid. The basic connections
preserve Γ(U±) according to Corollary 4.4.3 as U± is the side of a complex LA-
Dirac structure to which ∆ is adapted. The remaining term was seen in the
previous Lemma 4.7.4 to be a section of U±. Thus also the right hand side of the
equation is a section of U± and hence we can pair the equation with an arbitrary
section k of K∓ = U∗± to obtain an equivalent equation. We write now k = (a, θ),
ki = (ai, θi) for a, ai ∈ Γ(AC) and θ, θi ∈ Γ(T ∗CM) and similarly ui = (Xi, αi) for
Xi ∈ Γ(TCM) and αi ∈ Γ(A∗C). Since (ρ, ρt)(K∓) ⊆ U∓ = K◦∓, the pairing of k
with (ρ, ρt)(−LUu1k2 + ιu2dUk1) vanishes. With this observation, the definitions of
the basic connections and of the bracket on K∓ and the property of the Dorfman
connection ∆C

u (0, θ) = (0,LprTCM uθ) we can compute〈
k, (ρ, ρt)C

(
∆C
u1k2 −∆C

u2k1 +
(
0,dC〈k1, u2〉

)
− LUu1k2 + ιu2dUk1

)
− LKk1u2 + ιk2dKu1 +∇bas,C

prAC k1
u2 −∇bas,C

prAC k2
u1
〉

=
〈
k, (ρ, ρt)C

(
∆C
u1k2 −∆C

u2k1 +
(
0,dC〈k1, u2〉

))
− LKk1u2 + ιk2dKu1 + La1u2 + (ρ, ρt)C

(
∆C
u2(a1, 0)−

(
0,dC〈a1, u2〉

))
− La2u1 − (ρ, ρt)C

(
∆C
u1(a2, 0)−

(
0,dC〈a2, u1〉

))〉
=
〈

(ρ, ρt)Ck,∆C
u1(0, θ2)−∆C

u2(0, θ1)
〉

+
〈

(ρ, ρt)Ck,
(
0,dC〈k1, u2〉

)
−
(
0,dC〈a1, u2〉

)
+
(
0,dC〈a2, u1〉

)〉
+
〈
k,−LKk1u2 + LKk2u1 − dK〈k2, u1〉

〉
+
〈
k,La1u2 − La2u1

〉
= 〈ρ(a),LX1θ2 − LX2θ1〉+ ρ(a)〈k1, u2〉

− ρ(a)〈a1, α2〉+ ρ(a)〈a2, α1〉

− ρ(a1)〈u2, k〉+ 〈u2, [k1, k]〉+ ρ(a2)〈u1, k〉 − 〈u1, [k2, k]〉
− ρ(a)〈u1, k2〉+

〈
a,La1α2 − La2α1

〉
+
〈
θ, [ρ(a1), X2]− [ρ(a2), X1]

〉
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= X1
〈
ρ(a), θ2

〉
−
〈
[X1, ρ(a)], θ2

〉
−X2

〈
ρ(a), θ1

〉
+
〈
[X2, ρ(a)], θ1

〉
+ ρ(a)

(
〈a1, α2〉+ 〈X2, θ1〉

)
− ρ(a)〈a1, α2〉+ ρ(a)〈a2, α1〉

− ρ(a1)
(
〈X2, θ〉+ 〈a, α2〉

)
+ 〈α2, [a1, a]〉

+
〈
X2,Lρ(a1)θ − Lρ(a)θ1 + d〈ρ(a), θ1〉

〉
+ ρ(a2)

(
〈X1, θ〉+ 〈a, α1〉

)
− 〈α1, [a2, a]〉

−
〈
X1,Lρ(a2)θ − Lρ(a)θ2 + d〈ρ(a), θ2〉

〉
− ρ(a)

(
〈a2, α1〉+ 〈X1, θ2〉

)
+
〈
a,La1α2 − La2α1

〉
+
〈
θ, [ρ(a1), X2]− [ρ(a2), X1]

〉
= 0 .

In the last step we only used the equalities ρ(a)〈a′, α〉 = 〈[a, a′], α〉+ 〈a′,Laα〉 and
X〈Y, θ〉 = 〈[X,Y ], θ〉+ 〈Y,LXθ〉 for any a, a′ ∈ Γ(A), α ∈ Γ(A∗), X,Y ∈ Γ(TM)
and θ ∈ Γ(T ∗M) in order to cancel all the remaining terms.

Since k ∈ Γ(K∓) was arbitrary this shows the desired equation.

Now we can finally prove that both Courant algebroid structures are isomorphic.

Theorem 4.7.6. The Drinfeld double Courant algebroid on U± ⊕K∓ is isomor-
phic as a complex Courant algebroid to C± with the isomorphism given by the
isomorphism of vector bundles of Proposition 4.7.3, sending a pair (u, k) to u⊕ k.

Proof. For elements of the form u ⊕ k the anchor in C± is given by c(u ⊕ k) =
ρU±(u) + ρ(prAC k) which is the anchor of (u, k) in the Drinfeld double Courant
algebroid U± ⊕K∓.

The pairing in the corresponding Drinfeld doubles is given by

〈(u1, k1), (u2, k2)〉 = 〈u1, k2〉+ 〈u2, k1〉 ,

which is easy to be seen to coincide with the pairing in C± since (ρ, ρt)C sends K∓
to U∓ = K◦∓ according to Theorem 4.3.11.

The bracket in the corresponding Drinfeld doubles is defined by the following
equation where u1, u2 ∈ Γ(U±) and k1, k2 ∈ Γ(K∓)

J(u1, k1), (u2, k2)K =
(
[u1, u2] + LKk1u2 − ιk2dKu2,

[k1, k2] + LUu1k2 − ιu2dUk1
)
.

(4.78)

Note that in [45] the bracket in the Drinfeld double is defined slightly differently,
as there the Courant bracket is skew-symmetric whereas we defined Courant
algebroids with a bracket satisfying the Jacobi identity.
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We make use of Lemma 4.7.5 to compute the following

Ju1 ⊕ k1, u2 ⊕ k2KC± =
(
[u1, u2]U± +∇bas,C

prAC k1
u2 −∇bas,C

prAC k2
u1
)

⊕
(Jk1, k2Kd,C + ∆C

u1k2 −∆C
u2k1 +

(
0,dC〈k1, u2〉

))
=
(

[u1, u2]U± +∇bas,C
prAC k1

u2 −∇bas,C
prAC k2

u1

+ (ρ, ρt)C
(
∆C
u1k2 −∆C

u2k1 +
(
0,dC〈k1, u2〉

)
− Lu1k2 + ιu2dUk1

))
⊕
(Jk1, k2Kd,C + LUu1k2 − ιu2dUk1

)
=
(
[u1, u2]U± + LKk1u2 − ιk2dKu1

)
⊕
(
[k1, k2]K∓ + LUu1k2 − ιu2dUk1

)
.

This is exactly the bracket in the Drinfeld double. Thus the isomorphism of
Proposition 4.7.3 is indeed an isomorphism of Courant algebroids.

4.8 Special cases

In this section we focus on some special cases and examples of generalised complex
structures.

4.8.1 The complex case

In this section we consider the case of a holomorphic Lie algebroid. This corresponds
to a linear complex structure J on A

A A

TA TA

M M

TM TM

id

qA

qAJ

TqA

TqA
id

jM

, (4.79)

with core morphism jA : A→ A.

The complex structure J makes the total space A into a complex manifold,
whereas jM is an almost complex structure on M . That the integrability condition
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of the almost complex structure on M is already implied by the integrability
condition of the almost complex structure on A follows – after choice of an
adapted splitting (see Corollary 4.8.6) – immediately by computations completely
analogously to the computations in Section 4.1.3.

The linearity condition now guarantees that the projection qA : A → M is
compatible with the two complex structures, that is TqA ◦ J = jM ◦ TqA and thus
is a holomorphic map. The core morphism jA defines a complex structure on the
fibres of A, making A into a complex vector bundle. Hence this description in
terms of linear complex structures is equivalent to the usual definition of complex
vector bundles.

Note that in this section we will work with a real Lie algebroid which is
additionally a holomorphic vector bundle as described above. We thus have a Lie
bracket which is defined on all sections and not only on the holomorphic sections as
in the definition of holomorphic Lie algebroid given by Camille Laurent-Gengoux,
Mathieu Stiénon and Ping Xu in [42]. Therefore we can apply the results of the
previous sections about generalised complex structures on real Lie algebroids to
this special case.

The corresponding generalised complex structure J is now given by

J =

 J 0

0 −J t

 , (4.80)

and the morphism j : TM ⊕A∗ → TM ⊕A∗ is given by

j =

 jM 0

0 −jtA

 . (4.81)

The core morphism of the generalised complex structure jC : A⊕T ∗M → A⊕T ∗M
is given by

jC =

 jA 0

0 −jtM

 . (4.82)

Note that in this case we immediately observe that j = −jtC .

The eigenbundles of the complexified morphisms are now given by

U+ = T 1,0M ⊕ (A0,1)∗ ,
U− = T 0,1M ⊕ (A1,0)∗ ,
K+ = A1,0 ⊕ (T 0,1M)∗ ,
K− = A0,1 ⊕ (T 1,0M)∗ ,

(4.83)
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where we wrote T 1,0M , T 0,1M , A1,0 and A0,1 for the ±i-eigenbundles of jM and
jA, respectively.

These eigenbundles are Lie algebroids and thus also define Drinfeld double
Courant algebroids

C1,0
T = T 1,0M ⊕ (T 1,0M)∗ ,

C0,1
T = T 0,1M ⊕ (T 0,1M)∗ ,

C1,0
A = A1,0 ⊕ (A1,0)∗ ,

C0,1
A = A0,1 ⊕ (A0,1)∗ ,

(4.84)

induced by the Lie bialgebroid structure where T ∗CM and A∗C are endowed with
the trivial Lie algebroid structure with vanishing bracket and anchor. That is on
C1,0
T and C0,1

T the brackets are given by

J(X, θ), (Y, η)K = ([X,Y ],LXη − ιY dθ) , (4.85)

and on C1,0
A and C0,1

A by

J(a, α), (b, β)K = ([a, b],LAa β − ιbdAα) . (4.86)

We observe that as vector bundles C+ = C1,0
T ⊕ C

0,1
A and C− = C0,1

T ⊕ C
1,0
A .

In the following we will show that they in fact form matched pairs of Courant
algebroids, a notion introduced by Melchior Grützmann and Mathieu Stiénon in
[29]. There the authors describe all the conditions to obtain a Courant algebroid
structure on the direct sum of two Courant algebroids acting on each other by
connections. In the case of two Courant algebroids given as subbundles of a
Courant algebroid an equivalent definition is the following.

Definition 4.8.1. Let E be a Courant algebroid over M and E1 and E2 be two
subbundles of E such that E = E1 ⊕ E2. Assume, that E1 = E⊥2 with respect to
the pairing in E and that furthermore both E1 and E2 with the restriction of the
anchor and the pairing and a bracket defined by the projection of the restriction of
the bracket of E are Courant algebroids. Then E1 and E2 are a matched pair
of Courant algebroids. Note that the bracket in E is not required to restrict to
the brackets in E1 or E2.

Naturally this definition defies the purpose of giving intrinsic conditions on
E1 and E2 and their actions in order to retain the Courant algebroid structure
in E. However, Grützmann and Stiénon proved in [29] that their conditions are
equivalent to the situation described above in the case of an already given Courant
algebroid structure in E1⊕E2 which is the case we consider here. For more details
on the general case we refer to [29].
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Standard Dorfman connections

In order to show that the Courant algebroid structures restrict in the way described
in Definition 4.8.1 we want to give a particular description of the bracket in C±.
To do so we make use of standard Dorfman connections, defined by Jotz Lean in
[36, Example 4.2] in the following way.

Definition 4.8.2. A (TM ⊕ A∗)-Dorfman connection ∆ on A ⊕ T ∗M is called
standard Dorfman connection if it is induced by an ordinary connection
∇ : Γ(TM)× Γ(A)→ Γ(A) in the following way:

∆X,α(a, θ) =
(
∇Xa,LXθ + 〈∇∗•α, a〉

)
. (4.87)

The dull bracket on TM ⊕ A∗ corresponding to such a standard Dorfman
connection is then given by

J(X,α), (Y, β)K∆ =
(
[X,Y ],∇∗Xβ −∇∗Y α

)
. (4.88)

In exactly the same way we define a complex standard Dorfman connection
induced by an ordinary complex linear connection ∇.

Definition 4.8.3. A complex (TCM⊕A∗C)-Dorfman connection ∆ on AC⊕T ∗CM is
called complex standard Dorfman connection if it is induced by an ordinary
complex connection ∇ : Γ(TCM)× Γ(AC)→ Γ(AC) in the following way:

∆X,α(a, θ) =
(
∇Xa,LXθ + 〈∇∗•α, a〉

)
. (4.89)

Now we describe standard Dorfman connections in terms of the corresponding
dull bracket.

Lemma 4.8.4. A skew-symmetric (TM⊕A∗)-Dorfman connection ∆ on A⊕T ∗M
is a standard Dorfman connection if and only if J(X, 0), (Y, 0)K = ([X,Y ], 0) for
all sections X,Y ∈ Γ(TM) and J(0, α), (0, β)K∆ = 0 for all sections α, β ∈ Γ(A∗).
The analogous result holds for a complex standard Dorfman connection.

Proof. Given a standard Dorfman connection ∆, then the corresponding bracket
is given by (4.88) which clearly satisfies these properties.

Conversely, let ∆ be a skew-symmetric Dorfman connection such that we have
J(X, 0), (Y, 0)K∆ = ([X,Y ], 0) for all sections X,Y ∈ Γ(TM) and J(0, α), (0, β)K∆ =
0 for all sections α, β ∈ Γ(A∗). Define then for any X ∈ Γ(TM) and α ∈ Γ(A∗)

∇∗Xα := prA∗J(X, 0), (0, α)K∆ .
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Since the bracket J·, ·K∆ is anchored by prTM we immediately obtain that for any
f ∈ C∞(M), X ∈ Γ(TM) and α ∈ Γ(A∗) we have ∇∗fXα = f∇∗Xα and ∇∗Xfα =
f∇∗Xα+X(f)α. Thus ∇∗ defines an ordinary TM -connection on A∗. Furthermore,
since the bracket is anchored by prTM , prTM J(X, 0), (0, α)K∆ = [X, 0] = 0. Now ∆
is induced by the TM -connection ∇ on A dual to ∇∗, since we have

J(X,α), (Y, β)K∆ = J(X, 0), (Y, 0)K∆ + J(0, α), (0, β)K∆

+ J(X, 0), (0, β)K∆ + J(0, α), (Y, 0)K∆

=
(
[X,Y ],∇∗Xβ −∇∗Y α

)
.

The same argument with C-linear connections and brackets shows the analogous
statement in the complex case.

Let us from now on consider a linear generalised complex structure J induced
by a complex structure as in (4.80).

We want to show that we can choose the adapted Dorfman connection to be a
standard Dorfman connection. This allows us to write the brackets in the simpler
form. We show the following statement.

Lemma 4.8.5. Let J be a linear generalised complex structure on a vector bundle
A, induced by a complex structure as in (4.80). Let ∆ be any standard Dorfman
connection induced by an ordinary connection ∇ : Γ(TM)× Γ(A)→ Γ(A). Then
the induced Dorfman connection ∆′ given by Proposition 4.1.15 which is adapted
to J is also a standard Dorfman connection.

Proof. Given such a standard Dorfman connection ∆ and a generalised complex
structure J induced by a complex structure, we defined Φ by the equation

J (σ∆(ν))− σ∆(jν) = Φ(ν)
∼

,

and set Ψ(ν1, ν2) = Φ(ν1)t(ν2).

Because the connection ∆ is induced by a connection ∇, the corresponding lift
takes for X ∈ Γ(TM), α ∈ Γ(A∗) and a ∈ Γ(A) such that a(m) = am the following
form

σ∆((X,α))(am) =
(
TmaX(m),dam`α

)
−
( d
dt

∣∣∣∣
t=0

(am+t∇Xa), (TamqA)t〈∇∗•α, a〉
)
.

Thus

Φ((X,α))
∼

(am) =
(
J
(
TmaX(m)

)
− TmajMX(m),dam`jtAα − J

t(dam`α)
)

+
(
−J
( d
dt

∣∣∣∣
t=0

(am + t∇Xa)
)

+ d

dt

∣∣∣∣
t=0

(am + t∇jMXa),

〈∇∗jMTamqA(•)α−∇
∗
TamqA(•)j

t
Aα, a〉

)
.
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Now for any α, β ∈ Γ(A∗) and a ∈ Γ(A)

〈Ψ((0, α), (0, β)), a〉 = 〈Φ((0, α))(a), (0, β)〉 .

But since the TA-part of Φ((0, α))
∼

(am) vanishes, the A-part of Φ((0, α))(a) has
to vanish as well, since A is the core of TA. Therefore Ψ((0, α), (0, β)) = 0 for all
α, β ∈ Γ(A∗). Additionally we have for any X,Y ∈ Γ(TM) and a ∈ Γ(A)

〈Ψ((X, 0), (Y, 0)), a〉 = 〈Φ((X, 0))(a), (Y, 0)〉 .

Since the T ∗A-part of Φ((X, 0))
∼

vanishes, the T ∗M -part of Φ((X, 0))(a) has to
vanish, as T ∗M is the core of T ∗A. Thus we also have Ψ((X, 0), (Y, 0)) = 0 for any
X,Y ∈ Γ(TM).

The bracket corresponding to the adapted Dorfman connection ∆′ of Proposition
4.1.15 was now given for any ν1, ν2 ∈ Γ(TM ⊕A∗) by

Jν1, ν2K∆′ = Jν1, ν2K∆ −
1
2Ψ(ν1, jν2) .

Now ∆ is a standard Dorfman connection and j is given by equation (4.81).
Thus also Ψ((0, α), j(0, β)) = 0 and Ψ((X, 0), j(Y, 0)) = 0. With this we observe
immediately that the bracket corresponding to the adapted Dorfman connection also
satisfies the properties of Lemma 4.8.4 and thus the adapted Dorfman connection
is also a standard Dorfman connection.

Recall that linear TM -connections ∇ on E are in correspondence with lifts
σ∇ : Γ(TM)→ X`(E) as we recapitulated in Example 2.1.26. The adapted stan-
dard Dorfman connection in the previous lemma is therefore induced by a linear
connection that is adapted to the complex structure in the following sense.

Corollary 4.8.6. Given a complex structure J : TE → TE on a vector bundle
over a complex structure jM : TM → TM , there is always a linear TM -connection
on E which is adapted to J in the sense that the lift σ∇ : Γ(TM)→ X`(E) induced
by ∇ satisfies

J
(
σ∇(X)

)
= σ∇(jMX) , (4.90)

for any X ∈ Γ(TM).

Proof. According to Lemma 4.8.5 there is a standard Dorfman connection adapted
to the induced generalised complex structure J as in (4.80). The TE-part of
the corresponding lift is given by the lift σ∇ : Γ(TM) → X`(E). Since ∆ is now
adapted to J , the lift satisfies J σ∆(X, ε) = σ∆(j(X, ε)). It follows immediately
that the lift σ∇ : Γ(TM)→ X`(E) satisfies (4.90).
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Note that this result can also be obtained directly without the use of generalised
complex structures and Dorfman connections. We can apply the same techniques
as in the proof of Proposition 4.1.15 to splittings of the tangent bundle TE. First
we choose any linear TM -connection ∇ on E, then consider the corresponding
horizontal lift σ∇ : Γ(TM)→ X`(E). Similarly to the case of generalised complex
structures, for a complex structure J on E over jM : TM → TM , the difference
J
(
σ∇(X)

)
−E σ∇(jMX) then defines a core-linear section Φ(X)

∼
of TE → E, where

Φ ∈ Γ(T ∗M ⊗E∗⊗E). After showing the analogue to Lemma 4.1.7 in the complex
case we can change the splitting with 1

2jE ◦ Φ(X), where jE : E → E is the core
morphism of J and obtain an adapted lift and therefore an adapted connection as
above. To our knowledge this is a new insight to almost complex structures on
vector bundles.

The previous Lemma 4.8.5 allows us to choose the adapted Dorfman connection
to be a standard Dorfman connection. Let us from now on fix a standard Dorfman
connection ∆ induced by an ordinary TM -connection ∇ on A which is adapted to
J . Furthermore, by abuse of notation we also write ∇ : Γ(TCM)⊕Γ(AC)→ Γ(AC)
for the complexification of ∇ in both arguments. This complexification satisfies
the following.

Proposition 4.8.7. In the setting above, we have

∇Xa ∈ Γ(A1,0) , for all X ∈ Γ(T 1,0M), a ∈ Γ(A1,0) ,
∇Xa ∈ Γ(A0,1) , for all X ∈ Γ(T 0,1M), a ∈ Γ(A0,1) .

(4.91)

Proof. Since ∆ is an adapted Dorfman connection we have by Corollary 4.2.7
that ∆C

uk ∈ Γ(K±) for any u ∈ Γ(U±) and k ∈ Γ(K±). With the description
of U± and K± as in equation (4.83) together with the definition of a standard
Dorfman connection as in Definition 4.8.2 we immediately obtain the two properties
(4.91).

Now with the adapted standard Dorfman connection, we can describe the
brackets, Lie derivatives and Lie differentials on U± and on K± as follows.

Lemma 4.8.8. In the setting above, the Lie derivatives LU± : Γ(U±)× Γ(K∓)→
Γ(K∓) are given by the restriction of the complexification of ∆. The Lie derivatives
LK± : Γ(K±)× Γ(U∓)→ Γ(U∓) are given by

LK−(a,θ)(X,α) =
(
prT 1,0M ([ρ(a), X]),Laα− pr(A0,1)∗ ρ

tiXdθ
)
, (4.92)

LK+
(a,θ)(X,α) =

(
prT 0,1M ([ρ(a), X]),Laα− pr(A1,0)∗ ρ

tiXdθ
)
. (4.93)
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The respective Lie algebroid differential in degree 1 are given by the formulas

dK±(X,α)
(
(a, θ)(b, η)

)
= dAα(a, b) + ρ(a)〈X, η〉 − ρ(b)〈X, θ〉
− 〈X,Lρ(a)η − iρ(b)dθ〉 ,

(4.94)

dU±(a, θ)
(
(X,α), (Y, β)) = dθ(X,Y ) +X〈a, β〉 − Y 〈a, α〉

− 〈a,∇∗Xβ −∇∗Y α〉 .
(4.95)

Proof. In the setting above, we have

[(X,α), (Y, β)]U± =
(
[X,Y ],∇∗Xβ −∇∗Y α

)
,

where X and Y are sections of T 1,0M or T 0,1M , respectively and α and β are
sections of (A0,1)∗ or (A1,0)∗, respectively.

The bracket on K± was defined as[
(a, θ), (b, η)

]
K−

=
(
[a, b],Lρ(a)η − iρ(b)dθ

)
,

where a, b ∈ Γ(A0,1) or Γ(A1,0), respectively and θ, η ∈ Γ((T 1,0M)∗) or Γ((T 0,1M)∗),
respectively.

We can now compute the corresponding Lie derivatives. Since the bracket of U±
is dual to the restriction of ∆C, the Lie derivative LU± : Γ(U±)× Γ(K∓)→ Γ(K∓)
is given by the adapted Dorfman connection, that is

LU(X,α)(a, θ) =
(
∇Xa,LXθ + 〈∇∗•α, a〉

)
.

Secondly, LK : Γ(K±)× Γ(U∓)→ Γ(U∓) can be computed as follows

〈LK(a,θ)(X,α), (b, η)〉 = ρ(a)〈(X,α), (b, η)〉 − 〈(X,α),
(
[a, b],Lρ(a)η − ιρ(b)dθ

)
〉

= ρ(a)〈α, b〉 − 〈α, [a, b]〉+ ρ(a)〈X, η〉 − 〈X,Lρ(a)η − ιρ(b)dθ〉
= 〈Laα, b〉+ 〈[ρ(a), X], η〉+ 〈X, ιρ(b)dθ〉 .

Thus the Lie derivatives are given by

LK−(a,θ)(X,α) =
(
prT 1,0M ([ρ(a), X]),Laα− pr(A0,1)∗ ρ

tiXdθ
)
,

LK+
(a,θ)(X,α) =

(
prT 0,1M ([ρ(a), X]),Laα− pr(A1,0)∗ ρ

tiXdθ
)
.

For the corresponding Lie algebroid differentials we obtain

dK±(X,α)
(
(a, θ), (b, η)

)
= ρ(a)〈(X,α), (b, η)〉 − ρ(b)〈(X,α), (a, θ)〉
− 〈(X,α), [(a, θ), (b, η)]K±〉

= dAα(a, b) + ρ(a)〈X, η〉 − ρ(b)〈X, θ〉
− 〈X,Lρ(a)η − iρ(b)dθ〉 .
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In the case where X = 0 this is the differential of A: dK(0, α) = (0,dAα). The
differential of U+ is

dU±(a, θ)
(
(X,α), (Y, β)) = X〈(a, θ), (Y, β)〉 − Y 〈(a, θ), (X,α)〉

− 〈(a, θ), [(X,α), (Y, β)]U±〉
= dθ(X,Y ) +X〈a, β〉 − Y 〈a, α〉 − 〈a,∇∗Xβ −∇∗Y α〉 .

In the case of a = 0 we get dU±(0, θ) = (0,dθ).

Now we can prove the following theorem.

Theorem 4.8.9. Let A be a generalised complex Lie algebroid A with generalised
complex structure induced by a complex structure as in (4.80). Let C± be the
complex Courant algebroids defined by Proposition 4.6.2 and let C0,1

T , C1,0
T , C0,1

A

and C1,0
A be the Courant algebroids defined by (4.84). Then

1. C0,1
T and C1,0

A form a matched pair of Courant algebroids and their matched
sum Courant algebroid is C+.

2. C1,0
T and C0,1

A form a matched pair of Courant algebroids and their matched
sum Courant algebroid is C−.

Proof. By Theorem 4.7.6 the bracket on C± is for u1, u2 ∈ Γ(U±) and k1, k2 ∈
Γ(K∓) given by

Ju1 ⊕ k1, u2 ⊕ k2KC± = [u1, u2]U± + LK∓k1
u2 − ιk2dK∓u1

⊕ [k1, k2]K∓ + LU±u1 k2 − ιu2dU±k1 .

With the formulas from Lemma 4.8.8 it is now straightforward to see that for two
sections of the subbundle C1,0

T ⊆ C+ we have

J(X, 0)⊕ (0, θ), (Y, 0)⊕ (0, η)KC+ =
(
[X,Y ], ρt

(
LXη − iY dθ

))
⊕
(
0,LXη − iY dθ

)
.

Thus C1,0
T is not a Courant subalgebroid, as the bracket does not restrict to C1,0

T .
But the projection to C1,0

T of the bracket on C+ of two such sections is precisely
the bracket of these sections in C1,0

T . Analogously, the projection to C0,1
T of the

the bracket on C− of two sections of C0,1
T equals the bracket of these sections in

the Courant algebroid C0,1
T .

Similarly for two sections of the subbundle C0,1
A ⊆ C+ we obtain

J(0, α)⊕ (a, 0), (0, β)⊕ (b, 0)KC+ =
(
0,Laβ − ibdAα

)
⊕
(
[a, b], 〈∇∗•α, b〉+ 〈∇•a, β〉

)
.
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Again, C0,1
A is not a Courant subalgebroid of C+ since the bracket does not

preserve C0,1
A . However, the projection of this bracket to C0,1

A coincides again with
the bracket of the Courant algebroid C0,1

A . The analogue result holds true for
C1,0
A ⊂ C−.

Since in this case the Courant algebroid structure on the direct sum is already
given, we do not need to describe the two actions of the summands on each other
to obtain a matched pair. However, we still compute the two connections since by
the result of [29] the Courant algebroid structure on C± can be recovered from the
structures on the summands and these connections.

Proposition 4.8.10. In the situation above, the action of C1,0
T on C0,1

A and the
action of C0,1

T on C1,0
A are given by

−→
∇(X,θ)(a, α) =

(
∇Xa,∇∗Xα

)
. (4.96)

The action of C0,1
A on C1,0

T is given by
←−
∇(a,α)(X, θ) =

(
prT 1,0M ([ρ(a), X]),Lρ(a)θ

)
. (4.97)

and the action of C1,0
A on C0,1

T by
←−
∇(a,α)(X, θ) =

(
prT 0,1M ([ρ(a), X]),Lρ(a)θ

)
. (4.98)

Proof. To obtain the action of C1,0
T on C0,1

A we compute the bracket for sections of
the two subbundles as follows

J(X, 0)⊕ (0, θ), (0, α)⊕ (a, 0)KC+ =
((

0,∇∗Xα
)
− ι(a,0)dK−(X, 0)

)
⊕
((
∇Xa,−ιρ(a)dθ

)
− ι(0,α)dU+(0, θ)

)
=
(
−prT 1,0M ([ρ(a), X]),∇∗Xα

)
⊕
(
∇Xa,−ιρ(a)dθ

)
,

where we used that ι(a,0)dK∓(X, 0) =
(
[ρ(a), X], 0

)
and ι(0,α)dU±(0, θ) = 0. The

action is now given by the projection of the bracket above to C0,1
A ,

−→
∇(X,θ)(a, α) =

(
∇Xa,∇∗Xα

)
.

Since C1,0
T = (C0,1

A )◦ the bracket of those sections is skew-symmetric and the action
of C0,1

A on C1,0
T is therefore given by the negative of the projection to C1,0

T .
←−
∇(a,α)(X, θ) =

(
prT 1,0M ([ρ(a), X]),Lρ(a)θ

)
.

Notice that ιρ(a)dθ = Lρ(a)θ since ρ(a) ∈ Γ(T 0,1M) and thus 〈ρ(a), θ〉 = 0. With
these actions the Courant algebroids C1,0

T and C0,1
A form a matched pair and their

matched sum is C+.
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Completely analogously we obtain for the Courant algebroid C− = C0,1
T ⊕ C

1,0
A

the action of C0,1
T on C1,0

A by the same equation as (4.96) and the action of C1,0
A

on C0,1
T by

←−
∇(a,α)(X, θ) =

(
prT 0,1M ([ρ(a), X]),Lρ(a)θ

)
, (4.99)

where in this case X ∈ ΓT 0,1M , θ ∈ Γ
(
(T 0,1M)∗

)
, a ∈ Γ(A1,0) and α ∈ Γ

(
(A1,0)∗

)
.

By Theorem 4.8.9 these actions satisfy all properties of a matched pair of
Courant algebroids as defined in [29] and the Courant algebroid structures on C+

and C− can be described as a matched sum.

In [42] Camille Laurent-Gengoux, Mathieu Stiénon and Ping Xu studied holo-
morphic Lie algebroids in detail. They showed an equivalence between holomorphic
Lie algebroid structures on A→M and linear holomorphic Poisson structures on
the complex dual HomC(A,C). They also showed that for a complex manifold M
the Lie algebroids T 1,0M and T 0,1M form a matched pair of complex Lie algebroids
with matched sum TCM and more generally for a holomorphic Lie algebroid A the
Lie algebroids A1,0 and A0,1 form a matched pair with matched sum AC. Matched
pairs of Lie algebroids have been introduced by Tahar Mokri in [56] and further
studied by Kirill Mackenzie in [52]. See also here Definition 2.2.16 and Theorem
2.2.17.

4.8.2 The symplectic case

In this section we consider the special case of a symplectic Lie algebroid, that is
when the generalised complex structure is induced by a linear symplectic structure
ω : TA→ T ∗A on A which is a Lie algebroid morphism over some vector bundle
morphism σ : TM → A∗, both of which have to be invertible since the symplectic
structure is an isomorphism of vector bundles over A.

A A

TA T ∗A

M M

TM A∗

id

qA

qAω

TqA

rA
id

σ

, (4.100)

with core morphism τ : A→ T ∗M .
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The generalised complex structure J is then given by

J =

 0 −ω−1

ω 0

 , (4.101)

and the side morphism j : TM ⊕A∗ → TM ⊕A∗ is given by

j =

 0 −σ−1

σ 0

 . (4.102)

The core morphism jC : A⊕ T ∗M → A⊕ T ∗M is given by

jC =

 0 −τ−1

τ 0

 . (4.103)

The property j = −jtC is thus equivalent to τ = −σt.

The symplectic structure on A induces a Poisson structure on M , given by
πM = ρ◦(−σt)−1. This Poisson structure induces a Lie algebroid structure on T ∗M
and −σt is an isomorphism of Lie algebroids between A and T ∗M with respect to
this structure ([51]). Furthermore, A∗ carries a Lie algebroid structure induced by
the linear Poisson structure on A or equivalently by the isomorphism σ : TM → A∗.
Now (A,A∗) and (T ∗M,TM) are Lie bialgebroids and they are isomorphic as such.
All these properties of symplectic Lie algebroids have been studied for example by
Mackenzie and Xu in [53], see also [51]. These Lie bialgebroids then give rise to two
isomorphic Drinfeld double Courant algebroids as defined in [45] and recapitulated
in Example 2.3.4.

CA := A⊕A∗ ,

CT := TM ⊕ T ∗M .

Let us now consider the two eigenbundles of the complexification jC. They are
given by

U± = {(X,α)∓ ij(X,α) | (X,α) ∈ TM ⊕A∗}
= {(X ± iσ−1α, α∓ iσX) | (X,α) ∈ TM ⊕A∗}
= {(X + iY,±(σY − iσX) | (X,Y ) ∈ TM ⊕ TM}
= {(Z ∓ i(σCZ) | Z ∈ TCM} .

Since the anchor of the Lie algebroid U± is given by the projection prTCM we
immediately get from this description that U± is isomorphic to TCM and thus also
to A∗C by the isomorphism σC ◦ prTCM : U± → A∗C.
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Similarly the two eigenbundles of jC,C are given by

K± = {(a, θ)∓ ijC(a, θ) | (a, θ) ∈ A⊕ T ∗M}
= {(a∓ i(σt)−1θ, θ ± iσta) | (a, θ) ∈ A⊕ T ∗M}
= {(a+ ib,∓(σtb− iσta) | (a, b) ∈ A⊕A}
= {(c± i(σtCc) | c ∈ AC} .

Here the projection to AC is a Lie algebroid morphism and by this description an
isomorphism. Thus K± is isomorphic to AC and therefore to T ∗CM .

Summarising, we have the following isomorphisms of Lie algebroids

A ∼= T ∗M ,

TM ∼= A∗ ,

U± ∼= TCM ∼= A∗C ,

K± ∼= AC ∼= T ∗CM .

Since C± is the Drinfeld double Courant algebroid of the Lie bialgebroid
(U±,K∓) it is isomorphic to the complexification of the Courant algebroid CA and
hence also to the complexification of the Courant algebroid CT . In this case C± can
not be viewed as a matched sum Courant algebroid of these but as complexification
instead.

4.9 Generalised complex structures in VB-Courant al-
gebroids

Instead of considering the standard Courant algebroid over the total space of a
vector bundle as in Section 4.1 we can consider a general VB-Courant algebroid as
in Definition 2.3.10

E B

Q∗

Q M

. (4.104)

Since the anchor ρ : E → TB is a double vector bundle morphism, it induces a
morphisms of the cores ∂B : Q∗ → B, called the core anchor of E.

A linear splitting Σ of the double vector bundle E is called Lagrangian if
the image of Σ is isotropic in E. Madeleine Jotz Lean shows in [39] that a
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change of Lagrangian splittings corresponds to a skew-symmetric element Φ12 ∈
Γ(Q∗ ⊗B∗ ⊗Q∗).

None of the results in Section 4.1.1 does rely on the Courant-Dorfman bracket
on TE ⊕ T ∗E, but only on the structure of a metric double vector bundle and
the corresponding Lagrangian lifts. Thus all the results immediately translate to
corresponding results for the more general case of a VB-Courant algebroid in the
following way.

Let us now fix a Lagrangian splitting Σ of E and denote the corresponding lift
by σ : Γ(Q)→ Γ`B(E). Let us consider a double vector bundle morphism J : E→ E
over idB and j : Q → Q with core morphism jC : Q∗ → Q∗. Then we obtain
analogously to Lemma 4.1.5 the following definition of Φ depending on the choice
of the splitting.

Lemma 4.9.1. Given a double vector bundle morphism J : E → E over j and
idB there is Φ ∈ Γ(Q∗ ⊗B∗ ⊗Q∗) defined by setting for any q ∈ Γ(Q)

J (σ(q)) = σ(jq) + Φ(q)
∼

. (4.105)

Furthermore, completely analogously to the description of generalised almost
complex structures on a vector bundle in Section 4.1.1 we obtain in the case of a
general VB-Courant algebroid the following two lemmas.

Lemma 4.9.2. A double vector bundle morphism J : E → E satisfies J 2 =
− idTE⊕T ∗E if and only if for any Lagrangian splitting and corresponding Φ we get
for any q ∈ Γ(Q)

1. j2 = − idQ ,

2. j2
C = − idQ∗ ,

3. Φ(j(q)) = −jC ◦ (Φ(q)) .

Lemma 4.9.3. A double vector bundle morphism J : E→ E such that additionally
J 2 = −1, is orthogonal if and only if for any Lagrangian splitting we have for all
b ∈ Γ(B) and q1, q2 ∈ Γ(Q)

1. j = −(jC)t ,

2. 〈j(q1),Φ(q2)(b)〉 = −〈j(q2),Φ(q1)(b)〉 .

Now we can again define a 2-form Ψ ∈ Ω2(Q,B∗) by setting

Ψ(q1, q2) := Φ(q1)t(q2) . (4.106)
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With this definition we obtain completely equivalent to Proposition 4.1.10 the
following proposition.

Proposition 4.9.4. A morphism J : E → E is a generalised almost complex
structure in E, if and only if for any Lagrangian splitting we have

1. j2 = −1 ,

2. j = −(jC)t ,

3. Ψ is skew-symmetric, that is Ψ ∈ Ω2(Q,B∗) ,

4. Ψ(ν1, ν2) = −j∗Ψ(ν1, ν2) .

Also in this case we can adapt our Lagrangian splitting to the generalised almost
complex structure. As mentioned before it was shown in [39] that such a change of
splittings corresponds to a skew-symmetric element Φ12 ∈ Γ(Q∗ ⊗B∗ ⊗Q∗). We
obtain the following

Proposition 4.9.5. Given a generalised almost complex structure J in a VB-
Courant algebroid (E;Q,B;M) with side morphism j : Q → Q, there is a La-
grangian lift σ : Γ(Q)→ Γ`B(E), such that for any q ∈ Γ(Q) we have

J (σ(q)) = σ(jq) . (4.107)

Proof. Let us fix any Lagrangian lift σ1. This defines then by Lemma 4.9.1 a
tensor Φ1 ∈ Γ(Q∗ ⊗B∗ ⊗Q∗). Define another tensor Φ12 ∈ Γ(Q∗ ⊗B∗ ⊗Q∗) by
setting for any q ∈ Γ(Q) and b ∈ Γ(B)

Φ12(q)(b) := 1
2jC(Φ1(q)(b)) .

By Lemma 4.9.2 and Lemma 4.9.3 this Φ12 is skew-symmetric. We define a new
Lagrangian lift by letting σ2(q) := σ1(q)−Φ12(q)

∼
. Now we simply compute making

use of Lemma 4.9.2 and Lemma 4.9.3:

J (σ2(q)) = J
(
σ1(q)− Φ12(q)
∼)

= σ1(jq) + Φ1(q)
∼

−J
(
Φ12(q)
∼)

= σ2(jq) + Φ12(jq)
∼

+ Φ1(q)
∼

+ jC ◦ Φ12(q)
∼

= σ2(jq) + 1
2
(
Φ1(q) + jC ◦ Φ1(jq)

)∼
= σ2(jq) .

Setting σ := σ2 completes the proof.
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Using this existence of an adapted Lagrangian splitting, we can use the cor-
respondence of VB-Courant algebroid structures to split Lie 2-algebroids proved
in [39]. Let us fix such an adapted Lagrangian splitting as in Proposition 4.9.5.
Then the VB-Courant algebroid structure is equivalent to a split Lie 2-algebroid
structure (ρQ, ∂tB, J·, ·K∆,∇, ω) on Q⊕B∗, where the bracket in E is described by
the dull bracket on Q and the dual Dorfman connection as follows.

Jσ(q1), σ(q2)K = σ(Jq1, q2K∆)−Rω(q1, q2)
∼

Jσ(q), τ †K = (∆qτ)†

Jτ †1 , τ †2K = 0 .

Here Rω(q1, q2) := ω(q1, q2, ·)t ∈ Γ(Hom(B,Q∗))

With this description of the Courant algebroid bracket we obtain similar
computations and results for the Nijenhuis tensor of core sections and lifts for a
linear generalised almost complex structure in the VB-Courant algebroid E as in
Section 4.1.3 in the special case of TE ⊕ T ∗E.

First, we get analogously to the computations in Section 4.1.3 that NJ (σ(q), τ †)
of a generalised almost complex structure J in E vanishes for any q ∈ Γ(Q) and
τ ∈ Γ(Q∗) if and only if Nj,J·,·K∆ vanishes. Second, the analogous computation for
the Nijenhuis tensor of two lifts gives

NJ (σ(q1), σ(q2)) = σ∆(Nj,J·,·KQ(q1, q2)) +Rω(j(q1), j(q2))
∼

−Rω(q1, q2)
∼

− jC ◦Rω(j(q1), q2)
∼

− jC ◦Rω(q1, j(q2))
∼ (4.108)

Dualising the property

Rω(j(q1), j(q2))−Rω(q1, q2)− jC ◦Rω(j(q1), q2)− jC ◦Rω(q1, j(q2)) = 0 , (4.109)

by evaluating at any b ∈ Γ(B) and then pairing with q3 gives as an equivalent
condition on ω ∈ Ω3(Q,B∗) the following:

ω(q1, q2, q3)− ω(jq1, jq2, q3)− ω(jq1, q2, jq3)− ω(q1, jq2, jq3) = 0 . (4.110)

Thus we obtain the following proposition.

Proposition 4.9.6. A linear generalised almost complex structure J in E over
j : Q→ Q is integrable if and only if for any adapted Lagrangian splitting we have
in the corresponding split Lie 2-algebroid for any q1, q2 ∈ Γ(Q)

1. Nj,J·,·K∆(q1, q2) = 0 ,

2. ω(q1, q2, q3)− ω(jq1, jq2, q3)− ω(jq1, q2, jq3)− ω(q1, jq2, jq3) = 0 .



156 CHAPTER 4. LINEAR GENERALISED COMPLEX STRUCTURES

We can also define as before an equivalence relation on the Lagrangian splittings
depending on the vector bundle morphism j : Q→ Q.

Definition 4.9.7. Given a VB-Courant algebroid (E;Q,B;M) and a vector bundle
morphism j : Q→ Q, two Lagrangian splittings Σ1 and Σ2 are j-equivalent if the
corresponding change of splittings Ψ ∈ Ω2(Q,B∗) satisfies for any q1, q2 ∈ Γ(Q):

Ψ(q1, q2) = Ψ(jq1, jq2) . (4.111)

Analogously to Lemma 4.1.17 we obtain again that given a splitting Σ1 which
is adapted to a linear generalised almost complex structure (J , j), then a second
splitting Σ2 is also adapted to (J , j) if and only if Σ1 and Σ2 are j-equivalent.
This then allows to formulate the analogue of Theorem 4.1.19 in the general case
as follows.

Theorem 4.9.8. A linear generalised complex structure J in a VB-Courant alge-
broid E is equivalent to a vector bundle morphism j : Q→ Q and a j-equivalence
class of linear splittings such that in the corresponding split Lie 2-algebroid
(ρQ, ∂tB, J·, ·K∆,∇, ω) over Q⊕B∗ we have for any q1, q2, q3 ∈ Γ(Q)

1. j2 = − idQ ,

2. Nj,J·,·K∆ = 0 ,

3. ω(q1, q2, q3)− ω(jq1, jq2, q3)− ω(jq1, q2, jq3)− ω(q1, jq2, jq3) = 0 .

Note that we could define a bracket A as in the special case but we can not
express the condition on the curvature terms as a Jacobi identity of this bracket. In
the case of TE⊕T ∗E the vanishing of the terms in Rω on all of Γ(E) is equivalent
to the extension to R∆ vanishing on all of Γ(E ⊕ T ∗M). In the general case we do
not have an analogous property.

Theorem 4.9.8 now allows us to define a generalised complex structure in a
split Lie 2-algebroid as follows.

Definition 4.9.9. A generalised complex structure in a split Lie 2-algebroid
(ρQ, ∂tB, J·, ·K,∇, ω) over Q ⊕ B∗ is a vector bundle morphism j : Q → Q, such
that for any q1, q2, q3 ∈ Γ(Q) we have

1. j2 = − idQ ,

2. Nj,J·,·K = 0 ,

3. ω(q1, q2, q3)− ω(jq1, jq2, q3)− ω(jq1, q2, jq3)− ω(q1, jq2, jq3) = 0 .
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The translation of generalised complex structures to Lie 2-algebroids without
a splitting is future work. This will make use of the one-to-one correspondence
between VB-Courant algebroids and Lie 2-algebroids first described by David
Li-Bland in [44], building up on Dimitry Roytenberg’s correspondence between
Courant algebroids and symplectic Lie 2-algebroids in [66]. Madeleine Jotz Lean
described in [37] and [39] how this correspondence can be deduced from her
geometrisation of graded manifolds of degree 2. Whereas such [2]-manifolds
correspond to metric double vector bundles, it is shown that Lie 2-algebroids
correspond to VB-Courant algebroids, Poisson Lie 2-algebroids correspond to
LA-Courant algebroids and finally symplectic Lie 2-algebroid corresponding to the
tangent prolongations TE of Courant algebroids E. In this light, a generalised
complex structure J in a Courant algebroid gives rise to a map corresponding to
TJ between two symplectic Lie 2-algebroids, which is a morphism of the underlying
symplectic [2]-manifolds and additionally compatible with the cohomological vector
field. Describing this compatibility in the non-split case and then extending
generalised complex structures to Lie n-algebroids for arbitrary n is future work.
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Appendix A

More general Dorfman
connections

In this chapter of the appendix we will give computations for linear generalised
complex structures J on a vector bundle E or a Lie algebroid A where we do not
choose the Dorfman connection to be adapted to J . This can be useful in the
case where we already chose a specific Dorfman connection. For example we might
want to choose such a Dorfman connection adapted to a different present geometric
structure and cannot find a connection adapted to both simultaneously. Note that
in the case of generalised Kähler structures we can always find a suitable connection
adapted to both generalised complex structures as showed in Proposition 4.1.22.

We will also give a description of the Dorfman bracket involving core-linear
sections, which might also be useful for other problems.

Since a lot of the computations in this chapter are fairly lengthy and it therefore
seems a lot more reasonable to work with adapted connections, we decided to move
them into the appendix.

A.1 Nijenhuis tensors

If we use any skew-symmetric Dorfman connection, which is not adapted to the
generalised almost complex structure, then we will need Dorfman brackets involving
core-linear sections in order to compute the Nijenhuis tensor involving lifts of
sections of TM ⊕ E∗ .

In [36] the TM⊕E∗-connection ∇ on E corresponding to a Dorfman connection
∆ as in (4.8) was defined by ∇ν(e) := prE ∆ν(e, 0). The following description of
the anchor in the Courant algebroid TE ⊕ T ∗E → E, that is ρ = prTE is also
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proved in [36].

Proposition A.1.1. Given a Dorfman connection ∆ as in (4.8), ν ∈ Γ(TM⊕E∗)
and τ ∈ Γ(E ⊕ T ∗M), we have

1. prTE(σ∆(ν)) = ∇̂ν ,

2. prTE(τ↑) = (prE(τ))↑ .

Definition A.1.2. Given a Dorfman connection ∆ as in (4.8), we define for
ν ∈ Γ(TM ⊕ E∗) a derivation ♦ν of Γ(Hom(E,E ⊕ T ∗M)) over prTM ν by

♦νϕ := ∆ν ◦ ϕ− ϕ ◦ ∇ν .

Note that this does not define a connection on Hom(E,E ⊕ T ∗M) as it is not
C∞(M)-linear in ν.

Using this definition we can now state prove the following corollary to Theorem
4.1.3 about the Dorfman brackets involving core-linear sections:

Corollary A.1.3. For any skew-symmetric Dorfman connection ∆ as in (4.8),
ϕ,ψ ∈ Γ(Hom(E,E ⊕ T ∗M)), ν ∈ Γ(TM ⊕ E∗) and τ ∈ Γ(E ⊕ TM ) we have

1. Jτ↑, ϕ∼K =
(
ϕ(prE(τ))

)↑ = −Jϕ∼, τ↑K ,
2. Jϕ∼, ψ∼K = ψ ◦ prE ◦ϕ
∼

− ϕ ◦ prE ◦ψ
∼

,

3. Jσ∆(ν), ϕ∼K = ♦νϕ
∼

,

4. Jϕ∼, σ∆(ν)K = −♦νϕ
∼

+ σ∆((0, ϕt(ν)) + ∆(0,ϕt(ν))(·, 0)
∼

.

Proof. Again we write in local coordinates ϕ = ∑
i,k fikεi⊗τk and ψ = ∑

r,s grsεr⊗
τs. This allows us to write the core-linear section ϕ∼ as

ϕ
∼=

∑
i,k

q∗Efik`εiτ
↑
k .

Using Theorem 4.1.3, Proposition A.1.1 and the action of vertical vector fields on
pullbacks and linear functions as described in Example 2.1.14, we compute now

Jτ↑,∑
i,k

q∗Efik`εiτ
↑
k K =

∑
i,k

(
(q∗Efik`εi)Jτ↑, τ↑k K + ρ(τ↑)(q∗Efik`εi)τ

↑
k

)
=
∑
i,k

prTE(τ↑)(q∗Efik`εi)τ
↑
k

=
∑
i,k

q∗Efikq
∗
E〈εi, prE(τ)〉τ↑k .
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Hence
Jτ↑, ϕ∼K =

(
ϕ(prE(τ))

)↑
,

and since 〈τ↑, ϕ∼〉 = 0 we obtain additionally

Jϕ∼, τ↑K = −Jτ↑, ϕ∼K = −
(
ϕ(prE(τ))

)↑
.

For the bracket of two core-linear sections ϕ∼ and ψ
∼

as above we compute

Jϕ∼, ψ∼K =
r∑
i,k

q∗Efik`εiτ
↑
k ,
∑
r,s

q∗Egrs`εrτ
↑
s

z

=
∑
i,k,r,s

(
q∗Efik`εiq

∗
Egrs`εrJτ↑k , τ↑s K

+ q∗Efik`εi(prE(τk))↑(q∗Egrs`εr)τ↑s
− q∗Egrs`εr(prE(τs))↑(q∗Efik`εi)τ

↑
k

)
=
∑
i,k,r,s

(
q∗Efik`εiq

∗
Egrsq

∗
E〈prE τk, εr〉τ↑s − q∗Egrs`εrq∗Efik〈prE(τs), εi〉τ↑k

)
= ψ ◦ prE ◦ϕ
∼

− ϕ ◦ prE ◦ψ
∼

.

Now we will compute the bracket of a lift σ∆(ν) with the core-linear section ϕ∼.
We write ∇̂ν for the linear vector field on E corresponding to the derivation ∇ν
of Γ(E) as in Example 2.1.14. We also write X := prTM ν and use the properties
from Proposition A.1.1:

Jσ∆(ν),
∑
i,k

q∗Efik`εiτ
↑
k K =

∑
i,k

prTE(σ∆(ν))(q∗Efik`εi)τ
↑
k + q∗Efik`εiJσ∆(ν), τ↑k K

=
∑
i,k

∇̂ν(q∗Efik`εi)τ
↑
k + q∗Efik`εi(∆ντk)↑

=
∑
i,k

q∗E(X(fik))`εiτ
↑
k + q∗Efik`∇∗νεiτ

↑
k + q∗Efik`εi(∆ντk)↑

Using the definition of the dual derivation and the properties of a Dorfman
connection (see Definition 2.3.15) we compute for e ∈ Γ(E) on the other hand:

(♦νϕ)(e) = ∆ν(ϕ(e))− ϕ(∇νe)
=
∑
i,k

∆νfik〈εi, e〉τk − fik〈εi,∇νe〉τk

=
∑
i,k

fik〈εi, e〉∆ντk +X
(
fik〈εi, e〉

)
τk − fik

(
X(〈εi, e〉)− 〈∇∗νεi, e〉

)
τk

=
∑
i,k

fik〈εi, e〉∆ντk +X(fik)〈εi, e〉τk + fik〈∇∗νεi, e〉τk .
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Hence we have

♦νϕ
∼

=
∑
i,k

q∗Efik`εi(∆ντk)↑ + q∗E
(
X(fik)

)
`εiτ

↑
k + q∗Efik`∇∗νεiτ

↑
k

Comparing the terms we conclude that

Jσ∆(ν), ϕ∼K = ♦νϕ
∼

.

The definition of the lift as in (4.3)

σ∆(X, ε)(e(m)) = (TmeX(m), d`ε(e(m)))− (∆(X,ε)(e, 0))↑

for X = 0 leads to

(
0, d`ε(e(m))

)
= σ∆((0, ε))+

(
∆(0,ε)(e, 0)

)↑
.

Thus we obtain

Jϕ∼, σ∆(ν)K = −♦νϕ
∼

+
(
0, d〈ϕ∼, σ∆(ν)〉

)
= −♦νΦ
∼

+
(
0, d`ϕtν

)
= −♦νΦ
∼

+ σ∆((0, ϕtν)
)

+ ∆(0,ϕtν)(·, 0)
∼

.

Now we can finally compute the relevant Nijenhuis tensors. Let us now consider
a linear generalised almost complex structure J on E as in (4.2) and fix again a
Dorfman connection ∆ as in (4.8). In particular j, jC and Ψ satisfy the conditions
of Proposition 4.1.10.

For two core sections the Nijenhuis tensor vanishes trivially, as the Dorfman
bracket of two core sections vanishes and the double vector bundle morphism J
sends core sections to core sections.

For the Nijenhuis tensor of J evaluated at a horizontal lift σ∆(ν) for ν ∈
Γ(TM⊕E∗) and a core section τ↑ for τ ∈ Γ(E⊕T ∗M) we compute using Theorem
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4.1.3 and Corollary A.1.3 the following

NJ
(
σ∆(ν), τ↑

)
= Jσ∆(ν), τ↑K− JJ (σ∆(ν)),J (τ↑)K
+ J

(JJ (σ∆(ν)), τ↑K + Jσ∆(ν),J (τ↑)K)
=
(
∆ντ

)↑ − Jσ∆(j(ν)) + Φ(ν)
∼

, jC(τ)↑K
+ J

(
Jσ∆(j(ν)) + Φ(ν)
∼

, τ↑K + Jσ∆(ν), jC(τ)↑K
)

=
(
∆ντ

)↑ − (∆j(ν)jC(τ)
)↑ +

(
Φ(ν)

(
prE(jC(τ))

))↑
+ J

((
∆j(ν)τ

)↑ − (Φ(ν)
(
prE(τ)

))↑
+
(
∆νjC(τ)

)↑)
=
(
∆ντ

)↑ − (∆j(ν)jC(τ)
)↑ +

(
Φ(ν)

(
prE(jC(τ))

))↑
+
(
jC(∆j(ν)τ)

)↑ − (jC(Φ(ν)
(
prE(τ)

)))↑
+
(
jC(∆νjC(τ))

)↑

Thus the Nijenhuis tensor of J vanishes for a lift and a core section if and only
if for all ν ∈ Γ(TM ⊕ E∗) and τ ∈ Γ(E ⊕ T ∗M) we have

∆ντ −∆j(ν)jC(τ) + Φ(ν)
(
prE(jC(τ))

)
+ jC

(
∆j(ν)τ

)
− jC

(
Φ(ν)

(
prE(τ)

))
+ jC

(
∆νjC(τ)

)
= 0

(A.1)

As the pairing is non-degenerate, we can dualise this condition by pairing with
a second section ν2 ∈ Γ(TM ⊕ E∗). We now write ν1 = (X1, ε1) instead of ν and
use Proposition 4.1.10 and the duality of the Dorfman connection with the dull
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bracket on TM ⊕ E∗ as described in [36] and in (4.5) to compute:

〈
∆ν1τ −∆j(ν1)jC(τ) + Φ(ν1)

(
prE(jC(τ))

)
+ jC

(
∆j(ν1)τ

)
− jC

(
Φ(ν1)

(
prE(τ)

))
+ jC

(
∆ν1jC(τ)

)
, ν2

〉
=
〈
∆ν1τ, ν2

〉
−
〈
∆j(ν1)jC(τ), ν2

〉
+
〈
Φ(ν1)

(
prE(jC(τ))

)
, ν2
〉

−
〈
∆j(ν1)τ, j(ν2)

〉
+
〈
Φ(ν1)

(
prE(τ)

)
, j(ν2)

〉
−
〈
∆ν1jC(τ), j(ν2)

〉
= X1

〈
τ, ν2

〉
−
〈
τ, Jν1, ν2K∆

〉
− prTM (j(ν1))

〈
jC(τ), ν2

〉
+
〈
jC(τ), Jj(ν1), ν2K∆

〉
− prTM (j(ν1))

〈
τ, j(ν2)

〉
+
〈
τ, Jj(ν1), j(ν2)K∆

〉
−X1

〈
jC(τ), j(ν2)

〉
+
〈
jC(τ), Jν1, j(ν2)K∆

〉
+
〈
Φ(ν1)

(
prE(jC(τ))

)
, ν2
〉

+
〈
Φ(ν1)

(
prE(τ)

)
, j(ν2)

〉
=
〈
τ,−Jν1, ν2K∆ − j

(Jj(ν1), ν2K∆
)
− j

(Jν1, j(ν2)K∆
)

+ Jj(ν1), j(ν2)K∆
〉

+
〈
τ,
(
0,Φ(ν1)t(j(ν2))

)
− j

(
0,Φ(ν1)t(ν2))

)〉
=
〈
τ,−Nj,J·,·K∆(ν1, ν2) +

(
0,Φ(ν1)t(j(ν2))

)
− j

(
0,Φ(ν1)t(ν2))

)〉
=
〈
τ,−Nj,J·,·K∆(ν1, ν2) + Ψj(ν1, ν2)− jΨ(ν1, ν2)

〉
,

where we have extended the forms Ψ,Ψj by abuse of notation to forms Ψ,Ψj ∈
Ω2(TM ⊕ E∗, TM ⊕ E∗):

Ψ(ν1, ν2) := (0,Ψ(ν1, ν2)) = prtE Ψ(ν1, ν2)
Ψj(ν1, ν2) := (0,Ψj(ν1, ν2)) = prtE Ψt(ν1, ν2) .

Since ν1, ν2 and τ were arbitrary and the pairing is non-degenerate, the
Nijenhuis tensor of J of a lift and a linear section vanishes if and only if

−Nj,J·,·K∆ + Ψj − jΨ = 0 . (A.2)

Let us from now on assume that J satisfies this equation. We will now compute
conditions when additionally the Nijenhuis tensor of J for two horizontal lifts
vanishes. Again we make use of Lemma 4.1.6, Theorem 4.1.3 and of Corollary
A.1.3 and compute for ν1, ν2 ∈ Γ(TM ⊕ E∗) the following:

NJ
(
σ∆(ν1), σ∆(ν2)

)
=

q
σ∆(ν1), σ∆(ν2)

y
−
q
J (σ∆(ν1)),J (σ∆(ν2))

y
+ J

(q
J (σ∆(ν1)), σ∆(ν2)

y
+
q
σ∆(ν1),J (σ∆(ν2))

y)
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= σ∆(Jν1, ν2K∆
)
−R∆(ν1, ν2)(·, 0)
∼

− σ∆(Jj(ν1), j(ν2)K∆
)

+R∆(j(ν1), j(ν2))(·, 0)
∼

−
q
σ∆(j(ν1)),Φ(ν2)
∼y

−
q
Φ(ν1)
∼

, σ∆(j(ν2))
y
−
q
Φ(ν1)
∼

,Φ(ν2)
∼y

+ J
(
σ∆(Jj(ν1), ν2K∆

)
+ σ∆(Jν1, j(ν2)K∆

)
−R∆(j(ν1), ν2)(·, 0)
∼

−R∆(ν1, j(ν2))(·, 0)
∼

+
q
σ∆(ν1),Φ(ν2)
∼y

+
q
Φ(ν1)
∼

, σ∆(ν2)
y)

= σ∆(Jν1, ν2K∆)−R∆(ν1, ν2)(·, 0)
∼

− σ∆(Jj(ν1), j(ν2)K∆) +R∆(j(ν1), j(ν2))(·, 0)
∼

− ♦j(ν1)Φ(ν2)
∼

+ ♦j(ν2)Φ(ν1)
∼

− σ∆(0,Φ(ν1)tj(ν2))

−∆(0,Φ(ν1)tj(ν2))(·, 0))
∼

− Φ(ν2) ◦ prE ◦Φ(ν1)
∼

− Φ(ν1) ◦ prE ◦Φ(ν2)
∼

+ σ∆(j(Jj(ν1), ν2K∆)) + σ∆(j(Jν1, j(ν2)K∆))

+ Φ(Jj(ν1), ν2K∆)
∼

+ Φ(Jν1, j(ν2)K∆)
∼

− jC ◦R∆(j(ν1), ν2)(·, 0)
∼

− jC ◦R∆(ν1, j(ν2))(·, 0)
∼

+ jC ◦ ♦ν1(Φ(ν2))
∼

− jC ◦ ♦ν2(Φ(ν1))
∼

+ σ∆(j(0,Φ(ν1)tν2)) + Φ(0,Φ(ν1)tν2)
∼

+ jC(∆(0,Φ(ν1)tν2)(·, 0))
∼

= σ∆(Nj,J·,·K∆(ν1, ν2))

+ ♦j(ν2)Φ(ν1)
∼

− ♦j(ν1)Φ(ν2)
∼

+ jC ◦ ♦ν1(Φ(ν2))− jC ◦ ♦ν2(Φ(ν1))
∼

+R∆(j(ν1), j(ν2))(·, 0)
∼

−R∆(ν1, ν2)(·, 0)
∼

− jC ◦R∆(j(ν1), ν2)(·, 0)
∼

− jC ◦R∆(ν1, j(ν2))(·, 0)
∼

− Φ(ν2) ◦ prE ◦Φ(ν1)
∼

− Φ(ν1) ◦ prE ◦Φ(ν2)
∼

+ Φ(Jj(ν1), ν2K∆)
∼

+ Φ(Jν1, j(ν2)K∆)
∼

− σ∆(0,Φ(ν1)t(j(ν2))) + σ∆(j(0,Φ(ν1)t(ν2)))

+ Φ
(
(0,Φ(ν1)t(ν2))

)∼
+ (jC(∆(0,Φ(ν1)tν2)(·, 0)))
∼

− (∆(0,Φ(ν1)tj(ν2))(·, 0))
∼

.

The three terms involving horizontal lifts combine to the term

σ∆
(
Nj,J·,·K∆(ν1, ν2)−Ψj(ν1, ν2) + jΨ(ν1, ν2)

)
.

This is precisely the horizontal lift of the left hand side of Equation (A.2). Since
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we assumed that J satisfies (A.2) this therefore already vanishes.

Thus the Nijenhuis tensor of J vanishes for all sections if and only if (A.2)
holds and additionally for all ν1, ν2 ∈ Γ(TM ⊕ E∗) and τ ∈ Γ(E ⊕ T ∗M)

0 = ♦j(ν2)Φ(ν1)(τ)− ♦j(ν1)Φ(ν2)(τ)

+ jC
(
♦ν1(Φ(ν2))(τ)

)
− jC

(
♦ν2(Φ(ν1))(τ)

)
+R∆

(
j(ν1), j(ν2)

)
(τ)−R∆(ν1, ν2)(τ)

− jC
(
R∆(j(ν1), ν2)(τ)

)
− jC

(
R∆(ν1, j(ν2))(τ)

)
− Φ(ν2)

(
Φ(ν1)(τ)

)
+ Φ(ν1)

(
Φ(ν2)(τ)

)
+ Φ

((
0,Φ(ν1)t(ν2)

))
(τ)

+ Φ
(Jj(ν1), ν2K∆

)
(τ) + Φ

(Jν1, j(ν2)K∆
)
(τ)

+ jC
(
∆(0,Φ(ν1)tν2)τ

)
−∆(0,Φ(ν1)tj(ν2))τ

(A.3)

As we did for (A.1), we want to dualise this equation in order to get a condition
purely depending on sections of TM ⊕E∗ and not also on a section of E ⊕ T ∗M .
For this we will use again the non-degeneracy of the pairing and pair the left hand
side of (A.3) with a third section ν3 of TM ⊕ E.

Firstly, we compute:〈
♦ν1Φ(ν2)(τ), ν3

〉
= −

〈
Φ(ν2)(∇ν1 prE(τ)), ν3

〉
+
〈
∆ν1Φ(ν2)(τ), ν3

〉
= −

〈
∆ν1τ,Φ(ν2)tν3

〉
+
〈
∆ν1Φ(ν2)(τ), ν3

〉
= −prTM (ν1)

(
〈τ,Φ(ν2)tν3〉

)
+
〈Jν1,Φ(ν2)tν3K∆, τ

〉
+ prTM (ν1)

(
〈Φ(ν2)(τ), ν3〉

)
−
〈Jν1, ν3K∆,Φ(ν2)(τ)

〉
=
〈Jν1,Φ(ν2)tν3K∆ − Φ(ν2)t(Jν1, ν3K∆), τ

〉
(A.4)

Using this equality we can now pair the left hand side of (A.1) with a section
ν3 of TM ⊕ E∗ and compute the following:

0 =
〈
♦j(ν2)Φ(ν1)(τ)− ♦j(ν1)Φ(ν2)(τ)

+ jC
(
♦ν1(Φ(ν2))(τ)

)
− jC

(
♦ν2(Φ(ν1))(τ)

)
+R∆(j(ν1), j(ν2))(τ)−R∆(ν1, ν2)(τ)
− jC

(
R∆(j(ν1), ν2)(τ)

)
− jC

(
R∆(ν1, j(ν2))(τ)

)
− Φ(ν2)

(
Φ(ν1)(τ)

)
+ Φ(ν1)

(
Φ(ν2)(τ)

)
+ Φ

(
(0,Φ(ν1)t(ν2))

)
(τ)

+ Φ
(Jj(ν1), ν2K∆

)
(τ) + Φ

(Jν1, j(ν2)K∆
)
(τ)

+ jC
(
∆(0,Φ(ν1)tν2)τ

)
−∆(0,Φ(ν1)tj(ν2))τ, ν3

〉
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=
〈
τ,
q
jν2,Φ(ν1)tν3

y
∆ − Φ(ν1)t

(Jjν2, ν3K∆
)

−
q
jν1,Φ(ν2)tν3

y
∆ + Φ(ν2)t

(Jjν1, ν3K∆
)

−
q
ν1,Φ(ν2)t(jν3)

y
∆ + Φ(ν2)t

(Jν1, jν3K∆
)

+
q
ν2,Φ(ν1)t(jν3)

y
∆ − Φ(ν1)t

(Jν2, jν3K∆
)

− Φ(ν1)tΦ(ν2)t(ν3) + Φ(ν2)tΦ(ν1)t(ν3) + Φ
(
Φ(ν1)tν2

)t(ν3)
+ Φ(Jjν1, ν2K∆)tν3 + Φ(Jν1, jν2K∆)tν3

−
q
jν3,Φ(ν1)tν2

y
∆ −

q
ν3,Φ(ν1)t(jν2)

y
∆

+R∆(j(ν1), j(ν2))t(ν3)−R∆(ν1, ν2)t(ν3)

+R∆(j(ν1), ν2)t(jν3) +R∆(ν1, j(ν2))t(jν3)
〉
.

Note that the properties of the dull bracket J·, ·K∆ imply that this equality is
independent of prT ∗M (τ) and only depends on prE(τ).

Since τ , ν1, ν2 and ν3 were arbitrary sections, the vanishing of the Nijenhuis
tensor is now equivalent to the term on the right hand side to vanish for all ν1,
ν2 and ν3. Using the notion of Ψj we can rewrite this condition in the following
equation:

0 = −
q
ν3,Ψj(ν1, ν2)

y
∆ −

q
ν1,Ψj(ν2, ν3)

y
∆ −

q
ν2,Ψj(ν3, ν1)

y
∆

+
q
jν3,Ψj(ν1, jν2)

y
∆ +

q
jν2,Ψj(ν3, jν1)

y
∆ +

q
jν1,Ψj(ν2, jν3)

y
∆

−Ψj(Jjν2, ν3K∆, jν1)−Ψj(Jν2, jν3K∆, jν1)
−Ψj(Jjν3, ν1K∆, jν2)−Ψj(Jν3, jν1K∆, jν2)
−Ψj(Jjν1, ν2K∆, jν3)−Ψj(Jν1, jν2K∆, jν3)
−Ψj(jν1,Ψj(ν2, jν3))−Ψj(jν2,Ψj(ν3, jν1))−Ψj(jν3,Ψj(ν1, jν2))
+ ω∆(jν1, jν2, ν3) + ω∆(jν1, ν2, jν3) + ω∆(ν1, jν2, jν3)
− ω∆(ν1, ν2, ν3) ,

(A.5)

using the notion ω∆ ∈ Ω3(TM ⊕ E∗, TM ⊕ E∗) as in (4.25).

Without writing all cyclic permutations of ν1, ν2 and ν3 explicitly, (A.5)
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simplifies to the following:

0 = −Jν1,Ψj(ν2, ν3)K∆ + Jjν1,Ψj(ν2, jν3)K∆

−Ψj(Jjν2, ν3K∆, jν1)−Ψj(Jν2, jν3K∆, jν1)−Ψj(jν1,Ψj(ν2, jν3))
+ Jν1, Jν2, ν3K∆K∆ − Jjν1, Jjν2, ν3K∆K∆

− Jjν1, Jν2, jν3K∆K∆ − Jν1, Jjν2, jν3K∆K∆

+ cyclic permutations in 1,2,3
= Jν1, Jν2, ν3K∆ − Jjν2, jν3K∆ −Ψj(ν2, ν3)K∆

+ Jjν1,−Jν2, jν3K∆ − Jjν2, ν3K∆ −Ψ(ν2, ν3)K∆

−Ψ
(
ν1, Jν2, jν3K∆ + Jjν2, ν3K∆ + Ψ(ν2, ν3)

)
+ cyclic permutations in 1,2,3 .

Let us now define a pseudo-bracket A on Γ(TM ⊕ E∗) by

A(ν1, ν2) :=1
2

(
Jν1, ν2K∆ − Jjν1, jν2K∆ −Ψj(ν1, ν2)

)
=1

2

(
−jJjν1, ν2K∆ − jJν1, jν2K∆ − jΨ(ν1, ν2)

)
.

(A.6)

The equality of those two expressions is immediately seen to be equivalent to
the condition (A.2) obtained before. Thus this condition can now be expressed
alternatively in terms of the pseudo-bracket A as

A(ν1, jν2) = jA(ν1, ν2) . (A.7)

This property is stronger than the equality A(ν1, jν2) = A(jν1, ν2), which follows
already from the properties of a generalised almost complex structure, since then
j∗Ψ = −Ψ according to Proposition 4.1.10.

Note that the pseudo-bracket A does not admit an anchor on TM ⊕E∗, and
is thus not a Lie algebroid bracket on TM ⊕ E∗. However, A is skew-symmetric
and R-bilinear. Furthermore, it is independent of the chosen linear splitting or
equivalently the chosen Dorfman connection ∆ as we prove now.

Lemma A.1.4. Let J be a linear generalised almost complex structure on E.
Then the pseudo-bracket A defined by (A.6) does not depend on the choice of the
skew-symmetric Dorfman connection ∆.

Proof. Let us consider two skew-symmetric Dorfman connections ∆1 and ∆2 with
change of splittings Ψ12. With (4.20) we compute for the pseudo-brackets A1 and
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A2 defined by (A.6) with the respective Dorfman connections:

−2A2(ν1, ν2) = jJjν1, ν2K∆2 + jJν1, jν2K∆2 + jΨ2(ν1, ν2)
= jJjν1, ν2K∆1 + jΨ12(jν1, ν2)

+ jJν1, jν2K∆1 + jΨ12(ν1, jν2)
+ jΨ2(ν1, ν2)

= jJjν1, ν2K1 + jΨ12(jν1, ν2)
+ jJν1, jν2K1 + jΨ12(ν1, jν2)
+ jΨ1(ν1, ν2)− jΨ12(jν1, ν2)− jΨ12(ν1, jν2)

= −2A1(ν1, ν2)

Thus the pseudo-bracket A defined by (A.6) is indeed independent of the choice of
splitting.

With this pseudo-bracket A we can write the condition (A.5) now equivalently
in the following way

0 = Jν1, Jν2, ν3K∆ − Jjν2, jν3K∆ −Ψj(ν2, ν3)K∆

+ Jjν1,−Jν2, jν3K∆ − Jjν2, ν3K∆ −Ψ(ν2, ν3)K∆

−Ψ
(
ν1, Jν2, jν3K∆ + Jjν2, ν3K∆ + Ψ(ν2, ν3)

)
+ cyclic permutations

= Jν1, 2A(ν2, ν3)K∆

− Jjν1, j2A(ν2, ν3)K∆

−Ψ
(
ν1, j2A(ν2, ν3))

)
+ cyclic permutations

= 2A(ν1, 2A(ν2, ν3))
+ cyclic permutations

= Jac2A(ν1, ν2, ν3)

Thus the Nijenhuis torsion for J vanishes, if and only if the pseudo-bracket A
satisfies the Jacobi identity and is compatible with j in the sense of (A.7), that is

A(ν1, jν2) = jA(ν1, ν2) .

We have proved the following proposition.

Proposition A.1.5. Let J be a generalised almost complex structure on a vector
bundle E. Then the Nijenhuis tensor of J vanishes if and only if for A defined by
(A.6) we have for all ν1, ν2 in Γ(TM ⊕ E∗)
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1. A(ν1, jν2) = jA(ν1, ν2) ,

2. A satisfies the Jacobi identity.

The following theorem is an immediate consequence of Proposition 4.1.10 and
Proposition A.1.5.

Theorem A.1.6. Let E →M be a vector bundle. Fix a skew-symmetric TM⊕E∗-
Dorfman connection ∆ on E ⊕ T ∗M . A linear generalised complex structure on E
is equivalent to the following data:

1. A vector bundle morphism j : TM ⊕ E∗ → TM ⊕ E∗ ,

2. Ψ ∈ Ω2(TM ⊕ E∗, E∗) ,

such that

1. j2 = − idTM⊕E∗ ,

2. j∗Ψ = −Ψ ,

3. A defined by (A.6) satisfies the Jacobi identity,

4. A(ν1, jν2) = jA(ν1, ν2) .

Proof. Given a linear generalised complex structure J on E as in (4.2) we have by
Lemma 4.1.5, Proposition 4.1.10 and Proposition A.1.5 a vector bundle morphism
j and a form Ψ ∈ Ω2(TM ⊕ E∗, E∗) satisfying the properties above.

Conversely, given j and Ψ as above, we define a double vector bundle morphism
J : TE ⊕ T ∗E → TE ⊕ T ∗E by setting for τ ∈ Γ(E ⊕ T ∗M) and ν ∈ Γ(TM ⊕E∗)

J (τ↑) := (−jt(τ))↑ ,

J (σ∆(ν)) := σ∆(j(ν)) +
(
Ψ(ν, ·)

)t∼
.

Again by Proposition 4.1.10 and Proposition A.1.5 this defines a linear generalised
complex structure on E. These two constructions are inverse to each other.

Note that whilst A does not depend on the choice of ∆, Ψ does depend on
this choice. Given a different skew-symmetric Dorfman connection ∆2, we get the
form corresponding to the same generalised complex structure by the change of
splittings as in Lemma 4.1.14.
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A.2 Lie algebroid morphisms

In this section we will give the computations corresponding to the results in section
4.3 in the case where we work with a general skew-symmetric Dorfman connection
instead of one which is adapted to the generalised complex structure.

Let us assume A→M is a Lie algebroid and J is a linear generalised complex
structure. Let ∆ be any skew-symmetric TM⊕A∗-Dorfman connection on A⊕T ∗M .
To compute the conditions on the Lie bracket and the anchor in terms of this
splitting, we will need to describe Lie brackets of core-linear sections with other
sections.

Given the basic A connections ∇bas on A⊕ T ∗M and on TM ⊕A∗ described
in Definition 4.3.2 and Proposition 4.3.3, we will now write ∇Hom for the induced
A-connection on Γ(Hom(TM ⊕A∗, A⊕ T ∗M)) defined by

∇Hom
a ϕ = ∇bas

a ◦ ϕ− ϕ ◦ ∇bas
a . (A.8)

Now we will prove the following corollary to Theorem 4.3.6.

Corollary A.2.1. Let A be a Lie algebroid with anchor ρ and ∆ a Dorfman
connection as in (4.39). Let ϕ, ϕ1, ϕ2 ∈ Γ(Hom(TM ⊕ A∗, A ⊕ T ∗M)), τ ∈
Γ(A⊕ T ∗M) and a ∈ Γ(A). Then we obtain the following Lie brackets in TA

1.
[
τ †, ϕ
∼
]

= ϕ
(
(ρ, ρt)τ

)† ,
2.
[
ϕ1
∼
, ϕ2
∼
]

= ϕ2 ◦ (ρ, ρt) ◦ ϕ1
∼

− ϕ1 ◦ (ρ, ρt) ◦ ϕ2
∼

,

3.
[
σ∆
A (a), ϕ∼

]
= ∇Hom

a ϕ
∼

,

4. Θ(ϕ∼) = (ρ, ρt) ◦ ϕ
∼

.

Proof. Using local coordinates we can write ϕ = ∑
fijκi ⊗ τj where fij ∈ C∞(M),

κi, τj ∈ Γ(A⊕ T ∗M). Then we obtain for the corresponding core-linear section

ϕ
∼=

∑
q∗TM⊕A∗fij`κiτ

†
j , (A.9)

where τ †j ∈ ΓcTM⊕A∗(TA) is the core section corresponding to τj . Now we compute
using Theorem 4.3.6 the following Lie bracket of a core section with a core-linear
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section[
τ †, ϕ
∼
]

=
[
τ †,
∑

q∗TM⊕A∗fij`κiτ
†
j

]
=
∑

q∗TM⊕A∗fij`κi
[
τ †, τ †j

]
+
∑(

(ρ, ρt)τ
)↑(
q∗TM⊕A∗fij`κi

)
τ †j

=
∑(

(ρ, ρt)τ
)↑(
q∗TM⊕A∗fij`κi

)
τ †j

=
∑

q∗TM⊕A∗fijq
∗
TM⊕A∗

〈
κi, (ρ, ρt)τ

〉
τ †j

= ϕ
(
(ρ, ρt)τ

)†
.

For the bracket of two core-linear sections we write both ϕ1
∼ and ϕ2

∼ in local
coordinates analogously to (A.9) and compute:[

ϕ1
∼
, ϕ2
∼
]

=
[∑

q∗TM⊕A∗f
1
ij`κ1

i
(τ1
j )†,

∑
q∗TM⊕A∗f

2
kl`κ2

k
(τ2
l )†
]

=
∑

q∗TM⊕A∗f
1
ij`κ1

i
q∗TM⊕A∗f

2
kl`κ2

k
[(τ1

j )†, (τ2
l )†]

+
∑

q∗TM⊕A∗f
1
ij`κ1

i
ϕ2((ρ, ρt)τ1

j )†

−
∑

q∗TM⊕A∗f
2
kl`κ2

k
ϕ1((ρ, ρt)τ2

l )†

= ϕ2 ◦ (ρ, ρj) ◦ ϕ1
∼

− ϕ1 ◦ (ρ, ρt) ◦ ϕ2
∼

,

Lastly, we compute the bracket of a lift σ∆
A (a) with a core-linear section ϕ∼ in

local coordinates:[
σ∆
A (a), ϕ∼

]
=
[
σ∆
A (a),

∑
q∗TM⊕A∗fij`κiτ

†
j

]
=
∑

q∗TM⊕A∗fij`κi [σ∆
A (a), τ †j ]

+
∑
∇̂bas
a (q∗TM⊕A∗fij`κi)τ

†
j

=
∑

q∗TM⊕A∗fij`κi(∇bas
a τj)†

+
∑

q∗TM⊕A∗(ρ(a)fij)`κiτ
†
j + q∗TM⊕A∗fij`∇bas

a κi
τ †j

= ∇bas
a ◦ ϕ− ϕ ◦ ∇bas

a

∼

= ∇Hom
a ϕ
∼

.

In the second to last step we have used that the two basic connections are dual to
each other as shown in Proposition 4.3.3.

To compute the anchor of ϕ∼ we just note that Θ is a vector bundle morphism
from TA to T (TM ⊕A∗) over the identity on TM ⊕A∗ and thus

Θ
(∑

q∗TM⊕A∗fij`κiτ
†
j

)
=
∑

q∗TM⊕A∗fij`κiΘ(τ †j )

=
∑

q∗TM⊕A∗fij`κi
(
(ρ, ρt)τj

)†
= (ρ, ρt) ◦ ϕ
∼

.



172 APPENDIX A. MORE GENERAL DORFMAN CONNECTIONS

Now we are able to prove the following analogue of Proposition 4.3.9 for general
splittings.

Proposition A.2.2. A linear generalised complex structure J on a Lie algebroid
A→M preserves the anchor of TA if and only if for all a ∈ Γ(A) we have

1.
(
j ◦ (ρ, ρt)

)t = −j ◦ (ρ, ρt) ,

2. ∇bas
a ◦ j − j ◦ ∇bas

a = (ρ, ρt) ◦ Φ(a) .

Proof. The anchor preservation condition for J over j is again Θ ◦ J = Tj ◦Θ.
The computation for core sections is the same as in the case of an adapted Dorfman
connection in Proposition 4.3.9. For a horizontal lift σ∆

A (a) we now make use of
Theorem 4.3.6, of Corollary A.2.1 and of Lemma 4.3.8 to obtain the following:

Θ ◦ J
(
σ∆
A (a)(νm)

)
= Θ

(
σ∆
A (a)(jνm) + Φ(a) ◦ j−1
∼

(jνm)
)

= ∇bas
a

∧

(jνm) + (ρ, ρt) ◦ Φ(a) ◦ j−1
∼

(jνm) ,

and on the other hand:

Tj ◦Θ(σ∆
A (a)(νm)) = Tj(∇bas

a

∧

(νm)

= j ◦ ∇bas
a ◦ j−1
∧

(jνm) .

Note that (ρ, ρt) ◦ Φ(a) ◦ j−1
∼

denotes here the core-linear vector field on TM ⊕A∗.

So the anchor preservation condition for a lift reads

(
∇bas
a − j ◦ ∇bas

a ◦ j−1)∧= (ρ, ρt) ◦ Φ(a) ◦ j−1
∼

.

The linear vector field on the left is core-linear and
(
∇bas
a −j◦∇bas

a ◦j−1) is tensorial.
The anchor preservation condition for horizontal lifts is therefore equivalent to the
following condition:

∇bas
a ◦ j − j ◦ ∇bas

a = (ρ, ρt) ◦ Φ(a) . (A.10)

Furthermore, analogous to Proposition 4.3.10 we obtain for a general linear
splitting the following result.
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Proposition A.2.3. A linear generalised complex structure J on a Lie algebroid
A which preserves the anchor of TA→ TM ⊕A∗ is additionally compatible with
the Lie bracket of TA → TM ⊕ A∗ if and only if for all sections a, b ∈ Γ(A) we
have

jC ◦Rbas
∆ (a, b)−Rbas

∆ (a, b) ◦ j = (d∇HomΦ)(a, b) .

Proof. Since J and therefore j are invertible, every section can be pushed forward
via J . The bracket is then preserved under J if for all sections ζ, ξ ∈ ΓTM⊕A∗(TA)
we have the property (see for example [51] and [16])[

J ζ ◦ j−1,J ◦ ξ ◦ j−1] = J ◦ [ζ, ξ] ◦ j−1 . (A.11)

For two core sections we obtain again the same as in Proposition 4.3.10. For
the bracket of a lift with a core section we obtain on one hand making additionally
use of Corollary A.2.1 the following[

J ◦ σ∆
A (a) ◦ j−1, (jCτ)†

]
=
[
σ∆
A (a), (jCτ)†

]
+
[
Φ(a) ◦ j−1
∼

, (jCτ)†
]

=
(
∇bas
a (jCτ)

)† − (Φ(a) ◦ j−1((ρ, ρt)jCτ))†

On the other hand we have again

J ◦ [σ∆
A (a), τ †] ◦ j−1 = (jC∇bas

a τ)†

and thus we obtain the condition

∇bas
a ◦ jC − jC ◦ ∇bas

a = Φ(a) ◦ j−1 ◦ (ρ, ρt) ◦ jC = Φ(a) ◦ (ρ, ρt) , (A.12)

where we used the anchor preservation condition (4.54) in the last step. According
to Proposition 4.1.10 we know that Φ(a) has to be skew-symmetric. That is
Φ(a)t = −Φ(a). As the Dorfman connection was chosen to be skew-symmetric, the
two basic connections have to be dual to each other according to Proposition 4.3.3.
Hence equation (4.58) for a linear generalised complex structure is equivalent to
(A.10) which we assume to be satisfied as J is required to respect the anchor.

For the bracket of two lifts we get now on one hand the following:

[J ◦ σ∆
A (a) ◦ j−1,J ◦ σ∆

A (b) ◦ j−1] = [σ∆
A (a) + Φ(a) ◦ j−1
∼

, σ∆
A (b) + Φ(b) ◦ j−1
∼

]

= σ∆
A ([a, b])−Rbas

∆ (a, b)
∼

+∇bas
a ◦ Φ(b) ◦ j−1 − Φ(b) ◦ j−1 ◦ ∇bas

a

∼

−∇bas
b ◦ Φ(a) ◦ j−1 − Φ(a) ◦ j−1 ◦ ∇bas

b

∼

+ Φ(b) ◦ j−1 ◦ (ρ, ρt) ◦ Φ(a) ◦ j−1
∼

− Φ(a) ◦ j−1 ◦ (ρ, ρt) ◦ Φ(b) ◦ j−1
∼

.
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On the other hand we compute with Lemma 4.3.8

J ◦ [σ∆
A (a), σ∆

A (b)] ◦ j−1 = σ∆
A ([a, b]) + Φ([a, b]) ◦ j−1
∼

− jC ◦Rbas
∆ (a, b) ◦ j−1
∼

.

Using the property ∇bas
a ◦ j = j ◦ ∇bas

a + (ρ, ρt) ◦ Φ(a) this gives the last condition
for J to be a Lie algebroid morphism:

jC ◦Rbas
∆ (a, b)−Rbas

∆ (a, b) ◦ j = Φ([a, b]) +∇bas
b ◦ Φ(a)− Φ(a) ◦ ∇bas

b

−∇bas
a ◦ Φ(b) + Φ(b) ◦ ∇bas

a

= (d∇HomΦ)(a, b) .

(A.13)

Summarising we obtain the following Theorem:

Theorem A.2.4. A linear generalised complex structure J on a Lie algebroid
A is a Lie algebroid morphism if and only if for every skew-symmetric Dorfman
connection ∆ as in (4.39) and Φ defined by (4.52) we have for any a, b ∈ Γ(A)

1. (ρ, ρt) ◦ jC = j ◦ (ρ, ρt) ,

2. ∇bas
a ◦ j − j ◦ ∇bas

a = (ρ, ρt) ◦ Φ(a) ,

3.

jC ◦Rbas
∆ (a, b)−Rbas

∆ (a, b) ◦ j = Φ([a, b]) +∇bas
b ◦ Φ(a)− Φ(a) ◦ ∇bas

b

−∇bas
a ◦ Φ(b) + Φ(b) ◦ ∇bas

a .

An equivalent formulation is that the tuple (jC , j,Φ) forms a automorphism of
the 2-term representation up to homotopy ((ρ, ρt),∇bas,∇bas, Rbas

∆ ) of A onto
(A⊕ T ∗M)[0] ⊕ (TM ⊕A∗)[1] which defines the VB-algebroid structure of TA in
the linear splitting corresponding to ∆. The correspondence between VB-algebroids
and their morphisms after a choice of decomposition and 2-term representations
up to homotopy and their morphisms was shown in [28] and in [19]. We recall this
correspondence in Section 2.2.3.
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