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Abstract 

Distributed generation units using various renewable energy sources are rapidly 

infiltrating traditional electric power networks. They bring the benefits of hugely 

increasing worldwide energy supplies and reducing greenhouse gas emissions. 

Several distributed generators (DGs) can be integrated to form a microgrid (MG) 

to supply the local power needs, hence curbing power transmission congestion 

and delivery costs. A MG can manage the transfer of electricity between regions, 

and improve the robustness of the electrical network and its resilience in times of 

disastrous events. However, renewable sourced DGs using voltage source 

inverters with LCL filters are sensitive to non-ideal grid conditions such as 

impedance variation, harmonic corruption, voltage dips or swells and imbalance. 

Control techniques capable of working against all abnormal grid conditions, 

hence ensuring robust and stable power flow in the network, are crucial. 

One of the main contributions of this work is the development of a new adaptive 

notch filter for the control of grid connected DGs. Grid-side LCL power filters in 

the converter output, using small capacitors and inductors, are effective in 

attenuating the PWM carrier and side-band voltage harmonics, and are widely 

applied. However, they are characterised by a unique resonant frequency, at 

which the gain of the input current is magnified. This frequency must be removed 

from the converter output, and therefore from its current control loop. A notch filter 

(NF) in the DGs’ current control loop can actively curb this resonant frequency 

problem, but only at the specific value determined by grid impedance and LCL 

parameters. With a dynamic grid having variable impedance and background 

harmonics, the NF parameters need to be adaptive. The new method detects the 

changes of the resonant frequency by analysing the grid-side measured current 

on-line in real-time using the fast Fourier transform (FFT) technique, and the 

resultant frequency value is then applied to adjust the parameters of the notch 

filter. The method is tested and found to be able to track the changes of resonant 

frequency quickly and accurately, hence allowing the converter to give high 

performance current control. 

For testing and validating the control schemes, a DG system with two or more 

renewable sourced generators is required. A micro-grid consisting of a biomass 

generator and PV-plant jointly supplying the local load is therefore built in 
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simulation. Detailed models for the biomass-based thermal energy conversion 

plant driving a synchronous generator and a PV DG are developed. The 

robustness of the biomass DG (BDG) controller is investigated under load 

perturbations, and the relationship between the supply system and the inertia of 

the BDG system is analysed. The study includes the negative effects of 

unbalanced loads, and a proposed solution is to compensate the negative 

sequence component of the unbalanced load using the advanced decoupled 

double synchronous reference frame (DDSRF) technique. 

Another contribution lies in the development of a new Optimised Flexible Power 

Control (OFPC) scheme for reference current generation for PV DGs operating 

under abnormal grid conditions. DGs are required to supply active and reactive 

power without tripping under low or unbalanced voltages, but suffer from high 

power ripples due to the effects of negative sequence current and voltage. 

Treating the suppression of real and reactive ripples under a specific unbalanced 

voltage condition as a constrained multi-objective optimisation problem, the 

proposed OFPC defines a cost function as the sum of weighted active and 

reactive power ripples with a control variable. A genetic algorithm is applied to 

search for the optimal variable value. With this scheme, the reference current for 

the DG current controller gives good power control, and the results compare 

favourably with conventional methods. 
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1. Chapter 1 Introduction 

1.1 Distributed Generation with Renewable Energy Sources 

The organisational structure of the traditional power system follows a distinct 

hierarchy, commencing from the generation of electrical power, through its 

transmission along cables to distribution substations and finally terminating at the 

load centres. In terms of global electricity production, thermal and hydro power 

generators are the largest contributors, accounting for 76% of generated power 

in 2010 [1]. Environmental factors such as air pollution dictate the location of 

thermal power stations at a significant electrical distance from consumption sites. 

Hydro power generators must be strategically located near water resources with 

sufficient head for efficient electricity production. These factors contribute to large 

capital investments for power transmission line equipment.  

According to the International Energy Agency (IEA), approximately 1.3 billion 

people lack access to electricity, with almost  97% of them living in sub-Saharan 

Africa and the developing parts of Asia [2].This may be attributed to a large 

percentage of people in such countries situated in regions far away from the main 

grid. With an increasing population in these regions, matching electricity demand 

and supply becomes a difficult task.  

Figure 1.1 shows the projections for the population of sub-Saharan Africa without 

access to electricity, with Nigeria being one of the major contributors. The 

percentage is expected to rise further by the year 2020.Two solutions are viable: 

investing in more power generators with increased power delivery costs or 

incorporating generators at the distribution side of the power system proximal to 

the load centres.  The latter approach gives rise to the concept of distributed 

generation (DG) and the energy resources employed are distributed energy 

resources (DERs). The advantages of DG are clear: when strategically sited, they 

ensure provision of electricity at reduced costs, with an overall reduction in  power 

transmission losses [3]. Distributed generators have capacities ranging from less 

than 1 kW solar photovoltaic (PV) installations to several 100 MW combined cycle 

power plants [4] at distribution voltage levels of up to 33 kV [5].  
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Figure 1:1: Population of sub-Saharan Africa without access to electricity [6] 

 

There are primarily 9 sources of energy on earth: solar, biomass, wind, wave, 

hydro, tidal, geothermal, nuclear and fossils [6]. The first 6 are replenished by 

nature and are therefore considered to be renewable. Distributed generators 

utilising renewable forms of energy have the additional advantage of being 

environmentally friendly, as they do not lead to a net increase in atmospheric 

carbon dioxide, CO2. For this reason, the presence of renewable sourced DGs  

connected to the grid is rapidly increasing [7].  

On a global scale, several organisations have encouraged utilisation of 

renewable sources of energy. For example, the Kyoto Protocol established in 

1997 has targeted a reduction in GHG emissions with emphasis on developed 

countries, where the level of industrial activity is high [8] . The Renewable Energy 

Directive for EU countries has encouraged the use of renewable sources to meet 

20% of the energy demand by 2020 [9].  In view of this, the UK set up a policy to 

meet this target as outlined in The UK Renewable Energy Strategy [10].  

1.2 Distributed Generators in Microgrids 

Distributed energy resources (DERs) are important in ensuring continuous 

electricity supply. Integrating several DGs together and supplying a group of local 

loads forms a microgrid (MG). The Microgrid Exchange Group of the US 

Department of Energy defined the Microgrid as “a group of interconnected loads 
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and distributed energy resources within clearly defined electrical boundaries that 

act as a single controllable entity with respect to the grid. A Microgrid can connect 

and disconnect from the grid to enable it to operate in both grid-connected or 

island-mode’’ [11]. If grid connected, the MG requires  an interface, which can be: 

a synchronous generator, asynchronous generator or power converter [4]. 

A MG has three unique features [12]: 

1. The provision of an efficient means of integrating DERs with loads. 

2. It is viewed by the main grid as a single autonomous entity.  

3. It offers plug-and-play capabilities for the DERs, hence they can be 

added/removed without impacting the grid. This facilitates ease of 

installation of DERs without change in control strategy.   

Renewable energy sources in MGs become a cost effective solution if the MG 

consists of hybrid energy sources [13]. This is specifically beneficial for solar and 

wind DERs, whose power generating capabilities are dependent on 

meteorological conditions. In order to ensure constant output power, it is common 

to find energy storage devices such as batteries and super capacitors within the 

MG. Generally, long term and short term energy storages with high energy and 

power densities respectively complement each other in the MG [14]. Long term 

storage systems (e.g. fuel cells and batteries) balance power supply and demand 

for extended periods while short term systems (e.g. super capacitors and 

flywheel) offer faster response speed for periods typically less than an hour  [14, 

15]. Incorporating energy storage in MGs is a fairly recent occurrence, as 90% of 

them have been included between 2011 and 2014 [16]. Energy storage devices 

are comparable to the spinning reserve of generators in the grid [17] and can 

offer short term voltage and frequency control.    

Figure 1.2 shows DGs forming a MG consisting of both renewable (solar and 

wind) and non-renewable (diesel generator) DGs as well as connected loads. A 

battery and flywheel are used as energy storage devices. Both load and DGs are 

monitored by local controllers (LC) and microgeneration controllers (MC) 

respectively. The MG is connected to the main grid at the point of common 

coupling (PCC) with the connection controlled by the microgrid system central 

control (MGCC).  
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Figure 1:2: A typical microgrid with controllers and communication links [14] 
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1.3 Renewable Energy Sources for Distributed Generation 

The renewable energy sources pertinent to this thesis are biomass and solar 

energies. These sources are described in the following sections. 

1.3.1 Biomass Power Source 

The word ‘biomass’ is the generic term that is used to describe all biological 

matter- living and non-living (for a short duration of time). It is therefore a vastly 

abundant renewable source of energy. According to Fischer and Schrattenholzer, 

the global biomass potential is estimated to be between 91 to 675 EJ/year for the 

years 1990 to 2060 [18]. Approximately 13.5 billion metric tons of available 

biomass (equivalent to 5%) can be used for producing energy [19]. With this 

amount, it is possible for biomass to provide roughly 26% of the world’s energy 

consumption [19].  

Biomass comes from a vast number of sources including: forest residues, 

agricultural produce, sewage, industrial, animal and municipal solid wastes, as 

depicted in Fig. 1.3. These resources are abundant in virtually every developing 

country, therefore power generation from biomass can play a vital role in meeting 

the increasing load demand.   

 

Figure 1:3: Sources of biomass  [27] 
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Biomass is composed mostly of carbon, which was captured by plants in the form 

of carbon dioxide, CO2 during photosynthesis producing carbohydrates in the 

form of glucose. This process can be expressed as [20]: 

                   𝐶𝑂2 + 𝐻2𝑂 + ℎ𝑣 (𝑠𝑜𝑙𝑎𝑟 𝑒𝑛𝑒𝑟𝑔𝑦) ⟶ 𝐶𝐻2𝑂 (𝑔𝑙𝑢𝑐𝑜𝑠𝑒) + 𝑂2  (1.1)  

When a plant is burnt, it returns to the atmosphere the carbon it had consumed 

in the process of growing.  Biomass is therefore considered to be carbon neutral, 

as it does not increase the net amount of CO2 in the atmosphere. 

Plant-derived biomass is generally composed of cellulose, hemicellulose and 

lignin [21]. These are known as cell wall components and they protect the plant 

cells. Wood biomass can primarily be divided into: extractable (volatile oils, resin, 

wax, etc.), cell wall components and ash [21]. Extractables are derived from the 

living cell of a tree. Cell wall components form the major part of the wood and 

consist of lignin, cellulose and hemicellulose. Lignin binds the cellulose fibres 

together. 

Recently, environmental concerns over greenhouse gas (GHG) emissions, 

coupled with the rising cost of fossil fuels have resulted in the need for exploring 

alternative sources of energy. As biomass can meet almost all demands currently 

met by fossil fuels [19], it is considered a viable option.  

Despite its vast potential and availability, biomass is still underutilised. It has been 

estimated that biomass utilisation for electricity is less than 22% [19]. In view of 

this, investigation of biomass as a potential solution to power problems becomes 

an important area of research.   

For any successful biomass power generation system, a number of factors must 

be considered. First, it must be ensured that the land used for growing biomass 

crops does not compete with that of growing food crops. Furthermore, the 

biomass power plant needs to be located near the source to reduce transportation 

costs, especially considering its low energy density [22].   

1.3.1.1 Electricity Generation from Biomass 

Biomass is effectively used for generating electricity through a process known as 

gasification, which involves heating the biomass in a limited supply of oxygen to 

produce synthesis gas. Biomass gasification is one of the most efficient means 
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of generating electric power in small scale power plants [23], with higher 

conversion efficiencies compared to combustion. However, the conventional fuel 

used in gasification to produce synthesis gas is coal [24], primarily due to its 

higher energy density and low moisture content compared to biomass [25]. The 

low energy density of biomass can be overcome through a process known as 

densification, which converts the biomass into pellets by reducing its moisture 

content and compressing it under high pressure [21]. The high moisture content 

of the biomass necessitates drying the feedstock prior to gasification. 

Conversely, biomass gasification has  the following merits compared to coal 

gasification [21]: 

1. It has a higher percentage of volatile content (70-90%). 

2. It contains water and oxygen, both of which help in the formation of gases 

from carbon rich feedstock. 

3. It contains less than 2% ash as opposed to coal, with an ash content 

typically ranging between 5-20%.  

4. The ash content may be used as fertiliser. Coal ash sometimes contains 

arsenic, which is a highly poisonous element. 

5. The sulphur content is less than 0.1%, with coal having an amount ranging 

between 2-4%. High sulphur contents are associated with acid rain. 

A biomass power plant typically consists of a biomass dryer, a gasifier, a gas 

clean-up system and a gas turbine-generator. Biomass drying reduces its 

moisture content though removal of water from its physical structure, leaving 

chemically bound water. For increase in system efficiency, it is possible to use 

the generated waste heat of gasifiers to dry the biomass feedstock [18].   

In a gasifier, the biomass feedstock is heated in a restricted flow of oxygen with 

steam, producing synthesis gas (which predominantly comprises of carbon 

monoxide (𝐶𝑂) and hydrogen (𝐻2), with trace amounts of carbon dioxide (𝐶𝑂2) 

and methane (𝐶𝐻4)) as well as solid residues in the form of char and tar [26]. The 

chemical reaction for gasification can be expressed as [18]: 

𝐶𝐻𝑥𝑂𝑦(𝑏𝑖𝑜𝑚𝑎𝑠𝑠) + 𝑂2(21% 𝑜𝑓 𝑎𝑖𝑟) + 𝐻2𝑂 (𝑠𝑡𝑒𝑎𝑚) = 𝐶𝐻4 + 𝐶𝑂 + 𝐶𝑂2 + 𝐻2 

 + 𝐻2𝑂 (𝑢𝑛𝑟𝑒𝑎𝑐𝑡𝑒𝑑 𝑠𝑡𝑒𝑎𝑚) + 𝐶 (𝑐ℎ𝑎𝑟) + 𝑡𝑎𝑟 ,                                                  (1.2) 
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where 𝑥 , 𝑦 respectively represent the hydrogen and oxygen content of the 

biomass uniquely dependent on its source. 

In the gas clean-up system, impurities are removed from the synthesis gas prior 

to electricity production. The synthesis gas, at this point, has a calorific value 

ranging from 3- 5 MJ/m3 [27]. It is then combined with air and combusted in the 

gas turbine, producing a mixture of hot gases. The expansion of these gases 

causes the rotation of the turbine. As the turbine is coupled to the shaft of a 

generator, the mechanical energy of the turbine is thereby converted to electricity 

by the generator. 

1.3.2 Solar Photovoltaic (PV) Power Source 

Unlike biomass which requires conversion into synthesis gas as a precursor to 

electricity generation, a solar PV array converts incident light directly into DC 

electricity. The greater the intensity of the solar energy, the higher the electric 

power produced. The basic building block of a PV array is a solar cell, which is a 

semiconductor p-n junction device that is most commonly made from silicon. 

Since solar cells produce approximately 0.5V [28], several such cells are 

connected together in series and/or parallel to form solar modules and arrays.  

Figure 1.4 shows the one diode model representation of a solar cell. A 

photogenerated current,  𝐼𝑃𝐻 is produced by incident light falling on the surface of 

the solar cell. A parallel diode, D is used to represent the p-n junction [29] with 

current, ID flowing through it. This current represents the diffusion of majority 

carriers across the p-n junction. Resistors, RS and RSH represent the internal 
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ohmic resistance and the leakage resistance of the semiconductor device 

respectively [29]. 

 

Figure 1:4: One diode equivalent circuit model of a solar cell 

From Kirchhoff’s current law, the PV cell current at the terminal of a solar cell, 

𝐼𝑃𝑉1 is [30]: 

                         𝐼𝑃𝑉1 = 𝐼𝑃𝐻 − 𝐼0exp (
𝑞(𝑉𝑃𝑉1+𝐼𝑃𝑉1𝑅𝑆)

𝐴𝑘𝑇𝐶
− 1) −

(𝑉𝑃𝑉1+𝐼𝑃𝑉1𝑅𝑆)

𝑅𝑆𝐻
,               (1.3) 

 

 

where 𝐼0 is the diode reverse saturation current, 

q is the electron charge (1.602 × 10−19 C), 

𝑉𝑃𝑉1 is the PV cell voltage, 

A is the diode ideality factor, 

k is the Boltzmann’s constant (1.38 × 10−23J/K) and 

𝑇𝐶 is the cell operating temperature. 

PVs are capable of producing clean energy with the absence of any mechanical 

parts. However, silicon based solar cells have  low conversion efficiencies of only 

about 23% [29].  

 

𝐼𝐷 
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1.3.2.1 PV Converters 

The DC power generated by PV systems is converted to AC with DC-AC 

converters also known as inverters. At interfaces between the inverter and PV 

are DC-DC converters, which are primarily responsible for maintaining the PV 

output power at its maximum through control of the duty ratio, d, using maximum 

power point tracking (MPPT). DC-DC converter topologies may be classified 

according to their voltage level conversion as: step-down (buck) converter; step-

up (boost) converter and a step-up-down (buck-boost) converter. The buck-boost 

converter is a cascaded combination of the step-down and step-up converter 

configurations, offering greater flexibility in the output voltage range. The inverting 

topology has the advantage of using a single switch compared to the non-

inverting topology, resulting in reduced switching losses. The converter operates 

in step-down mode when d is less than 50%, and steps-up the input voltage when 

d is higher than 50%.  

Inverters are classified according to the input power source as voltage source 

inverters (VSIs) or current source inverters (CSIs). VSIs require a large capacitor 

across the input of the inverter, which primarily consists of six switches, each of 

which is composed of a transistor and a free-wheeling diode for bidirectional 

current flow [31]. In CSIs, a DC current source supplies current to the inverter 

circuit through a large inductor. VSIs are the more common topology amongst the 

two and is employed in this thesis. 

1.4 Benefits and Challenges of DG  

Infiltration of DGs into the traditional electric power system has resulted in curbing 

power delivery costs through generation of power at distribution level. 

Consequently, transmission line losses are minimised. They are also capable of 

solving power outage issues, especially in developing countries [32-35]. 

Furthermore, DG plants running on RES are exempt from GHG emissions. 

Nevertheless, DGs are a fairly recent development [36] that face certain 

challenges as outlined below. 

1. High capital cost: The price per kW of generators utilised in DGs are 

generally higher than centralised power plant generators [37]. Most 

renewable sourced DGs, except hydroelectricity, cannot compete 
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economically with the traditional generation techniques using fossil fuels. 

Some DG technologies, such as solar PV, gain economic benefits due to 

government incentives known as feed-in tariffs [38]. A levelised cost of 

energy (LCOE) comparison of power plant technologies by different 

resources has been done as shown in Table 1.1. From this, it is clear that 

costs of solar and wind powered DGs are reducing fast and possibly 

matching with the traditional gas powered generators.  

Table 1.1: Estimated costs of power plant technologies [39, 40] 

Power plant technologies 2018 LCOE 

($/MWh) 

2015 LCOE 

($/MWh) 

Difference 

(%) 

Advanced coal with 30% 

CCS* 

106.5 139.5 -24 

Natural Gas-fired 

Conventional CC** 

55 58.1 -5 

Advanced Nuclear 73.5 102.8 -29 

Geothermal 40.5 45 -10 

Biomass 85.1 96.1 -11 

Onshore Wind 51.3 64.5 -20 

Offshore Wind 110.4 158.1 -30 

Solar Thermal 137.5 235.9 -42 

Solar PV 52.7 84.7 -38 

Hydroelectric 49.6 67.8 -27 

 
*CCS –Carbon capture sequestration 
*CC –Combined cycle 

 

2. Control complexity: Most DGs use  power electronic inverters  with pulse-

width modulation techniques for DC-AC power conversion. To comply with the 

IEEE standard 519 for harmonic control, signal filtering is required to limit the total 

harmonic distortion (THD) in the output voltages and currents to the 5% maximum 

[41]. Inductor-capacitor-inductor (LCL) filters employed for this purpose offer 

good harmonic elimination, but at the expense of increased controller complexity 
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required to curb the resonance associated with the filter.  Left undamped, LCL 

filter resonance may lead to system instability.  

Controller complexity may increase even further due to the changes of resonant 

frequencies caused by the unpredictable nature of the renewable energy 

sources, and non-ideal grid conditions such as variable grid impedance and 

background harmonics.  

3. Operation under unbalanced conditions: A power network is a complex and 

dynamic system. It is affected by continuous variations of loads, increasing 

interconnection and the unpredictable generating nature of renewable energy 

sources, disturbances and harmonics flowing along the lines. There are also 

occurrences of unbalanced voltage dips due to faults and current imbalance 

caused by unequal phase current drawing and feeding.  In order to ensure 

stability in power supply, DGs are now required to remain connected to the grid 

for temporary faults [42]. Unbalanced grid faults have the effect of altering the 

symmetrical pattern of the voltage at the PCC through the production of a 

negative sequence voltage. Single-phase loads draw current in only one-phase, 

and the unbalance across the three-phases produces a negative sequence 

current in the power system. Negative sequence voltages and currents rotate in 

opposing directions to the conventional positive sequence voltages and currents. 

For single-phase loads, the interconnected DGs at the PCC supply the negative 

sequence currents of the load. The effect on synchronous generator-based DGs 

is the production of negative sequence electromagnetic torque, which causes 

rotor acceleration and excessive heating. For power electronic-based DGs, 

oscillations occur in the terminal active and reactive powers due to the opposing 

directions of the positive and negative sequence currents. The oscillations in the 

active power upset the power balance of the DC link voltage, leading to 

oscillations appearing in the voltage, which may exceed the maximum ripple 

voltage tolerance. 

4. Protection Issues: Conventional protection schemes are not directly 

applicable to DGs forming a MG [7], as traditional power systems are not normally 

built with the intention of integration with DGs [43]. The presence of various DGs 

in the MG causes current flow to be multidirectional and protective relays must 

be adapted such that the MG can operate properly in both island and grid 
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connected modes [44-46]. Some DGs use an inverter interface for either power 

conversion or for maximum power extraction (e.g. solar modules) [45]. As the 

inverter switches are made of silicon, their current carrying capability cannot 

exceed twice their rated current [46-49]. On the other hand, machine based DGs 

can provide fault currents between 5-10 times their rated currents [50]. As such, 

MGs containing a combination of these DGs would need to have a wider range 

of fault current levels. At certain times, either due to planned activities such as 

MG maintenance, or unplanned activities such as faults, the MG may need to be 

disconnected from the main grid to form an island. When the MG shifts to island 

mode, it is required that there be a sufficient number of DGs that can offer high 

levels of fault currents. In the absence of these, there will be a significant change 

in short circuit current magnitude, rendering conventional protection schemes 

inadequate [44, 45]. Clearly, protection devices that operate based on fault 

current level only cannot be directly applied. Furthermore, some MGs consist of 

renewable sources that are intermittent in nature, and the short circuit current 

capacity is thereby subject to change. Thus, there is need for intelligent protection 

systems that consider the state of the current in the event of faults [42]. 

1.5 Techniques for Unbalanced Power System Analysis  

Unbalanced voltages and currents can be analysed with Fortescue’s theorem. 

The theory states that any set of unbalanced three-phase quantities may be 

converted into a set of three balanced phasors. These are: positive sequence 

components (PSC), negative sequence components (NSC) and zero sequence 

components (ZSC). According to this theory: 

 PSC comprise of three phasors of the same magnitude and displaced 120o 

apart with the same phase sequence as the original phasors i.e. abc phase 

sequence. 

 NSC comprise of three phasors of the same magnitude and displaced 120o 

apart with the opposite phase sequence as the original phasors i.e. acb 

phase sequence. 

 ZSC comprise of three phasors of the same magnitude with no phase 

displacement between the phasors.  
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With PSC denoted by ‘+’, NSC denoted as ‘-’ and ZSC denoted by ‘0’, an 

unbalanced voltage represented by phasors 𝑉𝑎, 𝑉𝑏 and 𝑉𝑐 can be written as: 

    𝑉𝑎 = 𝑉𝑎
0 + 𝑉𝑎

+ + 𝑉𝑎
−      (1.4) 

𝑉𝑏 = 𝑉𝑏
0 + 𝑉𝑏

+ + 𝑉𝑏
−     (1.5) 

    𝑉𝑐 = 𝑉𝑐
0 + 𝑉𝑐

+ + 𝑉𝑐
−.      (1.6) 

The symmetrical sequence components described by Equs. (1.4) - (1.6) are 

shown in Fig. 1.5. 

Va+

Vb+

Vc+

Va
_

Vb
_

Vc
_

Va0

Vb0

Vc0

 

(a) (b) (c) 

Figure 1:5: Three phase voltage symmetrical sequence components (a) positive 
sequence (b) negative sequence (c) zero sequence 

Analysis can be further simplified by defining phase voltages 𝑉𝑏 and 𝑉𝑐 in terms 

of 𝑉𝑎 using a phase operator, 𝛼 given by: 

     𝛼 = 1∠120°      (1.7) 

and 

                                                       𝛼2 = 1∠240°.     (1.8)
  

In terms of 𝛼, Equs. (1.4) - (1.6) can be re-written as: 

𝑉𝑎 = 𝑉𝑎
0 + 𝑉𝑎

+ + 𝑉𝑎
−                                  (1.9) 

𝑉𝑏 = 𝑉𝑎
0 + 𝛼2𝑉𝑎

+
+ 𝛼𝑉𝑎

−            (1.10) 

     𝑉𝑐 = 𝑉𝑎
0 + 𝛼𝑉𝑎

+ + 𝛼2𝑉𝑎
−.                          (1.11) 

And in matrix form: 
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                                    [

𝑉𝑎
𝑉𝑏
𝑉𝑐

] = [
1 1 1
1 𝛼2 𝛼
1 𝛼 𝛼2

] [
𝑉𝑎
0

𝑉𝑎
+

𝑉𝑎
−

].                          (1.12) 

The sequence components 𝑉𝑎
0, 𝑉𝑎

+and 𝑉𝑎
− can be obtained from Equ. (1.12) by 

taking the inverse of the matrix, resulting in: 

                  [
𝑉𝑎
0

𝑉𝑎
+

𝑉𝑎
−

] =  
1

3
[
1 1 1
1 𝛼 𝛼2

1 𝛼2 𝛼
] [
𝑉𝑎
𝑉𝑏
𝑉𝑐

].                         (1.13) 

In a three-phase three-wire system, the sequence components of the abc 

voltages and currents sum up to zero, indicating there are no zero sequence 

components. A three-phase four wire system, on the other hand, has a neutral 

wire which carries three-times the zero sequence current. 

1.6 Grid Synchronisation Techniques Under Balanced and 

Unbalanced Conditions 

Interconnection of power electronic DGs with the electric power grid require 

synchronisation through precise estimation of the grid phase angle. Grid 

synchronisation under balanced conditions is most commonly achieved through 

the synchronous reference frame - phase locked loop (SRF-PLL), described in 

section 1.6.1. 

1.6.1 The Synchronous Reference Frame-Phase Locked Loop (SRF-

PLL) 

The basic principle of a PLL technique according to the SRF is illustrated in 

the block diagram of Fig. 1.6. The technique is used to track the phase angle, 

θ (ωt) of the grid voltage vector, Vgabc and consists of the following basic parts 

[31]; a phase detector (represented by a simple multiplier), a loop filter 

(represented by a proportional-integral, PI controller) and a voltage controlled 

oscillator (represented by a linear integrator). 
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Vgq
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Figure 1:6: Block diagram for SRF-PLL system 

According to Fig. 1.6, the PLL operates using a closed-loop control scheme 

which converts the grid voltage vector, Vgabc into SRF, with either the d or q 

element of the vector (Vgd or Vgq) as feedback variable. Assuming an arbitrary 

initial voltage phase angle value, θ the measured grid three-phase voltage, 

𝑉𝑔𝑎𝑏𝑐 can be transformed to its equivalent SRF d-q frame by aligning the d-

axis voltage, 𝑉𝑔𝑑 with phase A of the grid voltage, 𝑉𝑔𝑎 using the following 

Park’s transform equation:            

               [
𝑉𝑔𝑑
𝑉𝑔𝑞

] =  
2

3
[
cos 𝜃 cos (𝜃 −

2𝜋

3
) cos (𝜃 +

2𝜋

3
)

− sin 𝜃 − sin (𝜃 −
2𝜋

3
) − sin (𝜃 +

2𝜋

3
)
] [

𝑉𝑔𝑎
𝑉𝑔𝑏
𝑉𝑔𝑐

].          (1.14) 

Taking the q-element as the feedback variable, Vgq is controlled by the loop 

PI controller to zero while the d-component voltage, Vgd becomes the 

magnitude of the positive-sequence input voltage [31].The grid phase angle, 

θ is obtained by integrating the estimated frequency, ω which is the sum of 

the PI-controller output and the feedforward grid frequency, ωfg. As the PI 

controller regulates Vgq to 0, ω is equivalent to ωfg and its integral value will 

therefore be the grid phase angle, θ. Figure 1.7 depicts phase angle 

estimation using the SRF-PLL scheme. Figure 1.7 (a) is the grid voltage and 

the estimated phase angle, θ  is shown in Fig. 1.7 (b). As observed, the SRF-

PLL has accurately detected the sinusoidal phase angle, θ with a fundamental 

frequency of 50 Hz (equivalent to 0.02 seconds).  
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(a) 

 

(b) 

Figure 1:7: SRF-PLL  (a) Grid voltage (b) SRF-PLL angle tracking 

For an ideal grid free from harmonic distortion or unbalance, phase angle can 

easily be detected using the SRF-PLL of Fig. 1.6. In cases where harmonics are 

the cause of grid distortion, a reduction in PLL bandwidth has proven to be an 

effective method of extracting pure sinusoidal signals [31]. However, in an 

unbalanced voltage situation, imposing a limitation on the PLL bandwidth alone 

is not an effective method of phase angle tracking [31]. Figures 1.8 (a) and (b) 

show ineffective tracking of the grid phase angle, θ with SRF-PLL under 

unbalanced grid voltages. Clearly, advanced techniques are required to 
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accurately detect the grid voltage phase angle in the presence of voltage 

unbalance.   

 

(a) 

 

(b) 

Figure 1:8: SRF-PLL with voltage unbalance (a) Grid voltage (b) SRF-PLL 
phase angle tracking 

1.6.2 Decoupled Double Synchronous Reference Frame-PLL 

(DDSRF-PLL) 

Figure 1.9 depicts an unbalanced voltage vector, V transformed into its equivalent 

positive (𝑑𝑞+) and negative (𝑑𝑞−) sequence components in the double SRF 

(DSRF). The positive sequence component of the voltage, denoted as 𝑉+ rotates 

with speed, 𝜔 while the negative sequence component of the voltage, 
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represented by  𝑉−, rotates with speed, −𝜔.When projected onto the DSRF, the 

vectors rotate with a speed of 𝜔′ and −𝜔′ in the 𝑑𝑞+ and 𝑑𝑞− frames respectively.  

 

Figure 1:9: Voltage vectors in the DSRF 

In the αβ-frame, 𝑉 may be expressed using Clarke’s transformation as: 

         𝑉𝛼 = 𝑉
+ cos𝜔𝑡 + 𝑉− cos(−𝜔𝑡)                                    (1.15)  

and 

        𝑉𝛽 = 𝑉+ sin𝜔𝑡 + 𝑉− sin(−𝜔𝑡).                     (1.16) 

Assuming the d-axis position is perfectly aligned to the positive sequence 

component of the input voltage (i.e. 𝜔′𝑡= 𝜔𝑡), applying Park’s transform to Equs. 

(1.15) and (1.16) and simplifying using trigonometric identities will yield: 

                [
𝑉𝑑

+

𝑉𝑞
+] =  [𝑇𝑑𝑞

+] [
 𝑉𝛼
𝑉𝛽
] =  𝑉+ [

1
0
] + 𝑉− [

cos(2𝜔𝑡)

−sin(2𝜔𝑡)
sin(2𝜔𝑡)
 cos(2𝜔𝑡)

]              (1.17) 

and 

                 [
𝑉𝑑

−

𝑉𝑞
−] = [𝑇𝑑𝑞

−] [
 𝑉𝛼
𝑉𝛽
] =  𝑉+ [

cos(2𝜔𝑡)

sin(2𝜔𝑡)
  −sin(2𝜔𝑡)
 cos(2𝜔𝑡)

] + 𝑉− [
1
0
],            (1.18) 
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where  [𝑇𝑑𝑞
+] = [𝑇𝑑𝑞

−]
𝑇
= [

cos(2𝜔𝑡)

−sin(2𝜔𝑡)
sin(2𝜔𝑡)
 cos(2𝜔𝑡)

] .  

It is clear from Equs. (1.17) and (1.18) that transforming an unbalanced three-

phase voltage signal to its equivalent dq-components results in cross coupling 

terms that rotate at twice the fundamental frequency, 2𝜔. As these AC terms 

cannot be tracked by a PI controller without steady state errors, they must be 

eliminated. A low pass filter could be used, but the challenge is ensuring that the 

filter is perfectly capable of attenuating the 2𝜔 frequency, especially in the case 

of a frequency sensitive grid. To address this issue, the DDSRF method in [31] is 

employed to ensure perfect cancellation of the unwanted frequencies through 

implementation of a decoupling network based on Equs. (1.17) and (1.18) as 

seen in Fig. 1.10 (a) and (b). Both positive and negative decoupling cells take as 

inputs the voltage components, 𝑉𝑑
+, 𝑉𝑞

+, 𝑉𝑑
− and 𝑉𝑞

− to produce intermediate 

terms 𝑉𝑑
+∗, 𝑉𝑞

+∗, 𝑉𝑑
−∗ and 𝑉𝑞

−∗. These terms are further processed by a low pass 

filter (LPF) to ensure effective cancellation of the 2𝜔 harmonics.  

 

                            (a)                                                          (b) 

Figure 1:10: DDSRF decoupling cells (a) positive and (b) negative decoupling 
cells 

The DDSRF-PLL schematic is illustrated in Fig. 1.11. The unbalanced grid 

voltage, 𝑉𝑔𝑎𝑏𝑐 is transformed into the DSRF with the positive and negative 

components of the detected phase angle, 𝜃 (𝜃+and 𝜃−). The components 
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𝑉𝑑
+, 𝑉𝑞

+, 𝑉𝑑
− and 𝑉𝑞

− are decoupled with the cells in Fig.1.10. The outputs from 

the decoupling block, 𝑉𝑑
+∗, 𝑉𝑞

+∗, 𝑉𝑑
−∗ and 𝑉𝑞

−∗ are passed through a LPF of cut-

off frequency, 𝜔𝑓 with transfer function: 

                                                    𝐺𝐿𝑃𝐹(𝑠) =
𝜔𝑓

𝑠+𝜔𝑓
,                      (1.19) 

finally producing the harmonic-free output terms  𝑉𝑑̅̅ ̅
 +∗
, 𝑉𝑞̅

+∗
, 𝑉𝑑̅̅ ̅

 −∗
 and 𝑉𝑞̅

−∗
. 
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Figure 1:11: DDSRF-PLL with decoupling cell 

With the implementation of the DDSRF-PLL, the grid phase angle, 𝜃 of the 

unbalanced grid voltage in Fig. 1.8 (a) is accurately detected as 50 Hz (0.02 

seconds) as seen in Fig. 1.12. 

 

Figure 1:12: DDSRF-PLL phase angle tracking under voltage unbalance 
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1.7 Problem Statement, Aims and Objectives 

The ever increasing penetration of DGs into the electric power grid can cause 

severe impacts on the operational performance and stability of the grid, unless 

they fulfil some strict requirements. One of these is the compliance with the 

stringent limitations for frequencies above a certain threshold set by the grid code. 

This can be achieved since most DGs with VSI-based converters are equipped 

with carefully tuned LCL filters. However, the resonances created by these high 

order filters in response to the grid background harmonics are a serious issue for  

grid-tie inverter stability. Worse still, the resonant frequencies may change due to 

grid impedance variation.  Advanced control schemes able to track and eliminate 

the variable frequency harmonics are the key to coping with the condition. 

Another requirement is DGs being able to ride-through voltage dips due to 

transient grid faults without interruption in order to maintain power delivery, hence 

supporting the grid [31]. The proper control strategy for DGs under such 

conditions may result in unbalanced and distorted current injection to attenuate 

power oscillations and boost the instantaneous active and reactive powers. 

The main aim of this thesis, therefore, is to develop advanced control schemes 

for distributed generation systems for robust operation under unbalanced and 

distorted grid conditions. The analysis, design and verification of the control 

schemes need to be performed on renewable sourced DGs,  thus another aim is 

to develop computer models for a biomass synchronous generator-based DG 

and a PV power electronic-based DG. A hybrid DG system is also considered, 

comprising of the biomass DG and the PVDG with line impedances and 

connected loads as shown in Fig. 1.13.  

The following specific objectives are defined to achieve the above project aims: 

1. To study the composition viability of biomass as a valuable energy source, 

its energy conversion process and electricity generation technique. Hence 

to develop a computer model of a biomass powered turbine driving a  

synchronous generator and assessing its operational  performance in 

response to load perturbations. 

2. To design and develop a computer model of an LCL filter for PV grid-

connected inverters and investigate passive and active damping schemes 

for resonance suppression.  
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3. To investigate and design a novel adaptive notch filter technique for active 

harmonic suppression under variable grid impedance. 

4. To simulate a grid-connected hybrid DG system consisting of a biomass 

sourced generator and a PV-power plant supplying multiple loads and to 

investigate and develop current control strategy for DG inverters which are 

able to alleviate the adverse effects of unbalanced loads on the hybrid 

biomass-PV DG system. 

5. To analyse the existing techniques and propose novel reference current 

generation and control schemes which can enhance fault ride through 

capabilities of the PVDG system under unbalanced grid faults.  

 

Figure 1:13: Schematic diagram of proposed hybrid biomass-PV DG system 

1.7.1 Thesis Contributions 

The major contributions of this thesis are as follows: 

 A detailed model for the BDG is built in simulation consisting of a gas 

turbine and synchronous generator with associated control systems. The 

main control variable in the gas turbine is its speed, which is regulated with 

the General Electric Mark IV Speedtronic Turbine Control System. The 

generator excitation is controlled with the IEEE AC5A brushless excitation 

system which ensures the terminal voltage of the generator is maintained 

within  pre-defined limits. The operational responses of the BDG model 
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are analysed when subjected to load variations. Transient stability studies 

performed on the BDG with varying levels of the system inertia constant 

shows the system stability is enhanced with higher levels of the inertia 

constant.   

 A novel ANF for actively damping the resonance effect of the grid 

converter’s LCL filter under dynamic grid conditions such as line 

impedance variations. The adaptive feature of the NF is realised using the 

FFT method which analyses the spectrum of the measured grid current 

and determines the highest frequency present within the signal as the 

resonant frequency. The NF center frequency is tuned to the resonant 

frequency, thereby ensuring effective damping. A variation in grid 

impedance further perturbs the resonant frequency, prompting the 

activation of FFT spectrum analysis in determining the new resonant 

frequency and correspondingly retuning the NF frequency. This method 

ensures injection of harmonic-free current to the grid in compliance with 

grid codes. 

 A novel optimised flexible power control (OFPC) method of generating 

reference currents for a PVDG under unbalanced grid voltages. The effect 

of the unbalanced voltages are the generation of negative sequence 

components in the grid voltages and currents, resulting in ripples in both 

the active and reactive powers generated by the PVDG. Through 

constrained multi-objective optimisation implemented using the genetic 

algorithm, both active and reactive power ripples are minimised by defining 

a cost function as the weighted sum of the two power ripples. The control 

variable providing the optimal solution to the genetic algorithm is utilised 

to compute the reference currents for the PVDG. Simulation results 

comparing the OFPC with conventional methods proves its advantages 

with regards to simultaneous suppression of active and reactive powers, 

reduction of DC link fluctuations as well as ensuring the maximum PV 

inverter current is not exceeded.   

1.8 Thesis Organisation 

Chapter 2 provides a detailed mathematical model for the biomass DG with the 

control systems for the gas turbine and synchronous generator. Simulation 
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studies for system responses and transient stability are performed under load 

disturbances.  

Chapter 3 describes the design and control process for a grid connected PVDG 

system using LCL- filters. Notch filter-based active damping is proposed for the 

LCL filter and analysis of the notch filter in terms of control system stability is 

performed.  

Chapter 4 presents a new adaptive notch filter scheme for grid impedance 

variations based on the advanced fast Fourier transform (FFT) signal processing 

technique.  

Chapter 5 investigates the hybrid biomass-PV DG responses to an unbalanced 

load and proposes an unbalanced load compensation scheme utilising the PV 

inverter control system, to mitigate the negative effects of the unbalanced load 

currents.  

Chapter 6 describes a novel optimised flexible power control (OFPC) scheme for 

simultaneous suppression of active and reactive power generated by the PVDG 

under unbalanced grid voltages. The scheme is based on the principle of 

constrained multi-objective optimisation using Genetic Algorithms. 

Chapter 7 concludes the thesis and provides recommendations for future work. 
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2. Chapter 2 Biomass Distributed Generator Modelling 

2.1 Introduction 

Biomass distributed generators (BDGs) are gradually gaining prominence, owing 

to the diverse and renewable nature of biomass sources as described in Chapter 

1 [51]. For electricity production, biomass may be converted to synthesis gas 

through an efficient thermochemical process known as gasification [52, 53]. The 

synthesis gas is utilised in a gas turbine, where the chemical energy of the gas is 

converted into rotational mechanical energy in the turbine shaft. The mechanical 

energy is further transformed into electrical energy by a generator coupled to the 

turbine shaft. 

Gas turbines may be classified according to their generating capacity, the 

smallest of which are known as micro-turbines [54]. Micro-turbines generate up 

to 500 kW and are most widely used in distributed generation [54, 55]. Rotational 

speeds are in the range of 50,000 to 120,000 revolutions per minute (rpm) [56]. 

As generators rotate at a slower speed, a speed reduction gearbox must be 

incorporated in the biomass distributed generator to act as an interface between 

the gas turbine and the generator. 

Virtually all power system generators are of the synchronous type [57]. 

Synchronous generators run at a speed synchronised with the frequency of the 

utility grid. Through modification of their field excitation, synchronous generators 

are able to supply reactive power for connected inductive and capacitive loads 

[58]. Alternatively, they can source or sink reactive power for line voltage support 

[59]. For this purpose, they are known as synchronous condensers.   

Crucial to the satisfactory performance of any synchronous generator-based 

power system is its ability to remain in synchronous operation after a transient 

disturbance [60]. This is known as the rotor angle stability, which together with 

frequency and voltage stability [61] form the main stability indicators of a 

synchronous machine.     

This chapter presents a systematic approach to the modelling of a grid connected 

BDG. The developed model is used to study the dynamics of the system and the 

control responses to typical disturbances such as load variations. The chapter is 

divided into four main parts. In the first part, the energy conversion process of 
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biomass is presented. In part two, detailed mathematical models are presented 

for the gas turbine and synchronous generator, which collectively form a biomass 

distributed generation unit suitable for grid connected operation.  The third part 

describes the control systems for the turbine and generator models. Finally, the 

fourth part focuses on testing the transient stability of the system under a sudden 

change in electrical power modelled as a load disturbance. 

2.2 Energy Conversion of Biomass 

Stored energy in biomass fuels can be released by converting the biomass into 

gaseous or liquid forms. There are typically two major conversion processes for 

biomass: thermochemical and biochemical processes [18]. The selection of the 

conversion process depends on a number of factors, including the moisture 

content of the biomass feedstock, as well as its chemical composition. Feedstock 

with a high moisture content is usually converted using biochemical processes, 

whereas feedstock with less moisture (less than 40%) are more suited for 

thermochemical conversion [20]. 

Plant biomass such as wood comprises of up to 50% cellulose and 30% lignin 

[62]. While cellulose is insoluble in aqueous solutions, lignin is indigestible by 

enzymes [62]. Consequently, high proportions of cellulose and lignin within 

biomass feedstock indicates that thermochemical conversion process is 

desirable.  

The biochemical and thermochemical biomass conversion processes and their 

main classifications with associated products are shown in Fig. 2.1. The products 

of the conversion depend on the content of the biomass itself. Biochemical 

conversion consists of: anaerobic digestion, aerobic digestion and fermentation. 

Thermochemical conversion is classified into: combustion, gasification and 

pyrolysis. Brief descriptions of the processes are outlined below. 
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Figure 2:1: Biomass conversion processes 

2.2.1 Biochemical conversion 

This involves the use of micro-organisms to breakdown biomass into biofuel, 

mostly liquids and gases. The main disadvantage of biochemical conversion is 

that the process is relatively slow, with lower conversion efficiencies compared to 

thermochemical conversion [63]. It is classified into: 

 Anaerobic digestion: This is the most common method of biochemical 

conversion. It involves the breakdown of biomass by micro-organisms in 

the absence of oxygen to produce biogas, which is a mixture of methane 

and carbon dioxide. As the main product of the process is methane, 

anaerobic digestion is also known as biomethanation [63]. It produces 65-

70% methane (CH4), 30-35% carbon dioxide (CO2), with small amounts of 

hydrogen sulphide (H2S) and hydrogen (H2) [63, 64]. As a by-product, a 

solid residue known as ‘digestate’ is produced, which can be used as 

fertilizer for soil conditioning [26, 65]. Anaerobic digestion is most suitable 

for wet biomass such as sewage, high moisture agricultural biomass, 

animal and human wastes [26, 65]. Depending on the temperature range, 

three basic anaerobic digestion processes can take place [23, 26]: 

Psychrophilic digestion: This takes place at temperatures less than 

30OC and is very slow. In some cases, external heating may be required 

to speed up the conversion process. 
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Mesophilic digestion: This occurs between 30OC and 40OC, with a slow 

completion time of up to 2 months.  

Thermophilic digestion: This takes place at higher temperatures of 

between 40OC to 55OC, resulting in a faster conversion process compared 

to psychrophilic and mesophilic digestion. 

 Aerobic digestion: Aerobic digestion, as the name implies, occurs in the 

presence of air, producing heat, carbon dioxide and water. As no amount 

of methane is produced, it is unsuitable for bioenergy production [64, 66].  

 Fermentation: This is the anaerobic breakdown of biomass by yeast to 

produce ethanol and carbon dioxide. Ethanol is currently being used as a 

transport fuel, where it is blended with either gasoline or diesel. This use 

of ethanol helps to reduce air pollution. However, bio-fuels tend to be more 

expensive compared to using petroleum fuels alone [67].   

2.2.2 Thermochemical conversion 

In this conversion process, heat energy is used to breakdown the biomass 

material to release bioenergy. Thermochemical conversion has an advantage 

over biochemical conversion as it may be used for a wider range of biomass, 

including agricultural and municipal solid wastes [18]. The disadvantage, 

however, is that the synthesis gas produced requires extra cleaning 

equipment to purify the gas from char, tar and other contaminants [18]. The 

major classifications of thermochemical processes are: direct combustion, 

gasification and pyrolysis.  

 Combustion: This is the oldest method of obtaining energy from biomass 

and it involves burning the organic material in the presence of air to release 

heat. It accounts for 97% of the world’s bioenergy production [63]. It is the 

most common method of extracting power from agricultural products. The 

products of combustion consist of CO2, H2O, alcohols and tar [63].   

However, direct combustion is an inefficient process owing to the amount 

of energy wasted in the process (between 20-40%) [18, 20]. Further 

reductions in efficiency occur due to high moisture content of feedstock 

and incomplete combustion [63]. Biomass conversion through combustion 
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is most suitable for feedstock with a moisture content less than 50%, as 

anything higher is more suitable for biochemical conversion [63].  

Gasification: This involves heating biomass in a limited supply of oxygen, 

producing a mixture of gases commonly referred to as producer gas. The 

biomass feedstock may be pre-heated to reduce the moisture content to 

about 25%, before further drying occurs in the gasifier [63]. If the process 

occurs at a low temperature range of between 700OC  to 1000OC ,the 

producer gas will comprise higher levels of hydrocarbons as compared to 

high temperature gasification. High temperature gasification, which occurs 

between 1200OC and 1600OC, produces fewer hydrocarbons, with higher 

proportions of CO and H2, forming synthesis gas (syngas). Syngas 

predominantly comprises of hydrogen and carbon monoxide [26].  

Both air and oxygen may be used as gasifying agents. Air gasification is 

the simplest and cheapest form of gasification, producing a low energy 

syngas less than 150 Btu/SCF due to dilution of air with nitrogen [21]. 

Oxygen gasification, on the other hand, produces syngas with a higher 

calorific value ≥300 Btu/SCF [21]. For complete combustion, the 

equivalence ratio (ER), which is oxidant to fuel ratio divided by the 

stoichiometric ratio, is greater than or equal to 1.  Both oxygen and air 

gasification occur with low equivalence ratios of between 0.25 to 0.3 (since 

little air is used), leading to the production of small portions of methane 

[21].  

The nature of the biomass feedstock determines the type of gasifier used. 

For information on gasifier classifications, see Appendix A. 

A sample computation of syngas composition from wood biomass using 

the thermodynamic equilibrium model is described in Appendix B.   

 Pyrolysis: Similar to gasification, pyrolysis involves heating the biomass 

feedstock to very high temperatures to produce synthesis gas. The major 

difference between pyrolysis and gasification is that pyrolysis involves 

anaerobic heating of the biomass feedstock. Other products of pyrolysis 

include bio-oil and solid char. When the process occurs at lower 
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temperatures of about 400OC, more solid char is produced. Higher 

temperatures of around 500OC  favour more bio-oil production [26].  

From the economic point of view, the cost of electricity production from biomass 

is lower for combustion compared to gasification. If biogas from anaerobic 

digestion is combusted, cost is further reduced due to the absence of gas clean-

up equipment. However, combustion requires larger portions of biomass 

feedstock for the same electrical output as the gasification process [68]. Although 

gasification has a higher conversion efficiency, the capital cost required for the 

gasifier and gas cleaning equipment is high.    

2.3 Biomass Distributed Generator Configuration 

The biomass distributed generator (BDG) shown in Fig. 2.2 consists of a gas 

turbine driving a synchronous generator. The two components are interfaced by 

a speed reducing gear box. The BDG connects to the main grid at the PCC via 

the line resistance, Rb and line inductance, Lb. The grid is represented by its 

Thevenin equivalent voltage, Vg, in series with the grid resistance (Rg) and 

inductance (Lg). A load represented by resistance, Rl  and inductance, Ll 

connected at the PCC represents the load supplied by the BDG.  

 

Figure 2:2: Biomass distributed generator connected to the grid  

The operating principles of the gas turbine and synchronous generator are briefly 

described in the following sections. 
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2.3.1 Gas Turbine 

A gas turbine is an internal combustion engine which utilises the energy in air to 

convert the chemical energy in a fuel into mechanical energy. Its major parts are: 

the axial flow compressor, combustion chamber and multistage expansion 

turbine mounted on a single-shaft as seen in Fig. 2.3. Both the turbine and 

compressor consist of alternate rows of stationary and rotating blades. The gas 

turbine takes in air and fuel as its primary input variables to produce the output 

mechanical power required to drive the connected generator.  

 
Generator

Combustion 
Chamber    

Compressor Gas Turbine

Fuel

 Air intake Exhaust air

1

2

3

4

 

Figure 2:3: Single-shaft gas turbine 

The operating principle of the gas turbine in Fig. 2.3 is based on the Brayton 

cycle, with air as the working fluid. The heat transfer occurring in Fig. 2.3 at points 

1, 2, 3 and 4 can be visualised on the temperature-entropy (T-S) axis of Fig. 2.4. 

The points represent reversible stages in the heat transfer process of the Brayton 

cycle. Points 2s and 4s in the T-S axis represent ideal isentropic processes, which 

are both reversible and adiabatic (i.e. no transfer of heat to the surrounding) [69]. 

The 4 stages of the cycle are described as follows:  

1-2 isentropic compression: Air at ambient conditions (temperature and 

pressure) is drawn from point 1 into the compressor through the inlet guide vanes 
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(IGVs). The air is compressed into a high temperature and pressure gas at point 

2 before being passed to the combustor. 

2-3 isobaric combustion: Compressed air in the combustion chamber is mixed 

with the fuel and ignited, raising the temperature of the air-fuel mixture up to point 

3. 

3-4 isentropic expansion: The heated gases move from the combustor to the 

turbine, where they are expanded to point 4 with a drop in temperature, causing 

the rotation of the shaft, which in turn drives the connected generator. The total 

power generated by the turbine is therefore used to drive the compressor, with 

residual energy for powering the rotating shaft. 

4-1 isobaric expulsion: expelled air at point 4 loses energy and falls back to 

initial temperature at point 1. 

Temperature (T)

Entropy (S)
1

2
2s

3

4s

4

 

Figure 2:4: Brayton cycle in temperature-entropy axis 

2.3.2 Synchronous Generator  

The synchronous generator at the terminal of the gas turbine produces an AC 

voltage through the interaction of its rotor (field) windings and stator (armature) 

windings as shown in Fig. 2.5. As the 2-pole rotor is connected to a gas turbine, 

the rotation of its field windings produces a rotating magnetic field which in turn 

induces an AC voltage in the three-phases of the armature windings separated 

120 electrical degrees. The rotor mechanical speed, 𝜔𝑠 (in rpm) is synchronised 

with the frequency, 𝑓 (in Hz) of the induced stator voltages through Equ. (2.1):    
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          𝜔𝑠 =
120𝑓

𝑝
,                  (2.1) 

where p is the number of poles.  

Phase- A

Stator 

2-pole Rotor (with field windings)

ωs

Phase- B

Stator windings 
separated by 120O 

Phase- C

 

Figure 2:5: Synchronous generator principle of operation 

The equation of motion for the synchronous generator and the connecting gas 

turbine is described through the swing equation, expressed as: 

                                               𝐽
𝑑𝜔𝑠

𝑑𝑡
= 𝑇𝑎 = 𝑇𝑚 − 𝑇𝑒 ,                                   (2.2) 

where 𝐽 is the combined moment of inertia of the turbine, generator and gearbox, 

𝑇𝑎 is the accelerating torque,  

𝑇𝑚 is the mechanical torque of the turbine and 

𝑇𝑒 is the electromagnetic torque of the generator. 

According to Equ. (2.2), the electromagnetic torque matches the mechanical 

torque at steady state, leading to a net accelerating torque of zero. The generator 

and turbine therefore rotate at the constant synchronous speed of the generator. 

Any sudden increase in electrical load increases the electromagnetic torque 

above the mechanical torque. This causes the generator-turbine to decelerate 

with a rate of change of speed proportional to the amplitude of the 

electromagnetic torque. Equilibrium is restored by the speed control system of 

the turbine through an increase in mechanical torque to match the new set point 

of the electrical load.  
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2.4 Biomass Distributed Generator Models 

2.4.1 Gas Turbine Dynamic Model 

Gas turbine models can largely be classified into the thermodynamic model and 

the generic transfer function model. The thermodynamic model utilises 

fundamental mass, momentum and heat balance equations for individual 

components of the gas turbine [55]. Central to this modelling approach is the 

detailed thermodynamic analysis of the turbine, which may be unnecessarily 

cumbersome for the study of power system dynamics.  Conversely, the generic 

transfer function model represents the gas turbine dynamic process with gains 

and time constants determined through actual performance data [70, 71]. One of 

the most common generic gas turbine models is the empirical model developed 

by W.I. Rowen in 1983 [70]. The model is considered to capture the most 

important dynamic characteristics of a gas turbine and is therefore suitable for 

use in power system analysis [70]. Though initially developed for heavy duty gas 

turbine (HDGTs), the model is also considered applicable to micro-turbines as 

described in [55, 72-74]. 

Rowen’s model for a single-shaft gas turbine is seen in Fig. 2.6, with all 

parameters in per unit (pu). The model controllers are:  

 The speed governor, which adjusts fuel flow to achieve a desired turbine 

speed. 

 The temperature controller, which adjusts fuel flow to maintain exhaust 

gas temperature of the turbine at the required value. 

 The acceleration controller, which adjusts fuel flow to prevent the turbine 

from  over speeding. 

 

Figure 2:6: Single shaft gas turbine model 
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The operation of the three controllers are not concurrent: the prevailing control 

action for any given situation is determined by the minimum value selector. The 

minimum value selector adopts the control action requiring the least amount of 

fuel. The speed governor is the main controller, dictating the amount of fuel,  𝐹𝑑 

required for maintaining the speed of the turbine. Under normal conditions, the 

reference exhaust temperature exceeds the measured temperature, setting the 

temperature control output to a maximum value. When the turbine exhaust 

temperature exceeds the specified limits, the temperature control output falls 

below the speed governor output. Temperature control is therefore activated by 

the minimum value selector, reducing the output power of the turbine by 

modifying the amount of fuel flowing into the combustion chamber. Switching from 

one controller to the other occurs without time delays [70]. The acceleration 

control is only active at turbine start-up to maintain turbine acceleration within 

limits [70]. Hence, the acceleration control may be eliminated for nominal 

operating conditions. 

The fuel limiter imposes constraints on the amount of fuel that can flow into the 

combustor. The upper limit augments the temperature controller by imposing a 

maximum limit on fuel flow [70]. The lower limit set at -0.1 represents a negative 

torque [70], indicating that the gas turbine is capable of absorbing transient power 

due to its inertia [75]. 

One fundamental difference between a gas and steam turbine is the requirement 

for 23% of the rated fuel by a gas turbine, under no load conditions [75]. This is 

implemented in Rowen’s model by separating the fuel signal into the no load fuel 

offset (0.23) and the variable fuel supply scalar (0.77). The fuel signal from the 

minimum selector only affects the variable fuel supply, as the no load fuel 

requirement remains fixed [76]. 

Under no load conditions, the fuel demand signal,  𝐹𝑑 may be determined from 

the no load fuel offset (0.23), the variable fuel supply scalar (0.77) and the lower 

fuel limit of -0.1 as: 

         𝐹𝑢𝑒𝑙 𝑑𝑒𝑚𝑎𝑛𝑑,  𝐹𝑑 = 0.23 + 0.77(−0.1) =  0.16,                    (2.3) 

corresponding  to a fuel flow of 16% [75] which ensures that the fuel supply to the 

combustor is capable of maintaining flames for combustion activities [77].  
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The fuel regulatory system in Fig. 2.6 consists of 2 parts: the first part is the valve 

positioner and its position determines the rate of fuel flow to the combustor [70, 

78]. The second part is the fuel actuator system, which supplies fuel to the 

combustor according to the fuel demand signal, 𝐸 from the valve positioner. The 

valve positioner transfer function is: 

                                                  𝐸 =  
𝐾𝑣

𝜏𝑣𝑠+1
𝐹𝑑,                                            (2.4) 

and  the fuel flow, 𝑤𝑓 to the combustor is determined from the fuel actuator system 

as: 

              𝑤𝑓 = 
𝐾𝑓

𝜏𝑓𝑠+1
𝐸                         (2.5) 

where:   

𝐾𝑣 is the valve positioner gain, 

𝜏𝑣 is the valve positioner time constant, 

𝑤𝑓 is the per unit fuel flow to the combustor, 

𝐾𝑓 is the fuel actuator gain and 

𝜏𝑓 is the fuel actuator time constant. 

A delay due to fuel injection and release of heated gases to the turbine is 

accounted for in the combustion delay block with the following equation [75]:  

𝑤𝑓1 = 𝑒
−𝑇𝐶𝑅𝑠𝑤𝑓 ,                                       (2.6) 

where 𝑤𝑓1 is per unit fuel flow with combustor delay and 

𝑇𝐶𝑅 is the combustor time constant.  

The time lag before compressor discharge gases are supplied to the combustor  

is represented by a time constant in the compressor discharge block as: 

𝑤𝑓2 = 
1

𝑇𝐶𝐷𝑠+1
 𝑤𝑓1                                       (2.7) 

where 𝑤𝑓2 is per unit fuel flow with compressor discharge dynamics and 

𝑇𝐶𝐷 is the compressor time constant. 

Finally, the mechanical  torque,  𝑇𝑚 is determined from Equ. (2.8) as [79, 80]: 
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𝑇𝑚 = 1.3(𝑤𝑓2 − 0.23) + 𝐶(1 − 𝑁),                            (2.8) 

where 𝐶 is the speed sensitivity coefficient generally taken as 0.5 [70, 75] and 

𝑁 is the per unit rotor speed. 

The output mechanical power, 𝑃𝑚 is linearly dependent on rotor speed, 𝑁 and 

mechanical torque, 𝑇𝑚 as described by Equ. (2.9): 

               𝑃𝑚 = 𝑁𝑇𝑚.                                                           (2.9) 

Figure 2.7 illustrates the computation of the mechanical  torque,  𝑇𝑚 and 

mechanical power, 𝑃𝑚 according to Equs. (2.8) and (2.9) respectively. Note that 

for per unit computations, the nominal rotor speed is 1 pu, therefore 𝑃𝑚  and 𝑇𝑚 

are equivalent. 

 

Figure 2:7: Determination of mechanical torque and mechanical power 

Some assumptions made in Rowen’s model are that the IGVs are fully open and 

that the same pressure ratio exists across both the compressor and the turbine. 

Additionally, a speed limit in the range of 95-107% is imposed on the system. 

Within this range, both the torque and temperature have a linear relationship with 

fuel flow [70].  

2.4.2 Synchronous Generator Model 

The synchronous generator is modelled in the synchronous reference frame 

(SRF) with the equivalent circuit for the stator and rotor shown in Fig 2.8. The 

stator and rotor parameters are represented as follows: 

𝑉𝑑𝑠 and 𝑉𝑞𝑠 are the stator voltages in the dq-axes, 

𝑉′𝑓𝑑 is the rotor field voltage in the d-axis, 

𝑉′𝑘𝑑 , 𝑉
′
𝑘𝑞1 and 𝑉′𝑘𝑞2 are the rotor damper voltages in the dq-axes, 

𝐼𝑑𝑠 and 𝐼𝑞𝑠 are the stator currents in the dq-axes,  
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𝐼′𝑓𝑑 is the rotor field current in the d-axis, 

𝐼′𝑘𝑑 , 𝐼
′
𝑘𝑞1 and 𝐼′𝑘𝑞2 are the rotor damper currents in the dq-axes, 

𝑅𝑠 is the stator resistance, 

𝑅′𝑓𝑑 is the rotor field resistance in the d-axis, 

𝑅′𝑘𝑑, 𝑅′𝑘𝑞1 and 𝑅′𝑘𝑞2 are the damper field resistances in the dq-axes, 

𝐿𝑙 is the leakage inductance, 

𝐿𝑚𝑑 and 𝐿𝑚𝑞  are the mutual inductances between the stator and rotor in the dq-

axes, 

𝐿′𝑓𝑑 is the rotor field inductance in the d-axis, 

𝐿′𝑘𝑑, 𝐿′𝑘𝑞1 and 𝐿′𝑘𝑞2 are the damper field inductances in the dq-axes and 

𝜙𝑑 and 𝜙𝑞 are the dq-axes stator flux linkages. 

 

(a) 
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(b) 

Figure 2:8: Equivalent circuit of a synchronous generator in SRF (a) d-axis (b) 
q-axis 

The dynamic equations describing the stator and rotor voltages of the 

synchronous generator according to Fig. 2.8 are [81]: 

𝑉𝑑𝑠 = 𝑅𝑠𝐼𝑑𝑠 + 
𝑑

𝑑𝑡
 𝜙𝑑 − 𝜔𝑠𝜙𝑞                     (2.10) 

                              𝑉𝑞𝑠 = 𝑅𝑠𝐼𝑞𝑠 + 
𝑑

𝑑𝑡
 𝜙𝑞 + 𝜔𝑠𝜙𝑑                                           (2.11) 

𝑉′𝑓𝑑 = 𝑅
′
𝑓𝑑𝐼

′
𝑓𝑑 + 

𝑑

𝑑𝑡
𝜙′

𝑓𝑑
                                               (2.12) 

                                  𝑉′𝑘𝑑 = 𝑅′𝑘𝑑 𝐼
′
𝑘𝑑 +

𝑑

𝑑𝑡
𝜙′

𝑘𝑑
                                            (2.13) 

                                 𝑉′𝑘𝑞1 = 𝑅′𝑘𝑞1 𝐼
′
𝑘𝑞1 +

𝑑

𝑑𝑡
𝜙′

𝑘𝑞1
                                         (2.14) 

                                 𝑉′𝑘𝑞2 = 𝑅′𝑘𝑞2 𝐼
′
𝑘𝑞2 +

𝑑

𝑑𝑡
𝜙′

𝑘𝑞2
                                         (2.15) 

The terms ‘𝜔𝑠𝜙𝑞’ in Equ. (2.10) and ‘𝜔𝑠𝜙𝑑 ’ in Equ. (2.11) are the speed voltages 

and are a consequence of transforming the stator quantities from stationary 

reference frame to synchronous reference frame.  

The flux linkage equations are: 
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                             𝜙𝑑 = 𝐿𝑙𝐼𝑑𝑠 + 𝐿𝑚𝑑  (𝐼
′
𝑓𝑑 + 𝐼

′
𝑘𝑑)                                         (2.16) 

                              𝜙𝑞 = 𝐿𝑙𝐼𝑞𝑠 + 𝐿𝑚𝑞𝐼
′
𝑘𝑞                                                        (2.17) 

                              𝜙′
𝑓𝑑
= 𝐿′𝑓𝑑𝐼

′
𝑓𝑑 + 𝐿𝑚𝑑  (𝐼𝑑𝑠 + 𝐼

′
𝑘𝑑)                                      (2.18) 

                              𝜙′
𝑘𝑑
= 𝐿′𝑘𝑑 𝐼

′
𝑘𝑑 + 𝐿𝑚𝑑  (𝐼𝑑𝑠 + 𝐼

′
𝑓𝑑)                                     (2.19) 

                              𝜙′
𝑘𝑞1

= 𝐿′𝑘𝑞1 𝐼
′
𝑘𝑞1 + 𝐿𝑚𝑞𝐼𝑞𝑠                                             (2.20) 

                               𝜙′
𝑘𝑞2

= 𝐿′𝑘𝑞2 𝐼
′
𝑘𝑞2 + 𝐿𝑚𝑞𝐼𝑞𝑠                                               (2.21) 

where 𝜙′
𝑓𝑑

 is the d-axis rotor field flux linkage, 

𝜙′
𝑘𝑑

, 𝜙′
𝑘𝑞1
  and 𝜙′

𝑘𝑞2
 are the dq-axes rotor damper flux linkages. 

2.4.3 Excitation System Model 

The primary function of the excitation system is to provide the synchronous 

generator rotor field windings with a DC current. By controlling the DC current, 

the excitation system is capable of regulating the generator terminal voltage. 

Depending on the nature of the excitation power source, excitation systems may 

be classified into [60]:   

 DC excitation systems- These excitation systems source their 

energy from DC generators and provide the DC field current to the 

generator through slip rings. The problems associated with this 

particular class of excitation systems are brush wearing and voltage 

drops, leading to increase in losses incurred by the system. 

 AC excitation systems- These excitation systems source their 

energy from alternators. The exciter output is an AC voltage which 

must be rectified to supply the DC field current. The rectifier can 

either be stationary or rotating. With rotating rectifiers, slip rings and 

brushes are not required. 

 Static excitation systems- These are stationary exciters, and they 

supply DC current to the generator field windings through slip rings 

with the use of static rectifiers. 

The excitation system shown in Fig. 2.9 is a brushless excitation system [60, 82]. 

It consists of a pilot exciter and an AC exciter, which regulate the terminal voltage 
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of the main generator. The pilot exciter is a permanent magnet generator which 

functions as an excitation system to the stationary field of the AC exciter. The AC 

exciter rotor is stationary with its armature rotating with the rotor of the main 

generator.  

Measurements from a current transformer (CT) and power transformer (PT) at 

the terminal of the main generator are supplied to the voltage regulator as inputs, 

in conjunction with the voltage reference. The regulator output adjusts the field 

current of the AC exciter. The AC exciter thereafter supplies an AC current which 

is rectified to a DC current prior to application to the rotor windings of the main 

generator. Through this control action, the excitation system is capable of 

controlling the main generator voltage.  

 

Figure 2:9: Brushless excitation system 

2.4.4 Gearbox Model 

For system simplification, the gearbox is modelled as a dimensionless scalar 

quantity known as the gearbox ratio, 𝑘𝑔𝑒𝑎𝑟  which relates the turbine speed, N and 

the generator speed, 𝜔𝑠 through Equ. (2.22): 

     𝑘𝑔𝑒𝑎𝑟 =
𝑁 

𝜔𝑠 
.                         (2.22) 

For per unit (pu) operation, the value of 𝑘𝑔𝑒𝑎𝑟 is unitised. 

2.5 Control Principle of the Biomass Distributed Generator 

Maintaining a stable voltage and frequency is a major concern in any power 

system, as deviations from the set values may cause significant deterioration of 
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the system. In the BDG, the speed governor of the gas turbine regulates the 

turbine speed. The operation mode of the speed governor varies according to the 

status of the BDG: a grid connected BDG has its frequency fixed by the grid and 

therefore operates in droop control mode. For islanded operation, the speed 

governor indirectly controls the frequency of the BDG through speed regulation 

in isochronous mode. 

As the speed governor controls turbine speed by regulating the fuel flow within 

the turbine, it is imperative that the gas turbine does not operate beyond its 

temperature limit, thus necessitating the inclusion of the temperature controller. 

Both speed and temperature controllers regulate fuel flow to ensure that the 

speed and temperature of the gas turbine are maintained within permissible 

limits. 

The stator terminal voltage of the generator is regulated at a consistent level by 

the automatic voltage regulator (AVR) of the generator excitation system.  

The complete BDG with the control systems are shown in Fig. 2.10. The gas 

turbine control block regulates the generator synchronous speed, 𝜔𝑠 to the 

reference value, 𝜔𝑠
∗ to produce the mechanical power, 𝑃𝑚 . The generator stator 

voltage, 𝑉𝑆𝑎𝑏𝑐 is transformed from the stationary reference frame to the 

synchronous reference frame as 𝑉𝐷𝑆 and 𝑉𝑄𝑆, using Park’s transformation 

described in Chapter 1. The excitation block regulates the magnitude of the stator 

d-q voltages, 𝑉𝐷𝑆 and 𝑉𝑄𝑆, to the reference terminal voltage, 𝑉∗ to produce the 

excitation voltage, 𝐸𝐹𝐷. The operating principles of the control systems are 

detailed in the following sections.  
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Figure 2:10: Biomass distributed generator with excitation and gas turbine 
control 

2.5.1 Gas Turbine Control System 

The gas turbine control system consists of the speed governor and the 

temperature controller. The controllers are described in sections 2.5.1.1 and 

2.5.1.2 respectively. 

2.5.1.1 Speed Governor Control  

The speed governor control in Fig. 2.11 is a General Electric Mark IV Speedtronic 

Turbine Control System [70]. The controller is a lead-lag compensator that can 

operate either in droop control mode for load sharing among parallel generators 

in grid connected operation, or isochronous mode for isolated operation. A droop 

governor produces an output proportional to the input speed error, while an 

isochronous controller has an output whose rate of change is proportional to the 

speed error [70]. The transfer function of the speed governor, 𝐺𝑠(𝑠) is given as: 

                              𝐺𝑠(𝑠) =
𝑊(𝑋𝑠+1)

(𝑌𝑠+𝑍)
                                  (2.23) 

where:  

W is the governor gain (1/droop control setting), 

X is the governor lead time constant, 

Y is the governor lag time constant and 

Z is the governor operation mode (1 for droop control mode, 0 for isochronous 

control mode). 
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The droop control setting is typically within the 2%-10% range, corresponding to 

governor gain values of 50-10 respectively [78, 79].   

 

Figure 2:11: Speed control of a gas turbine 

The operating principle of the speed control system in Fig. 2.11 is described as 

follows: when there is a reduction in system frequency due to an increase in load, 

the system will offer an inertial response and the speed of the compressor will 

reduce [76]. As output power, 𝑃𝑚 depends on turbine speed, 𝑁 the turbine output 

power will also reduce. The pressure ratio across the turbine falls, leading to a 

decrease in air flow from the turbine [83]. A rise in temperature will ensue as a 

result of the decrease in air flow. To mitigate this problem, the speed governor 

reacts by increasing the fuel flow to the combustor, 𝑤𝑓. This results in a higher 

fuel flow, 𝑤𝑓2 according to Equ. (2.7). The linear relationship between fuel flow, 

𝑤𝑓2 and turbine mechanical torque, 𝑇𝑚 in Equ. (2.8) translates into an increased 

mechanical torque, 𝑇𝑚 and hence output mechanical power, 𝑃𝑚.  

The action of increasing 𝑤𝑓 causes the temperature to increase. If the system is 

operating at partial load, the IGVs may be opened further to allow more airflow 

into the compressor. This keeps the fuel/air ratio consistent and the exhaust 

temperature within limits. However, during base load operation, IGVs are 

completely open and airflow cannot be increased further. The exhaust 

temperature therefore rises until it exceeds its reference value. At this point, the 

temperature control output starts to decrease until it becomes lower than the 

output from the speed governor, taking over the fuel system control. The 

temperature controller thus reduces the fuel flow, and hence the fuel/air ratio, 

restoring the exhaust temperature to the desired value.    
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2.5.1.2 Temperature Control 

The temperature controller is a proportional-integral (PI)-controller and its 

function is to limit fuel flow when the exhaust temperature exceeds the reference 

value. The exhaust temperature, 𝑇𝑒𝑥 computations incorporate a delay time in 

transporting the exhaust gases to the temperature measurement system, 

expressed in Equ. (2.24) as: 

         𝑤𝑓3 = 𝑒
−𝑇𝑇𝐷𝑠𝑤𝑓1,                 (2.24) 

where 𝑤𝑓3 is per unit fuel flow with turbine and exhaust delay and 

𝑇𝑇𝐷 is the turbine and exhaust system time constant. 

The exhaust temperature, 𝑇𝑒𝑥 is calculated using fuel flow, 𝑤𝑓3 according to the 

following formula [70]: 

         𝑇𝑒𝑥 = 𝑇𝑟 − 390 ∗ (1 − 𝑤𝑓3) + 306 ∗ (1 − 𝑁),                        (2.25) 

where 𝑇𝑟 is the rated exhaust temperature (OC). 

The temperature control system of the gas turbine is shown in Fig. 2.12. 

 

Figure 2:12: Temperature control of a gas turbine 

The temperature measurement system consists of a radiation shield and 

thermocouple. The radiation shield prevents turbine radiation from affecting the 

temperature measurement [75]. The transfer functions for the radiation shield,  

𝑅(𝑠) and the thermocouple, 𝑇𝐻(𝑠) are respectively given as: 

𝑅(𝑠) = 𝐾1 + 
𝐾2

𝑇1𝑠+1
              (2.26) 
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and 

𝑇𝐻(𝑠) =
1

𝑇2𝑠+1
 ,              (2.27)   

where 𝐾1, 𝐾2 are the radiation shield gains, 

𝑇1 is the radiation shield time constant and 

𝑇2 is the thermocouple time constant. 

The time constants,  𝑇1 and 𝑇2  determine how fast the change in exhaust 

temperature will reflect in the measurement.  

The measured temperature at the thermocouple output is compared with a 

reference temperature, which is normally at a higher value. In this case, the 

output from the temperature controller remains higher than the speed governor 

control output and fuel flow is determined by the speed governor. If, however, the 

measured temperature is higher than the reference value, a negative output is 

obtained, causing the temperature controller output value to start decreasing. At 

a certain point, this value becomes lower than the output from the speed governor 

control. The temperature controller output will therefore pass through the 

minimum value selector and temperature control dictates fuel flow [80], 

determining the fuel demand signal, 𝐹𝑑. This determines the new value of the per 

unit fuel flow, 𝑤𝑓2 which is utilised to re-compute the mechanical torque and 

power according to Equs. (2.8) and (2.9) respectively. The temperature control 

transfer function, 𝑇(𝑠)  is expressed in Equ. (2.28) as: 

𝑇(𝑠) =
𝑇3𝑠+1

𝑇4𝑠
,                                            (2.28) 

where 𝑇3 and 𝑇4 are the temperature controller time constants.  

2.5.2 Excitation Control System 

In the synchronous generator, the terminal voltage is controlled through the 

automatic voltage regulation (AVR) of the excitation system. By varying the field 

current in the rotor windings at a given speed, the generator terminal voltage can 

be varied according to the equation: 

                                                   𝐸𝐴 = 𝐾𝜙𝜔𝑠,                                               (2.29) 

where 𝐸𝐴 is the induced voltage in the stator windings, 
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𝐾 is a constant dependent on machine construction,  

𝜙 is the field flux and 

𝜔𝑠 is the synchronous speed.  

Figure 2.13 shows the block diagram for the IEEE AC5A brushless excitation 

system [82]. It consists of 2 parts: the voltage regulator and the exciter. The 

voltage regulator inputs are: the reference stator voltage, 𝑉∗, the magnitude of 

the measured stator d-q voltages: 𝑉𝐷𝑆 and 𝑉𝑄𝑆, and a damping filter feedback for 

power system oscillation damping [60]. The damping filter gain is represented by 

𝐾𝐹, with time constants 𝑇𝐹1,  𝑇𝐹2 and 𝑇𝐹3. The voltage error between the regulator 

inputs is amplified by the voltage regulator gain, 𝐾𝐴 with 𝑇𝐴 as the regulator time 

constant. Anti-windup limits imposed on the regulator set upper and lower 

boundaries on the output as 𝑉𝑅𝑀𝐴𝑋 and 𝑉𝑅𝑀𝐼𝑁 respectively.  

The voltage regulator output provides reference to the exciter, represented by 

gain, 𝐾𝐸 and time constant, 𝑇𝐸. The exciter output voltage, 𝐸𝐹𝐷 is the excitation 

field voltage of the synchronous generator. A non-linear function, 𝑉𝑋, which is a 

product of the exciter output voltage, 𝐸𝐹𝐷 and a saturation function,  𝑆𝐸(𝐸𝐹𝐷) 

prevents  saturation of 𝐸𝐹𝐷. 

 

Figure 2:13: Functional block of IEEE AC5A excitation system 

2.6 Simulation Studies for the Biomass Distributed Generator 

The BDG is modelled using Simulink/MATLAB software. The gas turbine has a 

400 kW capacity and is connected to a 490 kVA, 4-pole, 1500 rpm, salient pole 

synchronous generator. The generator model is an inbuilt model in the Simulink 

library. Identical distribution line parameters are employed for the BDG and grid, 

with resistances, Rb and Rg as 1 Ω  and inductances,  Lb and Lg  as 2.5 mH.  
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Table 2.1 provides the gas turbine system parameters obtained from [70, 72]. 

The synchronous generator parameters specified in Table 2.2 are based on the 

Marelli generators from FKI Energy Technology  [84]. Table 2.3 provides the 

excitation model parameters obtained from [82].  

Table 2.1: Gas turbine parameters 

Parameter Value 

Speed reference (pu) 1 

Speed governor gain and time constants 
(W/X/Y/Z) 

10/0/0.05/1 

Valve positioner gain and time constant 
(Kv/Tv) 

1/0.05 

Fuel actuator system gain and time 
constant (Kf/Tf) 

1/0.4 

Combustor delay time constant (TCR) 0.01 

Compressor discharge time constant (TCD) 0.1 

Turbine and exhaust system time constant 
(TTD) 

0.02 

Radiation shield gains and time constant  
(K1/ K2/T1) 

0.8/0.2/15 

Thermocouple time constant (T2) 2.5 

Temperature controller time constants 

(T3/ T4) 

3.3/250 

Temperature reference (OC) 510 

 

Table 2.2: Synchronous generator parameters 

Parameter Value 

Number of poles, p 4 

Power Output, S (kVA) 490 

Voltage Rating, Vn (V) 380 

Active power, Pn (kW) 392  

Power Factor 0.8 

Speed, N (rpm) 1500 

Frequency, f (Hz) 50 

Moment of Inertia, J (kgm2) 7.97 

Stator winding resistance, Rs (mΩ) 8.6 
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Table 2.3: Excitation system parameters 

Parameter Value 

Voltage regulator gain and time 
constant (KA/ TA) 

400/0.02 

Voltage regulator output limits 

(VRMIN (pu)/VRMAX (pu)) 

-7.3/7.3 

Damping filter gain and time constants 
(KF /TF1/TF2 /TF3) 

0.03/1/ 0/ 0 

Exciter gain and time constant (KE/TE) 1.0 /0.8 

Field voltage values  

(EFD1 (pu)/EFD2 (pu)) 

5.6 / 0.75*5.6 

Exciter saturation function values 
(SEEFD1 (pu) /SEEFD2 (pu)) 

0.86 / 0.5 

2.6.1 Preliminary Computations 

Two important parameters of the synchronous generator that require computation 

based on Table 2.2 are: the inertia constant and the per unit stator winding 

resistance. 

2.6.1.1 Inertia Constant 

The Inertia constant, H, defined as the ratio of energy stored in the rotor at 

synchronous speed to the nominal power rating of the synchronous generator is 

expressed as: 

𝐻 = 

1

2
 𝑀𝜔𝑠

𝐺
⁄ ,                      (2.30) 

where: 

M is the moment of inertia in MJs/electrical radians and 

G is the MVA rating of the generator. 

The moment of inertia, 𝑀 is expressed as:  

𝑀 = 𝐽 (
2

𝑝
)
2

𝜔𝑠 × 10
−6,                                    (2.31) 

where J is the combined rotor moment of inertia for the turbine, generator and 

gearbox and  

p is the number of poles. 
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Based on the moment of inertia, J  of the synchronous machine specified in Table 

2.2, the inertia constant, H computed according to Equ. (2.30) is 0.19. Higher 

values are expected when the moments of inertias of the turbine and gearbox are 

incorporated. Typical values of H generally range from 4 to 10 [60].  

2.6.1.2 Per Unit Stator Winding Resistance 

The per phase stator winding resistance, 𝑅𝑠  according to  Table 2.2 is 8.6 mΩ. 

To convert to per unit values, the per unit stator winding resistance, 𝑅𝑠(𝑝𝑢) is 

expressed as: 

𝑅𝑠(𝑝𝑢) =  
𝑅𝑠

𝑍𝑠𝑏𝑎𝑠𝑒
,                                       (2.32) 

where  𝑍𝑠𝑏𝑎𝑠𝑒 is the base value for the generator impedance. The value of 𝑍𝑠𝑏𝑎𝑠𝑒 

may be determined from the ratings of the generator voltage, 𝑉𝑛  and active 

power, 𝑃𝑛 in Table 2.2 as: 

𝑍𝑠𝑏𝑎𝑠𝑒 = 
𝑉𝑛

2

𝑃𝑛
.               (2.33) 

Inserting Equ. (2.33) into Equ. (2.32) and substituting 𝑅𝑠,  𝑉𝑛 and 𝑃𝑛 with the 

specified values in Table 2.2, the per unit stator winding resistance, 𝑅𝑠(𝑝𝑢) is 

computed as 0.029. 

2.6.2 Simulation Results 

Two cases of simulation results are presented. In case 1, the system response 

to a step change in electrical power demand, Pe is presented. In case 2, the 

transient stability of the system is investigated for different inertia constants, H of 

the BDG.  

2.6.2.1 Case 1: BDG response to a step change in load 

An inertia coefficient of 4 is assumed in this simulation. The BDG system initially 

supplies a load of 0.48 pu. A step change in load from 0.48 pu to 0.81 pu occurs 

at time, t=10 seconds, as seen in the electrical and mechanical powers of Fig. 

2.14 (a). At time t=10 seconds, the electrical power demand increases sharply, 

leading to an unbalance between the electrical power demanded by the additional 

load and the mechanical power supplied by the BDG. The fuel regulatory system 
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of the gas turbine responds appropriately by increasing the fuel flow to the 

combustor at time, t = 10 seconds as shown in Fig. 2.14 (b). 

The inertial response of the BDG due to unbalance between the electrical and 

mechanical powers at time,  t > 10 seconds is shown in the rotor speed response 

of Fig. 2.14 (c). The rotor responds by decelerating according to Equ. (2.2). As 

the rotor speed, N is synchronised with the generator speed, 𝜔𝑠, the generator 

frequency, f responds in proportion to the rotor speed as seen in Fig. 2.14 (d).  

The unbalanced powers in Fig. 2.14 (a) cause oscillations in the rotor angle of 

Fig.  2.14 (e). The electrical and mechanical powers both reach a steady state 

value of 0.81 pu at time,  t≅16 seconds, indicating a balance between the 

electromagnetic and the mechanical torques in Equ. (2.2). Consequently, the fuel 

flow, rotor speed, generator frequency and rotor angle in Figs. 2.14 (b) - (e) reach 

steady state. The rotor speed and hence generator frequency return to their initial 

unperturbed values of 1 pu and 50 Hz respectively, due to the action of the speed 

governor regulating fuel flow in the turbine combustor. 

According to Equ. (2.29), the stator terminal voltage in Fig. 2.14 (f) depends 

directly on the generator synchronous speed, 𝜔𝑠 and hence the generator 

frequency in Fig. 2.14 (d). Thus, the voltage drops at time, t=10 seconds. The 

AVR responds accordingly through adjustment of the exciter voltage in Fig. 2.14 

(g). The exciter voltage increases until the stator voltage settles at ≅ 1 pu at time, 

t = 14 seconds. 

The exhaust temperature of the gas turbine, initially at 335OC for a load of 0.48 

pu, rises by 100 OC for a load of 0.81 pu as shown in Fig. 2.14 (h). The exhaust 

temperature remains below the reference value of 510OC. As a result, the flow of 

fuel in the gas turbine combustor is solely controlled by the speed governor. This 

is further verified by Fig. 2.14 (i), where the speed governor control output is less 

than the temperature controller output for the entire duration of time, t > 0 

seconds. The minimum value selector therefore chooses the speed governor for 

gas turbine fuel flow control. 
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(a) 

 

(b) 

 

(c) 
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(d) 

 

(e) 

(f) 
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(h) 
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(i) 

Figure 2:14: Biomass distributed generator responses for a step increase 

in load (a) Electrical and mechanical powers (b) Per unit fuel flow (c) Rotor 

speed (d) Generator frequency (e) Rotor angle (f) Stator terminal voltage 

(g) Exciter voltage (h) Exhaust temperature (i) Minimum value selector 

inputs from controllers 

2.6.2.2 Case 2: Transient Stability of BDGs with Different Inertia 

Constants  

The stability of the BDG is tested under sudden load changes with inertia 

constants, H=4, 7, 10 and 12. Fixed parameters have been used for all values of 

the inertia constant, although in reality, speed governor parameters may be 

altered to increase system response speed. As seen in Fig. 2.15 (a), the step 

increase in load from 0.48 pu to 0.81 pu occurs at time, t = 10 seconds. The 

transient stability of the system is compared for different values of the inertia 

constant, H. The stability indicators of the BDG system in the form of the rotor 

angle, δ and the generator frequency, f are shown in Figs. 2.15 (b) and 2.15 (c) 

respectively.  

The time domain transient response of the rotor angle following a load 

disturbance in Fig. 2.15 (b) reveals faster dynamics for the BDG with H=4, settling 

within 2% of the final steady state value in 3.4 seconds. This is followed by BDG 

with H=7, settling in 4.9 seconds. The BDG with H=10 reaches steady state in 

6.3 seconds. The slowest response is for BDG with H=12, with a settling time of 
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7.2 seconds, more than twice as slow as the BDG with H=4. The overshoot is 

approximately 12.8% for all values of the inertia constant.  

The generator frequency transient response for different values of inertia 

constant, H reveals variation in terms of overshoot and settling time, as seen in 

Fig. 2.15 (c).  The maximum overshoot, in descending order of magnitude,  is as 

follows: 0.4% (H=4), 0.16% (H=7), 0.08% (H=10) and 0.06% (H=12). The 

ascending order for the settling time within which the responses reach 0.5% of 

the final steady state frequency of 50 Hz are: 2.3 seconds (H=4), 3.2 seconds 

(H=7), 3.9 seconds (H=10) and 4.3 seconds (H=12). Comparing the highest and 

lowest inertias, the BDG with H=4 has a maximum overshoot of more than six 

times the BDG with H=12, and settles at 50 Hz with a leading 2 second time 

margin.  

From the analysis above, it is indicative that the BDG system with the least inertia 

constant offers a faster settling time. However, the faster dynamics may 

inadvertently lead to tripping of over-frequency protection devices of a generator. 

Conversely, the BDG system with the highest inertia constant has the highest 

damping. This indicates that from the point of view of stability, employing 

machines with higher inertias alone can improve the transient stability of the BDG 

system, albeit at the expense of a slower response time.  

 

(a) 
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(b) 

 

(c) 

Figure 2:15: Biomass distributed generator transient stability (a) Mechanical 
power (b) Rotor angle (c) Generator frequency  

2.7 Conclusion 

The chapter has presented biomass conversion processes, working principles 

and detailed mathematical models for a gas turbine and synchronous generator, 

constituting the biomass distributed generator. Additionally, the models and 

control principles of the speed and temperature controls of the gas turbine and 

the excitation control system of the synchronous generator have been described. 

A simulation study revealing the characteristics of the BDG in the event of a 

sudden increase in electrical load demand has been presented, reflecting the 

response of the speed control governor in maintaing the rotor speed 
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synchronised with the generator frequency and the excitation system in 

regulating the stator voltage to the nominal value. Transient stability analysis 

performed on the BDG shows the relationship between stability and inertia 

constant of the BDG, following a large load disturbance. Higher inertias for the 

BDG resulted in a more stable system with slower dynamics compared to BDGs 

with lower inertias, offering faster dynamics with more rigorous deviations from 

the nominal system frequency.  
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3. Chapter 3 Grid Connected PV Distributed Generation with 

Inductor-Capacitor-Inductor (LCL) Filters 

3.1 Introduction 

PV generators are the most common renewable sourced generators in DG 

systems and are studied in this work as the second type of power source apart 

from the biomass distributed generator (BDG) presented in Chapter 2. The main 

components in a PV distributed generator (PVDG) are naturally the PV 

module/array itself, possibly with an associated DC-DC converter–based power 

conditioner for power tracking and voltage conversion, and most importantly, a 

DC-AC voltage source inverter (VSI) to convert the DC power generated into AC 

power suitable for connection with the power grid. Many types of PV inverters are 

applied for grid connections, but the majority are still based on the 

transformerless topology.  Two design issues are important for PV-grid inverters: 

maintaining high efficiency active and reactive power supply to the grid, and 

minimising current harmonics generated by using PWM schemes for inverter 

switch control. The former depends on applying high performance power control 

strategies and the most common and effective one is based on the grid voltage 

oriented control scheme. The latter relies on adequate VSI filter design and 

currently, low-pass inductor-capacitor-inductor (LCL) filters have been favoured 

as opposed to a simple resistor- inductor (RL) filter. The advantages provided by 

an LCL filter are clear: better harmonic elimination with smaller inductor size [85], 

making it possible for lower inverter switching frequencies to be used. This leads 

to an overall reduction in converter switching losses. Also, being of third order, 

the LCL filter offers a better harmonic attenuation capability compared to the RL-

filter, the amplitude of which is of -60 dB/decade above the LCL resonant 

frequency. However, a complexity attributed to an LCL filter is the infinite gain at 

that particular frequency, which occurs when the magnitude of the inductive 

reactance equals and thereby cancels the capacitive reactance, rendering the 

filter input impedance negligible. This leads to amplification of unwanted noise 

around the LCL resonant frequency, hence preventing the converters’ controller 

from accurately tracking its reference value.   
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Passive and active damping methods have been proposed to curb the above 

described LCL filter resonance [31, 86]. While passive damping uses additional 

passive elements in the LCL filter structure, active damping is achieved through 

modification of the control system. The downside of utilising passive elements 

are the power losses, which lead to a reduction in overall system efficiency, 

particularly in high power applications.  

Active damping techniques are generally classified into single loop filter based 

methods and multi-loop methods [87].  Multi loop methods can be implemented 

with a virtual resistor [86, 88-93] by means of either a capacitor current or voltage 

feedback. The requirement for an additional sensor increases the overall cost of 

implementation. Single loop methods achieve damping via supplementary filters 

e.g. low pass, lead-lag and notch filters (NFs) [86, 94] cascaded with the main 

controller. The performance of such filters have been analysed in detail in [94], 

where the NF has shown superior performance in terms of flexibility and 

robustness to gain variations in the low frequency region.  

This chapter discusses a notch filter (NF)-based active damping scheme to 

overcome the LCL filter resonance problem. The investigation is based on a PV-

grid inverter with a power rating in the range of a hundred kW and connected to 

a balanced three-phase grid. The inverter is a three- phase type connected to the 

grid via an LCL filter. It also employs independent active and reactive power 

regulators combined with a grid voltage oriented control (VOC) scheme. The 

model of the PVDG system and its control scheme will be detailed in the chapter. 

The design procedure for the PVDG system and hence control structure in this 

particular application will be described, and the performance of three LCL filter 

damping methods will be analysed in the frequency domain. Finally, the NF effect 

on PVDG control system stability will be studied in the frequency domain, along 

with further validation through time domain simulations. 

3.2 Configuration of the Grid Connected PVDG System 

The grid connected PVDG system studied here is shown in Fig.3.1. It consists of 

a solar PV array connected to a DC-DC converter, a DC link capacitor, 𝐶𝐷𝐶, a 

DC-AC  voltage source inverter (VSI) and an LCL filter connected at the inverter 

AC side to the 3-phase grid. The DC-DC converter shown is an inverting buck-
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boost converter. The VSI is a three-phase, two-level inverter. The grid is 

represented by its Thevenin equivalent voltage, 𝑉𝑔𝑟𝑖𝑑 in series with the grid 

resistance, 𝑅𝑔 and inductance, 𝐿𝑔. The topology offers no galvanic isolation 

between the PV and the grid due to the absence of a transformer.  

The power generated by the PV is maintained at its maximum by controlling the 

duty ratio of the DC-DC converter through maximum power point tracking (MPPT). 

Acting as an interface between the PV DC source and the AC grid, the VSI 

switches are controlled by a sine-triangle PWM scheme to convert the DC 

generated power into AC power. The spectral output of the VSI consists of 

harmonics at various  frequencies due to combinations of the grid frequency and 

the inverter switching frequency. These harmonics are attenuated to insignificant 

levels by the LCL filter prior to injection into the AC power grid.  

 

Figure 3:1: Configuration of a transformerless PV-grid connected distributed 
generation system with LCL filter 

3.2.1 LCL Filter Model 

The LCL filter for eliminating the harmonics due to inverter switching consists of 

the inverter side inductor and resistor 𝐿1–𝑅1, grid side inductor and resistor, 𝐿2–

𝑅2 and a capacitor, 𝐶 connected between them. A resistor, 𝑅𝑐 cascaded with the 

capacitor, 𝐶 represents its internal series resistance. Through careful selection of  

𝑅𝑐 , the oscillation effect  caused by zero impedance of the LCL filter at its resonant 

frequency can be curtailed [95]. Using vector representations for all three phase 

variables in this system, the time domain equations describing the inductor 

current and capacitor voltage variations according to Kirchhoff’s voltage law are 

given as: 
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                            𝐿1  
𝑑𝑖1

𝑑𝑡
= 𝑉𝑖 − 𝑉𝑐 − 𝑖1𝑅1 − (𝑖1 − 𝑖2)𝑅𝑐,                                (3.1) 

                 𝐿2  
𝑑𝑖2

𝑑𝑡
= 𝑉𝑐 − 𝑉𝑔−𝑖2𝑅2 + (𝑖1 − 𝑖2)𝑅𝑐                                    (3.2) 

and 

                                
𝑑𝑉𝑐

𝑑𝑡
= 

𝑖1−𝑖2

𝐶
 ,                               (3.3) 

where 𝑉𝑖, 𝑉𝑐   are the voltage vectors across the terminals of the inverter and filter 

capacitor,  

𝑉𝑔 is the PCC voltage and 

𝑖1, 𝑖2   are the inverter and grid side current vectors respectively.  

Applying voltage oriented analysis by defining a d-q frame rotating in synchronism 

with the angular grid frequency, 𝜔 and aligning the d-axis with the grid voltage 

vector, 𝑉𝑔𝑑, all vectors in the equations above are converted into their equivalent 

d-q forms in synchronous reference frame (SRF). Taking the Laplace and d-q 

transforms of Equs (3.1) - (3.3) gives:  

      𝐼1𝑑𝑞(𝑠) =  (𝑉𝑖𝑑𝑞(𝑠) − 𝑉𝑐𝑑𝑞(𝑠)+ 𝜔𝐿1𝐼1𝑞𝑑(𝑠) + 𝑅𝑐𝐼2𝑑𝑞(𝑠)) (
1

𝑠𝐿1+𝑅1+𝑅𝑐
),          (3.4) 

      𝐼2𝑑𝑞(𝑠) =  (𝑉𝑐𝑑𝑞(𝑠) − 𝑉𝑔𝑑𝑞(𝑠)+ 𝜔𝐿2𝐼2𝑞𝑑(𝑠) + 𝑅𝑐𝐼1𝑑𝑞(𝑠)) (
1

𝑠𝐿2+𝑅2+𝑅𝑐
)          (3.5) 

and 

                        𝑉𝑐𝑑𝑞(𝑠) =  
1

𝑠𝐶
 (𝐼1𝑑𝑞(𝑠) − 𝐼2𝑑𝑞(𝑠)+𝜔𝐶𝑉𝑐𝑞𝑑(𝑠) ).                      (3.6) 

Note that a natural consequence of SRF transformation manifests itself in an 

introduction of cross coupling speed terms of + 𝜔𝐿1𝐼1𝑞𝑑(𝑠), + 𝜔𝐿2𝐼2𝑞𝑑(𝑠) and 

+𝜔𝐶𝑉𝑐𝑞𝑑(𝑠) due to the presence of inductors 𝐿1 , 𝐿2 and capacitor, 𝐶 respectively. 

The LCL filter block diagram is shown in Fig. 3.2. The diagram assumes an ideal 

system, where the magnitudes of resistors, 𝑅1, 𝑅2 and 𝑅𝑐  are insignificant. The 

inverter terminal voltage vector components, 𝑉𝑖𝑑𝑞(𝑠) are the inputs of the system 

and the output vector components are either the inverter current, 𝐼1𝑑𝑞(𝑠) or the 

grid side current, 𝐼2𝑑𝑞(𝑠). Based on these outputs, two distinct LCL filter transfer 
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functions can be derived. By also setting the grid voltage disturbance, 𝑉𝑔𝑑𝑞(𝑠) to 

zero and implementing block diagram reduction techniques, the transfer 

functions, 𝐺𝐿𝐶𝐿1(𝑠) and 𝐺𝐿𝐶𝐿2(𝑠) from the inverter current, 𝐼1𝑑𝑞(𝑠) and the grid 

current, 𝐼2𝑑𝑞(𝑠) to the inverter voltage, 𝑉𝑖𝑑𝑞(𝑠) are respectively given as:                

         𝐺𝐿𝐶𝐿1(𝑠) =  
𝐼1𝑑𝑞(𝑠)

𝑉𝑖𝑑𝑞(𝑠)
=  

𝑠2+𝜔𝐿𝐶
2

𝑠𝐿1 (𝑠2+𝜔𝑟𝑒𝑠2 )
                      (3.7) 

and     𝐺𝐿𝐶𝐿2(𝑠) =
𝐼2𝑑𝑞(𝑠)

𝑉𝑖𝑑𝑞(𝑠)
= 

𝜔𝐿𝐶
2

𝑠𝐿1 (𝑠2+𝜔𝑟𝑒𝑠2 )
 ,               (3.8) 

where  𝜔𝐿𝐶 = √1 (𝐿2𝐶)⁄  and 𝜔𝑟𝑒𝑠 = √(𝐿1 + 𝐿2) 𝐿1𝐿2⁄ 𝐶, with 𝜔𝐿𝐶 < 𝜔𝑟𝑒𝑠. 

Vidq (s) I2dq (s)
+ 
_

+ 
_

1
sL2

1
sC

I1dq (s) Icdq (s) Vcdq (s)1
sL1

 

Figure 3:2: Block diagram for the LCL Filter 

3.3 Control Principles of the Grid Connected PVDG System 

The control structure for the grid connected PVDG system can be seen in Fig. 

3.3. Power flow from PV-VSI to the grid is controlled using the voltage oriented 

control (VOC) technique [96]. The VSI control is implemented with proportional-

integral (PI) controllers. PI controllers offer an infinite gain at zero frequency (due 

to the presence of the integrator pole at origin), hence their control action favours 

time invariant DC signals. Therefore, all three-phase voltage and current 

variables are transformed according to the rotating reference d-q frame, thus their 

fundamental equivalent dq-values are DC quantities. The transformation to the 

SRF dq-frame is based on the grid voltage phase angle, 𝜔𝑡 which is identified 

through a phase locked loop (PLL) technique described in chapter 1. On the PV 

power generation side, the maximum power extraction from the PV array is 

achieved using the perturb and observe (P & O) MPPT method.  
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Figure 3:3: Control of a PV-grid connected distributed generation system with 
LCL filter (using grid current feedback control) 

3.3.1 Voltage Oriented Power Flow Control 

The basic principle of VOC involves aligning the d-q axis of the controlled variable 

rotating at the angular grid frequency, 𝜔 with the grid voltage vector, 𝑉𝑔. From Fig. 

3.3, the controlled variable is the grid current, 𝑖2. It is measured from the point of 

common coupling (PCC) and decomposed into its d-q elements as 𝐼2𝑑 and 

𝐼2𝑞 using Park’s transformation presented in chapter 1. 

The reference d-q current values for the PI controllers may be determined by the 

active (𝑃) and reactive (𝑄) powers required to flow from the VSI to the grid, which 

are given by: 

      𝑃 =
3

2
(𝑉𝑔𝑑𝐼2𝑑

∗ + 𝑉𝑔𝑞𝐼2𝑞
∗)                                 (3.9) 

and                                                 

               𝑄 =
3

2
(𝑉𝑔𝑞𝐼2𝑑

∗ − 𝑉𝑔𝑑𝐼2𝑞
∗).                              (3.10)    

Decoupled control of real and reactive powers (𝑃 and 𝑄) in Equs. (3.9) - (3.10) is 

possible, since the q-axis component of grid voltage, 𝑉𝑔𝑞 has been controlled to 

zero in the PLL controller. The reference currents in Equs. (3.9) - (3.10) may 

therefore be re-written as:   
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𝐼2𝑑
∗  =

2

3

𝑃

𝑉𝑔𝑑
                       (3.11) 

and                                                 

       𝐼2𝑞
∗  = −

2

3

𝑄

𝑉𝑔𝑑
.                              (3.12) 

From Equs. (3.11) - (3.12), 𝐼2𝑑
∗  can be used to regulate the flow of active power 

in the system, while 𝐼2𝑞
∗ is generally used for unity power factor regulation.  

The control system for the PVDG has two important functions: maintaining the 

DC link voltage at a fixed value and adjusting the PV generated power supplied 

to the grid. This leads to the realisation of a cascaded control loop structure: an 

outer loop for controlling the DC link voltage and inner control loops for regulating 

the dq-currents. The DC link voltage control loop may therefore provide the 

reference for the d-axis grid current, 𝐼2𝑑
∗  which in turn maintains the DC link 

voltage at a constant value by controlling the magnitude of the current delivered 

to the grid. Note that the outer DC voltage control loop is decoupled from the 

inverter d-axis current loop by choosing a sufficiently narrow bandwidth for the 

former compared to the latter. 

From Fig. 3.3, the d-q elements of the measured grid side current, 𝐼2𝑑 and 𝐼2𝑞  are 

compared to their references, 𝐼2𝑑
∗ and 𝐼2𝑞

∗ and the errors are applied to their 

respective PI controllers with identical parameters, 𝐾𝑝 and 𝐾𝑖. For the d-element 

current, the output of this control process is summed with  the  grid voltage term, 

𝑉𝑔𝑑, which offers faster speed response for the current controller, consequently 

improving the current reference tracking performance [96, 97]. The cross 

coupling term −𝜔𝐿2𝐼2𝑞(𝑠)  must also be added. For q-current element, since q-

element of grid voltage, 𝑉𝑔𝑞(𝑠) is zero, only 𝜔𝐿2𝐼2𝑑(𝑠) is added. The current 

control loop generates the reference d-q voltages for the inverter Sine PWM 

controller, 𝑉𝑖𝑑 and 𝑉𝑖𝑞, which generate the VSI switching pulses. 

The complete block diagrams of the closed-loop d-q current controllers for grid 

current (𝐼2𝑑(𝑠) and 𝐼2𝑞(𝑠)) considering the PWM delay transfer function, 𝐺𝐷(𝑠) 

and the PWM controller gain, 𝐾𝑝𝑤𝑚 are implemented in Figs. 3.4 (a) and (b) 



 
 

67 

 

respectively. The PI controller and PWM delay transfer functions, 𝐺𝑃𝐼(𝑠)  and 

𝐺𝐷(𝑠) are respectively given as: 

      𝐺𝑃𝐼(𝑠) = 𝐾𝑝 + 
𝐾𝑖

𝑠
                  (3.13) 

and 

                    𝐺𝐷(𝑠) =  
1

1+𝑠𝑇𝑑(𝑠)
,                                    (3.14) 

where 𝑇𝑑  is the time delay due to PWM control and is generally approximated as 

1.5 times the switching period [96, 98].        

I2d (s)* GPI (s) GD (s) Kpwm GLCL2 (s) I2d (s)
Vid (s)+ 

_
+ _

Vgd (s) ωL2I2q (s)

+ + 

(a) 

GPI (s) GD (s) Kpwm GLCL2 (s)I2q (s)* I2q (s)

Viq (s)+ 
_

+

ωL2I2d (s)

+ 

(b) 

Figure 3:4: Block diagram for cascaded dq-axis grid current control with an LCL 
filter (a) d-axis control (b) q-axis control 

The above described scheme can also be applied to control the inverter side 

current, 𝐼1𝑑𝑞(𝑠) with the LCL filter transfer function, 𝐺𝐿𝐶𝐿1(𝑠) as derived from Equ. 

(3.7).  

3.3.2 Sine PWM Control  

The sine PWM technique is used to control the VSI switches by comparing a 

modulating reference sinusoidal signal with a high frequency triangular carrier 

signal. Intersections of the two signals generate pulses for the VSI switches. The 

width of a pulse is directly dependent on the amplitude of the reference sine wave. 
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Additionally, the  reference signal determines the frequency of the synthesised 

AC voltage while the triangular signal determines the VSI switching frequency. 

From Fig. 3.3, the reference signals at the output of the PI controllers, 𝑉𝑖𝑑 and 

𝑉𝑖𝑞 are converted into three-phase stationary reference frame signals 𝑉𝑎, 𝑉𝑏 and 

𝑉𝑐 with the grid phase angle, 𝜔𝑡. Each of the three sinusoidal signals is compared 

with a triangular carrier wave, generating pulse signals for the six VSI switches. 

Fig. 3.5 (a) illustrates the process of generating PWM pulses by comparing phase 

A reference sine wave, 𝑉𝑎 with a 5 kHz triangular signal. The intersections of the 

two signals generate the gating pulses for the inverter as shown in Fig. 3.5 (b).  

 

(a) 
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(b) 

Figure 3:5: Sine PWM pulse generation (a) Sine-triangle comparison (b) 
switching pulses  

3.4 PV Distributed Generation System Design  

3.4.1 Solar PV Array  

The solar PV array is designed using the SunPower SPR-305-WHT model from 

MATLAB/Simulink Software. Based on the atmospheric conditions of 1 kW/m2 

solar irradiance at a temperature of 25OC, the number of series modules per 

string,  𝑛𝑠  and the number of parallel connected strings,  𝑛𝑝 can be deduced from 

the following: 

                                                    𝑛𝑠 = 
𝑉𝑃𝑉

𝑉𝑚𝑝
                                         (3.15) 

and 

                                                             𝑛𝑝 = 
𝑃𝑚𝑎𝑥 𝑉𝑃𝑉⁄

𝐼𝑚𝑝
,                                  (3.16) 

where 𝑉𝑃𝑉   is the DC voltage across the terminals of the PV array, 

𝑃𝑚𝑎𝑥  is the maximum power generated by the array at 1 kW/m2  solar irradiance 

and nominal operating cell temperature (NOTC) of 25OC, 

𝑉𝑚𝑝 is the voltage at the maximum power point and 

 𝐼𝑚𝑝 is the current at the maximum power point. 
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The design specifications for the PV array are detailed in Table 3.1.  

Table 3.1: PV array design specifications 

Parameter Value 

PV maximum power (𝑃𝑚𝑎𝑥) 100 kW 

PV terminal Voltage (𝑉𝑃𝑉) 600 V 

Voltage at 𝑃𝑚𝑎𝑥 (𝑉𝑚𝑝) 54.7 V 

Current at 𝑃𝑚𝑎𝑥 (𝐼𝑚𝑝) 5.58 A 

                                                    

Based on the values in Table 3.1, Equs. (3.15) and (3.16), 𝑛𝑠 = 11 and 𝑛𝑝 = 30. 

The current-voltage (I-V) and power-voltage (P-V) characteristics of the PV array 

at varying levels of solar irradiance are shown in Fig. 3.6. It can be observed that 

the PV generated current and hence power are strongly dependent on the value 

of the solar irradiance. The characteristics also portray the non-linear relationship 

the PV current and PV generated power have with the terminal PV voltage. 

Determining the magnitudes of both the voltage and current that provide the 

maximum power from the PV array at different levels of light intensity is therefore 

crucial for efficient operation of the PV grid tie-system. Maximum power point 

tracking (MPPT) algorithms have therefore been proposed as a solution. 
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Figure 3:6: IV and PV characteristics of SunPower SPR-305-WHT PV array with 
varying solar irradiance 

MPPT algorithms are generally based on variation of the PV operating point in 

the direction of increasing output power [99]. One of the simplest methods is the 

perturb and observe algorithm, which is implemented according to the flowchart 

in Fig. 3.7. The algorithm uses the present sampled values of the measured PV 

current and voltage (IPV(n) and VPV(n)) to compute the present PV power 

(PPV(n)).Depending on the difference between the present and previous samples 

of the power (PPV(n) and PPV(n-1)) and voltage(VPV(n) and VPV(n-1)), the DC-DC 

converter duty ratio, d is perturbed in a particular direction by a small quantity, 

Δd. If the PV power increases, i.e. ΔPPV (n)>0, d is perturbed further in the same 

direction until MPP is reached. For a decrease in power (i.e. ΔPPV (n)<0), the 

direction of perturbation of d is reversed.  
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Figure 3:7: Perturb and Observe MPPT algorithm 

3.4.2 The DC-DC converter 

The DC-DC converter is designed with the parameters specified in Table 3.2. 

Table 3.2: DC-DC converter design parameters 

Parameter Rating 

PV terminal Voltage (𝑉𝑃𝑉) 600 V 

Converter switching frequency (𝑓𝑠(𝐷𝐶)) 10 kHz 

Maximum PV current (𝐼𝑚𝑝_𝑎𝑟𝑟𝑎𝑦) 167 A 

DC link Voltage (𝑉𝐷𝐶) 620 V 
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3.4.2.1 Inductor 

The converter inductor, 𝐿 may be selected using the ripple current specification 

as a trade-off between inductor sizes and switching losses. At the expense of 

cost, a large inductor would reduce the ripple current and switching losses. The 

inductor ripple current is commonly assumed to be 10% of the rated current [31], 

which in this case is the maximum current generated by the PV array, 𝐼𝑚𝑝_𝑎𝑟𝑟𝑎𝑦. 

From the parameters specified in Table 3.2, the inductor is therefore determined 

from: 

𝐿 =  
𝑉𝑃𝑉 

0.1𝑓𝑠(𝐷𝐶)𝐼𝑚𝑝_𝑎𝑟𝑟𝑎𝑦
             (3.17) 

as 

       𝐿 ≅ 3.6 𝑚𝐻.              (3.18) 

3.4.2.2 DC Link Capacitor 

The duty cycle of the buck-boost converter, d relates to the converter input PV 

voltage,𝑉𝑃𝑉 and the DC link voltage, 𝑉𝐷𝐶 through Equ. (3.19): 

𝑑 =  
𝑉𝐷𝐶 

𝑉𝐷𝐶−𝑉𝑃𝑉
.                                            (3.19) 

Clearly, the maximum duty cycle occurs when 𝑉𝑃𝑉 is minimum.  Assuming the 

minimum solar irradiance for PV generation is 100 W/m2, the corresponding 

voltage at maximum power is found to be 347 V through simulations. From the 

specifications in Table 3.2, the maximum duty cycle,  𝑑𝑚𝑎𝑥 is therefore:  

𝑑𝑚𝑎𝑥 = 0.64.               (3.20) 

The DC link capacitor is designed with a maximum 1% ripple tolerance for the 

DC link voltage [100] according to Equ. (3.21) [101]: 

𝐶𝐷𝐶 = 
𝐼𝑚𝑝_𝑎𝑟𝑟𝑎𝑦𝑑𝑚𝑎𝑥 

𝑓𝑠(𝐷𝐶)𝛥𝑉𝐷𝐶
.                       (3.21) 

Substituting for the parameters in Equ. (3.21) from Table 3.2: 

𝐶𝐷𝐶 =  2000 𝜇𝐹.             (3.22) 
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The voltage and current levels at the input and output of the DC-DC converter 

are similar (since the inductor does not consume power), hence the value of 𝐶𝑃𝑉 

is also taken as: 

𝐶𝑃𝑉 =  2000 𝜇𝐹.             (3.23) 

3.4.3 Grid-tie Voltage Source Inverter 

The inverter in the simulated system is a two-level, three-phase converter. The 

switching devices used are assumed ideal, though in practice, they need to be 

selected according to the inverter power, voltage and current ratings. The 

specifications are given in Table 3.3. 

Table 3.3: Voltage source inverter design parameters 

Parameter Rating 

Inverter rated power (𝑃) 100 kW 

Grid frequency (𝑓) 50 Hz 

Switching frequency (𝑓𝑠) 5 kHz 

DC link voltage (𝑉𝐷𝐶) 620 V 

RMS Inverter line voltage (𝑉𝑛) 220√3 V 

RMS Inverter phase voltage (𝑉𝑝ℎ) 220 V 

  

The modulation index, 𝑚 for a sine PWM controlled VSI is defined as the ratio of 

the amplitudes of the sinusoidal modulating signal,  𝐴𝑀 and the triangular carrier 

signal, 𝐴𝐶: 

                            𝑚 =
𝐴𝑀

𝐴𝐶
.                          (3.24) 

Operating the VSI within the linear region requires that 𝐴𝑀 ≤ 𝐴𝐶 . In the linear 

region, the RMS value of the fundamental component of the inverter phase 

voltage, 𝑉𝑝ℎ is [102]: 

𝑉𝑝ℎ =
𝑚𝑉𝐷𝐶

2√2
.                (3.25) 
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If the sine PWM VSI is controlled to maintain a modulation index of unity, the 

inverter phase voltage magnitude will entirely depend on the DC link voltage. In 

transformerless grid-tie inverter topology, the inverter phase voltage magnitude 

should be at least equal to the phase voltage of the grid. From the nominal value 

of 220 V for 𝑉𝑝ℎ in Table 3.3, Equ. (3.25) was used to determine 𝑉𝐷𝐶 as 620 V.  

3.4.4 LCL Filter Parameters 

The prime factor to consider when designing an LCL filter is the amount of ripple 

current on the inverter side [95]. Inductor, 𝐿1 must limit the amount of ripple in the 

inverter current before grid injection. Inductor, 𝐿2 on the other hand, is designed 

on the basis of current harmonic contents according to the standard 

recommendations and utility codes and is therefore designed in the frequency 

domain [31]. The capacitor selection is based on the constraint of reactive power 

generation.  The specifications of the LCL filter are listed in Table 3.3. 

1. Inverter side inductor, 𝑳𝟏: The inductor, 𝐿1 is evaluated based on the 

constraint of maximum ripple current amplitude. Assuming the allowance 

for current ripple magnitude is 10% of the maximum inverter phase current 

[103], 𝐿1 is computed thus: 

        𝐿1 =
𝑉𝐷𝐶

0.1𝑛𝑓𝑠𝐼𝑚𝑎𝑥
,                                          (3.26) 

where 𝑛 is a coefficient  depending on the inverter output voltage levels (in 

this case 2) [31] and 𝐼𝑚𝑎𝑥 is the maximum inverter current, given as: 

                                              𝐼𝑚𝑎𝑥 =
𝑃√2

3𝑉𝑝ℎ
.                                              (3.27) 

 Upon substitution for 𝑉𝐷𝐶,𝑛, 𝑓𝑠 , 𝑃 and 𝑉𝑝ℎ from Table 3.3:  

 𝐿1 ≅ 3 𝑚𝐻.               (3.28) 

2. Filter Capacitor, 𝑪: The maximum value of the filter capacitor,𝐶 is 

designed to limit the amount of reactive power it produces. A high 

capacitance results in a higher current flow through inductor, 𝐿1 and the 

VSI switches, resulting in a lower LCL filter efficiency. The ratio of the 

reactive power produced by capacitor, 𝐶  to the rated active power of the 

VSI, 𝑃 is defined as λ and is generally restricted to a maximum of 5% [97, 

103]. Hence, filter capacitor may be determined form Equ. (3.29) as: 
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                                                          𝐶 =  𝜆
𝑃

2𝜋𝑓𝑉𝑛
2.                                        (3.29) 

 Considering λ as 5% and substituting for 𝑃, 𝑓 and 𝑉𝑛 from Table 3.3:  

𝐶 ≅ 118 𝜇𝐹.              (3.30) 

3. Grid side inductor, 𝑳𝟐: An attenuation factor, 𝑘𝑎 is defined for supressing 

the amplitude of the harmonic current supplied to the grid, 𝑖2(ℎ). It is 

commonly limited to 20% of the harmonic current on the inverter side, 

𝑖1(ℎ) [87, 103] and is expressed as: 

      𝑘𝑎 =
𝑖2(ℎ)

𝑖1(ℎ)
.             (3.31) 

The value of inductor, 𝐿2 is related to 𝑘𝑎 from Equ. (3.31) through Equ.  

(3.32)  [87]: 

       𝐿2 =
√

1

𝑘𝑎
2+1

𝐶(2𝜋𝑓𝑠)2
.                                     (3.32) 

Setting 𝑘𝑎 to 20% and substituting for capacitor, 𝐶 from Equ. (3.30) and 𝑓𝑠 

from Table 3.3: 

𝐿2 ≅ 51 𝜇𝐻.            (3.33) 

4. The resonant frequency, 𝒇𝒓𝒆𝒔: This occurs when the impedance of the 

inductors, 𝐿1 and 𝐿2 match and cancel the impedance of the capacitor, 𝐶. 

It is defined as:  

                                          𝑓𝑟𝑒𝑠 =
𝜔𝑟𝑒𝑠

2𝜋
=

1

2𝜋
 √

𝐿1+𝐿2

𝐿1𝐿2𝐶
.                            (3.34) 

Substituting the filter values 𝐿1, 𝐶 and 𝐿2 given in Equs. (3.28), (3.30) and 

(3.33) respectively gives a value of approximately 2.1 kHz. This satisfies 

the requirement for the LCL filter resonant frequency, which is set to lie in 

the range: 

            10𝑓<𝑓𝑟𝑒𝑠<0.5𝑓𝑠  .                          (3.35) 

The reason for this is to prevent the filter resonance from appearing near 

the grid and VSI switching frequencies, as this would lead to amplification 

and propagation of unwanted harmonics in the control systems.   

5. The damping resistor, 𝑹𝒅: If passive damping is to be employed to curb 

the resonant frequency, a damping resistor, 𝑅𝑑 cascaded with the 
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capacitor, 𝐶 is calculated as 1/3 of the impedance of the capacitor at the 

resonant frequency [103]. Therefore: 

𝑅𝑑 =
1

3𝜔𝑟𝑒𝑠𝐶
.                                  (3.36) 

  Substituting for 𝐶 from Equ. (3.30): 

                                                                   𝑅𝑑 ≅ 0.22 𝛺            (3.37) 

6. LCL series resistors: To confirm with practical analysis, the effect of 

parasitic resistance on the LCL filter components must be considered, and 

this is known as the equivalent series resistance (ESR). With a known 

quality factor (Q) and reactance (X), the ESR of the individual LCL 

components can be determined from Equ. (3.38):  

          𝐸𝑆𝑅 =  
𝑋

𝑄
,                                                 (3.38) 

where   

                                   𝑋 =  𝜔𝐿  for an inductive reactance and                    (3.39) 

                                            𝑋 =  
1

𝜔𝐶
  for a capacitive reactance.                   (3.40) 

The larger the quality factor, the closer the component is to ideal. The 

typical value of Q for ferrite pot cored inductors used in filters is 40 [25], 

with capacitors typically having higher quality factors [104, 105]. For the 

purpose of LCL resonant frequency analysis, a large quality factor of 2000 

is assumed for 𝐿1,  𝐿2 and 𝐶. This correspondingly gives the ESR values 

as: 

        𝑅1 = 4.7 × 10
−4𝛺;                                         (3.41) 

       𝑅2 = 0.8 × 10−5𝛺                                          (3.42) 

and  

                                                      𝑅𝑐 = 0.015 𝛺.                                            (3.43) 
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3.4.5 Control systems Design 

3.4.5.1 Current Control 

A simplification in designing the control parameters for the PVDG system is that 

the dynamics of the LCL filter capacitor play a minimal role in the low frequency 

spectrum in which the control system operates. The LCL filter thus approximates  

to an RL- filter, with currents, 𝑖1 = 𝑖2 . Equ. (3.1) may be re-written as:  

𝐿 
𝑑𝑖2

𝑑𝑡
= 𝑉𝑖 − 𝑉𝑔 − 𝑖2𝑅,                                                     (3.44) 

where 𝐿 is the sum of inductors, 𝐿1 and 𝐿2 and  

𝑅 is the sum of resistors,  𝑅1 and 𝑅2. 

Taking the Laplace and d-q transform of Equ. (3.44) gives:  

                        𝐼2𝑑𝑞(𝑠) =  (𝑉𝑖𝑑𝑞(𝑠) − 𝑉𝑔𝑑𝑞(𝑠)+ 𝜔𝐿𝐼2𝑞𝑑(𝑠)) (
1

𝑠𝐿+𝑅
)                  (3.45) 

The simplified block diagram for control of d-axis and q-axis currents, 𝐼2𝑑  (𝑠) and 

𝐼2𝑞 (𝑠) is seen in Figs. 3.8 (a) and (b) respectively, with the cross coupling and 

feedforward terms eliminated, and the RL-filter transfer function represented as 

𝐺𝑅𝐿(𝑠).  

 

(a) 
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 (b) 

Figure 3:8: Simplified block diagram for cascaded dq-axis grid current control 
with an RL- filter (a) d-axis control (b) q-axis control 

The closed loop transfer function from Fig. 3.8, considering the PI-controller and 

the RL-filter transfer functions is given as: 

   
𝐼2𝑑𝑞(𝑠)

𝐼2𝑑𝑞(𝑠)
∗ = 

𝐾𝑝

𝐿
𝑠+

𝐾𝑖
𝐿

𝑠2+(
𝑅+𝐾𝑝

𝐿
)𝑠+

𝐾𝑖
𝐿

.                                             (3.46) 

The PI controller parameters are determined using the pole-assignment design 

technique [106], where the parameter values are tuned according to the desired 

closed loop characteristics of the system in terms of bandwidth and damping 

ratio. 

The standard second order transfer function, 𝐺(𝑠) in terms of the natural 

frequency,  𝜔𝑜 and the damping ratio, 𝜁 is: 

   𝐺(𝑠) =
𝜔𝑜

2

𝑠2+2𝜁𝜔𝑜𝑠+𝜔𝑜2
.              (3.47) 

Comparing Equ. (3.46) with the transfer function in Equ. (3.47): 

        𝐾𝑝 = 2𝜁𝜔𝑜𝐿 − 𝑅                                         (3.48) 

and 

                                                       𝐾𝑖 = 𝐿𝜔𝑜
2.                                              (3.49) 

A trade-off between response speed and noise sensitivity in the current control 

loop is applied in selecting the closed loop bandwidth. A value of 𝜔𝑜 set to 100 𝐻𝑧 

and 𝜁 set to 1 [106] were used to determine 𝐾𝑝 as 4 and 𝐾𝑖 as 1200 from Equs. 

(3.48) and (3.49) respectively. 



 
 

80 

 

3.4.5.2 DC Link Voltage Control 

The DC link voltage magnitude is determined by the instantaneous power 

balance at the input and output of the VSI. Assuming a scenario where switching 

losses are negligible, the DC link capacitor is ideal and unity power factor control 

is employed, the power balance equation may be expressed as:   

                                                       𝑉𝐷𝐶𝐼𝐷𝐶 =
3

2
 𝑉𝑔𝑑𝐼2𝑑,                      (3.50) 

where 𝐼𝐷𝐶 is the DC current flowing through the capacitor and is given as: 

             𝐼𝐷𝐶 = 𝐶
𝑑𝑉𝐷𝐶

𝑑𝑡
.                                         (3.51) 

The amplitude of the d-component of the voltage, 𝑉𝑔𝑑 with respect to the DC link 

voltage, 𝑉𝐷𝐶 can be established from Equ. (3.25), since 𝑉𝑔𝑑 is equivalent to the 

maximum value of the RMS phase voltage, 𝑉𝑝ℎ. Thus: 

                                                           𝑉𝑔𝑑 =
𝑚𝑉𝐷𝐶

2
.                                          (3.52) 

Substituting Equs. (3.51) and (3.52) into Equ. (3.50): 

                                                          𝐶
𝑑𝑉𝐷𝐶

𝑑𝑡
=

3𝑚

4
𝐼2𝑑 .                           (3.53) 

Taking the Laplace transform of Equ. (3.53) and re-arranging: 

                                                          
𝑉𝐷𝐶(𝑠)

𝐼2𝑑(𝑠)
=

3𝑚

4𝐶𝑠
.              (3.54) 

The DC link voltage control loop is shown in Fig. 3.9, with the transfer function of 

Equ. (3.54) represented as 𝐺𝐷𝐶(𝑠). 

 

Figure 3:9: DC link voltage control 
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The DC link voltage controller, 𝐺𝑃𝐼_𝐷𝐶(𝑠) is designed using the same technique as 

the dq-current controllers. The closed loop transfer function according to Fig. 3.9 

is: 

                                          
𝑉𝐷𝐶(𝑠)

𝑉𝐷𝐶(𝑠)∗
= 

3𝑚𝐾𝑝_𝐷𝐶

4𝐶
𝑠+

3𝑚𝐾𝑖_𝐷𝐶
4𝐶

𝑠2+
3𝑚𝐾𝑝_𝐷𝐶

4𝐶
𝑠+

3𝑚𝐾𝑖_𝐷𝐶
4𝐶

.                                         (3.55) 

Comparing Equ. (3.55) to Equ. (3.47), the PI control parameters, 𝐾𝑝_𝐷𝐶 and 𝐾𝑖_𝐷𝐶 

are computed. The closed loop bandwidth for the outer DC voltage control loop 

is set to be 10 times smaller than the inner d-axis current control loop, thereby 

ensuring decoupling between the two controllers. Assigning 𝜔𝑜 to be 10 𝑟𝑎𝑑/𝑠 

and 𝜁 to be 0.7, [106] 𝐾𝑝_𝐷𝐶 was determined as 0.23 and 𝐾𝑖_𝐷𝐶 as 11. 

3.5 Undamped LCL Filter Analysis 

In the absence of damping, the Bode plot for the LCL filter designed in section 

3.4.4 can be seen in Fig. 3.10. The open loop gain rises around the resonant 

frequency, 𝜔𝑟𝑒𝑠 corresponding to the frequency at which the impedances of the 

inductors and capacitor of the LCL filter cancel out, offering negligible resistance 

to the flow of current. According to the Nyquist stability criterion, a system is 

considered unstable if there is a negative crossing of -180O in the phase plot, 

where the magnitude of the transfer function,     

                                              |𝐺(𝑗𝜔)| > 0.                                                   (3.56) 

From Fig.3.10,|𝐺(𝑗𝜔𝑟𝑒𝑠)| > 0 at the negative crossing of -180O, resulting in a 

negative phase margin of -21.5O at 𝜔𝑟𝑒𝑠. This clearly indicates instability in the 

undamped LCL filter. 
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Figure 3:10 Bode plot for undamped LCL filter 

The roots of the LCL filter can be visualised more clearly with the root locus 

diagram in Fig. 3.11. It shows the high frequency resonant poles of the filter lying 

close to the imaginary axis, an indication that the they are lightly damped. The 

pole pair have their root loci located almost entirely in the unstable region of the 

s-plane for all values of the loop gain, K > 0.9. The third pole, located at the origin, 

is critically damped with a damping ratio of unity. The control aim is therefore to 

explore techniques that can improve the stability range of the LCL filter.  

 

Figure 3:11: Root locus for undamped LCL filter 
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3.6 LCL Filter Resonance Damping Methods 

The unstable dynamics of the LCL filter due to its resonance result in perturbation 

of the control system. Consequently, LCL filter damping methods have been 

developed and can be broadly classified into: passive and active damping.  

3.6.1 Passive damping 

This is the most simplistic method, as it employs a resistor, 𝑅𝑑 providing a 

resistive element to the flow of current at the resonant frequency,  𝜔𝑟𝑒𝑠 of the LCL 

filter. The resistor can be placed in series or parallel with the capacitor [86]. The 

control realisation for the grid current, 𝐼2𝑑𝑞(𝑠) incorporating a series connected 

damping resistor, 𝑅𝑑 is shown in Fig. 3.12 (a) and (b) for the d-axis and q-axis 

current controls respectively.  

 

(a) 

 

(b) 

Figure 3:12: Passive damping of an LCL filter (a) d-axis control (b) q-axis 
control 

The transfer function from the grid current, 𝐼2𝑑𝑞(𝑠) to the inverter voltage, 

𝑉𝑖𝑑𝑞(𝑠) with the damping resistor, 𝑅𝑑 is:  
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𝐼2𝑑𝑞(𝑠)

𝑉𝑖𝑑𝑞(𝑠)
= 

𝑠𝑅𝑑𝐶+1

𝑠3𝐿1 𝐿2 𝐶+𝑠2𝐶𝑅𝑑(𝐿1+𝐿2 )+𝑠(𝐿1+𝐿2 )
.                       (3.57) 

Figure 3.13 compares the Bode plots of the undamped LCL filter with that 

employing passive damping. The gain and phase margins have improved with 

passive damping, having values of 26.9 and 90O respectively. In the high 

frequency region above the resonant frequency, the slope of the LCL filter plot 

changes from -60 dB/decade for the undamped case to -40 dB/decade when 

passive damping is introduced. This is due to the additional zero in Equ. (3.57). 

As a result, the attenuation capacity for high frequency components has been 

reduced in the system and this is one of the major disadvantages of passive 

damping [86].    

 

Figure 3:13: Open loop Bode plot comparing passive damping with an 
undamped LCL filter 

The power loss due to passive damping, 𝑃𝑃𝐷 may be computed as: 

          𝑃𝑃𝐷 =  3𝑅𝑑(𝑖1
2 − 𝑖2

2).                                        (3.58) 

It is apparent from Equ. (3.58)  that when this form of damping is used, significant 

power loss incurs hence impairing efficiency, particularly in the case of large 

power applications, where sufficiently large current flows into the LCL filter circuit.   

In a bid to reduce the losses caused by 𝑅𝑑, passive components such as 

capacitors and inductors may be used [88]. These methods, however, increase 
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filter complexity and cost, with further reductions in filter performance in the high 

frequency range [86]. Furthermore, introduction of more capacitors into the filter 

damping circuit produces additional resonant peaks [86].  

3.6.2 Active Damping 

These methods aim to tackle filter resonance through modification of the control 

algorithm, reducing the chances of instability. Compared to the passive method, 

active damping increases the complexity of the control loop [107]. They are 

classified as single loop filter-based and multi-loop active damping methods. 

While the former uses a filter such as a notch filter to eliminate the resonance, 

the latter involves an additional feedback loop for damping [108]. Some common 

methods of active damping discussed below are: the virtual resistance method 

and the notch filter method. 

3.6.2.1 Virtual resistance 

Virtual resistance active damping can be implemented by means of adding a 

capacitor current feedback [86, 88-93]. The block diagram for the grid current 

control loop with virtual resistance active damping is as shown in Fig. 3.14 (a) 

and (b). The d-q current elements through the capacitor branch, 𝐼𝑐𝑑𝑞(𝑠) after 

multiplying a gain factor, k are used as feedback to reduce the inverter voltage, 

𝑉𝑖𝑑𝑞(𝑠). It is termed ‘virtual resistance’ because it emulates a real resistance, with 

the exception of the losses. The effect on the LCL filter is the reduction of the 

voltage across the capacitor by a value proportional to its current. Both the  

capacitor voltage or current may be used in the feedback loop [109]. 

 

(a) 
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(b) 

Figure 3:14: Virtual resistance damping of an LCL filter (a) d-axis control 

 (b) q-axis control 

The transfer function between the grid side current, 𝐼2𝑑𝑞(𝑠) and the inverter 

voltage, 𝑉𝑖𝑑𝑞(𝑠)  with the virtual resistance, k is:  

                 
𝐼2𝑑𝑞(𝑠)

𝑉𝑖𝑑𝑞(𝑠)
= 1

𝑠3𝐿1 𝐿2 𝐶+𝑠
2𝐶𝑘𝐿2 +𝑠(𝐿1+𝐿2 )

.                 (3.59) 

Figure 3.15 compares the performance of two virtual resistors (k = 10 and 100) 

in attenuating the gain at the resonant frequency. The virtual resistance is 

capable of eliminating resonance while simultaneously maintaining the same 

attenuation level of -60dB/decade for high frequency components, as in the case 

of the undamped filter. As the value of k increased from 10 to 100, the gain margin 

improved by 20 dB. On the other hand, the phase margin reduced from 89.6O to 

86.3O due to the increased negative phase shift before the resonant frequency, a 

typical characteristic of overdamped systems. As this negatively affects the 

system phase margin, careful selection of the virtual resistance value, k is 

required in damping the LCL filter.  
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Figure 3:15: Open loop Bode plot comparing virtual resistances (k = 10 and 
100) with an undamped LCL filter 

The drawbacks with this technique are the requirement for extra sensors and in 

some cases a differentiator, as differentiators are associated with amplification of 

high frequency signals [109]. 

3.6.2.2 Notch filter 

The notch filter (NF), also known as a band stop filter, may be used to attenuate 

frequencies within a certain band, by producing a notch at a specific frequency, 

as seen from the Bode plot frequency response in Fig. 3.16. An ideal notch filter 

offers an infinite gain at the notch frequency, 𝜔𝑛 with a transition from 90O phase 

lagging to leading. It is considered a very good active damping option, as it does 

not require extra sensors for capacitor current measurement, as in the case of 

using a virtual resistance [107].The transfer function of a notch filter, 𝐺𝑁𝐹 (𝑠)  is 

given as: 

                                 𝐺𝑁𝐹 (𝑠) =  
𝑠2+2𝜁1𝜔𝑛𝑠+𝜔𝑛

2 

𝑠2+2𝜁2𝜔𝑛𝑠+ 𝜔𝑛2
,                𝜁2 > 𝜁1           (3.60) 

where 𝜁1 is the damping ratio of the NF zeros  

and 𝜁2 is the damping ratio of the NF poles. 

For a given frequency, 𝜁1 and 𝜁2 are responsible for setting the magnitude of the 

NF gain. 



 
 

88 

 

 

Figure 3:16: Bode plot for notch filter 

For LCL filter resonant frequency suppression, the notch filter, with transfer 

function, 𝐺𝑁𝐹 (𝑠) is cascaded with the d-q grid current controllers, as shown in 

Fig. 3.17 (a) and (b) respectively. Through this arrangement, the NF produces a 

high negative gain at the resonant frequency, thereby suppressing the LCL filter’s 

resonance to insignificant levels. The NF introduces a pair of complex zeros (Equ. 

(3.60)), which if tuned to 𝜔𝑟𝑒𝑠, can cancel the effect of the LCL filter poles. To 

prevent the NF poles form affecting the system dynamics and cancellation of NF 

zeros, they are situated well into the left of the imaginary axis [109]. This results 

in an improved stability margin for the entire system.  

 

(a) 
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(b) 

Figure 3:17: Current control loop for grid connected LCL filter with notch filter 
active damping (a) d-axis (b) q-axis 

The Bode plot frequency response for the NF connected in series with the LCL 

filter is depicted in Fig. 3.18 and contrasted with that without the NF. By 

introducing a NF with a negative gain at the LCL resonant frequency, the 

magnitude of the combined gain, |𝐺𝐿𝐶𝐿2(𝑗𝜔𝑟𝑒𝑠)𝐺𝑁𝐹(𝑗𝜔𝑟𝑒𝑠)| < 0 at the negative 

crossing of -180O, satisfying the requirement for stability.  The gain margin and 

phase margin improve to 37.7 and 87.2O respectively. Additionally, the 

attenuation of the high frequency components by the LCL filter remain unchanged 

at -60 dB/decade after it is cascaded with the NF. The NF, however, produces a 

negative phase shift before the resonant frequency. If this produces an 

unacceptable phase margin, a lead compensator may be required.   

 

Figure 3:18: Open loop Bode plot comparing an undamped LCL filter with a 
cascaded LCL and notch filter 
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Fig 3.19 shows the root locus for the cascaded NF and LCL filters. Compared to 

the undamped LCL filter root locus in Fig. 3.11, the stability range of the system 

for finite values of gain, K has increased by 98%, from 0.9 to 77. This, coupled 

with the improved gain and phase margins of Fig. 3.18 ,verify that the NF has 

positive effects on the stability of the system.    

 

Figure 3:19: Root locus for cascaded LCL and notch filters 

3.7 Notch Filter Frequency Analysis 

3.7.1 Effect of Varying Notch Filter Damping Ratios  

From Equ. (3.60), if 𝜔𝑛 is equivalent to the LCL filter resonant 

frequency,  𝜔𝑟𝑒𝑠:               

                                                      𝐺𝑁𝐹(𝑗𝜔𝑟𝑒𝑠) =
𝜁1

𝜁2
.                                         (3.61) 

Equ. (3.61) indicates that the amplitude of the NF gain at the resonant frequency 

depends on the ratio of the damping of zeros and poles respectively. Figure 3.20 

shows the Bode plots for a notch filter with a centre frequency, 𝜔𝑛 of  

100 𝑟𝑎𝑑/𝑠 ,while 𝜁2 is varied between  0.5, 1 and 2. 𝜁1 is maintained at 0.01. 
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Figure 3:20: Bode plot showing the effect of increasing ζ2 in a NF 

The effect of increasing the value of ζ2 is a wider width around the NF centre 

frequency. The increase in width causes higher low frequency phase lag with 

reduced phase margin.  

From Equ. (3.61), a fixed value for ζ2 renders ζ1 responsible for setting the desired 

depth at the NF gain. This has a direct effect on the attenuation level at the LCL 

resonant frequency, as seen in Fig. 3.21, where 𝜁1 is varied between 0.001, 0.01 

and 0.1, while 𝜁2 remains fixed at unity. A shallow notch amplitude at 

𝜔𝑟𝑒𝑠 increases phase margin with reduced attenuation capabilities whereas a 

deeper notch gain provides better attenuation of the LCL resonant frequency with 

a reduced phase margin. Since the control aim is to reduce the resonant 

frequency significantly, 𝜁2 should be made sufficiently higher than 𝜁1 in order to 

suppress the gain at the LCL resonant frequency.  
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Figure 3:21: Bode plot showing the effect of increasing ζ1 in a NF 

3.7.1.1 Effect on Control System Stability 

The notch filter effect on the closed loop system stability is studied through 

variation of the NF gain at the resonant frequency, 𝐺𝑁𝐹(𝑗𝜔𝑟𝑒𝑠), represented by 𝛼. 

The effect can be seen in the Bode plot of Fig. 3.22 (a). The increase in 𝛼 has 

opposite effects on the gain and phase margins: higher values for 𝛼 result in 

better system phase margin, as seen in Fig. 3.22 (b). From the two extreme 

magnitudes of 𝛼, i.e. 0.01 and 0.1, the phase margin of the closed loop system 

has improved by 1.7%. Conversely, increasing 𝛼 from 0.01 to 0.1 has resulted in 

a 72% decrease in gain margin in Fig. 3.22 (c). This is expected, since increasing 

𝛼 is tantamount to reducing the NF gain at the resonant frequency.  

 

(a) 
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(b) 

 

(c) 

Figure 3:22: Notch filter damping ratio effect on stability margins (a) open loop 
Bode plot of cascaded PI controller, LCL filter and notch filter (b) phase margin 

variations with α (c) gain margin variations with α 

3.8 Simulation Studies for LCL Filter Active Damping with 

Notch Filter 

The simulations presented in this section were performed using 

MATLAB/Simulink software simulation tool. The system parameters have been 

specified in Tables 3.1, 3.2 and 3.3, with the designed parameters of section 3.4. 
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A purely active load of 100 kW is connected at the PCC. The grid is considered 

ideal, with negligible resistance, 𝑅𝑔 and inductance, 𝐿𝑔.  

In order to prevent proliferation of harmonic frequencies in the control loops, the 

lower boundary of the PWM switching frequency, fsw must be at least twice the 

largest frequency, fmax, which in this case is the LCL filter resonant frequency. 

Selecting high values for fsw  produce waveforms with negligible harmonic content. 

The trade-off in selecting a high switching frequency is, however, the power 

losses incurred in the switches. Furthermore, the PWM time delay, Td is 

decreased, securing a better phase margin for the control loop. This is illustrated 

in the open loop Bode plot of Fig. 3.23,  which displays the inverter current 

controller in series with the LCL filter, notch filter and PWM time delay. The closed  

loop controller operating at a PWM switching frequency of 20 kHz has a gain 

margin of 10.3 dB and phase margin of 41.5O. This is followed by a gain margin 

of 8.12 and phase margin of 31.8 O when the switching frequency falls to 10 kHz. 

With the least gain and phase margins of 5.97 and 19.5O respectively is the 

controller with PWM switching frequency of 5 kHz. It can therefore be inferred 

that form a stability point of view, a higher switching frequency is required to attain 

better stability margins. For this reason, a switching frequency of 20 kHz is 

selected.  

 

Figure 3:23: Open loop Bode plot for inverter control at different switching 
frequencies 
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3.8.1 Simulation Results 

Figure 3.24 shows the maximum PV power of 100 kW extracted using the P&O 

algorithm described in section 3.4.1 by adjusting the DC-DC converter duty cycle 

in Fig. 3.25. This action regulates the PV terminal voltage to 600 V as seen in 

Fig. 3.26. The power generated by the PV is supplied to the grid by controlling 

the DC link voltage, 𝑉𝐷𝐶 and the d-q components of the grid current, 𝐼2𝑑 and 𝐼2𝑞. 

In this simulation, the inverter operates in unity power factor mode, hence 𝐼2𝑞
∗ =

0. For a grid line voltage of 380 V, the minimum DC link voltage as stated in 

section 3.4.3 is 620 V and is shown in Fig. 3.27.  In practice, to maintain power 

flow from the PV to the grid, higher values for the DC link voltage will be required, 

especially when the line impedance is increased. The exact magnitude of the DC 

link voltage is directly dependent on the line impedance values. 

 

Figure 3:24: PV Maximum Power 
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Figure 3:25: Duty Cycle determined from P&O 

 

Figure 3:26: PV terminal voltage 
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Figure 3:27: DC link voltage 

The effect of the NF on the grid current waveform can be visualised by initially 

leaving the  LCL filter  undamped for time, t <0.5 seconds. The notch filter is 

activated at time, t ≥ 0.5 seconds. The effect of different NF gains on the resonant 

frequency are studied, by maintaining the damping ratio 𝜁2 at 1 while 𝜁1 is varied. 

Three different cases are considered: 𝜁1 = 0.01, 0.2 and 0.5. Correspondingly, the 

NF gain at the resonant frequency, 𝐺𝑁𝐹(𝑗𝜔𝑟𝑒𝑠) = 0.01, 0.2 and 0.5 respectively, 

according to Equ. (3.61). The resulting grid current waveforms are discussed in 

the following sections. 

3.8.1.1 Case 1: 𝑮𝑵𝑭(𝒋𝝎𝒓𝒆𝒔) = 𝟎. 𝟎𝟏 

The grid current waveform is seen in Fig. 3.28 (a).Due to the absence of damping, 

a highly distorted grid current is observed between time, t = 0.4 and t = 0.5 

seconds. Fig. 3.28 (b) shows the frequency spectrum of the current, where the 

LCL resonant frequency of 2.06 kHz is clearly observed, leading to a total 

harmonic distortion (THD) of 65.16%. This high level of distortion may prevent 

the current controllers from performing accurate reference tracking.   

When the NF is activated at time, t = 0.5 seconds, Fig. 3.28 (a) shows the 

response improving significantly, with pure sinusoidal waveforms supplying the 

grid with the PV generated power. The resonant frequency harmonic is 

significantly attenuated and a THD of less than 1% is seen in Fig. 3.28 (c). This 

satisfies the requirement for grid current, which must be maintained  less than 

5% [31]. 
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(a) 

 

(b) 
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(c) 

Figure 3:28: Notch filter active damping with a 0.01 gain at the resonant 
frequency (a) Grid current waveform (b) Frequency spectrum of grid current at t 

< 0.5 seconds (c) Frequency spectrum of grid current at t > 0.5 seconds 

3.8.1.2 Case 2: 𝑮𝑵𝑭(𝒋𝝎𝒓𝒆𝒔) = 𝟎. 𝟐 

For a NF gain of 0.2, the grid current waveform in seen in Fig. 3.29 (a). The 

waveform clearly has lesser harmonic distortions when NF is activated at time, t 

= 0.5 seconds. However, the THD is 8.33% as shown in Fig. 3.29 (b). This is 

greater than the 5% maximum limit for grid current harmonic distortions. 

Theoretically, the LCL filter gain at the resonant frequency, according to Equ. 

(3.8) is: 

                                                      𝐺𝐿𝐶𝐿2(𝑗𝜔𝑟𝑒𝑠) = ∞.                                          (3.62) 

The amplitude of 𝐺𝑁𝐹(𝑗𝜔𝑟𝑒𝑠) set to 0.2 is clearly not sufficiently small as to 

attenuate the LCL gain in Equ. (3.62) to insignificant levels, leading to high 

harmonic content in the grid current signal.  
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(a) 

 

(b) 

Figure 3:29: Notch filter active damping with a 0.2 gain at the resonant 
frequency (a) Grid current waveform (b) Frequency spectrum of grid current at t 

> 0.5 seconds 

3.8.1.3 Case 3: 𝑮𝑵𝑭(𝒋𝝎𝒓𝒆𝒔) = 𝟎. 𝟓 

The grid current waveform when 𝐺𝑁𝐹(𝑗𝜔𝑟𝑒𝑠) is 0.5 is seen in Fig. 3.30 (a). The 

level of harmonic distortion is significant, even with the NF active at time, t = 0.5 

seconds. Figure 3.30 (b) shows the THD in the grid current as 31.84%. This can 

be explained from Equ. (3.62), which signifies that an infinitesimal value of  

𝐺𝑁𝐹(𝑗𝜔𝑟𝑒𝑠) is required to reduce the LCL resonant frequency gain to insignificant 

levels. Consequently, this necessitates a careful selection for damping ratios, 𝜁1 
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and 𝜁2 which can produce a negligible gain at 𝜔𝑟𝑒𝑠 while simultaneously ensuring 

adequate stability margins, as discussed in section 3.7.  

 

(a) 

 

(b) 

Figure 3:30: Notch filter active damping with a 0.5  gain at the resonant 
frequency (a) Grid current waveform (b) Frequency spectrum of grid current at t 

> 0.5 seconds 

As previously mentioned in section 3.6.2.2, the notch filter method of LCL filter 

damping has a significant advantage over passive damping, as it does not incur 

power losses. Furthermore, it does not need additional current sensors, which is 

a major drawback of the virtual resistance technique. The main challenge lies in 

choosing the damping coefficients, ζ1 and ζ2 for high sensitivity and stability.  
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Also, due to the possible variations of grid impedance, the resonant frequency 

may vary and correspondingly the notch frequency must be re-set. This relies on 

accurate identification of the resonant frequency, which will be the theme of the 

next chapter. 

3.9 Conclusion 

The chapter has discussed the detailed design of a grid connected PVDG system 

with emphasis on the LCL filter resonance issue and offered a systematic 

theoretical analysis based on the frequency domain methods. The proposed 

notch filter has been shown to be capable of attenuating the gain at the resonant 

frequency of the LCL filter by introducing an opposing notch at the resonant 

frequency. Simulation results show the efficient resonant frequency attenuation 

offered by the notch filter, which will be used further in this work. Further analysis 

has been presented for selecting the appropriate damping coefficients of the 

notch filter.  
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4. Chapter 4 Active Damping for LCL Filter-based Grid 

Connected Inverters with Adaptive Notch Filters 

4.1 Introduction 

It is clear from Chapter 3 that a notch filter whose centre frequency corresponds 

to the LCL resonant frequency is capable of neutralising the resonance effect. 

However, the resonant frequency may not be static, as it can vary with a changing 

line impedance or LCL filter parameters. It may also change due to non-linearity 

of inductors, where inductance magnitude varies with the applied current [94, 

110, 111]. A change in the resonant frequency may cause harmonic distortions 

in the voltage and current signals of a power system. Harmonic distortions affect 

the performance of components such as transmission lines and transformers, as 

well as the accuracy of measuring instruments [112]. To avoid compromising the 

robustness and stability of the LCL filter, resonant frequency estimation is 

unavoidable. A possible method of dealing with a changing resonant frequency 

is to incorporate a number of controllers or filters tuned to various frequencies, 

as in [113]. However, to cover a wide range of frequencies, a very large number 

of such controllers and filters would be required, deeming it an impractical 

solution. It is therefore indicative that any robust LCL filter damping technique 

should incorporate an adaptive feature, capable of modifying the controller 

parameters based on the on-site estimated resonant frequency.   

Some of the most prominent research on this topic fall into the following 

categories: filter-based single loop methods and multi - loop control methods. The 

multi - loop control methods provide damping through modification of the current 

control loop. The virtual resistance and capacitor current feedback methods in 

[91] provide system robustness against varying grid impedance by increasing the 

phase and gain margins through rigorous controller parameter tuning. 

References [92, 93, 114] proved the robustness of their adaptive control against 

grid impedance variations, but the control complexities were further increased 

[115] with the use of multi-loop current control strategy. However, digital 

implementation of the multi-loop control method causes the system to lose its 

stability when the resonant frequency is 1/6 of the switching frequency [116]. 
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Consequently, a lag-compensator was incorporated in the control loop to improve 

stability at the resonant frequency.  

Owing to their simplicity and ease of implementation, single loop filter-based 

methods are generally preferred, as they do not require additional sensors [107]. 

The notch filter (NF) studied in Chapter 3 belongs to this category. They are, 

however, sensitive to grid impedance variations and a number of techniques have 

been developed to enable the NF adapt to the grid changes. The NF centre 

frequency in [108] was adapted to the resonant frequency by estimating the grid 

impedance according to variations in the reactive power at the PCC. The 

limitation for this technique lies in its insensitivity to LCL parameter variations, 

which have been shown to affect the resonant frequency [111]. The estimation 

further neglects grid resistance, Rg making it inapplicable in low voltage 

distribution networks where the line resistance is generally significant. 

Careful selection of the LCL resonant frequency under the Nyquist limit ensured 

robustness of notch and lag filters in [117]. A consequence of this process is that 

a greater tolerance to a changing grid inductance, Lg is achieved at the expense 

of a reduced system bandwidth. Furthermore, the lag filters proved more 

advantageous compared to the notch filters, as the latter required a priori 

knowledge of the grid resistance.  

The authors in [111] proposed a discrete NF whose centre frequency and 

bandwidth can be altered in real time to suit the application. The digital ANFs in 

[115, 118] were designed with the NF frequency smaller than fres, thus improving 

the system stability margins. For sufficient phase lag compensation, the NF 

centre frequency must be situated close to fres [118], limiting its effectiveness for 

large deviations in Lg. Although effective damping was achieved for large Lg 

variations in [115], it was ineffective for reduced filter capacitor values, which 

caused fres to increase beyond the point where the NF could not prevent the 

system frequency response from a negative crossing of -180O at fres.  

Spectrum analysis using the Goertzel algorithm for resonant frequency 

estimation was presented in [107]. While the algorithm generally requires less 

memory than the fast Fourier transform (FFT) due to its sequential processing of 

data [119], it is limited to a small bandwidth. For larger bandwidths, the 
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computational complexity is increased, resulting in a slow speed of frequency 

estimation. 

This chapter proposes an adaptive notch filter (ANF) for active damping of the 

resonant frequency using discrete Fourier transform (DFT) analysis [120]. The 

DFT algorithm, implemented with the more efficient FFT, identifies the resonant 

frequency on-line in real time based on the grid current and updates the notch 

filter centre frequency accordingly, based on the transmission line impedance 

variations. The technique does not require prior knowledge of the system, 

particularly in terms of grid resistance. The accuracy of the resonant frequency 

estimation makes it possible to design a narrow NF, improving the phase margin 

of the control system. The chapter describes the principles and implementation 

of the method. The accuracies and data processing speed of the technique and 

their effects on the stability of the system are theoretically analysed. Simulation 

results under various grid operational conditions are presented in time domain. 

Finally, frequency estimation using FFT and the Goertzel algorithm are compared 

in terms of ANF robustness. 

4.2 Effect of Grid Impedance Variation on LCL Filter Resonant 

Frequency 

The power grid can be represented by a voltage source, Vg with a variable 

impedance, Zg  having resistive and inductive elements of Rg and Lg respectively. 

The per-phase equivalent circuit model for a VSI connected to the grid via an LCL 

filter and the grid impedance, Zg is shown in Fig. 4.1. For simplified analysis, the 

grid line resistance, Rg may be considered  negligible. Hence, the inductive 

element, Lg needs to be considered in the analysis of an LCL filter. The resonant 

frequency, 𝑓𝑟𝑒𝑠 of the LCL filter presented in Chapter 3 is thus modified as: 

                                         𝑓𝑟𝑒𝑠 =
𝜔𝑟𝑒𝑠

2𝜋
=

1

2𝜋
√
𝐿1+(𝐿2+𝐿𝑔)

𝐿1(𝐿2+𝐿𝑔)𝐶
.                                                     (4.1) 
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Figure 4:1: Per-phase equivalent circuit for LCL grid connected inverter with 

grid impedance 

Equ. (4.1) shows the effect of the grid inductance on the resonant frequency: the 

higher the value for Lg, the lower the resonant frequency. Since the variations in 

grid inductance may cause a shift in resonant frequency, the notch filter damping 

method must be able to detect Lg variations and adjust the NF centre frequency 

accordingly, lest the damping becomes ineffective.  Hence, an adaptive control 

scheme is required. If this can detect variations in 𝜔𝑟𝑒𝑠 due to changes in Lg and 

correspondingly retune the NF centre frequency by re-setting 𝜔𝑛 in Equ. (4.2)  

𝐺𝑛𝑜𝑡𝑐ℎ(𝑠) =  
𝑠2+2𝜁1𝜔𝑛𝑠+𝜔𝑛

2

𝑠2+2𝜁2𝜔𝑛𝑠+ 𝜔𝑛2
,                                  (4.2) 

 to 𝜔𝑟𝑒𝑠 in Equ. (4.1), stable operation of the VSI may be attained. 

When Rg is considered in Equ. (4.1), a more complex relationship is established 

with the resonant frequency, as illustrated in Fig. 4.2. 
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Figure 4:2: Variation of fres with Lg and Rg 

As with Lg, the resonant frequency exhibits an inverse relationship with the grid 

resistance, Rg.  In distribution systems, the magnitude of Rg is comparable to Lg. 

Consequently, the accuracy of active damping techniques that rely solely on 

determining the value of Lg, cannot be guaranteed. This points to an advantage 

of signal processing techniques, where the resonant frequency is directly 

determined from the current signals, as opposed to impedance estimation 

methods, where the grid resistance is generally ignored [108]. In order to study 

the effect of variation of the grid parameters on the resonant frequency, it is 

essential that one parameter be varied while the other remains fixed. Since 

inductors have a higher chance of change in value due to their non-linear nature 

[94, 110, 111] caused by core saturation, the grid inductance variation effect on 

the LCL filter resonance will be considered with a stable grid resistance. 

4.2.1 Grid Short Circuit Ratio (SCR) 

When initially designing the LCL filter in Chapter 3, the grid was modelled as an 

infinite bus-bar, hence Zg =0. However, an AC grid is a dynamic system and its 

impedance varies continuously. An AC system is considered weak if it has a high 

impedance or low mechanical inertia [60]. An important factor to consider is the 

grid short circuit ratio (SCR), which gives a measure for the strength of an AC 

system [60]:  

                                                              𝑆𝐶𝑅 =  
𝑃𝐴𝐶

𝑃𝐷𝐶
,                                   (4.3) 
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where 𝑃𝐴𝐶   is the short circuit MVA rating of the AC system and 

𝑃𝐷𝐶  is the DC inverter MW rating. 

The MVA rating of the grid is given by: 

                                                       𝑃𝐴𝐶 = 
𝑉𝑎𝑐

2

𝑍𝑔
,                         (4.4) 

where Vac is the bus voltage at the PCC and Zg is the equivalent Thevenin 

impedance of the AC network, expressed as: 

|𝑍𝑔| =  √𝑅𝑔
2 + 𝜔2𝐿𝑔

2
.                                        (4.5) 

Substituting Equs. (4.4) and (4.5) into Equ. (4.3), the relationship between the 

SCR and 𝐿𝑔 is: 

                                                      𝑆𝐶𝑅 =  
𝑉𝑎𝑐

2

𝑃𝐷𝐶√𝑅𝑔
2+𝜔2𝐿𝑔

2
.                       (4.6) 

From Equ. (4.6), the grid impedance has a negative impact on the SCR of the AC 

system. As they are directly proportional, a large grid impedance increases the 

systems’ susceptibility to a large change in voltage in the event of a disturbance 

[121, 122]. The increased impedance also affects the position of the LCL  

resonant frequency by shifting it to the lower end of the spectrum.   

Table 4.1 shows grid classification in terms of SCR values, with SCR values > 5 

attributed to strong grids. High impedance grids with SCR values < 3 are 

considered weak and therefore easily affected by disturbances.  

Table 4.1: Grid classification based on SCR values 

SCR Grid Classification 

SCR>5 Strong 

3<SCR<5 Medium 

SCR<3 Weak 
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Figure 4.3 illustrates the inverse relationship between an increasing grid 

inductance, Lg with SCR and fres. Both SCR and fres decrease with higher values 

of 𝐿𝑔, with the rate of change decreasing at higher 𝐿𝑔 values.  

 

Figure 4.3: Variation of SCR and fres with Lg 

Figure 4.4 shows the effect of increasing resonance due to the SCR changing 

from infinitely high, where Lg = 0 mH to as low as 0.92 with Lg = 5 mH, at time, t = 

0.5 seconds. The NF is tuned to the resonant frequency corresponding to Lg = 0 

mH. For a change in Lg and hence SCR, the current containing high order 

harmonics cannot follow the desired reference and the stability of the system will 

therefore be compromised. This is attributed to a significant deviation from the 

tuned NF frequency. To overcome this limitation, the NF centre frequency can be 

reduced to cope with the grid impedance fluctuations [118]. However, this cannot 

guarantee stability for a wide range of grid impedance variation. Hence, an 

adaptive scheme for changing the NF centre frequency through estimation of the 

actual resonant frequency is proposed to overcome the challenge of LCL 

resonant damping in the event of a varying grid impedance.   
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Figure 4:4: Grid impedance variation effect on grid current with non-adaptive 

notch filter 

4.3 Adaptive Notch Filter (ANF) by DFT  

A viable approach to the LCL resonance problem is to identify the frequency 

component with the largest amplitude in the output current waveform and reset 

the notch filter centre frequency to this identified value. This forms the basis for 

this method whereby the frequency of the notch filter is changed according to the 

spectral measurement results whenever a grid impedance variation occurs. An 

effective spectrum measurement algorithm is the discrete Fourier transform 

(DFT).  

The DFT is a conventional means of identifying harmonics within the voltages and 

currents of a power system, for the purpose of assessing the power quality indices. 

In this case, it can be applied to analyse the spectrum of the output current of the 

LCL filter to seek the resonant frequency. 

With negligible values of 𝑅𝑔, the system in Fig. 4.1 is undamped and 𝑓𝑟𝑒𝑠 becomes 

the largest frequency component present in the current signal. However, 𝑅𝑔 is 

non-negligible in distribution systems, and may therefore offer an intrinsic 

damping effect.  Depending on the magnitude of 𝑅𝑔, the fundamental frequency 

component in the current signal may become larger than 𝑓𝑟𝑒𝑠, therefore affecting 

the accuracy in detecting 𝑓𝑟𝑒𝑠. To overcome this issue, the current signal at the 

output of the LCL filter is passed through a high pass filter (HPF) to eliminate the 
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fundamental frequency component, making 𝑓𝑟𝑒𝑠 the largest frequency component 

within the signal. The ANF centre frequency may therefore be re-tuned to the 

detected value of 𝑓𝑟𝑒𝑠.The HPF can be a hardware filter or, conveniently, realised 

in software by discarding the lower frequencies in the output current of the LCL 

filter.   

4.3.1 Principles of the Discrete Fourier Transform (DFT) 

The discrete Fourier transform (DFT) is a power signal processing tool that can 

be used to determine the spectral strength of a finite periodic signal.  For a signal 

sampled over a given time window, the DFT of the signal is defined as: 

              𝐹[𝑘] =  ∑ 𝑓[𝑛]𝑒−𝑗
2𝜋𝑛𝑘

𝑁𝑁−1
𝑛=0 , 0 < 𝑘 < 𝑁 − 1                    (4.7) 

where 𝑁 is the total number of samples which are equally spaced in the time 

domain, and 𝑓[𝑛] is the 𝑛′𝑡ℎ sample of the input continuous time signal. In this 

discrete signal, the product of 𝑁 and the sample time interval, 𝑇𝑠  set the duration 

of the sampled time window. 

For accurate resonant frequency extraction, both 𝑇𝑠 and 𝑁 should be chosen 

carefully. For 𝑇𝑠, this should be based on some prior knowledge of the possible 

range of the resonant frequency, fres and should satisfy the Nyquist criterion. Thus, 

if a maximum frequency, 𝑓𝑚𝑎𝑥  can be chosen slightly above the highest expected 

fres, the sampling frequency, 

       𝑓𝑠𝑎𝑚𝑝 > 2𝑓𝑚𝑎𝑥 .                                   (4.8) 

This enables all significant components in the resonant peak to be displayed, i.e. 

the peak is completely within the measured spectrum. Still, higher frequencies 

may be present at a lower level, due to mixing products of the grid frequency and 

the inverter switching frequency, and possibly also generated in loads connected 

to the grid. Desirably, frequencies above fres should be filtered out before 

computing the DFT, otherwise oversampling may be used.  

Selection of N should ensure a wide enough data window to give a sufficiently 

high frequency resolution, 𝐹𝑅. Note that the frequency resolution of a DFT is the 

distance between two adjacent frequencies, given as: 

𝐹𝑅 = 
𝑓𝑠𝑎𝑚𝑝

𝑁
.           (4.9) 
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Clearly, both DFT window size, N and the sampling frequency, 𝑓𝑠𝑎𝑚𝑝 influence 

FR. FR may be improved by increasing the DFT window size or reducing the 

sampling frequency. In any case, a better FR leads to increased DFT sampling 

time, 𝑡𝑠𝑎𝑚𝑝 according to Equ. (4.10): 

    𝑡𝑠𝑎𝑚𝑝 = 𝑁 × 𝑇𝑠.           (4.10) 

DFT is usually implemented with the computationally efficient fast Fourier 

transform (FFT) [123]. The FFT offers a faster execution time for the DFT in Equ. 

(4.7). According to this equation, the number of operations required to determine 

the DFT of the spectrum of interest is 𝑁2 operations, i.e. each 𝐹[𝑘] has 𝑁 outputs, 

each requiring the summation on 𝑁 terms. The FFT algorithm reduces the number 

of arithmetic operations to 𝑁𝑙𝑜𝑔2𝑁. The most commonly implemented FFT 

algorithm is the Cooley-Tukey algorithm [124], which recursively decomposes the 

DFT for 𝑁 data samples into smaller samples and the DFT is applied to the 

smaller samples.  

4.3.2 FFT-based Resonant Frequency Estimation 

Implementation of FFT for resonant frequency identification in the voltage oriented 

current control loop of the grid-connected PVDG in Chapter 3 is shown in Fig. 4.5.  

 

Figure 4:5:  Voltage oriented control of grid connected PVDG inverter with 
adaptive notch filters 

The FFT estimation process is triggered when the THD of the grid-side measured 

current, i2 is higher than 5%, according to the IEEE standard [43]. Once activated, 
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the estimation process collects N grid current samples, 𝑖2[𝑛] one by one, at a 

sampling rate, 𝑓𝑠𝑎𝑚𝑝 (10 kHz) and stores them in a buffer. The FFT algorithm is 

then called to process these data as a batch. It evaluates the current components 

according to the spectral power of the constituent frequencies, 𝐼2[𝑘] using Equ. 

(4.7). The resonant frequency, fres is then identified as the one having the highest 

magnitude, fmax and this value is set as the NF centre frequency, fn. The flowchart 

for the estimation process and ANF re-tuning is detailed in Fig. 4.6.   

 

Figure 4:6: Flow chart for adaptive notch filter tuning using FFT 

In situations where the estimation process may be  triggered by a cause other 

than a deviation in fres, computational burden on the processor is minimised by 

terminating the resonant frequency estimation process when the difference 
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between two consecutive frequencies, Δfres is less than the set frequency range 

of the NF, Δfn. Although additional memory is required to store estimated values 

of fres, it is still considered an improvement compared to continuous frequency 

estimation of the grid current, i2 using the FFT algorithm.  

As described in the previous sub-section, implementation of FFT results in an 

inherent sampling delay time, 𝑡𝑠𝑎𝑚𝑝. The computational complexity of the actual 

FFT involves the execution time required to complete Nlog2N operations, 𝑡𝑒𝑥𝑒. 

Thus, the time for the entire FFT is: 

                                                             𝑡𝐹𝐹𝑇 = 𝑡𝑠𝑎𝑚𝑝  + 𝑡𝑒𝑥𝑒.            (4.11) 

Figure 4.7 compares the execution and sampling times for various N-sample 

point FFTs. Clearly from the figure, the sampling time is larger than the execution 

time by an average factor of 1.7×104. Consequently, Equ. (4.11) approximates 

as: 

𝑡𝐹𝐹𝑇 ≅ 𝑡𝑠𝑎𝑚𝑝.              (4.12) 

 

Figure 4:7: FFT sampling and execution times for different N-point FFTs 

As stated above, with the same sampling frequency, a larger N value gives higher 

FR, however requiring longer FFT processing time. This may delay updating the 

notch filter frequency, e.g. in the case when N=8192, the time delay is about 1 

second. Thus, a compromise needs to be made between FR requirement and 

FFT execution speed. It is important to note that the FFT computational time, 𝑡𝐹𝐹𝑇 
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does not impose a time delay on the control system. Rather, the delay is in 

updating the NF frequency, 𝜔𝑛 which is independent of the current control loops 

in Fig. 4. 5. From the cascaded LCL and notch filter Bode plots of Fig. 3.18 in 

Chapter 3, the delay margin of the system is 0.0046 seconds, thus inferring that 

any time delay greater than 0.0046 seconds  in the current control loop would 

cause the system to lose its stability. 

4.3.3 Accuracy Analysis in Resonant Frequency Estimation 

Selecting the number of samples, N in the FFT affects the accuracy of estimation 

of the LCL filter resonant frequency. From the Bode plot in Fig. 4.8, the frequency 

range of the NF, ∆fn within which the grid current at the resonant frequency, ωres 

can be suppressed by a factor of 100 (i.e. 𝜁1 𝜁2⁄ = 0.01) lies between 12.8 and 13 

krad/s. This corresponds to a frequency band of 31.83 Hz. Thus, the desired N 

sample FFT must provide a FR such that: 

                         𝐹𝑅 < 𝛥𝑓𝑛.              (4.13) 

Note that for a 512-point FFT, the FR is: 

                   𝐹𝑅 =  
10 000

512
= 19.53 𝐻𝑧.                       (4.14) 

 

Figure 4:8: Notch filter Bode plot 

Figure 4.9 compares the magnitude of frequency deviations from the actual 

resonant frequency, fres for different number of samples and for different SCRs. 

As expected, the accuracy in estimating fres is higher for larger values of N.  The 
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deviations from fres, particularly noticeable at higher SCRs, may be attributed to 

the approximations in Equ. (4.1), which do not consider the effect of grid 

resistance, Rg. Therefore, since the FR in Equ (4.14) is less than the value of ∆fn 

specified earlier, i.e. 31.83Hz, the width of the notch filter is therefore considered 

adequate in suppressing the resonance even for N set to 512, which gives the 

shortest execution time. 

 

Figure 4:9: Comparing resonant frequency estimation accuracy for different N-
point FFTs 

4.4 Simulation Studies for Adaptive Notch Filter  

The simulations in this chapter were performed using MATLAB/Simulink software. 

The DG system parameters are specified in Table 4.2, with VSI power switches 

considered ideal. The FFT function in MATLAB is based on an adaptive and 

improved Cooley-Tukey  algorithm  known as the FFTW algorithm [125]. The 

reference for the current control loops were determined using Equs. (3.11) and 

(3.12). 
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Table 4.2: Grid connected DG system parameters 

Parameter Rating 

Inverter Rated Power (P) 100 kW 

DC Link Voltage (VDC) 800 V 

Grid phase voltage (Vph) 220 V 

Grid frequency (f) 50 Hz 

LCL filter parameters: L1/C/L2 3 mH / 110 μF / 51 μH 

LCL resonant frequency (fres) 2.05 kHz (13 krad/s) 

Grid Impedance (Rg/ Lg) 0.1 Ω/ 0.1-5mH 

Grid SCR 0.92-13.78 

Inverter switching frequency (fsw) 20 kHz 

Notch Filter damping ratios (ζ1/ζ2) 0.01/1 

As mentioned previously, the accuracy of resonant frequency estimation is 

improved by using a high pass filter (HPF) to eliminate frequencies below 100 

Hz, so that the fundamental frequency does not affect the resonant frequency 

tracking. The magnitude –frequency response for the HPF is seen in Fig. 4.10.  

 

Figure 4:10: Frequency response of a high pass filter 
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4.4.1 Results for Adaptive Notch Filter 

The performance of the Adaptive Notch Filter (ANF) is analysed for two situations 

with different grid inductance values. Each illustrates the effect of using FFT 

resonant frequency estimation on the stability of the system. 

Case 1: Figure 4.11 shows the grid current responses when the ANF is used to 

determine the resonant frequency due to a grid inductance of 1 mH (SCR = 4.38)  

introduced at t =0 seconds, to a strong grid with negligible impedance. As seen 

in Fig. 4.11 (a), the NF is initially untuned to the new resonant frequency of 543.9 

Hz, leading to a THD of 134.60% as seen in Fig. 4.11 (b). Once the FFT estimates 

fres as 546.9 Hz as seen in the power spectrum of Fig. 4.11 (c), the notch filter is 

tuned accordingly, thereby reducing the THD to 0.37% as seen in Fig.4.11 (d). 

 

(a) 

 

       (b) 
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(c) 

 

(d)  

Figure 4:11: Performance of ANF with 1 mH grid inductance (a) Grid current (b) 
Harmonic spectrum before 0.05 s (c) Resonant frequency estimation 

 (d) Harmonic spectrum after 0.05 s  
Case 2: Figure 4.12 shows the grid current responses when the FFT-based ANF 

is used to detect a shift in grid impedance from an initial value of 0.1mH (SCR = 

13.78) to 4mH (SCR = 1.15). At time, t=0.5 seconds, the change in inductance 

occurs as seen in Fig. 4.12 (a). The grid current THD therefore rises to 32.50% 

as seen in Fig. 4.12 (b). At time, t = 0.55 seconds, the FFT estimated frequency 

is 371.1 Hz as shown in the power spectrum of Fig. 4.12 (c).  Adapting the NF 

frequency to this value, the current can be controlled properly with a THD factor 

as low as just 1.54% as shown in Fig. 4.12 (d). Clearly using the adaptive notch 
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filter, all cases tested give good current waveforms with  THDs < 5%, which is in 

line with the limit set by the IEEE standard 519 [41].  

 

(a)  

 

(b)  
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(c)  

  

(d)  

Figure 4:12: Performance of ANF with grid inductance changing from 0.1 mH to 
4 mH (a) Grid current (b) Harmonic spectrum at 0.5 s (c) Resonant frequency 

estimation (d) Harmonic spectrum after 0.55 s  

Table 4.3 summarises the resonant frequencies estimated by the FFT method 

with 512 samples. 
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Table 4.3:Estimation of resonant frequencies with FFT algorithm (N = 512) 

SCR Lg (mH) Actual 

fres (Hz) 

fres (Hz) 

(512- Point 

FFT) 

13.78 0.1 1266 1211 

10.51 0.3 856 839.8 

7.75 0.5 703.3 703.1 

5.98 0.7 619.2 625 

4.38 1 543.9 546.9 

2.27 2 434.8 429.7 

1.52 3 390.2 390.6 

1.15 4 365.5 371.1 

0.92 5 349.8 351.6 

 

Figure 4.13 compares the resonant frequencies determined from Equ. (4.1) with 

those determined from the FFT method, with 512 samples. It shows good 

agreement between the FFT estimated and the true values of the resonant 

frequency for all SCRs. The maximum estimation error is 55 Hz, when SCR = 

4.61, nearly 4.3% of the actual frequency. Deviations between the estimated and 

the actual resonant frequency values are expected, as Equ. (4.1) considers the 

grid resistance as negligible. The FFT estimated frequencies, on the other hand, 

are determined purely from the spectrum of the grid current, where grid resistance 

effect is not neglected.   
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Figure 4:13: Comparison between actual and FFT determined resonant 
frequencies 

The FFT computation time is fast, taking only 0.05 seconds, equivalent to two 

and a half fundamental periods, to determine the resonant frequency. Although 

due to finite frequency resolution, exact estimation of resonant frequency by FFT 

is not possible. Thus, the width of the NF is designed to cater for a range of 

frequencies such that resonance attenuation is achievable.  

Figure 4.14 shows the effect of varying the grid inductance on the stability of the 

system. The resonant frequencies and hence the SCRs differ according to the 

values of Lg. Without proper estimation of fres, the system in Fig. 4.14 (a) is 

unstable, with an average gain margin of –81.7 dB, while the phase margin 

averages at -19.7ο. The effect of introducing the ANF in the control loop is seen 

in Fig. 4.14 (b). By cancelling the resonance caused by the LCL filter poles, the 

system stabilises with a gain margin averaging at 18.6 dB while the phase margin 

has an average value of 83.2ο. 
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(a) 

 

(b) 

Figure 4:14: Bode plots showing the effect of varying grid inductance on LCL 
filter resonant frequency (a) without ANF (b) with ANF 

4.5 Comparison of FFT with Goertzel Algorithm for Resonant 

Frequency Estimation 

4.5.1 Principles of the Goertzel Algorithm 

The Goertzel algorithm has been applied by some researchers for LCL resonant 

frequency identification and re-tuning of ANFs [107]. The Goertzel algorithm is a 
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specialised DFT algorithm that can calculate DFT coefficients by extracting the 

spectral power at a particular frequency, or a limited range of frequencies.  

In terms of detail, the Goertzel algorithm resembles an FFT in that it takes a block 

of N samples at sample rate, TS. However, it evaluates the cosine and sine 

coefficients of only one frequency component of interest. The algorithm treats the 

powers of Fourier terms in the DFT summation as the power terms in a 

polynomial and sampled data as a multiplier. It evaluates this polynomial in 

the nested form.  

The implementation of the algorithm takes two stages: in stage one, an 

intermediate value, 𝑄[𝑛] is computed from the grid current input signal, 𝑖2[𝑛] as 

[107, 126]:  

𝑄[𝑛] = 𝑖2[𝑛] + 2 cos (
2𝜋𝑘

𝑁
)𝑄[𝑛 − 1] − 𝑄[𝑛 − 2],            (4.15) 

where 𝑄[𝑛 − 1] and 𝑄[𝑛 − 2] are the intermediate values computed from the 

preceding two samples. This computation is repeated by using samples 𝑛 

=1,…, 𝑁 one by one. In the second stage, the complex output current, 𝑖2[𝑛] is 

computed as:  

𝑖2[𝑛] = 𝑄[𝑛] − 𝑄[𝑛 − 1]𝑒
−𝑗

2𝜋𝑘

𝑁 .                                  (4.16) 

The magnitude of 𝑖2[𝑁] for all 𝑁 samples is equivalent to the DFT output of the 

frequency coefficient, 𝐼2[𝑘]. Therefore, from Equ. (4.16), the magnitude of the grid 

current coefficient for frequency, k is given as:  

  |𝐼2[𝑘]|
2 = 𝑄2[𝑁] + 𝑄2[𝑁 − 1] − 2 cos (

2𝜋𝑘

𝑁
)𝑄[𝑁]𝑄[𝑁 − 1].               (4.17) 

The above evaluates only the magnitude for one frequency, k at a time.  For a 

selected set of frequencies, it repeats the process using the same block of data, 

with a different frequency. Thus, the algorithm differs in its small memory 

requirement and in being calculated by a simple recursive procedure. These 

algorithms can operate on any size of data block.  

The FFT algorithm, in contrast, automatically produces its output at a complete 

set of 𝑁 frequencies simultaneously, and operates  on sample blocks of size 
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𝑁 = 2𝑛 for some value of 𝑛. (However, with some loss of efficiency, blocks of other 

sizes can be processed by augmenting them using “zero padding”, to raise the 

block size to a power of 2).  

4.5.2 Comparisons with FFT 

The FFT and Goertzel algorithms are compared in terms of three performance 

criteria: computational efficiency, execution speed and accuracy in the estimated 

resonant frequency. 

1. Computational efficiency: For N samples, the Goertzel algorithm is 

considered more computationally efficient than the FFT, if, when evaluated  

for a total number, k of frequency components [119]: 

𝑘 < log2𝑁.             (4.18)      

According to Equ. (4.18), for a sample block of N = 512 points, the number 

k of frequency components computed must be less than 9. For estimation 

of fres, the value of k based on the frequency resolution (FR) [107] is: 

𝑘 =
𝑓𝑟𝑒𝑠(𝑚𝑎𝑥)−𝑓𝑟𝑒𝑠(𝑚𝑖𝑛)

𝐹𝑅
            (4.19) 

where 𝑓𝑟𝑒𝑠(𝑚𝑎𝑥)and 𝑓𝑟𝑒𝑠(𝑚𝑖𝑛) are respectively the maximum and minimum 

frequencies in the spectrum. With 𝑓𝑟𝑒𝑠(𝑚𝑎𝑥) corresponding to Lg= 0 mH, 

𝑘 will be 105, which is 13 times larger than the required value. This clearly 

indicates that the FFT computation is more efficient in this particular 

instance of LCL resonant frequency detection.  

2. Execution speed: for a given 𝑁, the speed of execution for the DFT 

algorithms are proportional to their computational complexities. The order 

of complexity for the Goertzel algorithm (𝑁𝐺𝐴) is 𝑁2 while that of the FFT 

(𝑁𝐹𝐹𝑇) is 𝑁log2𝑁. The speed ratio is therefore defined as:  

𝑠𝑝𝑒𝑒𝑑 𝑟𝑎𝑡𝑖𝑜 =
𝑁𝐺𝐴

𝑁𝐹𝐹𝑇
= 

𝑁

log2𝑁
 .           (4.20) 

The speed ratio in Equ. (4.20) is used to compare the execution speeds 

for the FFT and Goertzel algorithms in LCL resonant frequency estimation 

as seen in Fig. 4.15.The FFT is faster by a factor of 57 when N is 512. This 
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rises significantly as N increases, with the FFT being over 600 times faster 

than the Goertzel algorithm, for N set to 8192.  

 

Figure 4:15: Comparison between execution speeds of the FFT and Goertzel 
Algorithm 

For the purpose of resonant frequency estimation with the Goertzel 

algorithm, the frequency spectrum of interest can be narrowed through a 

reduction in k until an acceptable execution time is obtained. Reducing k 

may hinder accurate resonant frequency detection for wide variations in  

Lg. It is worth noting that FR cannot be less than the NF width , 𝛥𝑓𝑛 specified 

in Equ. (4.13).  

3. Resonant Frequency Estimation: Figure 4.16 shows the spectral power 

obtained when the Goertzel algorithm estimates fres  with Lg set to 1 mH. 

The estimate is the same for FFT in Fig. 4.11 (c). Figure 4.17 also shows 

that the resonant frequency estimation for the FFT and GA are entirely the 

same, with the GA taking a significantly larger amount of time as seen in 

Fig. 4.15. 
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Figure 4:16: Resonant frequency estimation for Lg = 1 mH with Goertzel 
Algorithm 

 

Figure 4:17: Comparing resonant frequency detection of FFT and Goertzel 
Algorithms 

It can therefore be concluded that the only advantage the Goertzel algorithm has 

over the FTT in terms of resonant frequency detection lies entirely in its reduced 

memory requirement. As the FFT provides a faster and more efficient estimation, 

it is a better algorithm for online tuning of an ANF based on a varying Lg.  

4.6 Conclusions 

The chapter discussed the LCL filter resonance problem and the variation of the 

resonant frequency with the grid impedance. A solution for online tuning of the 

notch filter has been proposed, based on the FFT algorithm. The proposed 

adaptive notch filter (ANF) is capable of attenuating the resonant frequency of the 
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LCL filter by introducing an opposing notch at the resonant frequency. With the 

grid being classified based on differing levels of the short circuit ratio (SCR), the 

proposed algorithm is capable of adapting the notch filter to cope with varying 

strengths of the grid. Compared to the Goertzel algorithm, the FFT-based 

estimation provides a faster and more efficient algorithm, for the same frequency 

resolution. Additionally, it provides the following advantages over other 

conventional methods:  

1. It is sensitive to resonant frequency variation, irrespective of the cause. 

This makes it applicable to both low and high voltage networks.   

2. No additional sensors are required. 
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5. Chapter 5 Unbalanced Load Compensation for a Hybrid 

Biomass-PV Distributed Generation System  

5.1 Introduction 

In a three-phase power system, load current imbalance occurs often due to 

uneven distribution of single-phase loads, unequal line impedance, and grid 

faults. The recent trend of high penetration of distributed generators, particularly 

the single phase PV inverters, exacerbates the problem. Current imbalance  may 

lead to unbalanced voltages at the network connection point and produces 

adverse effects on the power distribution network; the unbalanced voltages and 

currents produce a negative sequence component that degrades the 

performance of inverters through the production of low order harmonics [127, 

128]. The occurrence of low order harmonics is due to the positive sequence 

synchronous reference frame of the voltages and currents rotating at grid angular 

speed, ω interacting with the voltages and currents in the negative sequence 

synchronous reference frame rotating in the reverse direction, -ω. The net result 

is the appearance of 2ω oscillations in the positive sequence synchronous 

reference frame. For rotating machines, the negative sequence currents produce 

a reverse rotating magnetic field, hence the torque in opposite direction to the 

torque generated by the positive sequence currents, causing rotor vibration. This 

produces additional stress on the rotating shaft of the turbine-generator set. In 

addition, the magnetic field due to negative sequence current induces current in 

the rotor windings at twice the grid frequency, leading to excessive heating of the 

rotor circuit. Other side effects include: transformer overheating and limiting the 

capacities of distribution lines, etc.  

The grid connected inverters can be applied for mitigating the unbalanced load 

current and the control strategies can be two; the first is to defend the inverter 

itself such that it is immune to the effect of grid load and subsequent voltage 

imbalances. The second scheme is actively compensating the imbalanced 

current so that the inverter is dedicated to absorbing the negative sequence 

current. This scheme is commonly realised using FACTS devices such as a static 

synchronous Compensator (STATCOM) connected at the point of common 

coupling (PCC). The STATCOM injects the negative sequence component of the 
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unbalanced load current, effectively mitigating the unbalanced PCC current, 

hence voltage [129, 130]. For high voltage applications, multi-level converter 

based STATCOM is implemented [131, 132]. However, the STATCOM device is 

expensive and its deployment may not be viable economically for small networks. 

With a system having grid-connected renewable sourced generators, such as PV 

and wind-powered generators, it is possible to use inverters of renewable 

generators for load imbalance compensation, provided their power ratings are 

sufficiently large to cope with the additional current requirement  

This chapter presents a control strategy for unbalanced load compensation in a  

DG system using the PV inverter within the system. The example DG system 

studied has both the PV-power generator presented in chapters 3 and 4 and the 

biomass generator presented in chapter 2: they jointly supply unbalanced loads 

in the system. For the PV-inverter functioning as both a compensator for load 

imbalance and PV power feeder, it faces two challenges; synchronisation to the 

grid voltage under unbalanced conditions and the control strategy when the 

inverter has limited power rating. For the former, since the additional negative 

sequence components are introduced by the asymmetrical load, the conventional 

synchronous reference frame PLL (SRF-PLL) cannot give precise grid angle 

detection [31]. Advanced techniques such as the decoupled double synchronous 

reference frame- PLL (DDSRF-PLL) [120] discussed in chapter 1 are required for 

grid synchronisation under unbalanced voltage conditions. DDSRF-PLL control 

is implemented through the separation of positive and negative sequence 

components in the SRF for grid phase angle detection. For the control scheme, 

it requires extracting load negative sequence currents accurately. These should 

be set as references for the control loop together with the PV generated real 

current. A compromise needs to be made between accurate load imbalance 

mitigation and real current supply in the case when inverter current limit may be 

reached, as this may impose stress on the semiconductor switches of the PV 

grid-tie inverter. 
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5.2 Hybrid Biomass-PV Distributed Generation System under 

Unbalanced Loading 

For ease of analysis, the hybrid biomass-PV DG system may be represented by 

a one line diagram, where each power source is modelled according to 

Thevenin’s theorem as an ideal voltage source in series with an open circuit 

impedance, as shown in Fig. 5.1. Thus, the grid is represented by a source, 𝑣𝑔 in 

series with the grid impedance, 𝑍𝑔 =  𝑅𝑔 + 𝑗𝜔𝐿𝑔. The PV source voltage,𝑣𝑝𝑣, is 

connected to the PCC through impedance, 𝑍𝑝𝑣 =  𝑅𝑝𝑣 + 𝑗𝜔𝐿𝑝𝑣. Since the 

capacitor of the inverter LCL filter for switching harmonic attenuation has 

negligible dynamics at the low grid frequency, it is neglected. Hence, 𝐿𝑝𝑣 

represents the lump sum of the line inductance, as well as LCL filter inductances, 

𝐿1 and 𝐿2. The biomass generator is represented by the voltage source, 𝑣𝑏 in 

series with the impedance, 𝑍𝑏 =  𝑅𝑏 + 𝑗𝜔𝐿𝑏, modelling generator stator winding 

synchronous reactance and line impedance between the stator terminal and the 

PCC. 

 

Figure 5:1: One line diagram of the grid connected hybrid biomass-PV 
distributed generator 

An unbalanced load with impedance, 𝑍𝑙 =  𝑅𝑙 + 𝑗𝜔𝐿𝑙 connected at the PCC draws 

both positive and negative sequence currents. The time varying AC load current, 

 𝑖𝑙(𝑡) is therefore represented as an arithmetic sum of its positive (superscript ‘+’) 
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and negative (superscript ‘-’) sequence components described in Equ. (5.1) as: 

                                                              𝑖𝑙(𝑡) =  𝑖𝑙(𝑡)
+ + 𝑖𝑙(𝑡)

−.                        (5.1) 

Under load unbalanced conditions, the PCC voltage, 𝑣𝑝𝑐𝑐(𝑡) as a function of the 

load current and load impedance may be expressed as: 

𝑣𝑝𝑐𝑐(𝑡) =  (𝑖𝑙(𝑡)
+ + 𝑖𝑙(𝑡)

−)(𝑅𝑙 + 𝑗𝑋𝑙).  (5.2) 

Equ. (5.2) shows that the interconnected unbalanced load at the PCC leads to a 

negative sequence in the PCC voltage. Unbalanced voltages cause undesirable 

effects in power systems, including damage to electrical loads due to negative 

sequence currents and overloading of distribution lines.  

The negative sequence component of the load also affects the currents supplied 

by the biomass and PV generators, 𝑖𝑏𝑖𝑜 and 𝑖𝑝𝑣. Assuming the grid impedance, 

𝑍𝑔 is sufficiently large such that it does not supply current to the load, the current 

balance equation at the PCC according to Kirchhoff’s current law is given by: 

𝑖𝑙(𝑡)
+ + 𝑖𝑙(𝑡)

− = 𝑖𝑏𝑖𝑜(𝑡) + 𝑖𝑝𝑣(𝑡).            (5.3) 

From the point of view of the biomass generator, the negative sequence current 

produces a negative sequence electromagnetic torque, 𝑇𝑒
− which creates an 

unbalance between the rotor mechanical torque and the electromagnetic torque. 

This leads to undue stress on the rotor and which in some cases, may lead to 

excessive heating. 

PV inverter current limitation may exceed the rated level in the presence of 

unbalanced loads. This will lead to overheating of and potential damage to the 

PV system. Considering the PV inverter power rating as a constraint, the existing 

PV inverter can be controlled to produce an unbalanced load compensating 

negative sequence current. According to the superposition principle, the PV 

voltage with respect to the PCC in Fig. 5.1 is given by:  

      𝑣𝑝𝑣(𝑡) = 𝑣𝑝𝑐𝑐(𝑡) + 𝐿𝑝𝑣
𝑑𝑖𝑝𝑣(𝑡)

𝑑𝑡
+ 𝑅𝑝𝑣𝑖𝑝𝑣(𝑡).                            (5.4) 

Converting Equ. (5.4) into synchronous reference frame using Park’s 

transformation: 
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                      𝑣𝑝𝑣𝑑𝑞(𝑡) = 𝑣𝑝𝑐𝑐𝑑𝑞(𝑡) + 𝐿𝑝𝑣
𝑑𝑖𝑝𝑣𝑑𝑞(𝑡)

𝑑𝑡
+ (𝑅𝑝𝑣 + 𝑗𝜔𝐿𝑝𝑣)𝑖𝑝𝑣𝑑𝑞(𝑡).      (5.5) 

The Laplace transform of Equ. (5.5) for the d and q-axis components are: 

                𝑉𝑝𝑣𝑑 = 𝑉𝑝𝑐𝑐𝑑 + (𝑠𝐿𝑝𝑣 + 𝑅𝑝𝑣)𝐼𝑝𝑣𝑑 − 𝜔𝐿𝑝𝑣𝐼𝑝𝑣𝑞                      (5.6) 

and 

       𝑉𝑝𝑣𝑞 = 𝑉𝑝𝑐𝑐𝑞 + (𝑠𝐿𝑝𝑣 + 𝑅𝑝𝑣)𝐼𝑝𝑣𝑞 + 𝜔𝐿𝑝𝑣𝐼𝑝𝑣𝑑.            (5.7) 

The negative sequence equivalent of Equs. (5.6) and (5.7) for the PCC voltage 

are:  

𝑉𝑝𝑐𝑐𝑑
− = 𝑉𝑝𝑣𝑑

− − (𝑠𝐿𝑝𝑣 + 𝑅𝑝𝑣)𝐼𝑝𝑣𝑑
− + 𝜔𝐿𝑝𝑣𝐼𝑝𝑣𝑞

−          (5.8) 

and  

𝑉𝑝𝑐𝑐𝑞
− = 𝑉𝑝𝑣𝑞

− − (𝑠𝐿𝑝𝑣 + 𝑅𝑝𝑣)𝐼𝑝𝑣𝑞
− − 𝜔𝐿𝑝𝑣𝐼𝑝𝑣𝑑

−.          (5.9)  

Equs. (5.8) and (5.9) clearly show the relationship between the negative 

sequence PV currents, 𝐼𝑝𝑣𝑑
−and 𝐼𝑝𝑣𝑞

− and the PCC negative sequence voltages, 

𝑉𝑝𝑐𝑐𝑑
− and 𝑉𝑝𝑐𝑐𝑞

−. It is therefore possible to regulate the negative sequence PCC 

voltages to zero by controlling the negative sequence currents. As the currents 

and voltages are DC, the control can be implemented in the synchronous 

reference frame with the PI controllers designed in Chapter 3.   

5.3 Performance Analysis of Biomass-PV Distributed 

Generation System Supplying  an Unbalanced Three-phase 

Load 

The full grid connected hybrid biomass-PV DG system is shown in Fig. 5.2 (a). 

The biomass generator operates at 0.8 power factor lagging to supply a current, 

𝑖𝑏𝑖𝑜 to maximum active and reactive loads of 392 kW and 296 kVAr respectively. 

The PV current, 𝑖𝑝𝑣 corresponds to the maximum power current from the MPPT 

controller based on prevailing weather conditions.  

The biomass generator terminal voltage is controlled by the AC5A excitation 

system while the rotor speed is regulated by the gas turbine speedtronics 
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controller as described in chapter 2.  The PV controllers described in chapters 3 

and 4 are: the MPP controller used to maximise power output from the PV module 

according to weather conditions; the DC link voltage controller for maintaining the 

DC bus voltage constant; the current controller for regulating the MPP current 

supplied to the load; the ANF for active damping of the LCL filter at different 

resonant frequencies; and the sine PWM for controlling the PV inverter switches. 

Note that the LCL resonant frequency is unaffected by inductive loads, as they 

are shunt connected. Hence, the ANF control can be disabled.  

Two star connected loads, load a and load b are connected at the PCC with 

resistances, 𝑅𝑙𝑎 and 𝑅𝑙𝑏 and inductances, 𝐿𝑙𝑎 and 𝐿𝑙𝑏 respectively. Load a is a 

balanced load rated at a complex power,  𝑆𝑎 = 300 + 𝑗200 KVA, while load b is a 

single-phase load with a complex power rating of 𝑆𝑏 = 40 + 𝑗40 KVA in phase A. 

The PV and  biomass generators are equidistant to the distribution line with 

impedances of:  0.1 + 𝑗0.03 Ω. 

The power grid is modelled as an ideal voltage source with a  typical distribution 

line impedance of: 0.6 + 𝑗0.09 Ω per km [133], equivalent to an X/R ratio of 0.15. 

PCC voltage synchronisation is achieved through the SRF-PLL, where the PCC 

voltage,  𝑣𝑝𝑐𝑐 is measured and its phase angle, 𝜔𝑡 detected, in addition to the dq-

PCC voltage components, 𝑉𝑝𝑐𝑐𝑑 and  𝑉𝑝𝑐𝑐𝑞.  

The DC voltage and dq-current control loops are depicted in Fig. 5.2 (b).  The d-

axis controllers are a combination of an outer DC link voltage controller and an 

inner controller for the d-component of the PV current, 𝐼𝑝𝑣𝑑. The function of the 

DC link voltage controller is two-fold: maintaining the DC link voltage at the 

specified reference, 𝑉𝐷𝐶
∗ and providing the d-axis current reference, 𝐼𝑝𝑣𝑑

∗ that will 

ensure transfer of PV active power to the grid. In the q-axis controller, unity power 

factor operation is achieved by setting the q-axis reference, 𝐼𝑝𝑣𝑞
∗ to zero. Notch 

filters in both control loops eliminate the effect of LCL filter resonance. The 

voltage signals for the sine PWM, 𝑉𝑖𝑑 and 𝑉𝑖𝑞 are obtained from the summations 

of the notch filter output signals with the feedforward PCC voltages, 𝑉𝑝𝑐𝑐𝑑 and  

𝑉𝑝𝑐𝑐𝑞 and the cross-coupling terms, −𝜔𝐿𝑝𝑣𝐼𝑝𝑣𝑞 and 𝜔𝐿𝑝𝑣𝐼𝑝𝑣𝑑 in the d and q-axes 

respectively. An inverse Park transform is performed to convert 𝑉𝑖𝑑 and 𝑉𝑖𝑞 into 
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stationary reference frame, producing the sinusoidal reference signals for the 

sine PWM of the VSI.  

 

(a) 

 

(b) 

Figure 5:2: Unbalanced load connected to PCC of hybrid biomass-PV 
distributed generation system (a) complete DG system layout (b) DC voltage 

and dq-current control loops 
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The detrimental effects of the negative sequence component currents generated 

by unbalanced loads are discussed in the subsequent sections.  

5.3.1 Effect on PV Generator 

The active and reactive powers of a PV generator can be analysed using the 

instantaneous power theory [31]. According to this theory, the instantaneous real 

and reactive powers (𝑝 and 𝑞) generated by a three phase inverter operating 

under unbalanced conditions can be determined by the positive and negative 

sequence components of the inverter voltages and currents, 𝑣𝑑
± , 𝑣𝑞

±, 𝑖𝑑
± and 𝑖𝑞

±,  

as: 

                            𝑝 = (𝑣𝑑
+ + 𝑣𝑞

+ + 𝑣𝑑
− + 𝑣𝑞

−). (𝑖𝑑
+ + 𝑖𝑞

+ + 𝑖𝑑
− + 𝑖𝑞

−)        (5.10) 

and 

                            𝑞 = (𝑣𝑑
+ + 𝑣𝑞

+ + 𝑣𝑑
− + 𝑣𝑞

−) × (𝑖𝑑
+ + 𝑖𝑞

+ + 𝑖𝑑
− + 𝑖𝑞

−).     (5.11) 

The resultant formulae from Equs. (5.10) and (5.11) are: 

 𝑝 = 𝑃 + 𝑃𝑐 cos(2𝜔𝑡) +𝑃𝑠 sin(2𝜔𝑡)             (5.12) 

and 

𝑞 = 𝑄 + 𝑄𝑐 cos(2𝜔𝑡) +𝑄𝑠 sin(2𝜔𝑡),            (5.13) 

where 𝑃 and 𝑄 are average values of the instantaneous active and reactive 

powers generated by the inverter, while 𝑃𝑐, 𝑃𝑠, 𝑄𝑐 and 𝑄𝑠 are the amplitudes of 

oscillating terms associated with the two powers respectively. These power terms 

are given as [31]: 

𝑃 =  
3

2
(𝑣𝑑

+𝑖𝑑
+ + 𝑣𝑞

+𝑖𝑞
+ + 𝑣𝑑

−𝑖𝑑
− + 𝑣𝑞

−𝑖𝑞
−),                  (5.14) 

𝑃𝑐 = 
3

2
(𝑣𝑑

−𝑖𝑑
+ + 𝑣𝑞

−𝑖𝑞
+ + 𝑣𝑑

+𝑖𝑑
− + 𝑣𝑞

+𝑖𝑞
−),           (5.15) 

𝑃𝑠 = 
3

2
(𝑣𝑞

−𝑖𝑑
+ − 𝑣𝑑

−𝑖𝑞
+ − 𝑣𝑞

+𝑖𝑑
− + 𝑣𝑑

+𝑖𝑞
−),           (5.16) 

𝑄 =  
3

2
(𝑣𝑞

+𝑖𝑑
+ − 𝑣𝑑

+𝑖𝑞
+ + 𝑣𝑞

−𝑖𝑑
− − 𝑣𝑑

−𝑖𝑞
−),           (5.17) 

𝑄𝑐 = 
3

2
(𝑣𝑞

−𝑖𝑑
+ − 𝑣𝑑

−𝑖𝑞
+ + 𝑣𝑞

+𝑖𝑑
− − 𝑣𝑑

+𝑖𝑞
−)           (5.18) 
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and 

𝑄𝑠 = 
3

2
(−𝑣𝑑

−𝑖𝑑
+ − 𝑣𝑞

−𝑖𝑞
+ + 𝑣𝑑

+𝑖𝑑
− + 𝑣𝑞

+𝑖𝑞
−).           (5.19) 

It is clear from Equs. (5.15), (5.16), (5.18) and (5.19) that the interactions of 

positive and negative sequence voltages and currents in a PV sourced generator 

lead to oscillatory terms in both active and reactive powers across the PV 

terminals. With asymmetrical load compensation, the PCC voltage is balanced 

with the negative sequence components becoming zero, hence: 

                                          𝑣𝑑
− = 𝑣𝑞

− = 0.                  (5.20) 

The resulting oscillatory powers: 𝑃𝑐, 𝑃𝑠, 𝑄𝑐 and 𝑄𝑠 in Equs. (5.15), (5.16), (5.18) 

and (5.19) therefore become: 

                         𝑃𝑐 = 
3

2
(𝑣𝑑

+𝑖𝑑
− + 𝑣𝑞

+𝑖𝑞
−),                (5.21) 

                                𝑃𝑠 = 
3

2
(𝑣𝑞

+𝑖𝑑
− + 𝑣𝑑

+𝑖𝑞
−),                (5.22) 

                                          𝑄𝑐 = 
3

2
(𝑣𝑞

+𝑖𝑑
− − 𝑣𝑑

+𝑖𝑞
−)                      (5.23) 

and 

 𝑄𝑠 = 
3

2
(𝑣𝑑

+𝑖𝑑
− + 𝑣𝑞

+𝑖𝑞
−).                       (5.24) 

Equs. (5.21) - (5.24) verify that oscillations in the PV generated powers remain 

even after the unbalanced load has been compensated and the PCC voltage is 

balanced. 

5.3.2 Effect on Biomass Generator 

The dynamic equations representing the stator voltages of the generator, 𝑉𝑑𝑠 and 

𝑉𝑞𝑠 in the SRF as presented in chapter 2 are: 

𝑉𝑑𝑠 = 𝑅𝑠𝐼𝑑𝑠 + 
𝑑𝜙𝑑

𝑑𝑡
− 𝜔𝑠𝜙𝑞                  (5.25) 

and 

 𝑉𝑞𝑠 = 𝑅𝑠𝐼𝑞𝑠 + 
𝑑𝜙𝑞

𝑑𝑡
+ 𝜔𝑠𝜙𝑑 ,                          (5.26) 
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where 𝑅𝑠 is the stator resistance, 

𝐼𝑑𝑠 is the d-axis stator current,  

𝜙𝑑 is the d-axis flux linkage, 

𝜔𝑠 is the synchronous speed, 

𝜙𝑞 is the q-axis flux linkage and 

𝐼𝑞𝑠 is the q-axis stator current. 

The instantaneous power, 𝑃𝑏 at the output of the biomass generator is: 

           𝑃𝑏 = 𝑉𝑑𝑠𝐼𝑑𝑠 + 𝑉𝑞𝑠𝐼𝑞𝑠.                       (5.27) 

Substituting for 𝑉𝑑𝑠 from Equ. (5.25) and 𝑉𝑞𝑠 from Equ. (5.26) in Equ. (5.27) results 

in: 

            𝑃𝑏 = 𝑅𝑠(𝐼𝑑𝑠
2 + 𝐼𝑞𝑠

2) + (
𝑑𝜙𝑑

𝑑𝑡
 𝐼𝑑𝑠 +

𝑑𝜙𝑞

𝑑𝑡
 𝐼𝑞𝑠) + 𝜔𝑠(𝜙𝑑𝐼𝑞𝑠 − 𝜙𝑞𝐼𝑑𝑠).         (5.28) 

From Equ. (5.28), the power delivered to the air-gap, 𝑃𝑒 is [53]: 

𝑃𝑒 = 𝜔𝑠(𝜙𝑑𝐼𝑞𝑠 − 𝜙𝑞𝐼𝑑𝑠)                      (5.29) 

and the electromagnetic torque, 𝑇𝑒 is related to the air-gap power via: 

       𝑇𝑒 =
𝑃𝑒

𝜔𝑠
.                  (5.30) 

Inserting Equ. (5.29) into Equ. (5.30), the expressing for 𝑇𝑒 becomes: 

𝑇𝑒 = 𝜙𝑑𝐼𝑞𝑠 − 𝜙𝑞𝐼𝑑𝑠.              (5.31) 

Under unbalanced conditions, the stator currents, 𝐼𝑞𝑠 and 𝐼𝑑𝑠 consist of additional 

negative sequence components rotating at twice the grid frequency, making: 

                                𝑇𝑒 = 𝜙𝑑(𝐼𝑞𝑠
+ + 𝐼𝑞𝑠

−) − 𝜙𝑞(𝐼𝑑𝑠
+ + 𝐼𝑑𝑠

−).              (5.32) 

In the presence of an unbalanced load, the negative sequence stator currents 

produce a negative sequence component in 𝑇𝑒 according to Equ. (5.32). This 

prevents 𝑇𝑒 from balancing 𝑇𝑚 in the swing equation of chapter 2, Equ. (2.2). This 

causes the generator to accelerate. The torque pulsates at twice the grid 
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frequency, causing mechanical stress and heating in the rotor windings [134] 

leading to a reduction in the overall efficiency of the biomass generator. 

5.3.3 Simulation Studies 

Simulation studies are performed in MATLAB/Simulink software for the hybrid 

biomass-PV DG system in Fig. 5.2 subjected to an unbalanced load. The 

parameters for the DG system are listed in Table 5.1. The biomass DG and its 

controller parameters are identical to the values specified in Tables 2.1,2.2 and 

2.3 of chapter 2.  

Table 5.1: Hybrid DG system parameters 

Parameter Rating 

DC Link Voltage (VDC)  800 V 

Grid phase voltage (Vph) 220 V 

Grid frequency (f) 50 Hz 

Grid Impedance (Rg/Lg) 0.6 Ω/ 0.3 mH 

LCL filter parameters: L1/C/L2 3 mH / 110 μF / 51 μH 

Notch Filter damping ratios (ζ1/ζ2) 0.01/1 

Biomass line impedance (Rbio/Lbio) 0.1 Ω/ 0.1 mH 

PV Impedance (Rpv/ Lpv) 0.1 Ω/ 0.1 mH 

Inverter switching frequency (fsw) 20 kHz 

 

An important parameter in unbalanced fault analysis is the voltage unbalance 

factor, VUF, which is the ratio of the negative sequence component of the voltage 

signal to the positive sequence component: 

𝑉𝑈𝐹 =
|𝑉−|

|𝑉+|
                                         (5.33) 

A VUF of 1% may cause up to 10 times the current unbalance, which may lead 

to large losses within a power system [135]. It is therefore of paramount 

importance that the PCC voltage be maintained as minimal as possible.  
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The performance of the control system in Fig. 5.2 (b) is examined when subjected 

to an unbalanced load. Initially, only load a is connected. Load b is unconnected 

at time, t > 0 seconds to allow sufficient time for the biomass generator to settle 

due to machine inertia. At time, t = 9 seconds, the single phase load b is 

connected to phase A of the distribution line.  

The waveform responses of the hybrid biomass-PV DG system are seen in Fig. 

5.3. Prior to connection of load b, Fig. 5.3 (a) shows zero negative sequence 

voltage at the PCC, indicating a balance in terms of magnitude and phase angle 

across the three-phases of the voltage. At time, t = 9 seconds, the VUF in Fig. 

5.3 (b) increases to 1.7%. The negative sequence current of the load is supplied 

by both PV and biomass, resulting in unbalanced currents in both, as seen in Fig. 

5.3 (c) and (d) respectively. The biomass current has a higher degree of 

unbalance compared to the PV current, which may be attributed to their difference 

in power rating. As the biomass supplies more of the unbalanced current, minor 

oscillations appear in the active and reactive power output of the PV as seen in 

Fig. 5.3 (e). 

At the biomass generator side, Fig. 5.3 (g) shows the electromagnetic torque and 

mechanical torque. The electromagnetic torque in Equ. (5.32) contains positive 

and negative sequence elements at twice the grid frequency, which causes the 

rotor to accelerate according to the swing equation, due to inequality between 𝑇𝑒 

and 𝑇𝑚. As mentioned previously, this leads to additional stress on the rotor of 

the generator, thereby negatively impacting its  efficiency.  
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(a) 

 

(b) 

 

(c) 
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(d) 

 

(e) 
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(f) 

Figure 5:3: Hybrid biomass-PV DG system conventional control under 
unbalanced loads (a) PCC voltage (b) VUF (c) PV current (d) Biomass current 

(e) PV active power output (f) Machine torques  

5.4 Unbalanced Load Compensation with PV Distributed 

Generator 

The conventional controllers in section 5.3 were not able to overcome the 

negative effects of the unbalanced load, such as unbalanced voltages at the 

PCC, and imbalance in the PV and biomass currents. Additionally, oscillations at 

twice the grid frequency appeared in the electromagnetic torque of the biomass 

generator. A new control structure is therefore proposed to overcome the 

challenges of the previous controller by compensating the negative sequence 

component of the load. To this end, the existing inverter of the PV is controlled to 

generate negative sequence currents that compensate the unbalanced load 

current. 

5.4.1 Control Scheme 

The hybrid biomass-PV DG system and its unbalanced load compensation 

scheme are shown in Fig. 5.4. Due to the presence of negative sequence 

components in the PCC voltage, as well as the load and grid currents, additional 

control is required for these components which may be conveniently implemented 

with the DDSRF in chapter 1. In Fig. 5.4 (a), the instantaneous values of the 

three-phase PCC voltage, 𝑣𝑝𝑐𝑐, the PV inverter three-phase current, 𝑖𝑝𝑣 and the 
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unbalanced load current, 𝑖𝑙𝑏 are measured and converted to the synchronous 

reference frame using the DDSRF technique detailed in chapter 1. The positive 

and negative sequence synchronisation phase angles, +ωt and –ωt are 

determined from the DDSRF-PLL of the measured PCC voltage, 𝑣𝑝𝑐𝑐.  

The control system consists of 4 identical PI-controllers, one for each d and q-

axes component in the positive and negative SRF. The positive sequence current 

control is the same as the control strategy in the previous section. The 

unbalanced load compensation currents are determined by the negative 

sequence load currents, 𝐼𝑙𝑑
− and 𝐼𝑙𝑞

− as seen in the control loops in Fig. 5.4 (b). 

These currents serve as references to the amount of negative sequence currents, 

𝐼𝑝𝑣𝑑
− and 𝐼𝑝𝑣𝑞

− the PV inverter must inject into the PCC to compensate the 

unbalanced load.  Across all 4 outputs of the PI controllers are the voltage 

command signals for the sine PWM control. The phase angles +ωt and –ωt are 

used to convert the voltage command signals Vid
+,  Viq

+, Vld
- and Vlq

- into the 

stationary reference frame to provide reference switching signals to the inverter.    

 

(a) 
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(b) 

Figure 5:4: Unbalanced load compensation with PV inverter (a) complete DG 
system layout (b) DC voltage and dq-current control loops 

5.4.2 Maximum Inverter Current 

A limiting factor on the PV inverter unbalanced load compensation scheme is the 

rating of the inverter itself. An unbalanced load current, 𝑖𝑙(𝑡) consisting of both 

positive and negative sequence components is mathematically represented by:  

𝑖𝑙(𝑡) = |𝐼
+| (cos (𝜔𝑡 + 𝜑+ + 𝑞

2𝜋

3
) + 𝑗 sin (𝜔𝑡 + 𝜑+ + 𝑞

2𝜋

3
)) + 

|𝐼−| (cos (−𝜔𝑡 + 𝜑− + 𝑞
2𝜋

3
) + 𝑗 sin (−𝜔𝑡 + 𝜑− + 𝑞

2𝜋

3
)),                (5.34) 

where  𝑞 = 0, −1,+1 for phases a, b and c respectively while the sums 𝜔𝑡 + 𝜑+ 

and −𝜔𝑡 + 𝜑− are the positive and negative sequence angles respectively denoted 

as  𝜃+ and 𝜃−. 
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The phase ‘a’ current through the inverter may be expressed in the stationary 

reference frame as: 

𝑖𝑎 = √𝐼+
2 + 𝐼−2 + 2 𝐼+𝐼− cos 𝛼,            (5.35) 

where 𝐼+, 𝐼−are the magnitudes of the positive and negative sequence current 

components expressed as:  

                                        𝐼+ = √𝐼𝑝𝑣𝑑
+2 + 𝐼𝑝𝑣𝑞

+2            (5.36) 

and  

                                                  𝐼− = √𝐼𝑝𝑣𝑑
−2 + 𝐼𝑝𝑣𝑞

−2.                      (5.37) 

The angle, 𝛼 is given by: 

𝛼 =  𝜃+ + 𝜃− − 𝜑′,             (5.38) 

where 

𝜑′ = tan−1
𝑣𝑞
+

𝑣𝑑
+ + tan

−1 𝑣𝑞
−

𝑣𝑑
−.                      (5.39) 

The peak value for 𝑖𝑎 occurs when: 

 𝜃+ + 𝜃− = 𝜑′.                               (5.40) 

Substituting Equs. (5.36) - (5.40) into Equ. (5.35), the maximum current, 𝐼𝑚𝑎𝑥 

becomes: 

𝐼𝑚𝑎𝑥 =

√𝐼𝑝𝑣𝑑
+2 + 𝐼𝑝𝑣𝑞

+2 + 𝐼𝑝𝑣𝑑
−2 + 𝐼𝑝𝑣𝑞

−2 + 2 √𝐼𝑝𝑣𝑑
+2 + 𝐼𝑝𝑣𝑞

+2 √𝐼𝑝𝑣𝑑
−2 + 𝐼𝑝𝑣𝑞

−2 . (5.41) 

The maximum current limit on the inverter is uniform across the three-phases. 

Therefore, the phase A maximum current analysed is applicable to phases B and 

C. This sets a limit on the amount of negative sequence current the PV inverter 

is able to compensate. A safety margin of 125% is usually provided before 

activation of overcurrent devices [136]. Since the primary function of any PVDG 

is to generate active power, preference will be given to supplying active loads. 
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This leaves only 25% of the maximum current available for unbalanced load 

compensation. 

5.4.3 Simulation studies 

The simulation in section 5.3.3 is repeated to show the performance of the PV 

inverter unbalanced load compensation scheme on the DG system parameters. 

The maximum PV inverter current, 𝐼𝑚𝑎𝑥 determined with Equ. (3.27) in chapter 3 

is 215 A.  A 20% increase above this value is set as the maximum inverter current 

limit, i.e. 258 A. 

With the PV compensator activated at t = 9 seconds, the PCC voltage in Fig. 5.5 

(a) is balanced with a VUF of 0.1% seen in Fig. 5.5 (b). The unbalance at the 

PCC is mitigated by the PV current, supplying an unbalanced load as seen in Fig. 

5.5 (c). From the figure, it can be seen that the current is close to the boundary 

of the maximum value Imax.   

The current response for the biomass generator in Fig. 5.5 (d) shows an initial 

supply of unbalanced current immediately load b is connected. This, however, 

lasts for approximately 0.1 seconds and the biomass returns to its initial state of 

positive sequence current supply.   

However, the interactions of the currently balanced PCC voltage and the 

unbalanced PCC current form oscillating active and reactive powers shown in 

Fig. 5.5 (e). These oscillations have increased significantly due to the largely 

unbalanced PV current in Fig. 5.5 (c). Conversely, setting the PV current 

references to eliminate these power oscillations will cause asymmetry in the PCC 

voltage. As a result, careful consideration of the control objective should be made, 

depending on the grid code specifications.   

The electromagnetic and mechanical torques of the biomass generator in Fig. 5.5 

(f) reach equilibrium at time, t = 9.1 seconds, indicating that the machine 

acceleration is constant at the synchronous speed.  
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(a) 

 

(b) 
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(c) 

 

(d) 
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(e) 

 

(f) 

Figure 5:5: Hybrid Biomass-PV DG with proposed compensator under 
unbalanced loads (a) PCC voltage (b) VUF (c) PV current (d) Biomass current 

(e) PV active power output (f) Machine Torques  

5.4.4 Limitations of the Unbalanced Load Compensation Scheme 

In the preceding section, unbalanced load compensation using the PV inverter 

has resulted in improved responses for the PCC voltage, biomass current, as well 

as the generator electromagnetic torque. The unbalance, however, appears as 

oscillations in the PV active and reactive powers, due to the largely unbalanced 

PV compensating current. The unbalanced nature of the PV active power upsets 

the power balance at the DC link, resulting in fluctuations in the DC link voltage, 
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as seen in Fig. 5.6. As the ripple requirement on the DC link is generally at a 

maximum of 2% [100], this compensation scheme may not meet the requirement 

in applications where stringent rules are applied to the DC link voltage. A possible 

solution is to use capacitors with higher ratings, which can limit the amount of 

ripple at the DC link. Alternatively, other compensation schemes such as static 

compensators (STATCOM) could be employed if the maximum voltage ripple 

requirement is exceeded.  

 

Figure 5:6: DC link voltage 

5.5 Conclusion  

The chapter has presented the detrimental effects of unbalanced loading on the 

hybrid biomass-PV distributed generation system. A solution involving 

modification of the PV inverter control structure has been proposed, where the 

PV inverter is controlled to supply a compensating negative sequence current. 

The result is a balanced PCC voltage, balanced biomass current and elimination 

of  oscillations in the electromagnetic torque. Due to the elimination of pulsations 

in the electromagnetic torque, the rotor speed remains constant at the generator 

synchronous speed. However, unbalanced load compensation was achieved at 

the expense of PV power oscillations in both active and reactive power. The 

active power oscillations cause fluctuations in the DC link voltage, which may 

exceed the ripple requirement.  
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6. Chapter 6 Control of Grid-Connected PV Distributed 

Generator under Unbalanced Grid Voltage  

6.1 Introduction  

In Chapter 5, unbalanced loads at the PCC have been shown to affect the 

operational performance of the hybrid Biomass-PV DG system due to the 

negative sequence currents. Unbalanced loads may also cause voltage 

unbalance, which can be detrimental to the normal operation of grid–connected 

inverters. Apart from unbalanced loads, there are other causes resulting in 

voltage unbalance; the major one is grid faults: faults occurring in one or two 

phases that are shorted to ground or to each other. Under such faulty conditions, 

any grid-connected VSIs would inject unbalanced and distorted currents into the 

network, which may result in high losses and overcurrent, causing protection 

devices of inverters to trip. Disconnection of grid-tie inverters under such 

conditions may not be an option because, with an increasing proportion of power 

being generated by renewable sources, they have become indispensable to the 

power network. Grid codes now require these systems to ride through 

unbalanced grid faults without interruption [137].  

Two objectives are set to ensure robust operation of grid-tie inverters under 

unbalanced conditions [31]; one is to mitigate unbalanced voltages along the 

distribution lines and the other is by injecting a set of unbalanced currents at the 

PCC. The former may rely on injection of negative sequence voltage using 

devices such as dynamic voltage compensators [138, 139]. The latter, however, 

poses more challenges. This is because, while controlling the instantaneous 

power exchanges with the grid, the interaction of injected current with unbalanced 

voltage at the PCC (three-phase three wire case) inevitably induces real and 

reactive power oscillations. Also, DC-link voltage fluctuations due to the 

instantaneous input and output power mismatch may exacerbate the situation. 

Properly regulating the injected unbalanced current in the grid lines can be crucial 

in alleviating the power oscillations. This relies on two aspects: estimating the 

reference current to be injected according to specific control objectives, and 

designing current control laws which ensure accurate tracking of the calculated 

reference current value by the grid connected inverter.   
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The control objectives can be many and some common cases are discussed in 

detail in [31], which include: controlling the average real or reactive power, 

cancellation of active power oscillations while ensuring delivery of maximum 

generated real power and grid required reactive power, or the cancellation of 

reactive power oscillations, etc. These result in different overall performance of 

the inverters and their interactions with the grid under unbalanced conditions may 

not be desirable for certain application conditions. An adequate criterion should 

ensure accurate control of the dominant variables, for example, the PV source 

generated power, while maintaining the other variables within the grid tolerated 

ranges. Also importantly, the inverter supplied current must be constrained to 

prevent overcurrent tripping. It is possible to deduce new alternative control 

strategies based on the existing ones by imposing certain constraints. The 

resultant reference currents may be more suitable to be injected into the grid by 

the grid-connected inverters. 

This chapter, therefore, proposes a new optimised flexible power control (OFPC) 

scheme based on the principle of the constrained multi-objective optimisation 

problem (MOOP). The objective is to ensure that the PV inverter supplies all 

generated power to the grid, whilst simultaneously dealing with the conflicting 

requirements of suppressing real and reactive power oscillations. Under such a 

control law, the PV inverter should be able to ride through unbalanced grid faults. 

A single cost function with weightings and constraints will be defined. The 

constraints set will also limit the DC-bus voltage ripple and restrict the inverter 

instantaneous phase current magnitude to be below its rated level. A genetic 

algorithm (GA) will be used to search for the optimised solution for this cost 

function. The performance of the proposed method is validated through 

simulation studies and compared with two other major unbalanced current control 

schemes for the grid-connected inverters.  

6.2 PV Active and Reactive Powers under Unbalanced Grid 

Conditions 

The analysis that will be carried out in this chapter is based on the system 

presented in Fig.3.1 of Chapter 3, and the following assumptions are made: 
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 The PV generator has a slow dynamic and the weather conditions are not 

changed; hence, energy output to the grid remains constant during a 

certain period.  

 The distribution network has three-phase three-wire connections, hence 

there is no zero sequence current flow under unbalanced conditions.  

In Chapter 5, the instantaneous values of the active and reactive powers of the 

PV inverter,  𝑃 and 𝑄, under unbalanced PCC voltages, together with their 

associated oscillatory terms, 𝑃𝑐, 𝑃𝑠, 𝑄𝑐 and 𝑄𝑠 are specified in Equs. (5.14)-(5.19), 

and these form the basis for the reference current generation scheme presented 

in this chapter. The equations are revisited below: 

𝑃 =  
3

2
(𝑣𝑑

+𝑖𝑑
+ + 𝑣𝑞

+𝑖𝑞
+ + 𝑣𝑑

−𝑖𝑑
− + 𝑣𝑞

−𝑖𝑞
−),             (6.1) 

𝑃𝑐 = 
3

2
(𝑣𝑑

−𝑖𝑑
+ + 𝑣𝑞

−𝑖𝑞
+ + 𝑣𝑑

+𝑖𝑑
− + 𝑣𝑞

+𝑖𝑞
−),             (6.2) 

𝑃𝑠 = 
3

2
(𝑣𝑞

−𝑖𝑑
+ − 𝑣𝑑

−𝑖𝑞
+ − 𝑣𝑞

+𝑖𝑑
− + 𝑣𝑑

+𝑖𝑞
−),             (6.3) 

𝑄 =  
3

2
(𝑣𝑞

+𝑖𝑑
+ − 𝑣𝑑

+𝑖𝑞
+ + 𝑣𝑞

−𝑖𝑑
− − 𝑣𝑑

−𝑖𝑞
−),             (6.4) 

𝑄𝑐 = 
3

2
(𝑣𝑞

−𝑖𝑑
+ − 𝑣𝑑

−𝑖𝑞
+ + 𝑣𝑞

+𝑖𝑑
− − 𝑣𝑑

+𝑖𝑞
−)             (6.5) 

and  

𝑄𝑠 = 
3

2
(−𝑣𝑑

−𝑖𝑑
+ − 𝑣𝑞

−𝑖𝑞
+ + 𝑣𝑑

+𝑖𝑑
− + 𝑣𝑞

+𝑖𝑞
−).             (6.6) 

Under unbalanced grid faults, grid codes require all the PV source generated 

active power, 𝑃 to be delivered to the grid [140] and it should ideally be ripple-

free. Depending on the types of renewable energy power generators and grid 

conditions, grid codes may also require a given reactive power, Q to be injected 

to the grid [31]. Such objectives rely on proper evaluations of inverter reference 

currents. From Equs. (6.1) to (6.6), there are only 4 current elements, 𝑖𝑑
± and 

𝑖𝑞
±, available for controlling six power terms. This gives a limited degree of 

freedom in the current elements which are the control variables, making it difficult 

to suppress both P and Q fluctuations concurrently while ensuring good 

performance average real and reactive power control. The choice of the power 

parameters to be controlled is, therefore, dependent on the set control objectives.  
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In low voltage distribution networks, this may be to ensure that the active power, 

P equals the PV source generated power less the inverter losses. For unity power 

factor operation, Q is set to zero, hence no reactive power flows between the 

inverter and the grid. Depending on the specific requirements of the grid code, 

the objectives may also be the injection of balanced currents, or the elimination 

of active/reactive power harmonics. Several unique reference current control 

strategies have been reported, and these are described below. 

6.2.1 Reference Current Generation for Different Power Control 

Schemes 

In the following sections, four different control schemes for generating the 

reference current components according to the required P and Q values are 

discussed. These include: the balanced positive-sequence control (BPSC) 

method , constant active power control (CAPC) method, constant reactive power 

control (CRPC) method and flexible power control (FPC) method [141-143].  Their 

various control criteria lead to different features, as outlined below.  

6.2.1.1 Balanced Positive-Sequence Control (BPSC) 

This method intends to control only real and reactive powers by injecting positive 

sequence component into the grid [31, 142, 144]. The reference current d-q 

components are determined by considering only Equs. (6.1) and (6.4), with no 

negative sequence current components considered. Thus by setting the 

reference real and reactive powers, 𝑃∗ and 𝑄∗ , in these equations, the reference 

current vector elements are given as: 

           [
𝑖𝑑
+∗

𝑖𝑞
+∗] =  −

1

1.5[‖𝑣𝑑
+‖2+‖𝑣𝑞+‖

2
]
[
−𝑣𝑑

+ −𝑣𝑞
+

−𝑣𝑞
+ 𝑣𝑑

+ ] [
𝑃∗

𝑄∗
].              (6.7) 

For unity power factor operation, 𝑄∗ is zero, so the reference currents are reduced 

to: 

            [
𝑖𝑑
+∗

𝑖𝑞
+∗] =  

𝑃∗

1.5[‖𝑣𝑑
+‖2+‖𝑣𝑞+‖

2
]
[
𝑣𝑑

+

𝑣𝑞
+].                       (6.8) 

Substituting the reference currents in Equ. (6.8) into Equs. (6.2), (6.3), (6.5) and 

(6.6), the oscillatory power terms for the BPSC method become: 

                𝑃𝑐 = 
𝑃∗(𝑣𝑑

+𝑣𝑑
−+𝑣𝑞

+𝑣𝑞
−)

‖𝑣𝑑
+‖2+‖𝑣𝑞+‖

2 ,                        (6.9) 
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                 𝑃𝑠 = 
𝑃∗(𝑣𝑑

+𝑣𝑞
−−𝑣𝑞

+𝑣𝑑
−)

‖𝑣𝑑
+‖2+‖𝑣𝑞+‖

2 ,                      (6.10) 

       𝑄𝑐 = 
𝑃∗(𝑣𝑑

+𝑣𝑞
−−𝑣𝑞

+𝑣𝑑
−)

‖𝑣𝑑
+‖2+‖𝑣𝑞+‖

2                       (6.11) 

and 

       𝑄𝑠 = 
−𝑃∗(𝑣𝑑

+𝑣𝑑
−+𝑣𝑞

+𝑣𝑞
−)

‖𝑣𝑑
+‖2+‖𝑣𝑞+‖

2 .                     (6.12) 

Since in Equ. (6.8) only the positive sequence reference current elements are 

evaluated for power control, the oscillatory components of P and Q expressed in 

the above equations are not regulated. 

It is clear that this method can deliver exactly the required instantaneous real and 

reactive powers to the grid by controlling the balanced sinusoidal reference 

currents. However, this power controllability is achieved at the expense of leaving 

oscillatory terms, 𝑃𝑐 , 𝑃𝑠, 𝑄𝑐 and 𝑄𝑠 given in Equs. (6.9) - (6.12) respectively, 

unconstrained. Consequently, the powers exchanged between the PV inverter 

and grid are oscillatory, containing harmonics at twice the grid frequency. This 

may not be acceptable for many applications, particularly for large power 

inverters in the grid which may cause system operation instability.  

6.2.1.2 Constant Active Power Control (CAPC) 

This scheme aims to eliminate the oscillations in the active power [31, 142, 144]. 

The active power reference, 𝑃∗ in Equ. (6.1) is set to the desired value while the 

reference reactive power, 𝑄∗ in Equ. (6.4) and the two real power oscillatory 

terms, 𝑃𝑐 and 𝑃𝑠 in Equs. (6.2) and (6.3) respectively are all set to zero. This 

scheme does not control the reactive power oscillation terms, 𝑄𝑐 and 𝑄𝑠. Hence, 

the reference current components can be expressed as: 

                                 

[
 
 
 
 
𝑖𝑑
+∗

𝑖𝑞
+∗

𝑖𝑑
−∗

𝑖𝑞
−∗
]
 
 
 
 

=  

[
 
 
 
 
𝑣𝑑

+ 𝑣𝑞
+ 𝑣𝑑

− 𝑣𝑞
−

𝑣𝑞
+

𝑣𝑑
−

𝑣𝑞
−

−𝑣𝑑
+

𝑣𝑞
−

−𝑣𝑑
−

𝑣𝑞
−

𝑣𝑑
+

−𝑣𝑞
+

−𝑣𝑑
−

𝑣𝑞
+

𝑣𝑑
+ ]
 
 
 
 
−1

[

𝑃∗

0
0
0

].                    (6.13) 

Simplifying Equ. (6.13), the reference currents can be computed as: 
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[
 
 
 
 
𝑖𝑑
+∗

𝑖𝑞
+∗

𝑖𝑑
−∗

𝑖𝑞
−∗
]
 
 
 
 

=  
𝑃∗

1.5[‖𝑣𝑑
+‖2+‖𝑣𝑞+‖

2
−[‖𝑣𝑑

−‖2+‖𝑣𝑞−‖
2
]]

[
 
 
 
𝑣𝑑

+

𝑣𝑞
+

−𝑣𝑑
−

−𝑣𝑞
−]
 
 
 

.           (6.14) 

Substituting the currents in Equ. (6.14) into Equs. (6.2), (6.3), (6.5) and (6.6), the 

oscillatory power components become: 

                         𝑃𝑐 =  0,                                 (6.15) 

                         𝑃𝑠 =  0,                                 (6.16) 

𝑄𝑐 = 
2𝑃∗(𝑣𝑑

+𝑣𝑞
−−𝑣𝑞

+𝑣𝑑
−)

‖𝑣𝑑
+‖2+‖𝑣𝑞+‖

2
−[‖𝑣𝑑

−‖2+‖𝑣𝑞−‖
2
]
           (6.17) 

and  

𝑄𝑠 = 
−2𝑃∗(𝑣𝑑

+𝑣𝑑
−+𝑣𝑞

+𝑣𝑞
−)

‖𝑣𝑑
+‖2+‖𝑣𝑞+‖

2
−[‖𝑣𝑑

−‖2+‖𝑣𝑞−‖
2
]
.                     (6.18) 

It is clear from Equs. (6.15) - (6.18), that this scheme, unlike the previous BPSC 

method, injects unbalanced currents into the grid, to regulate the real and reactive 

powers and also eliminate real power oscillations. However, it leads to reactive 

power oscillations, even when its reference value is zero.  The injection of 

unbalanced current is a serious drawback, as it may cause overcurrent tripping 

of the grid-connected inverters. Moreover, this method exclusively favours 

damping of real power oscillations over the reactive power oscillations, which can 

cause significant losses, particularly in the case of large power systems [6]. 

6.2.1.3 Constant Reactive Power Control (CRPC) 

This control strategy is aimed at eliminating the oscillations in the reactive power 

[31, 142, 144]. The active power reference, 𝑃∗ in Equ. (6.1) is set to the desired 

value while the reference reactive power, 𝑄∗ in Equ. (6.4) and the two reactive 

power oscillatory terms, QC and QS in Equs. (6.5) and (6.6) are set to zero. This 

renders the active powers, PC and PS uncontrolled. The corresponding current 

references are expressed as : 

[
 
 
 
 
𝑖𝑑
+∗

𝑖𝑞
+∗

𝑖𝑑
−∗

𝑖𝑞
−∗
]
 
 
 
 

=  

[
 
 
 
 
𝑣𝑑

+ 𝑣𝑞
+ 𝑣𝑑

− 𝑣𝑞
−

𝑣𝑞
+

𝑣𝑞
−

−𝑣𝑑
−

−𝑣𝑑
+

−𝑣𝑑
−

−𝑣𝑞
−

𝑣𝑞
−

𝑣𝑞
+

𝑣𝑑
+

−𝑣𝑑
−

−𝑣𝑑
+

𝑣𝑞
+
]
 
 
 
 
−1

[

𝑃∗

0
0
0

].           (6.19) 
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Upon simplification of Equ. (6.19), the reference current elements are given as: 

                                

[
 
 
 
 
𝑖𝑑
+∗

𝑖𝑞
+∗

𝑖𝑑
−∗

𝑖𝑞
−∗
]
 
 
 
 

=  
𝑃∗

1.5[‖𝑣𝑑
+‖2+‖𝑣𝑞+‖

2
+[‖𝑣𝑑

−‖2+‖𝑣𝑞−‖
2
]]

[
 
 
 
𝑣𝑑

+

𝑣𝑞
+

𝑣𝑑
−

𝑣𝑞
−]
 
 
 

.                (6.20) 

Substituting the reference current elements in Equ. (6.20) into Equs. (6.2), (6.3), 

(6.5) and (6.6), the oscillatory power components become: 

      𝑃𝑐 =
2𝑃∗(𝑣𝑑

+𝑣𝑑
−+𝑣𝑞

+𝑣𝑞
−)

‖𝑣𝑑
+‖2+‖𝑣𝑞+‖

2
+[‖𝑣𝑑

−‖2+‖𝑣𝑞−‖
2
]
,            (6.21) 

      𝑃𝑠 =
2𝑃∗(𝑣𝑑

+𝑣𝑞
−−𝑣𝑑

−𝑣𝑞
+)

‖𝑣𝑑
+‖2+‖𝑣𝑞+‖

2
+[‖𝑣𝑑

−‖2+‖𝑣𝑞−‖
2
]
,            (6.22) 

                                                           𝑄𝑐 =  0                                           (6.23) 

and  

                                                           𝑄𝑠 =  0.                                           (6.24) 

Equs. (6.21) - (6.24) confirm the presence of active power ripples, 𝑃𝑐 and 𝑃𝑠 whilst 

the reactive power oscillations are removed. Similar to the previous method, this 

method also injects unbalanced currents to control P and Q, while supressing 

only the reactive power harmonics. The CRPC method gives rise to similar 

problems as those of the CAPC scheme. Additionally, tracking the unbalanced 

reference currents requires complicated control algorithms. 

6.2.1.4 Flexible Power Control (FPC) 

This method of current control is derived by combining the objectives of the CAPC 

and CRPC methods, namely  to obtain both constant active power and constant 

reactive power controls simultaneously. Hence, the reference current d-q element 

expressions given by Equs. (6.14) for CAPC and (6.20) for CRPC can be 

combined into a single equation with the introduction of a control factor, 𝑘, in the 

range −1 ≤ 𝑘 ≤ 1  [142, 144, 145]. This enables the suppression of both active 

and reactive power oscillations whilst simultaneously maintaining control of 

instantaneous active and reactive powers. The reference current elements are 

therefore  expressed as: 
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[
 
 
 
 
𝑖𝑑
+∗

𝑖𝑞
+∗

𝑖𝑑
−∗

𝑖𝑞
−∗
]
 
 
 
 

=  
𝑃∗

1.5[‖𝑣𝑑
+‖2+‖𝑣𝑞+‖

2
+𝑘[‖𝑣𝑑

−‖2+‖𝑣𝑞−‖
2
]]

[
 
 
 
 
𝑣𝑑

+

𝑣𝑞
+

𝑘𝑣𝑑
−

𝑘𝑣𝑞
−
]
 
 
 
 

.           (6.25) 

When 𝑘 is -1, the active power oscillations are eliminated, as the reference 

currents are identical to Equ. (6.14) in CAPC. With 𝑘 set to 0, a balanced current 

is injected into the grid since all negative sequence components are eliminated, 

as in Equ. (6.8) of BPSC. Finally, setting 𝑘 to 1 removes reactive power 

oscillations, as the reference currents are the same as Equ. (6.20) in CRPC.  

Using the FPC method, the total amount of active and reactive power ripples, 𝑃𝑟𝑖𝑝 

and 𝑄𝑟𝑖𝑝 , can be computed by substituting the currents expressed in Equ. (6.25) 

into the oscillatory power expressions, Equ. (6.2), (6.3), (6.5) and (6.6), for a given 

𝑘 value as: 

𝑃𝑟𝑖𝑝 =
𝑃∗(1+𝑘)(𝑣𝑑

+𝑣𝑑
−+𝑣𝑞

+𝑣𝑞
−+𝑣𝑑

+𝑣𝑞
−−𝑣𝑑

−𝑣𝑞
+)

‖𝑣𝑑
+‖2+‖𝑣𝑞+‖

2
+𝑘[‖𝑣𝑑

−‖2+‖𝑣𝑞−‖
2
]

                       (6.26) 

and 

𝑄𝑟𝑖𝑝 =
𝑃∗(1−𝑘)(𝑣𝑑

+𝑣𝑞
−−𝑣𝑑

−𝑣𝑞
+−𝑣𝑑

+𝑣𝑑
−−𝑣𝑞

+𝑣𝑞
−
)

‖𝑣𝑑
+‖2+‖𝑣𝑞+‖

2
+𝑘[‖𝑣𝑑

−‖2+‖𝑣𝑞−‖
2
]

.           (6.27) 

Within the feasible range of values for 𝑘 (−1 ≤ 𝑘 ≤ 1), the real and reactive power 

oscillations, 𝑃𝑟𝑖𝑝 and 𝑄𝑟𝑖𝑝 can be evaluated using Equs (6.26) and (6.27) as: 

                       𝑃𝑟𝑖𝑝 =

{
 
 

 
 
          0                                                            𝑘 =  −1
𝑃∗(𝑣𝑑

+𝑣𝑑
−+𝑣𝑞

+𝑣𝑞
−+𝑣𝑑

+𝑣𝑞
−−𝑣𝑑

−𝑣𝑞
+)

‖𝑣𝑑
+‖2+‖𝑣𝑞+‖

2           𝑘 =  0

2𝑃∗(𝑣𝑑
+𝑣𝑑

−+𝑣𝑞
+𝑣𝑞

−+𝑣𝑑
+𝑣𝑞

−−𝑣𝑑
−𝑣𝑞

+)

‖𝑣𝑑
+‖2+‖𝑣𝑞+‖

2
+[‖𝑣𝑑

−‖2+‖𝑣𝑞−‖
2
]
          𝑘 =  +1

             (6.28) 

and 

                     𝑄𝑟𝑖𝑝 =

{
 
 

 
 
2𝑃∗(𝑣𝑑

+𝑣𝑞
−−𝑣𝑑

−𝑣𝑞
+−𝑣𝑑

+𝑣𝑑
−−𝑣𝑞

+𝑣𝑞
−
)

‖𝑣𝑑
+‖2+‖𝑣𝑞+‖

2
−[‖𝑣𝑑

−‖2+‖𝑣𝑞−‖
2
]
                     𝑘 =  −1

𝑃∗(𝑣𝑑
+𝑣𝑞

−−𝑣𝑑
−𝑣𝑞

+−𝑣𝑑
+𝑣𝑑

−−𝑣𝑞
+𝑣𝑞

−
)

‖𝑣𝑑
+‖2+‖𝑣𝑞+‖

2 .                   𝑘 =  0

  0                                                                              𝑘 =  +1

       (6.29) 

Since both Equs. (6.28) and (6.29) are functions of 𝑘, the ideal 𝑘 value should 

minimise both 𝑃𝑟𝑖𝑝 and 𝑄𝑟𝑖𝑝 simultaneously while confined to the range of -1 to 

+1. With a non-zero 𝑘 value, the inverter injects unbalanced three phase currents 
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to the grid. The instantaneous phase current values need to be monitored and 

clamped if necessary to prevent overcurrent tripping of the inverter. It is therefore 

essential that a current constraint must be applied while searching for the 

optimised value for 𝑘. 

6.3 Optimised Flexible Power Control (OFPC) Scheme 

The strategy used in the flexible power control (FPC) scheme in section 6.2.1.4 

can be defined as a constrained multi-objective optimisation problem (MOOP), 

since it involves two conflicting objective functions, 𝑃𝑟𝑖𝑝and 𝑄𝑟𝑖𝑝 that must be 

minimised simultaneously through modification of the control variable, 𝑘. The 

solution to this problem leads to the optimised value for 𝑘 that can simultaneously 

satisfy the requirements for both the active and reactive powers. 

There are also constraints which have not been considered by the previously 

described schemes but are important for grid-connected inverters under 

unbalanced operations. These include the percentage limit of the DC-bus voltage 

ripple relative to the required average voltage level and the maximum value of 

the reference current. Combining these constraints and applying the principle of 

MOOP gives rise to a new method –  the optimised flexible power control (OFPC). 

6.3.1 Application of Multi-Objective Optimisation Problem (MOOP) 

The MOOP is a well-known technique applied widely in the fields of science, 

engineering and economics. It concerns an area of multiple decision making, 

where a problem can involve multiple objective functions that need to be 

optimised simultaneously. One approach involves converting the MOOP into a 

single problem by using a weighted sum of the multiple objective functions [146]. 

All possible solutions to this sum lead to a set of optimal choices for the original 

problem, forming the Pareto front [147]. The search for the optimal solution can 

be further narrowed through the introduction of constraints.  

As shown in the previous section, it may not be possible to find a specific value 

of 𝑘 which is optimal to both objective functions specified in Equs. (6.26) and 

(6.27).Thus, the MOOP technique can be applied, where a single objective 

function, 𝐹(𝑘) is defined as the sum of the two objective functions. The objective 

is to minimise 𝐹(𝑘), given as:  
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min𝐹(𝑘) =  [𝑓1(𝑘), 𝑓2(𝑘)]             (6.30) 

𝑘 ∈ 𝑋 

subject to: 

                                                            𝑘 ∈ 𝐶, 

where:  

𝑘 is the optimisation decision variable, 

𝑓1(𝑘) is the active power ripple defined in Equ. (6.26), 

𝑓2(𝑘) is the reactive power ripple defined in Equ. (6.27) 

 and 𝐶 are the constraints of the optimisation. 

A preference based method is employed to convert this MOOP into a single 

objective optimisation problem using preference factors, 𝑤1 and 𝑤2 assigned to 

each objective [147]. Thus: 

𝐹(𝑘) =  𝑤1𝑓1(𝑘) + 𝑤2𝑓2(𝑘),             (6.31) 

where, 𝑤1 and 𝑤2 are the assigned weights of the objective functions, 𝑓1(𝑘) and 

𝑓2(𝑘) respectively, summing up to 1. Each set of 𝑤1, 𝑤2 results in an optimised 

𝑘 value. This 𝑘 value leads to a set of reference current values optimal for the 

corresponding unbalanced voltage values and power requirements.  

The Pareto solution to 𝐹(𝑘) in Equ. (6.31) is shown in Fig. 6.1, with 𝑓1(𝑘) and 

𝑓2(𝑘) normalised to 1. Setting 𝑘 to -1 leads to complete attenuation of the active 

power ripple in 𝑓1(𝑘). Similarly, a value of +1 for 𝑘 eliminates reactive power ripple 

in 𝑓2(𝑘). In between the two extremes of -1 to +1 are solutions to 𝑘 that can 

suppress both 𝑓1(𝑘) and 𝑓2(𝑘) simultaneously, albeit incompletely. The optimised 

value for 𝑘 will depend on the constraints of the optimisation, as described in 

section 6.3.2. 
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Figure 6:1: Pareto solutions for objective function, F(k) 

6.3.2 Optimised Flexible Power Control (OFPC) with Constraints 

There are constraints defined to ensure that the optimal value for 𝑘 falls within 

the region of feasibility, according to a set of conditions. Therefore, two 

constraints are chosen based on the level of DC link voltage fluctuation and the 

current limitation of the inverter. Details are described as follows: 

(1) DC link voltage fluctuation: Under unbalanced PCC voltage conditions, the 

fluctuations in the instantaneous active power cause oscillations in the DC link 

voltage. The level of low frequency DC link voltage fluctuation, ∆𝑉 directly relates 

to the maximum value of the active power ripple, 𝑃𝑟𝑖𝑝(max) through the following 

[31, 141]: 

                𝑃𝑟𝑖𝑝(𝑚𝑎𝑥) = 2𝜔𝐶𝑉∆𝑉,                                (6.32) 

where 𝜔 is the grid frequency, C is the capacitance of the DC link capacitor and 

V is the average DC link voltage. The choice for the value of C has a direct effect 

on the DC voltage variation; a high value reduces the magnitude of the ripple, but 

results in increased size and cost. The maximum voltage ripple is generally 

limited to 1 to 2% of the DC link voltage [100, 148, 149]. 

For a given value of C, the active power ripple can be constrained based on: 

𝑃𝑟𝑖𝑝 ≤ 𝑃𝑟𝑖𝑝(𝑚𝑎𝑥).             (6.33) 

Substituting Equs. (6.26) and (6.32) into Equ. (6.33), the range for 𝑘 on the basis 

of this constraint is: 
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                        𝑘 ≤
𝜔𝐶𝑉∆𝑉[‖𝑣𝑑

+‖
2
+‖𝑣𝑞

+‖
2
]−𝑃(𝑣𝑑

+𝑣𝑑
−
+𝑣𝑞

+𝑣𝑞
−+𝑣𝑑

+𝑣𝑞
−
−𝑣𝑑

−𝑣𝑞
+)

𝑃(𝑣𝑑
+𝑣𝑑

−
+𝑣𝑞+𝑣𝑞−+𝑣𝑑

+𝑣𝑞
−
−𝑣𝑑

−𝑣𝑞+)−𝜔𝐶𝑉∆𝑉[‖𝑣𝑑
−‖2+‖𝑣𝑞−‖

2
]
.          (6.34) 

(2) Maximum inverter phase current: It is important to limit the magnitude of 

the inverter current to protect semiconductor devices in  the inverter against 

excessive temperature rise. Equally important is to prevent activation of the 

overcurrent protection devices under conditions of transient current surge. Under 

the case of a phase voltage dip (any phase), the expression for per phase 

maximum current through the inverter, in the stationary reference frame, can be 

derived from Equ. (6.25) as:  

 𝐼𝑚(max) =
𝑃∗ √‖𝑣𝑑

+‖2+‖𝑣𝑞+‖
2
+𝑘2[‖𝑣𝑑

−‖2+‖𝑣𝑞−‖
2
]+2𝑘√[‖𝑣𝑑

+‖2+‖𝑣𝑞+‖
2
][‖𝑣𝑑

−‖2+‖𝑣𝑞−‖
2
]

1.5[‖𝑣𝑑
+‖2+‖𝑣𝑞+‖

2
+𝑘[‖𝑣𝑑

−‖2+‖𝑣𝑞−‖
2
]]

, (6.35) 

where 𝑚 represents the phases 𝑎, 𝑏, 𝑐. The derivation for 𝐼𝑚(max) is detailed in 

Appendix C. 

The inverter rated current, 𝐼𝑟𝑎𝑡𝑒𝑑 is normally determined by the rated active power, 

𝑃𝑟𝑎𝑡𝑒𝑑, according to the connected PV generator under balanced conditions as: 

𝐼𝑟𝑎𝑡𝑒𝑑 =
𝑃𝑟𝑎𝑡𝑒𝑑

1.5𝑉+
,                                (6.36) 

where 𝑉+ is the magnitude of the positive sequence voltage vector measured at 

the PCC and is given by:   

                                 𝑉+ = √‖𝑣𝑑+‖2 + ‖𝑣𝑞+‖
2
.                                        (6.37) 

To avoid tripping of protection devices due to overcurrent, the maximum current 

per phase in Equ. (6.35) should be set less than the rated current in Equ. (6.36), 

i.e:  

           𝐼𝑚(max) ≤ 𝐼𝑟𝑎𝑡𝑒𝑑.                                 (6.38) 

The rated current may be increased beyond the PV maximum power point (MPP) 

current, as an allowance of 125% safety margin is usually implemented in sizing 

the inverter overcurrent level [136, 137].   

For a large voltage unbalance factor expressed in Equ. (5.33), 𝐼𝑚(max) may 

exceed 𝐼𝑟𝑎𝑡𝑒𝑑. Consequently, the active power reference, 𝑃∗ should be reduced 
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to limit the inverter currents to the value of 𝐼𝑟𝑎𝑡𝑒𝑑. The new reference for active 

power is determined from Equ. (6.36) as: 

                                                 𝑃∗ =
3

2
𝐼𝑟𝑎𝑡𝑒𝑑𝑉

+.                                                    (6.39) 

When there is no voltage imbalance, the negative sequence components, 𝑣𝑑
− 

and 𝑣𝑞
− are null. Since the  quadrature positive sequence PCC voltage, 𝑣𝑞

+ is 

regulated to zero by PLL control, under normal conditions, 𝐼𝑚(max) = 𝐼𝑟𝑎𝑡𝑒𝑑 

according to Equs. (6.35) and (6.36) respectively. Alternatively, when the level of 

voltage imbalance rises, 𝑣𝑑
− and 𝑣𝑞

−increase, causing the per phase inverter 

maximum current to rise, which may lead to tripping of overcurrent devices.  

The DC link fluctuation and maximum inverter current constraints are both 

implemented in the reference current generation process, as will be described in 

section 6.3.5. 

6.3.3 Choice of Objective Function Weights  

The decision must also be made on whether 𝑤1 and 𝑤2 in Equ. (6.31) should be 

the same or different. Considering the empirical knowledge regarding the 

optimisation problem, differential weights are preferable [150]. The weighted sum 

in Equ. (6.31) uses a priori articulation of preferences, with the weights assigned 

directly based on their relative importance, as per the rating method [151]. The 

main criticism regarding this approach is its inherent difficulty in accurately 

determining the pareto front [147, 151]. It does, however, prove a useful tool for 

a single optimisation problem such as Equ. (6.31).  

In terms of relative importance, the active power ripple function,   𝑓1(𝑘) is 

prioritised over the reactive power ripple function,  𝑓2(𝑘)  therefore 𝑤1 should be 

greater than 𝑤2. However, the constraint based on the DC link fluctuations, ∆𝑉 

already imposes a restriction on the decision variable, 𝑘 which favours the 

minimisation of 𝑓1(𝑘) in the objective function. For this reason, 𝑤2 is set higher 

than 𝑤1 to ensure that the contribution of 𝑓2(𝑘) is inclusive in the minimisation 

problem. Figure 6.2 shows the decision variable, 𝑘 obtained for different weight 

ratios under a PCC voltage unbalance factor of 7%. It can be observed that when 

𝑤1 < 𝑤2, the decision variable, 𝑘 has a value of 0.07 as imposed by the 
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constraints. However, when  𝑤1 ≥ 𝑤2, the minimisation algorithm favours 

complete active ripple attenuation, with 𝑘 = −1. 

 

Figure 6:2: Assigned weight variation with decision variable 

6.3.4 Optimised Decision Variable Searching Using  Genetic 

Algorithm 

Having finalised the objective function, its constraints and the weighting factors, 

the search for the optimised decision variable, 𝑘 can be performed. An effective 

searching scheme - the genetic algorithm (GA) is chosen. GA is an optimisation 

technique based on Darwin’s theory of natural selection [147, 152, 153]. The 

algorithm searches for an optimised solution for the problem studied through 

iteratively updating a predefined set of populations. By using certain operators at 

each step in the evolution process, the optimal solution can be obtained. The 

main operators are: selection, crossover and mutation.  

In this particular application, GA searches for a single 𝑘 value to minimize Equ. 

(6.31). The evolution process is summarised as follows [152, 153], with the 

flowchart shown in Fig. 6.3: 

1. Initialisation: This generates a random initial population of 𝑘 values with 

lower and upper bounds of -1 and +1. All elements in the population are 

represented as chromosomes, each encoded as an 𝑙-bit binary string 

comprising of “0” and “1”. The length, 𝑙 determines the resolution of the 

chromosome. 
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2. Selection : This follows the “survival-of-the–fittest” mechanism. Each of 

the chromosomes is decoded and applied to Equ. (6.31) - the objective 

function of the population. The fitter solutions are identified to form the new 

offspring. 

3. Crossover: The survived chromosomes from the selection operation are 

put together for mating. In this process, random pairs of strings in the two 

mating chromosomes are interchanged to create new chromosomes 

which are absent in the previous generations but retain several features of 

their parents. The number of pairs for crossover is determined by the 

crossover probability, PC.  

4. Mutation: This operation is applied to  a small number of chromosomes.  

The states of randomly selected bits within these chromosomes are flipped 

from 0 to 1 or vice versa.  This is to prevent a situation in which all the bits 

in the parent string have the same values, so crossover operation cannot 

generate a new offspring. The mutation probability, Pm is set to a small 

value. 

5. Termination: A new generation of population is produced by combining 

the newly produced strings through crossover and mutation with those 

generated initially. The evolution process described above can be 

repeated by returning to the selection process, if the convergence criteria 

has not been met.  

The GA process may terminate if some pre-set criteria are met: the convergence 

criterion is the fitness function tolerance, δ, which evaluates the average change 

in the value of the fitness function, ΔF(k), over a number of generations known 

as stall generations. If ΔF(k) is less than δ, the problem has converged to an 

optimised solution. The final converged 𝑘 value is then applied to Equ. (6.25) to 

evaluate the references, 𝑖𝑑
±∗,𝑖𝑞

±∗ for the current control system. On the other 

hand, if ΔF(k) is not less than δ, the process needs to be renewed with a new set 

of chromosomes.   
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Figure 6:3: Flowchart for Genetic Algorithm process of selecting k 

6.3.5 Flowchart for Reference Current Generation 

Based on the above descriptions of reference current search principle, a flowchart 

describing the whole procedure including the application of constraints is given in 

Fig. 6.4. The first step, after the measurement and transformation of PCC 

voltages, is evaluating the range of 𝑘 for the specified voltage ripple constraint, 

∆𝑉. Thereafter, the genetic algorithm (GA) is implemented to minimise the cost 
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function  defined by Equ. (6.31) by iteratively searching  for the  optimal  decision 

variable, 𝑘. The optimised 𝑘 from the GA is substituted into Equ. (6.35) to assess  

if the maximum current constraint has been satisfied. If 𝐼𝑚(max) is less than the 

rated value, the reference currents for the PV inverter are computed directly using 

Equ. (6.25). Values of 𝐼𝑚(max) that exceed the rated boundaries of the current 

require a new set-point for active power, 𝑃∗  determined from Equ. (6.39). With 

the reduced reference for active power, the inverter current references are 

determined from Equ. (6.25). 

It is important to note that the determination of 𝑘 using OFPC scheme as 

presented above is performed off-line, according to the PCC voltage 

measurement. When PCC three-phase voltages are not changed, the value of 𝑘 

evaluated previously is applied to the control loop for reference current 

estimation. Otherwise, a new 𝑘 value must be generated.   
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Figure 6:4: Flow chart for reference current generation using OFPC 
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6.4 PV Inverter Current Control Scheme For Unbalanced Grid 

Voltage 

6.4.1  The Total Control Schematics 

Accurate current control is essential for the VSI to deliver the reference current 

elements evaluated from the above described OFPC scheme. A crucial factor 

complicating  the controller structure is the negative sequence component of the 

PCC voltage that appears when an unbalanced fault occurs. Since the 

conventional phase-locked loop (PLL) extracts the PCC voltage phase angle 

based only on the positive sequence component of the voltage, an additional 

controller is required to cater for the negative sequence components of both the 

PCC voltages and currents. This can be implemented in the decoupled double 

synchronous reference frame (DDSRF) described in chapter 1. 

6.4.2 Proportional Resonant Current Control for Unbalanced 

Current 

For current control under unbalanced voltage, the double synchronous reference 

frame PI control scheme is well-known and applied [31]. Its block diagram is 

shown in Fig. 6.5 with transfer function, 𝐺𝑃𝐼(𝑠)𝑑𝑞 for PI controllers. Converting the 

reference frame of this control scheme to stationary reference frame leads to the 

proportional resonant (PR) controller, which has additional advantages compared 

to its synchronous reference frame counterpart. This control scheme, as detailed 

in sequel, is used in this work. 
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Figure 6:5: Block diagram for DDSRF current control with PI controllers 

In balanced SRF control, the grid phase angle (𝜔𝑡) is employed for conversion of 

three-phase variables to d and q-components. Under unbalanced conditions, the 

phase angles for the positive and negative sequence components are different 

as +𝜔𝑡 and−𝜔𝑡 respectively. When using PI controllers,  two separate ones are 

required, one for the positive-sequence d-q current control, and the other the 

negative-sequence component.  The PR controller, on the other hand, can control 

the positive and negative sequence components simultaneously and is thus 

preferred. This is due to the controller’s ability to present an infinite gain at ± 𝜔 

frequencies on the stationary frame.  For both the positive and negative sequence 

components, the grid frequency is the same, so only one PR controller is required 

to control α and β components of both sequences. This reduces the number of 

required controllers by a half compared to the synchronous reference frame PI 

control scheme [31]. The d-q reference current components generated from Equ. 

(6.25) of the OFPC therefore need to be transformed into 𝑖𝛼
∗ and 𝑖𝛽

∗ to regulate 

the PV-inverter terminal currents, 𝑖𝛼
± and  𝑖𝛽

± by the PR-controllers.  

Fig. 6.6 shows the proposed control system architecture for the PV-grid 

connected VSI under unbalanced grid voltages. It consists of the following 
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controllers: the MPPT, the DDSRF-PLL, the current feedback control loop 

consisting of the Proportional-Resonant (PR) controllers, the notch filter, the DC 

link voltage control and the sine PWM unit. Of these controllers, the focal point is 

the current control feedback loop implemented with a proportional-resonant (PR) 

controller.   

From Fig. 6.6, the instantaneous values of the three-phase PCC voltage, 𝑣𝑝𝑐𝑐  are 

measured and converted to the synchronous reference frame using the DDSRF-

PLL technique as 𝑣𝑑
± and 𝑣𝑞

±. The positive and negative sequence 

synchronisation phase angles, +ωt and –ωt are also determined alongside 𝑣𝑝𝑐𝑐.  

The instantaneous value of the PV converter current, 𝑖𝑝𝑣 is measured at the 

inverter grid-side terminals  and converted to the stationary reference frame as  

𝑖𝛼
±  and 𝑖𝛽

± using Clarke’s transform presented in chapter 1. The active power, 

𝑃∗ used in determining  the PV-inverter reference currents is regulated by the DC 

link voltage control loop with the MPP power, P as reference. The reference 

currents, 𝑖𝑑
±∗and 𝑖𝑞

±∗ are then determined using the OFPC scheme presented in 

the previous section, with the optimal k value determined using the genetic 

algorithm descried in section 6.4.3.  

Cascaded notch filters are in the control loop to actively damp the resonant 

frequency elements present within the control signals as shown in Fig. 6.6. The 

output of the control loop are the voltage command signals Vα, Vβ. These are 

converted into the stationary abc-frame to provide reference signals to the sine 

PWM controller of the VSI. 
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Figure 6:6: PV inverter current regulation based on the voltage oriented control 
in the stationary αβ-frame 

As stated previously, the above described α-β dual current PR-control scheme in 

the stationary reference frame is equivalent to the proportional-integral (PI) 

controller of synchronous reference frame. The proportional gain, 𝐾𝑝 , being time 

invariant, is unaffected by Clarke’s transformation [154]. Consequently, 𝐾𝑝 in the 

PR controller can be the same as that for the PI controller. The controller transfer 

function consisting of only the integral gain, 𝐾𝑖 may therefore be represented as 

𝐺𝐾𝑖(𝑠)𝑑𝑞. 

To convert the integral gain in Fig. 6.5 from the synchronous reference frame, 

𝐺𝐾𝑖(𝑠)𝑑𝑞 to the stationary reference frame, 𝐺𝐾𝑖(𝑠)𝛼𝛽 at frequency, 𝜔𝑜 Clarke’s 

transformation is used: 

                                   𝐺𝐾𝑖(𝑠)𝛼𝛽 = 𝐺𝐾𝑖(𝑠 + 𝑗𝜔𝑜)𝑑𝑞 + 𝐺𝐾𝑖(𝑠 − 𝑗𝜔𝑜)𝑑𝑞.              (6.40) 

Evaluating Equ. (6.40): 

     𝐺𝐾𝑖(𝑠)𝛼𝛽 =
𝐾𝑖

𝑠+𝑗𝜔𝑜
+

𝐾𝑖

𝑠−𝑗𝜔𝑜
,            (6.41) 

hence: 

        𝐺𝐾𝑖(𝑠)𝛼𝛽 =
2𝐾𝑖𝑠

𝑠2+𝜔𝑜2
.             (6.42) 

The PR-controller transfer function, 𝐺𝑃𝑅(𝑠) is therefore given as: 
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     𝐺𝑃𝑅(𝑠) = 𝐾𝑝 +
2𝐾𝑖𝑠

𝑠2+𝜔𝑜2
,             (6.43) 

where 𝜔𝑜 is the resonant frequency of the PR controller. 

Assuming the closed loop bandwidth, 𝜔𝐶𝐿 is significantly greater than 𝜔𝑜, the 

integral gain of the PR controller in Equ. (6.42) approximates to 

𝐺𝐾𝑖(𝑠) ≅
2𝐾𝑖

𝑠
,                                           (6.44) 

and  𝐾𝑖  can be designed in the same manner as that used for the synchronous 

frame PI controller. 

Considering Equ. (6.43), the gain at any arbitrary frequency, 𝜔 will be: 

         𝐺𝑃𝑅(𝑗𝜔) =  𝐾𝑃 + 𝐾𝑖
𝑠

−𝜔2+𝜔𝑜2
.                                (6.45) 

If 𝜔=𝜔𝑜: 

                      𝐺𝑃𝑅(𝑗𝜔𝑜) =  ∞.                                       (6.46) 

From Equs. (6.45) and (6.46), it is clear that the PR controller offers an infinite 

gain only at its resonant frequency, 𝜔𝑜, and will not introduce phase shift at any 

other frequencies [155]. That is why it is tuned to the grid frequency of 50 Hz in 

order to track the grid signals accurately. Due to stability problems associated 

with an infinite gain having zero bandwidth, a non-ideal PR controller with the 

following transfer function is considered [154]:  

                                          𝐺𝑃𝑅(𝑠) =  𝐾𝑃 + 𝐾𝑖
2𝜔𝑐𝑠

𝑠2+2𝜔𝑐𝑠+𝜔𝑜2
              (6.47) 

where 𝜔𝑐 is the bandwidth around the frequency 𝜔𝑜. 

The Bode plot comparing the ideal and non-ideal PR controllers is shown in Fig. 

6.7. 𝐾𝑖 determines the bandwidth around the PR resonant frequency, [155] 

chosen as the grid frequency of 314.2 rad/s. With infinite gain as the grid 

frequency, the PR controller is able to track the inverter references, 𝑖𝛼
∗ and 𝑖𝛽

∗ in 

Fig. 6.6 without steady state error.  
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Figure 6:7: Open loop Bode plot for PR controller 

6.5 Simulation Results for Current Control Methods under 

Unbalanced Grid Faults 

The above OFPC scheme and subsequent PR current controllers are validated 

through simulation by controlling the power system shown in Fig. 6.6. Tables 6.1 

and 6.2 specify the power system and PR controller parameters respectively.  

The Genetic Algorithm in MATLAB optimisation toolbox (optimtool) is used to find 

the optimal k value for the single variable function of the power oscillations, 𝐹(𝑘) 

in Equ. (6.31) subject to the DC fluctuation and maximum inverter current 

constraints. The assigned weights of the simulations are: 𝑤1 = 0.4 and 𝑤2 = 0.6. 

The size of the initial population for k is set to 50 . The number of iterations 

remains unaffected by the change in population. However, increasing the 

population has increased the computational time without increasing the accuracy. 

The DC link voltage is limited to 2% maximum fluctuation.   

The PR controller is the stationary reference frame equivalent of the PI controller. 

Hence, the design processes are the same. 𝐾𝑖  should be large enough to 

eliminate steady state error, but should be bounded by the desired phase margin, 

since 𝐾𝑖 introduces a phase lag at 𝜔𝑜 [154, 156]. The PR- controllers are similarly 

tuned according to the pole-assignment design technique described in Chapter 

3, with a narrow bandwidth, 𝜔𝑐 , of 0.5 rad/s at the grid frequency.  
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Table 6.1: PV inverter system parameters 

Parameter Rating 

PV inverter Rated Power (P) 100 kW 

Grid Voltage (V) 380 V (rms) 

Grid frequency (f) 50 Hz 

DC link voltage (VDC) 620 V 

Grid Impedance (Rg/ Lg) 0.1 Ω/0.1 mH 

DC link capacitor (CDC) 2000 μF 

Switching frequency (fsw) 20 kHz 

 

Table 6.2: PI and PR controller parameters 

Parameter Rating 

𝐾𝑝 4 

𝐾𝑖 1200 

𝜔𝑜 314.2 rad/s 

𝜔𝑐 0.5 rad/s 

𝐾𝑝_DC 0.5 

𝐾𝑖_DC 10 

 

The following control schemes relating to active power generation are 

considered: Balanced Positive-Sequence Control (BPSC), Constant Active 

Power Control (CAPC) and the proposed Optimised Flexible Power Control 

(OFPC). The performance of the control schemes are investigated for 3 distinct 

VUFs of the PCC voltage, following a corresponding single-phase grid fault in 

phase A at time,  t = 0.4 s: 7%, 11% and 18%. For time, t < 0.4s, balanced 

sinusoidal PCC voltages, PV currents, active and reactive PV powers, as well as 

DC link voltages are obtained in all simulation cases. For unity power factor, 𝑄∗ 

is set to zero. 

It should be noted that the rated current value has been increased by 20% to 

accommodate transient surge currents under normal operation without tripping 

overcurrent devices [157]. With the positive sequence voltage, 𝑉+ at 310 V, the 

magnitude of Irated  according to Equ. (6.36) is therefore 258 A.   
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The control schemes are activated according to the time frames shown in Table 

6.3. 

Table 6.3: Time frames (in seconds) for current control schemes under 
unbalanced grid faults 

Time Frame (s) Control Scheme 

         0.4 ≤ t ≤0.5 CAPC 

                    0.5 ≤ t ≤0.6 OFPC 

         0.6 ≤ t ≤0.7 BPSC 

The control responses at different VUF levels are described below. 

6.5.1 PCC Voltage at 7% VUF 

For a 7% VUF, the GA determines the value of the decision variable, 

𝑘 as 0.07 as shown in Fig. 6.8 (a). The corresponding amplitude of the optimally 

minimised fitness function, 𝐹(𝑘) as a function of the number of generations in the 

GA is shown in Fig. 6.8 (b). The mean value of the minimised 𝐹(𝑘) has converged 

to 49% of the amplitude in Equ. (6.31) after 57 iterations.   

 

(a) 
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(b) 

Figure 6:8: Genetic algorithm optimisation for 7% VUF (a) optimal value of k (b) 
minimised fitness function 

Figures 6.9 (a) and (b) show the PCC voltage and the corresponding VUF 

respectively. At t < 0.4s, a balanced PCC voltage is obtained with 0% VUF. At t 

> 0.4s, a single-phase grid fault causes asymmetry in the PCC voltage, with the 

VUF rising to 7%. 

In terms of current magnitude, the CAPC has the largest phase currents shown 

in Fig. 6.9 (c). Due to the relatively small amplitude of the decision 

variable,𝑘 Equs. (6.25) and (6.8) are approximately the same, hence the currents 

from the OFPC and BPSC appear equally balanced.   

The power oscillations in Fig. 6.9 (d) are completely damped for the CAPC 

method, resulting in the oscillations entirely appearing in the reactive power. The 

amplitudes of the powers are similar for the OFPC and BPSC methods, owing to 

the small magnitude in 𝑘.  

The variations in active and reactive powers can be visualised more clearly with 

the root mean square error (RMSE) bar charts in Fig. 6.9 (e). Compared to the 

OFPC, the CAPC has decreased the active power oscillation by close to a 

decade. Similarly, the BPSC has reduced the active power ripple by 15%, 

compared to the OFPC. From the point of view of the reactive power, CAPC has 

the largest amplitude in fluctuations, approximately twice as large as the 

amplitudes for either OFPC or BPSC. As previously mentioned, the reference 
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currents generated by the OFPC and BPSC are almost equal, owing to the 

optimal magnitude of  𝑘 being relatively small, at 0.07. 

The DC link voltage is shown in Fig. 6.9 (f) with the corresponding RMSE values 

in Fig. 6.9 (g). As expected, the oscillation patterns are similar to the active power 

oscillations in Figs. 6.9 (d) and (e). The notable exception is the OFPC, producing 

almost 5 times the DC oscillations in CAPC and 1.4 times the fluctuations in 

BPSC. However, the RMSE of the DC link voltage is still less than the required 

2% constraint imposed (i.e. 12.4 V). Thus, although the OFPC has a larger 

fluctuation in the DC link voltage, its operation is still deemed satisfactory, as both 

active and reactive powers have reduced simultaneously. With a low VUF, the 

BPSC method offers the highest advantages, with a balanced current and less 

DC link fluctuations compared to the OFPC method.  

 

(a) 

 

(b) 
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(c) 

 

(d) 

 



 
 

182 

 

 

(e) 

 

(f) 
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(g) 

Figure 6:9: 7 % PCC voltage unbalance factor (a) PCC voltage (b) VUF (c) PV 
current (d) PV active and reactive powers (e) RMSE of active and reactive 

powers (f) DC link voltage (g) RMSE of DC link voltage 

6.5.2 PCC Voltage at 11% VUF 

An 11% VUF at the PCC results in an optimal value for the decision variable, 𝑘 

determined as -0.31 by the GA as shown in Fig. 6.10 (a). The corresponding 

amplitude of the minimised fitness function, 𝐹(𝑘) is shown in Fig. 6.10 (b). The 

mean value of the minimised 𝐹(𝑘) has converged to 53% of the magnitude 

described by Equ. (6.31) after the same number of iterations as 7% VUF i.e. 57 

iterations.   

 

(a) 



 
 

184 

 

 

 

(b) 

Figure 6:10: Genetic algorithm optimisation for 11% VUF (a) optimal value of k 
(b) minimised fitness function 

Figures 6.11 (a) and (b) show the PCC voltage and the corresponding VUF 

respectively. At t < 0.4s, a balanced PCC voltage is obtained with 0% VUF. At t 

>0.4s, a single-phase grid fault causes asymmetry in the PCC voltage, with a 

VUF increasing to 11%. 

CAPC current amplitudes in phases A and C shown in Fig. 6.11 (c) have reached 

the boundary of the rated current, due to higher negative sequence voltage 

vectors in Equ. (6.14). An asymmetry has appeared across the OFPC currents 

due to a higher VUF while the BPSC currents remain balanced.  

The powers in Figs. 6.11 (d) and (e) show OFPC decreasing the active power 

ripple by 26% compared to BPSC. On the other hand, the RMSE of the active 

power ripple for OFPC is 6 times larger than that for the CAPC. In terms of 

reactive power, OFPC has decreased the ripple by 32% compared to the CAPC 

method. With respect to BPSC, OFPC has increased the reactive power ripple 

by 25%.  

The DC link voltage and its corresponding RMSE values are shown in Figs. 6.11 

(f) and (g) respectively. The BPSC produces the largest ripple voltage with RMSE 

at 4.8 V. The OFPC reduces this by 8.3 % to 4.4 V. CAPC produces the least 

ripple with an RMSE of 1.2 V. 
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For VUF at 11%, the advantages of the OFPC have become manifested in its 

ability to act as a compromise solution between the extreme ends of large PV 

currents and reactive power ripple of the CAPC method and the large active 

power and DC link fluctuations of the BPSC method.  

 

(a) 

 

(b) 
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(c) 

 

(d) 
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(e) 

 

(f) 
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(g) 

Figure 6:11: 11% PCC voltage unbalance factor (a) PCC voltage (b) VUF (c) PV 
current (d) PV active and reactive powers (e) RMSE of active and reactive 

powers (f) DC link voltage (g) RMSE of DC link voltage 

6.5.3 PCC Voltage at 18% VUF 

Fig. 6.12 (a) shows the optimal value of the decision variable, 𝑘 obtained from 

the GA as -0.62, whereas Fig. 6.12 (b) shows the corresponding magnitude of 

the optimally minimised function, 𝐹(𝑘).The mean value of the minimised fitness 

function has converged to 56% of the amplitude in Equ. (6.31). The number of 

iterations remain unchanged at 57. 

 

(a) 
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(b) 

Figure 6:12: Genetic algorithm optimisation for 18% VUF (a) optimal value of k 
(b) minimised fitness function 

Figures 6.13 (a) and (b) show the PCC voltage and the corresponding VUF 

respectively. At t < 0.4 s, a balanced PCC voltage is obtained with 0% VUF. At t 

>0.4s, the VUF increases to 18%, in response to a single-phase grid fault. 

CAPC current amplitudes in phases A and C shown in Fig. 6.13 (c) have 

exceeded the rating of the PV inverter currents described by Equ. (6.36). With 

the increase in VUF, the OFPC method has similarly exceeded the rated current 

with the decision variable determined in Fig. 6.12 (a), according to Equ. (6.35). 

The reference power, 𝑃∗ has therefore been modified according to Equ. (6.39), 

with the new reference determined as 90 kW. BPSC current magnitudes have 

equally increased to the boundary of the rated current with the increased VUF.  

Due to a reduced active power set point, the powers in Figs. 6.13 (d) and (e) 

show the OFPC active and reactive power ripples decrease, as both are functions 

of the active power reference, as described by Equs. (6.26) and (6.27) 

respectively. The OFPC has decreased the active power ripple by 66% compared 

to the BPSC. However, its active power fluctuations are approximately 4 times 

larger than that produced by the CAPC. In terms of reactive power, the OFPC 

has reduced the ripples by 25% when compared with the CAPC method. With the 

BPSC method as reference point, the OFPC has increased the reactive power 

oscillations by 28%.   
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The DC link voltage and its corresponding RMSE values are shown in Figs. 6.13 

(f) and (g) respectively. Due to the reduction in power set-point at the time range, 

0.5<t< 0.6 s, OFPC has the least DC link voltage ripple, reducing the fluctuation 

by 14% compared to the CAPC method and 74% compared to the BPSC method. 

The RMSEs for all methods were computed after the DC link voltage has settled 

in 4 fundamental cycles, i.e. 0.08 s. 

Although the active power delivered by the OFPC has been curtailed due to the 

maximum current constraint when the VUF is 18%, the active power and DC link 

voltage fluctuations have been significantly minimised. This can be considered a 

huge advantage, as the reduced ripple at the DC link makes it possible to use 

lower capacitor values, which is more economical.  

 

(a) 

 

(b) 
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(d) 
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(e) 

 

(f) 
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(g) 

Figure 6:13: 18% PCC voltage unbalance factor (a) PCC Voltage (b) VUF (c) 
PV Current (d) PV Active and Reactive Powers (e) RMSE of Active and 

Reactive Powers (f) DC link Voltage (g) RMSE of DC link voltage 

6.6 Conclusion 

The chapter has proposed an optimised flexible power control (OFPC) method of 

controlling a PV grid connected inverter in the presence of grid voltage 

unbalance. It simultaneously reduces the power ripples through formulation of a 

multi-objective optimisation problem with decision variable, 𝑘 chosen based on 

the genetic algorithm. The optimal coefficient, 𝑘 reduces the reactive power ripple 

simultaneously with the active power ripple. This is considered an improvement, 

since the optimised value of 𝑘 has resulted in a reduction of the reactive power 

losses while maintaining the DC link fluctuation and maximum currents within 

limits. 

Simulation results have compared the operations of the proposed optimised 

flexible power control (OFPC) with two other classical methods: the constant 

active power control (CAPC) and the balanced positive-sequence control 

(BPSC). The BPSC has the advantage of injecting a balanced set of currents to 

the grid at the expense of large active power and DC link fluctuations. At high 

levels of PCC voltage unbalance, the 2% constraint on the DC link voltage may 

be exceeded. The CAPC method completely eliminates active power ripples, 

resulting in a low DC link fluctuation. However, this is at the expense of a 
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completely undamped reactive power ripple coupled with large currents which 

may exceed the semiconductor ratings with high levels of the unbalanced voltage 

vector at the PCC.   

The proposed OFPC provides a compromised solution between the extreme 

ends of large PV currents and reactive power ripple of the CAPC method and the 

large active power and DC link fluctuations of the BPSC method. At high VUFs, 

it proves even better than the CAPC method is terms of reducing the DC link 

voltage fluctuations. Additionally, the genetic algorithm in the OFPC imposes a 

maximum limit on the reference currents, ensuring that regardless of VUF, the 

inverter current rating is never exceeded. Through the constraints of both DC link 

voltage ripple and maximum inverter current, the OFPC provides an advantage 

compared to other conventional methods of control under unbalanced grid 

voltage conditions. 
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7. Chapter 7 Conclusions and Recommendations for Future 

Research 

7.1 General Conclusion 

The increasing demand for electricity has resulted in a vast number of generators 

connected to the power grid at the distribution side of the power system. Such 

generators, known as distributed generators (DGs), curtail the cost of investing 

in power transmission equipment. An additional advantage is secured if the DGs 

are powered by renewable sources such as biomass and solar, as they do not 

increase the net atmospheric greenhouse gas (GHG) emissions. Although DGs 

are capable of improving power system reliability, their performance can be 

hindered by their poor responses to fluctuations arising within the power system.  

The research has focused on investigating the challenges faced by renewably-

sourced DGs, in particular synchronous generator-based biomass DGs and 

power electronic-based PVDGs. With the rapid infiltration of the aforementioned 

DGs in the traditional power system, developing advanced control schemes 

under abnormal grid conditions is crucial to ensuring efficient power generation 

and delivery to the grid and interconnected loads. The research analyses and 

proposes solutions to three abnormal power system conditions: a varying line 

impedance, unbalanced loads and unbalanced grid voltages. The main 

achievements and contributions of the research are outlined below:  

 A detailed model for BDG interfaced with the grid via a synchronous 

generator was developed. Control systems for the driving gas turbine and 

the synchronous generator were presented. The fuel flow within the gas 

turbine was primarily regulated by the speed governor. In cases where the 

exhaust temperature reference was exceeded, the temperature control 

was activated to reduce fuel flow. The synchronous generator controlled 

the BDG system voltage through the automatic voltage regulator (AVR), 

which was achieved by controlling the field excitation current in the rotor 

windings.  

 A simulation study for investigating the response of the BDG under a step 

change in electrical load demand was presented and the control systems 

responded appropriately, adapting the BDG system to accommodate the 
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new load. Further simulation studies on the transient stability of the BDG 

were performed for different inertia constants of the system in response to 

the same increase in load. Although the BDG with the least inertia constant 

offered a faster response, the temporary deviations in frequency following 

the load change may lead to load shedding caused by false tripping of 

frequency sensitive relays.  

 A detailed model and design process for a PVDG system and its control 

was presented. The model comprised of: the PV array (for power 

generation), the DC-DC converter (for maximum power extraction from the 

PV), the voltage source inverter (for DC-AC power conversion) and finally 

an inductor-capacitor-inductor (LCL) filter (for harmonic filtering). The 

system was controlled using the voltage oriented control (VOC) method, 

where the d-q elements of the grid current component were aligned with 

the grid voltage vector, using the grid voltage phase angle obtained from 

the phase-locked loop (PLL) technique. The focal point of the chapter was 

to analyse the passive and active damping methods of the LCL filter 

resonance in the frequency domain. A passive resistor, virtual resistor and 

notch filter (NF) were analysed, and were proven to suppress the 

resonance adequately. Owing to the ease of implementation and high 

efficiency, the NF approach was analysed further. The PVDG system 

stability in terms of variation of the damping coefficients of the NF were 

studied both through frequency domain and time domain simulations. It 

was concluded that a small NF gain at the resonant frequency is necessary 

to provide adequate damping for the LCL filter.        

 The variation of LCL resonant frequency was presented in the case of a 

varying grid impedance. It was shown through simulation studies that a 

varying grid inductance rendered the NF ineffective in damping. An 

adaptive solution was proposed for retuning the NF based on the fast 

Fourier transform (FFT) algorithm, an efficient form of the  discrete Fourier 

transform (DFT). The FFT algorithm was triggered only when the grid 

current total harmonic distortion (THD) exceeds the 5% maximum limit. A 

512-point FFT was used to analyse the frequency spectrum of the grid 

current, where the resonant frequency was identified as the largest 

frequency within the spectrum. The value for the resonant frequency was 
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used to update the NF centre frequency, enabling the NF to suppress the 

resonance adequately. The FFT algorithm was further compared with 

another variant of the DFT- the Goertzel algorithm. The FFT showed 

superior resonant frequency tracking performance in terms of both 

computational speed and efficiency.    

 The effect of unbalanced load on a hybrid biomass-PV DG system was 

studied. Mathematical analysis revealed that the negative sequence 

component of the unbalanced load produced PCC voltage unbalance, 

unbalanced biomass currents and negative sequence electromagnetic 

torque in the BDG, which may consequently lead to rotor overheating. The 

proposed solution was an unbalanced load compensation scheme 

embedded within the VOC control structure of the PV. The control strategy 

relies on accurate extraction of the negative sequence components of the 

load current. To this end, the advanced decoupled double synchronous 

reference frame-PLL (DDSRF-PLL) scheme was used to extract the 

negative sequence load currents, which were regulated in the negative 

sequence control loop of the PV inverter. Simulation results proved the 

compensation scheme adequately eliminated the voltage unbalance at the 

point of common coupling (PCC). The biomass current also remained 

symmetrical and the negative sequence electromagnetic torque in the 

biomass generator was also eliminated. This proved the beneficial aspects 

of hybridisation of DGs, since the PV has protected the BDG from the side 

effects of negative sequence currents.  

 A study on the effect of unbalanced grid voltages caused by faults was 

performed on the PVDG system. A novel reference current generation 

method, known as the optimised flexible power control (OFPC), was 

proposed to suppress both the active and reactive powers of the PVDG. It 

simultaneously reduced the power ripples through formulation of a multi-

objective optimisation problem with a decision variable, 𝑘 which was 

determined using the genetic algorithm, within the DC link fluctuation and 

maximum inverter current constraints. Simulation results under different 

VUFs were presented, comparing the proposed OFPC with two classical 

methods: the constant active power control (CAPC) and the balanced 

positive-sequence control (BPSC). The proposed OFPC provided the best 
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compromise solution amongst the three, by restricting the PV inverter 

current to its limits, repressing active and  reactive power ripples, as well 

as reducing DC link fluctuations.  

7.2 Recommendations for Future Research 

The project has provided solutions to some of the challenges faced by DGs. 

Some areas in which further work is required are: 

1. Incorporating the BDG with a power electronic interface to improve its 

controllability in the face of unbalanced loads and grid voltages. 

2. Experimental validation of the adaptive notch filter in the case of a varying 

grid impedance. 

3. Compare and analyse the proposed unbalanced load compensation 

scheme with other methods. 

4. Provide an experimental validation for the novel OFPC method of 

reference current generation of the PVDG under unbalanced grid faults. 
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Appendix A Classification of Biomass Gasifiers  

Various types of gasifiers exist, and the choice depends on the nature of the 

feedstock. There are two major types of biomass gasifiers: fixed beds and 

fluidized beds. 

Fixed Beds 

As the name implies, they consist of a stationary grate on to which the feedstock 

is allowed to fall under gravity. These type of gasifiers utilise feedstock consisting 

of large solid pieces, which permit the free flow of gas. They are most suitable for 

small to medium scale power generation, owing to their simplicity. To avoid high 

costs of transportation, the syngas produced needs to be utilised on-site for heat 

and power generation. The low energy content of the syngas is due to a large 

percentage of nitrogen in air. Oxygen gasification could alleviate this problem, but 

the requirement for a source of pure oxygen increases the cost of gasification 

[21].  

They are of 2 major types of fixed bed gasifiers: downdraft and updraft. 

In a downdraft gasifier, the biomass feedstock, steam and oxidant are fed 

together in the same direction. Combustion and pyrolysis occur at the same time 

in the fast pyrolysis zone [27]. It is most commonly an air gasifier, where the air 

is supplied between the char reduction and pyrolysis zones as seen in Fig. A.1. 

The feedstock above is pyrolysed due to convective heat from the reduction zone. 

The tars and oil produced move down the hot charcoal bed and in the process, 

are cracked and reduced to syngas. The advantage of this gasifier is that it 

produces less than 10% tars and oils compared to an updraft gasifier [21].   
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Figure A.1: Downdraft gasifier [158] 

Figure A.2 shows an updraft gasifier. In this type, the biomass is fed in at the top 

of the gasifier with air flowing in the opposite direction. The fuel flows downwards 

and in the process, is dried and gasified. This type of gasifier has a high thermal 

efficiency. It may also be used for feedstock with moisture contents of up to 50% 

without an initial drying process. The updraft gasifiers, however, generate syngas 

with a high proportion of oil and tar [21]. 



 
 

201 

 

 

        Figure A.2: Updraft gasifier [158] 

Fluidised Beds 

Fluidised bed gasifiers accommodate a wider range of feedstock sizes. The 

biomass feedstock is fed in from the bottom of the reactor where it is suspended 

in air in the presence of an inert material such as sand, which provides an avenue 

for heat transfer [18]. As the feedstock moves upward, it is converted to producer 

gas. Fluidised-bed reactors have uniform bed conditions and are highly efficient. 

Due to their flexibility regarding the nature of feedstock required, they are used 

with generators having capacities higher than 10 MW [18, 159]. They are 

generally classified into: bubbling and circulating fluidised beds. The rate of flow 

of the fluidising agent is greater in a circulating fluidised bed than in a bubbling 

fluidised bed [18].   
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Appendix B Thermodynamic Equilibrium Model for 

Determination of Synthesis Gas Composition 

A thermodynamic equilibrium model is adopted to determine the heating value of 

wood biomass. The heating value of a fuel can be either the higher (gross) 

heating value (HHV) or the lower (net) heating value (LHV). The HHV refers to 

the quantity of heat released when a unit mass of fuel at 25OC is combusted and 

the products have cooled to the same initial temperature of 25OC  [19]. The LHV 

is the amount of heat released in the full combustion of a fuel without considering 

the latent heat of vaporisation for the combustion of water.  

The performance of a downdraft gasifier in the gasification of wood biomass has 

been presented in [6] and is represented by the following equations:  

                                                         𝐶 + 𝐶𝑂2 = 2𝐶𝑂,    (B.1) 

                                                     𝐶 + 𝐻2𝑂 = 𝐻2 +  𝐶𝑂,   (B.2) 

and 

                                                         𝐶 + 2𝐻2 = 𝐶𝐻4.     (B.3) 

Combining Equs. (B.1) and (B.2) result in the shift reaction, expressed as:  

                                                 𝐶𝑂 + 𝐻2𝑂 = 𝐶𝑂2 + 𝐻2.    (B.4) 

The equilibrium constant for methanation in Equ. (B.3) is:  

     𝐾1 = 
𝑃𝐶𝐻4

(𝑃𝐻2)
2,    (B.5) 

and the equilibrium constant for the shift reaction in Equ. (B.4) is:  

                                                           𝐾2 =
𝑃𝐶𝑂2𝑃𝐻2

𝑃𝐶𝑂𝑃𝐻2𝑂
    (B.6) 

The overall gasification reaction in a downdraft gasifier (with negligible amounts 

of char) is expressed in Equ (B.7), with 𝐶𝐻1.44𝑂0.66 as the chemical formula for 

wood biomass [6]: 

𝐶𝐻1.44𝑂0.66 + 𝑤𝐻2𝑂 + 𝑚𝑂2  + 3.76𝑚𝑁2  =  𝑥1𝐻2 + 𝑥2𝐶𝑂 +  𝑥3𝐶𝑂2 + 𝑥4𝐻2𝑂 +

 𝑥5𝐶𝐻4 +  3.76𝑚𝑁2,          (B.7) 

where 𝑤 is the amount of water (𝑘𝑚𝑜𝑙−1) with respect to wood, 

𝑚 is the amount of oxygen (𝑘𝑚𝑜𝑙−1) with respect to wood,  
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𝑥1, 𝑥2, 𝑥3, 𝑥4 and 𝑥5 are the stoichiometric coefficients of the products of 

gasification. 

The stoichiometric coefficients were determined by considering the mass balance 

of species and chemical equilibrium constants of the shift and methanation 

reactions [6].  Using Newton Raphson iteration, the concentrations of 𝐻2 and 𝐶𝑂 

in Equ. (B.7) were determined as: 

                          𝐶𝐻2 = 21.06%    (B.8)               

 and 

     𝐶𝐶𝑂 =  19.61%.    (B.9) 

From the percentage compositions of the gases, the lower heating value (LHV) 

of the syngas in KJ/m3 can be determined as follows [160]: 

𝐿𝐻𝑉 = 126𝐶𝐶𝑂 + 106𝐶𝐻2 + 359𝐶𝐶𝐻4 + 665𝐶𝐶𝑛𝐻𝑚 .          (B.10) 

Substituting Equs. (B.8) and (B.9) into (B.10), the syngas energy content is: 

                                           𝐿𝐻𝑉 = 126 × 19.61 + 106 × 21.06                          (B.11) 

                                                     𝐿𝐻𝑉 = 4.7 𝑀𝐽/𝑚3.                                            (B.12) 

A calorific value of 4.7 𝑀𝐽/𝑚3 is much lower compared to that of natural gas, 

which is 34 MJ/m3 [6]. As gas turbines are traditionally designed to accommodate 

natural gas, a gas turbine needs to be modified such that a higher flow rate of 

syngas is supplied to the combustor, if the same power output is required [161]. 
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Appendix C Derivation of Per-Phase Maximum Inverter Current 

for Optimised Flexible Power Control (OFPC) 

The expression for per phase maximum current through the inverter can be 

derived from the FPC reference current equation in chapter 6:  

                                       

[
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+
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.                          (C.1) 

Applying inverse Park’s transform to Equ. (C.1), the positive and negative 

sequence components of the current are respectively given as: 
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and 

                [
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where 𝜃+ and 𝜃− are the positive and negative SRF angles respectively. 

Combining Equs. (C.2) and (C.3), the stationary reference frame equivalent 

currents become: 
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The phase A current, 𝑖𝑎 from Equ. (C.4) is: 

                      𝑖𝑎 =
𝑃(𝑣𝑑

+ 𝑠𝑖𝑛 𝜃++𝑣𝑞
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Using trigonometric identities, Equ. (C.5) may be re-written as: 
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where 

                                               𝜑′= tan−1
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−.                                        (C.7) 

At maximum value:  

                                                                   𝜃+ + 𝜃− = 𝜑′.                                                                  (C.8) 

Hence, the maximum current through phase A, 𝐼𝑎(max) is: 
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 .               (C.9)  

Note that the maximum inverter current across all phases are equal, hence Equ. 

(C.9) applies to phases B and C.  
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