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Abstract

The focus of this study is the measurement of low dimensiSohbttky barrier heights of
metal silicide-silicon interfaces and the challenges ofent-voltage (I/V) curve interpre-
tation. Engineering the Schottky barrier to exploit thenspnd charge of an electron and
manipulate it through silicon requires careful controlltd interface structure between the
metal and the silicon substrate. In doing this the advastaféoth magnetic materials
and semiconductors can be combined in spintronics.

Current-voltage characteristics have been taken usingacoptobe techniques, and
from these the Schottky barrier properties have been dgttacsing standard Schottky
barrier models. Several ways of extracting the Schottkyidrahneight have been explored
concluding with the development of a new fitting program whitilises the whole data set
and includes additional factors such as image force logeaaird an oxide tunnel barrier.
Nickel silicide thin films on silicon(111) have been used ass system to develop the
analysis for I/V measurements.

Rare earth silicides were grown on silicon(111) and silié0d{ forming ordered in-
terface structures, which have been extensively studitgeigroup at York. The rare earth
silicides on silicon have attractive low Schottky barrieights (0.4 eV). Erbium silicide
islands of the order of 500 nm diameter were grown on siliddril] and erbium silicide
nanowires were grown on silicon (001) dffcut. Using an Omicron Nanoprobe contacts
were made with the nano structures enabling the measurexhtg electrical properties
of the silicide and the Schottky barrier between the sigédgland and the substrate.

A new growth study of manganese on erbium silicide on silgad) is presented
as a possible way to engineer the Schottky barrier betweernr@nfiagnetic material and
silicon. Preliminary results of the I/V measurement arespreed and the additional com-
plication of an oxide layer highlighted. If engineering tBehottky barrier in this way is
successful, the realisation of spintronics maybe a stegeclo
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Chapter 1

Introduction

The world we live in is driven by technology and the ever grogvheed to automate sys-
tems to make our lives easier and processes faster. Thelyingeechnology that makes
this possible is semiconductor electronics which has bkeercorner stone of informa-
tion technology for many decades. Silicon chips can be fonramost every household
appliance from the computer to the toaster.

Present semiconductor electronics uses the manipulatobstarage of electric charge,
however with the need to improve performance of integratemits the use of existing
ideas are reaching their limits. Over the last 40 years, theher of transistors per unit
area which can be etched onto a silicon chip, which goveragpthcessing power of a
computer, has doubled every 18 months, a trend known as fddave 2011 has seen the
launch of 22 nm etched transistors which are rapidly appriogahe limit of miniaturisa-
tion and packing density which these transistors can hareftere the heat they generate
cannot be dissipated fast enough and unwanted quantumameaheffects hinder their
function. Nano structures and self assembled nano objeatd bold vital properties for
the next step. Self assembled nano structures such as masphecause of their ordered,
defect free crystal structure, can handle high currentitiess One further possible av-
enue to increase the processing power of the chip is spitretecs (spintronics), which
uses the magnetic moment or spin of the electron and alsbatge. Several reviews on
the subject provide an insight into the possibilities andlleimges that are to be faced in
the development of spintronids®

The late 1980’s saw the discovery of enhanced magnetaasestand the development
of the spin valve, the first electronic device to exploit thiginsic spin of the electron. The
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magnetoresistance effect stems from the spin dependespue of the injected current
in the ferromagnetic layers of the device. These layers eaangineered to manipulate
and detect the spin-polarised current, producing a newlyamhielectronic devices that
utilise the spin as well as the charge of the carriers. By comgithese metal devices
with semiconductor materials, a new group of magneticaliytolled devices are hoped
to be: non-volatile, versatile, fast, energy efficient anteptially capable of data storage
and processing simultaneously: a movement towards a fatpcder on a chip. Some
possible applications of this technology include magnagenories and data storage (such
as magnetic random access memory), spin transistors andjge@tum computers.

To integrate these devices with semiconductors there age tinain issues to be ad-
dressed. These are: successful injection of a spin pateciseent, the storage or trans-
port of a spin polarised current and finally the detectiorhefgpin polarised current. Spin
transport has been observed in GaAs with spin orientatiosexwed for up to 4m and
spin polarisation has been detected by various methodsAs &alowever, the polarised
spin injection into a semiconductor remains very challeggiMagnetic semiconductors
have shown 90% spin injection efficiency, but only at low temgures, making them
an unrealistic option. This leaves a ferromagnetic layea @@miconductor as the most
promising option with some success shown on GaAs and InAg@ny a few percent
spin injection efficiencies.

Silicon has been less studied due to the problems of probiagpin injection and
spin diffusion length using optical methods which have bsercessful on GaAs due to
the direct band gap. However, silicon is the most importamisonductor in the elec-
tronics industry, in a market worth over $300 billion in 20Te technology of electrical
contact fabrication to silicon is very important for the fglation of microcircuits and has
been studied to gain fundamental understanding of metaieseductor interfaces. From
calculations, silicon has shown long spin diffusion lersghh 30 to 70um which could be
required for spintronic$.Silicon therefore should be an obvious choice of semicotwtuc
for spintronics with the promising steps reported by Jarfsen

Injecting a spin polarised current into a semiconductouir®g an interface between
a ferromagnetic material and the semiconductor, which si¢edhave a spin dependent
resistance at the interface of the two materials. This isafrtbe great challenges for
spintronics? which could be overcome by using a potential barrier to tHansed carrier
flow such as a tunnel barrier or a Schottky barrier. The Skidtarrier occurs naturally
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between most metal-semiconductor junctions and needs émdpeeered to provide the
required properties for spin injection and accumulatiomedretical studies by Bratkovsky
and Osipov have shown engineering the barrier usifiglaped layer at the interface can
produce the right interface properties to achieve appliogct00% spin injectiorttt

In engineering the metal-semiconductor interface we negadduce a well ordered
structure at the contact as defects can affect the barigepties. York University’s sur-
face physics group have good experience at handling sibcwhknowledge of growing
well characterised low dimensional rare earth silicidactires?-*¢ This thesis expands
the structure work already done within the group on rarehesiticide materials into the
new area of Schottky barrier measurements. Initially, lomehsional structures which
are routinely grown in the group are studied before movingama new study of man-
ganese on erbium silicide on silicon. The challenges of omaag current-voltage (1/V)
curves from low dimensional structures and extracting ttl@o8ky barrier height is ad-
dressed by way of a new fitting program. This has shown manyl@mts with the existing
analysis methods and the problems which need overcomingriacea reliable Schottky
barrier height from an 1/V curve. This work provides an ifgigto the importance of the
interface as well as the difficulties of engineering therifiatee and measuring the interface
properties, opening many avenues of research for the future

1.1 Spintronics and Schottky Barriers

The 2007 Nobel Prize in Physics was awarded to Professoes Bétnberg and Albert
Fert for the discovery of giant magnetoresistance (GMR) i8819This opened the way
to new ideas of using the spin of an electron, not only its gharGMR is now very
technologically advanced and its contribution to the has# drive industry is invaluable:

a review is provided by Thompsori.A GMR device uses the spin of the electron and a
magnetic field which alters the magnetisation of the layethé device, thus changing the
resistance. The layers filter the electron current depgnalirits spin polarisation because
of spin dependent scattering. Figure 1.1 shows a schenfatie simplest GMR device,

a bilayer construction, which can be modelled using a r@sdtain.

From this idea we can build more complex devices with the commlea of spin
manipulation using a ferromagnet to select a spin orieamatExisting electronic devices
use a small quantity of charge to differentiate between dlgecl0 and 1, for example a
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A by

spin up
channel Low Resistance High Resistance
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Figure 1.1: Schematic representaion of a GMR device usingipls resistor network
model. In the left picture, the spin-up channel is the majogpin channel in both the
ferromagnetic layers, experiencing a low resistanch (Rroughout the structure. In the
right-hand picture, the spin-up channel is the majoritynwsgiiannel (R) in the first mag-
netic layer but the minority-spin channel ([Rn the second magnetic layer avide versa
for the spin-down channel. Neither spin channel is of lowstasce throughout the struc-
ture and the overall resistance state of the structure Is I@d/IR occurs when the relative
orientation of the magnetic layers is switched, usually iy application of a magnetic
field. Image and caption from Thompséh.

field effect transistor. This device switches between onathlly the presence of charge
encountering high and low resistance. The use of chargeoggcadarrier is limited by the
speed the device can switch as it is restricted by thermalilegum. If the information
is encoded in the electron spin orientation rather than tioé @f charge the device could
switch much faster. Spin-up and spin-down can coexist fotou0 ns without a barrier
between them. It is also easy to switch the logic by applyimgagnetic field but all of
this needs to take place as part of a semiconductor device.

A spin-polarised current can be generated from a ferrontagmeetal as it will con-
tain excess carriers aligned to the direction of magnétisaif the material. Passing this
polarised current into the semiconductor is hard becawseegistance of the metal is very
much lower than that of the semiconductor; this is known ascttnductivity mismatch.
The current through the junction will have no spin prefeeeas the semiconductor will
dominate the contact and as it is non-magnetic it does ndemahat the concentration
of accumulated spin is. To overcome this conductivity miina way must be found to
inject spin into a semiconductor and accumulate it theras &bcumulated spin current
will drive the injection and transport of a spin-polarisedrent through the semiconduc-
tor. The injection and extraction is dominated by two fastdhe ferromagnetic material



1.1 Spintronics and Schottky Barriers 23

used to spin polarise the current and more importantly ttexfacce between this and the
semiconductor.

To overcome the conductivity mismatch problem we need toneeg a spin dependent
barrier at the interface between the semiconductor andetinerhagnet. This could take
several different forms, for example a tunnel barrier maida thin insulating layer like
an oxide or alternatively in the form of a Schottky barrier. &#ver barrier is engineered
it provides a spin dependent resistance similar to thatefstlicon, enabling current to
be injected into the semiconductor driven by the spin acdation in the semiconductor.
Without this barrier the high electron density and shorfudibn length within the ferro-
magnet would reach a thermal equilibrium across the interfaaving no accumulation

within the semiconductor and failed injection.

Metal n-Semiconductor Metal p-Semiconductor

(a) (b)

Figure 1.2: Ideal Schottky barriers formed between a metdleg n-type semiconductor;
b) p-type semiconductor.

When a semiconductor and a metal come into contact the jundépends on the ma-
terials which are combined. Occasionally an ohmic contggtaduced which is not useful
for spin injection, however normally a Schottky barrier agrhed. Figure 1.2 shows the
Schottky barrier formed when a metal comes into contact wiitier an n-type or p-type
doped semiconductor. A Schottky barrier is a rectifyingriearfor electrical conduction
across the interface, the properties of which need to baneaged for efficient spin injec-
tion. When a metal is brought into contact with n-type silictive barrier heightd,) is
the difference between the conduction band minimiy) &nd the Fermi levelk). For
a p-type it is the difference between the valence band maniifft),) and the Fermi level
(Er). The Fermi level of the semiconductor and metal equalisadimg the conduction
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and valence bands creating the depletion regignihere there are no free carriers, is
the band gap energy.

The effective height of the Schottky barrief.J and the width of the depletion region
(w) can be tuned by altering the amount of doping within the semductor bands, moving
the Fermi level or changing the Fermi level pinning. The aegring of the Schottky
barrier to give the required barrier properties relies andtiucture at the interface, even
more so if the doping concentration in the very top layer @& slemiconductor is to be
altered. This is theé-doped layer, which will theoretically achieve 100% spifeation
by reducing the width of the Schottky barrier depletion oegand increase the tunnelling
transparency®!!

1.2 Material Selection

The materials studied in this thesis have been chosen bastio potential use within

spintronics development and the knowledge already inexcgt within the surface physics
group at York. The substrate used throughout is silicon bezaf its wide use within the

commercial industry; any new technology using silicon mayenmore impact and be
more accepted by electronic component manufacturers. Wiraa metals, for example:
Fe, Mn, Er or Ho, are deposited onto silicon at an elevategpézature a well ordered
metal-silicon compound is formed: a silicide. Silicides&dd&und a wide application in

silicon integrated circuits as contacts and gate electrotlein film silicides are produced
by the deposition of metal on to a silicon substrate wherd treatment provides the
energy for a reaction to take place, ensuring an intimateéacbrs created. Due to the
reaction of metal with silicon to form the silicide any cocttéormed sits well below the

original silicon surface ensuring an intimate contact.sI¢donsuming of silicon removes
any starting surface reconstructions that may have beaept.e

1.2.1 Silicon Substrates

Silicon is easy to cut and can be cleaned by heat treatmemtuping atomically flat
terraces. The diamond structure of silicon is a face certtdyc lattice with a lattice
constant of 5.428.. The samples grown for this thesis have used both Si(11d.5#001)
4° offcut substrates both with a light n-type doping giving sisévity of ~ 5 — 10 2cm
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When the Si(111) surface is heated above 8D@he7 x 7 surface reconstruction is
formed. The structure of the x 7 reconstruction was not fully understood until the real
space imaging of the Scanning Tunnelling Microscope (STNoweed the corner holes
of the dimer-adatom-stacking fault model to be identifiedguFe 1.3a shows an STM
image of the7 x 7 reconstructed silicon surface. The reconstruction isrs¢Vayers of
atoms deep, driven by the energy stabilisation of elimitatiangling bonds. The first
layer of the reconstruction is the formation of dimer rowgipg up the dangling bonds.
The dimer rows form a corner hole and a stacking fault whid lsost energy but this is
reduced by the addition of adatoms which reduce the numbgamgling bonds by three.
Duke provides an excellent introduction to surface reqocibns including the various
other Si reconstruction¥.
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Figure 1.3: STM scans of the surface reconstructions of @13)7 x 7; b) Si(001)4
offcut 2 x 1.

The Si(001) surface, once cleaned, gives2he 1 reconstruction of buckled dimer
rows. Each terrace on the surface, steps down half a undameithe dimer row orientation
changes by 90on each terrace. This alternating to give perpendiculaediows allows
nanowire growth in both directions. To remove the altengatdimer rows and encourage
parallel nanowire growth,4offcut silicon can be used. The angle of the offcut provides
the right energy constraints for the terrace steps to dreyndodouble step height each
time, leaving all the terrace dimer rows orientated in thaesdirection. Figure 1.3b shows
an STM image of the Si(001y4ffcut surface. Using the°Affcut Si(001) substrate gives
terraces which are only a few nanometres wide.
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1.2.2 NiSy: A Test Material

NiSi, has a similar lattice structure to Si and a very close lattiegch producing some

of the most defect free silicide silicon interfaces. The fiigo(Cak) structure of NiSj

has a lattice constant of 5.4@6 and the Si lattice constant is 5.4291° giving a lattice
mismatch between NiSand silicon of~0.4%. This small lattice mismatch of Si(111) to
NiSi; promotes epitaxially grown Nigion Si(111) to be atomically abrupt. The Schottky
Barrier Height (SBH) of NiSion Si(111) shows a remarkable dependence on the interface
structure with a difference of 0.14 eV between two altex@ainterface termination®.
Because epitaxially grown Nigproduces very well ordered interfaces which show a well
characterised SBH, this material acted as a good test nidter@r method and analysis
techniques.

1.2.3 Rare Earth Silicides

This thesis investigates measuring the Schottky barrigghhef low dimensional rare
earth silicide structures and the use of a 2D rare earth lyeme the Schottky barrier.
Rare earth metals have low workfunctions~e8 eV which produce some of the lowest
Schottky barrier heights on n-type silicon ©0.4 eV. There has already been some suc-
cess, by Min, at tuning tunnel barriers using rare earth lj@idm. 2! The structure of the
interface is very important to the resulting Schottky b&arhience the use of low dimen-
sional rare earth structures, with which the York group hashrexperiencé?16

The rare earth silicide system was first studied by Baffliand a more recent review
is given by Netzef® Rare earth (RE) silicides have a great technological potettia
to their contact on silicon producing low Schottky barrieidhts on n-type silicon of
~0.4 eV, compared with transition metals which have a Schiditdrier in the region of
0.7 eV. The hexagonal rare earth silicide structure has y geod lattice match to the
Si(111) surface, meaning almost defect free structuresbeamchieved. The rare earth
silicides have been shown to be metallic with a high thermal @lectrical conductivity
(2.9 x 10* (Q2cm)~1).24 For this thesis, erbium (Er) has been used as the rare eartieet
which is a typical trivalent RE.
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1.2.4 Manganese

Manganese is antiferromagnetic in the bulk but is preditddthve a large magnetic mo-
ment in low dimensional structures such as thin films andchddagrown on noble met-
als 228 |f this magnetic moment is present in low dimensional stices it may have a
role to play in spintronics as the spin polarising matedhnganese has been grown on
top of 2D rare earth silicides and the evidence indicatestiieganese does not react with
the silicon. The 2D rare earth structure may also tune thet8ghbarrier at the interface
allowing possible spin injection and accumulation in tHesn.

1.3 Chapter Summary

This thesis is divided into seven further chapters. Chaptavers the theory of Schottky
barriers and the transport mechanisms which may be takexgedbr electrons to over-
come the Schottky barrier. These expressions have beenaisgdulate current-voltage
curves providing an example of how the relevant variablet s Schottky barrier height
affect the curve. Chapter 3 introduces the experimentahigales used within the work,
providing a brief overview of the equipment and techniqussduto grow and take the
data. Chapter 4 is concerned with the extraction of a reliedilge for the Schottky barrier
height from an I/V curve. Several graphical methods areanepl incorporating transport
mechanisms which take the Schottky barrier away from tha! itlermionic case. A com-
puter fitting routine has been developed to improve the amagpeed and accuracy, using
the whole data set and incorporating several transport amsims. To test the various
analysis methods, NiSinterfaces with Si(111) have been grown and analysed. Tis h
lighted several problems with the fitting routine and theuagstions made in the theory
enabling improvements to be made. Chapter 5 investigatashelicide islands grown
on Si(111). These islands have been contacted using an @mianoprobe measuring
the Schottky barrier and using the Van der Pauw method toumedise sheet resistance.
Temperature-dependent measurements have been takerhf@anhe ErSiisland. This
chapter starts to address the challenges of measuringcseabjects and the process of
fitting to an I/V curve from such an object. The I/V curves obé&a required additional
theory for an oxide tunnel barrier to be included for the paogto obtain a satisfactory fit.
Following on from this, Chapter 6 studies rare earth silicid@owires grown on vicinal
4° offcut Si(001). These nanoscale structures have been gptobmeasure the Schottky
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barrier into the silicon and also the conduction along theesvi This chapter highlights
the technical difficulty of contacting to such small struesiand then measuring the I/V
curve, finding the limit of the Nanoprobe. The sensitivitytioé samples to oxidation has
been shown and possible effects from nanoscale propeftiee aanowires encountered,
for which the fitting program cannot provide an accurate fibhattime of writing. Chapter
7 explores the use of 2D rare earth silicide as a buffer lagdréadoped layer to man-
ganese islands and films. The original growth of an erbiunfebldiyer to manganese is
presented and preliminary I/V curves are shown. Finally @va provides concluding
remarks on the work presented and future directions formestigation.



Chapter 2

Theory of Schottky Barriers

2.1 Schottky Barriers Historical

One hundred and forty years ago, Braun discovered the asygnimetectrical conduction
through copper contacted to iron sulphide, a phenomenahwias underpinned a lot of
technology to this day’ Early experiments on radio detectors used a variety of point
contacts on metal sulphides with little understanding ef tctifying properties being
utilised. One of the most famous point contacts was a tunggtén contact with a crystal,
normally of lead sulphide, this was more commonly known asc¢ht’s-whisker’ rectifier
which played an important role in the boom in broadcastinp@&1920’s.

In 1931, Schottky, Sirmer and Waibel made the first attempts to explain the yactf
properties of metal-semiconductor contacts by showingenial drop occurs almost en-
tirely at the contact when a current is applied. This is fundatal to all these contacts as it
implies there is a potential barrier at the interface betwtbe metal and the semiconduc-
tor; this would later become known as the Schottky barri&)(&ttempts to explain the
rectifying behaviour using quantum mechanical tunnelbfhglectrons provided unsatis-
factory solutions as the easy current flow was in the wrongection. Schottky and Mott
independently pointed out in 1938 that the direction ofifieettion could be explained by
the normal processes of drift and diffusiéh.

During the Second World War, the use of point contacts ooasiliand germanium for
microwave radar significantly increased our understandingectifying contacts. Most
importantly the development in 1942 of Bethe’s thermiomuassion theory explained the
emission of electrons into a metal. Since 1945 semicondpbigsics has driven the devel-
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opment with the invention of the first point-contact tratwisn 1947 by Bardeen, Brattain
and Shockley. The move to thin film deposition in the 1950’thvihe development of
high vacuum systems provided more stable and reproduaibigacts?’ From that point
onwards the activity was, and is still, driven by semicoridutechnology with the aim to
make devices smaller and faster and to obtain a full undetstg of the current transport
through metal-semiconductor interfaces. There is a neethétheory to evolve to in-
clude new developments due to small size effects, spintsféaa the introduction of new
materials to achieve these advances.

2.2 The Formation of a Schottky Barrier

The contact between a metal and a semiconductor can take 1oy different electrical
properties from strongly rectifying to ohmic, each havitsgown applications. The barrier
formed depends on the two materials being bought into corgpecifically the doping of
the semiconductor and the workfunction of the metg|Xand semiconductoks). How
the two materials contact each other is also very importatité outcome of the barrier,
for example whether the interface structure is abrupt ahectiéree or if there is mixing
between the two materials.

The workfuction is the minimum amount of energy needed tateyan electron from
the Fermi level to the vacuum level outside the surface ofrthterial. For a semiconduc-
tor, the workfunction is a statistical average of energiesassary to remove an electron
from the valence and conduction bands as strictly there aenergy levels available in
the band gap. The energy band diagrams shown in figure 2. baeaa n-type semicon-
ductor with a work function less than that of the metal. Tisetof interface contact is the
most important as the majority of contacts are of this fortap @his thesis concentrates
on n-type silicon interfaces. Silicon has a workfunction~oft.8 eV for a lightly doped
n-type substrate, which changes with doping concentrdtgmause the Fermi level is al-
tered by the amount and type (n or p) of dop#igrhis workfunction can be compared
with nickel, for example, which has a value of 5.15 eV.2° However this value for the
work function is for polycrystalline nickel and it is fountdt the work function depends
on the crystal surface plane. The work function of nickelasvnfor each surface plane,
as follows: Ni(110)=5.04 eV, Ni(100)=5.22 eV and Ni(111)35 eV hence the surface
plane used and the resulting structure at the interfacenailé an effect on the barriéf.
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2.2.1 The Schottky-Mott limit
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Figure 2.1: Band diagrams showing the formation of a Schditikyier between a metal
and an n-type semiconductor a) neutral and isolated; bjrelalty connected in perfect
contact. Figure adapted from Rhoder#ek.

The neutral and isolated materials in figure 2.1a can firsbneected electrically by a
wire allowing electrons to flow from the conduction band @& #e@miconductor to the metal
forcing the Fermi levels to equalise as seen in figure 2.1ls [Elaves a depletion region
of width w in the semiconductor as the uncompensated positive donsiaie fixed in the
lattice and there are no free carriers, other than thernggherated ones to compensate
them. This produces a potential gradient across the depletigion as the bands bend
down giving rise to the Schottky barrief. This results in an electric field across the gap
from right to left caused by electrons on the metal surfackthe uncompensated positive
donor ions left in the depletion region of the semiconductor

When the surfaces are bought into perfect contact (figure) 2hEbheight of the re-
maining barrier can be measured relative to the Fermi leVéhlter Schottky and Sir
Neville Mott proposed the barrier height between a metalasdmiconductor could be
given by

¢b = ¢m — Xs- (21)

This expression is the Schottky-Mott limit, where the waidtion of the metal and the
electron affinityy, of the semiconductor give the barrier heighThe electron affinity of
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a semiconductor is taken as the energy difference betweebdtiom of the conduction
band to the vacuum level outside the surface. Equation idljirst-order approximation
for the Schottky barrier height (SBH) and is rarely suppotigexperimental results. In
practice the contact is never as perfect as in figure 2.1be mammonly there is a thin
oxide insulating layer which electrons have to tunnel tigitoso the SBH is not as strongly
dependent ow,,,. The Schottky-Mott limit also assumes that the surfaceldipontribu-
tions tog,, andy, do not change when the metal and semiconductor come intactard
that there are no localised states on the surface of the saductor. Most importantly
the Schottky-Mott limit assumes the contact between thehagtd the semiconductor is
an abrupt juntion, with no intermixing of the two materiafglano defects at the interface.

Forward and Reverse Bias

When a voltage is applied to a SB the equilibrium of the baof@mnges. When a positive
bias is applied to the metal the Fermi level of the semicotatu@?,) is lifted relative
to the metal Fermi levelK}?) reducing the barrier height){) and the depletion width
(w) narrows. This is forward bias where, as the applied voliagecreased, the current
flow increases. When a negative voltage is applied to the ntetaFermi level of the
semiconductor drops increasing the band bending and trertife binding energy of the
electrons increases. The increase in binding energy méanisatrier is higher and the
electron requires more energy to overcome it, this is revieias where less current flows.
The forward and reverse bias give the I/V curve its charatterectifying behaviour.

2.2.2 Modelling Theories

These initial ideas from Schottky and Mott were further deped by Bardeen who took
into account the effect of interface stafésThis was then modified by Cowley and Sze
who considered the effect of a dipole lay&iSince the mid 1980’s much effort has been
put into finding a theoretical model for a Schottky barrieriethdoes not assume that the
SBH is insensitive to the interface structure. Several arparts showed that there was
a dramatic dependence of the SBH on the orientation/strictiua single crystal metal-
semiconductor interface. The most striking of these wasnibik done on the interface
termination of silicon with nickel silicide by Tun§. Further experiments with the spa-
tially resolved technique of Ballistic Electron Emissiondvbscopy (BEEM) highlighted



2.3 Transport Mechanisms Across Schottky Barriers 33

the problems with inhomogeneity in polycrystalline SBH arfuywnany experimental re-
sults did not fit with theory?3* BEEM uses a Scanning Tunnelling Microscope (STM)
to inject electrons with energies considerably higher tenmetal Fermi level, some of
which will traverse the SB into the semiconductor withouinigescattered in the metal.
This allows the metal-semiconductor interface to be magpgdrom the BEEM current.
If Ballistic Electron Emission Spectroscopy (BEES) is catrmeit at a point by sweeping
the energies of the ballistic electrons, the onset of ennissver the barrier at that point
can be found and therefore the local SBH can be determined t&bihnique shows the
change of SBH across the contact area, meaning many preésulésrare an average of
several barrier heights. Small changes in the structurbeainterface on the nanoscale
affect the SBH, leading to an inhomogeneous contact.

The current theoretical models, in an attempt to correctiyligt the SBH for an inter-
face, take account of the metal and semiconductor surfatessand the interface dipole
due to the chemical bonding between the two materials. A cehgnsive review of Schot-
tky barrier concepts by Tung critically covers some of thiss®retical models including
the metal induced gap states model and the bond-polarnizigmry modef® The remain-
der of this chapter details the theory of current transpgstesns across the barrier, which
can be used to fit experimental 1/V curves to explain the fygoty behaviour and extract
the SBH with some confidence.

2.3 Transport Mechanisms Across Schottky Barriers

Once a Schottky barrier has formed there are four main taahspechanisms for an elec-
tron to overcome the potential barrier. For an n-type sendoetor in forward bias, figure
2.2 shows the transport mechanisms for an electron to overdbe Schottky barrier.
These are:

(a) emission of electrons from the semiconductor to the hoetx the barrier;

(b) quantum mechanical tunnelling through the batrrier;

(c) recombination in the space charge region;

(d) recombination in the neutral region (‘hole injectian’)

Shottky barriers which are dominated by thermionic emisgmechanism (a)) are said
to be nearly ideal and any of the other processes in figure 2v&raway from this ideal
behaviour.
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Figure 2.2: Transport mechanisms across a Schottky bamiertype semiconductor in
forward bias, a) emission over the barrier, b) tunnellingtigh the barrier, c) recombi-
nation in the space charge region, d) recombination in theraleregion. Image from
Rhoderick?’

2.3.1 Drift and Diffusion

An electron has to travel through the semiconductor dapietgion before being emitted
over the barrier into the metal. This migration is controltg the drift and diffusion theory
which was first proposed independently by Wagner, Schottkly3penke’’” Schottky and
Mott initially believed that drift and diffusion in the ele field of the barrier was the rate
limiting mechanism for current flow over the barrier. Howetlee thermionic emission
theory developed by Bethe was shown to be the dominant protessst cases.

Diffusion theory assumes that the concentration of elestia the semiconductor at
the interface is not altered by the applied bias. This resulta gradient in the quasi-
Fermi level as it drops to meet the metal Fermi level when &agel, V' is applied. The
guasi-Fermi level is a hypothetical energy level which diégs electron behaviour under
non equilibrium conditions, as shown in figure 2.3. In thertienic emission case the
electrons are emitted into the metal with energies abovengtal Fermi level, therefore
the quasi-Fermi level is flat in the semiconductor and thhocgjlisions in the metal the
emitted electrons lose energy to come into equilibrium whdhmetal Fermi level. As the
gradient of the quasi-Fermi level is the driving force foeattons the main obstacle to
current flow in thermionic emission is the process of emissibelectrons into the metal
whereas in diffusion theory the main obstacle is drift arfflidion in the depletion region.
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Figure 2.3: Quasi-Fermi levels in a forward biased SB;. for diffusion theory and

- - - - for thermionic emission. The broken circle shows the Bolmmdistribution of
energies which have made their last collision at a distdrfcem the interface. Image
from Rhoderick?’

For thermionic emission to dominate, the quantity of elmtsrarriving at the barrier
through drift and diffusion must exceed the number emittezt the barrier by thermionic
emission. On average the electrons which pass over thebaave made their last col-
lision at a distanceé from the barrier, making the mean free path of the electron. The
electrons will have a Boltzmann distribution of energiegiathese final collisions, with
the average energy of the distribution above the bottom efctinduction band bgk:T
due to motion normal to the interface. As shown in figure 2.3 dime electrons in the
energy distribution with more kinetic energy than the antabie conduction band rises in
the remaining distancewill pass into the metal, the rest will be reflected back irite t
semiconductor. Therefore if>> d, whered is the distance the conduction band falls an
amounttT'/q from the maximum of the barrier, only a small fraction of étens can pass
into the metal meaning thermionic emission is the rate ingifactor. If/ < d then the
majority of the electrons arriving at the barrier will be @bb pass into the metal and diffu-
sion is the rate limiting mechanism. Hence, thermionic smisassumes infinite mobility
through the semiconductor, as it is taken that the mean &#eqgs an electron in the semi-
conductor is longer than the distance the barrier fallsughoan amount7/q, providing
a condition which must be satisfied before drift and diffasian be neglectet!.

The true behaviour however is somewhere between the twemgs of thermionic
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emission and diffusion as the processes are in series. GrametlSze have combined
thermionic emission and diffusion theoty*® however drift and diffusion mechanisms are
still normally neglected at low frequencies.

2.3.2 Thermionic Emission

Thermionic emission is the rate limiting process of elatgmission over the barrier when
the temperature is high and a non-degenerate semicondsios®ed. We must also assume
this is a homogeneous SBH which is roughly defined as one wiFs\@aries on a lateral
length scale much longer than the depletion region width.

The thermionic emission of electrical carriers from a regioe thermal equilibrium
over an energy barrief, in either direction i, the saturation current,

Iy = SA*T? exp (—(I%Sf) , (2.2)

where S is the area of the contact* is the Richardson constant,is the Boltzmann
constant,l" is the absolute temperature apthe unit of charge. This current arises from
thermally generated carriers in the depletion region ansflall the time in forward and
reverse directions over the barrier, even when a bias isegpil one direction.

When a forward bia$’ is applied to a uniform SB the concentration of electronshen t
semiconductor side of the interface is increased by a fagigiyV/kT"). This increase in
electron concentration and the fact that the barrier is ted/®y the applied bias means an
extra current flows from the n-type semiconductor to a mefambining the saturation
current, equation (2.2), with the current from the appliégaskgives the current in the
forward direction as

I; = SA*T? exp (—q“bf’k;Tqv) . (2.3)

Finally, the net current flowI( is the difference between the forward and reverse
directions®

[=1Ip—Iy=SA*T?exp (—‘%ﬂ’) [exp (Z—‘;) - 1] . (2.4)
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Richardson Constant

A* is the Richardson constant for thermionic emission in sendaotors. It has been
modified from the Richardson constant for metal thermionigssion by the substitution
of the free electron mass for the semiconductor effective mass, whereh is Planck’s
constant,

A* = drm*qk®/h>. (2.5)

This expression is correct if the semiconductor’s conauchiand has spherical constant-
energy surfaces, this is not the case for silicon which iptethal. The appropriate values
can be calculated for silicon as*=2.05n for (100 directions andn*=2.15n for (111)
directions®’

A* can be further modified td** taking into account the quantum mechanical reflec-
tion of electrons. These are electrons which have suffi@aetgy to overcome the bar-
rier but are reflected back into the semiconductor withoussion into the metal. Also,
phonon scattering of electrons between the top of the lvaand the metal surface are
taken into account. Both of these processes will return tbeteln to the semiconductor.
A** is not strictly a constant as it has a slight dependence @& bavever this is masked
by the image force lowering. The value df* can be less thad* by as much as 50%,
however a change id** by a factor of two has an effect on the current comparable to a
change inp, of less tharkT/q as equation (2.4) is dominated by the exponential term. For
a diode at room temperature (300 KJ'/q ~ 0.025 eV and a factor of two change if**
shows as a change in the SBH~010.018 eV. All the analysis in this thesis has been done
using the accepted average valuedsf = 112 x 10* A m~2 K2 calculated from all the
crystal orientations in silicon by Andrews and Lepseffer.

2.3.3 Schottky Effect - Image Force Lowering

Thermionic emission theory predicts the current/voltalgaracteristics to be of the form
of an ideal rectifier according to equation (2.4). Howeves #ssumes the barrier height
to be independent of applied bias which, due to the electid fn the depletion region,

is not the case. All interfaces, even perfect ones with nerfacial layer, have a reduced
barrier by an amounh¢;; due to the image-force.

The image force is the attraction of an electron to the metdhse due to an electric
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Figure 2.4: Image force lowering of a Schottky barrier. Imaglapted from Rhoderick.

field, which changes with applied bias. To calculate theteteéield, which must be
perpendicular to the surface, an assumption that a positiagge is located at the mirror
image position in the metal is used. When an electron is atardier from the interface

the attractive forcef’ is
2
- ngﬂ (2.6)
wheres, (= €,¢) is the permittivity of the semiconductor calculated frdme permittivity
of free space and the relative permittivity of silicon (takes=,=11.68). The work done by
the electron in moving from infinity to the pointis the integration of the force, equation
(2.6), over this distanc#. This gives the potential energy of the electron due to thegana

force at positione as shown in figure 2.4.

When an external field’ is applied to the barrier, the total potential enefg¥ as a

function of distance is given by

2

q
PE(x) = 1z — +4&. 2.7)

From this the overall Schottky barrier lowering efféxt,; at the maximum barrier height
positionz,,, as seen in figure 2.4 can be given by the condifiétt(z) /0z = 0 as??

1/2 1/2
q q&
_ . Ady; = =2 . 2.
Tm <167T€s£> ) ¢b’L <47T€s) 5$m ( 8)

The electric field in the barrier can be expressed in termb@fpplied bias voltage
and the doping level using the depletion approximationsHsisumes the charge density
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rises abruptly at the depletion region edge as the majostyier concentration of the
bulk substrate drops immediately to zero. The charge detish stays constant in the
depletion region up to the barrier as the donor denaifyis constant. This means the
electric field strength will rise linearly from the edge oéttiepletion region to the interface
according to Gauss’s theorem, so the field strength at tHacguwill be given bys =
qNqw/e,, wherew is the width of the depletion regioti. This can be written ag® =
(2¢N4V,/e,)'/? if the depletion width is substituted by a term containing tiffusion
potentialV/,.

Instead of making the assumption that the electron dersity dbruptly by allowing
the majority carrier concentration to fall gently to zerofmwnetrating into the depletion
region and considering the effect minority carriers havehanfield close to the metal, a
more accurate expression for the electric field can be foliheé. density of electron and
holes at a distancefrom the interface depends on their respective quasi-Hefrels (see
Section 2.3.1). Assuming a flat quasi-Fermi level for elatét the electron density in the
depletion regiony, for a non-degenerate semiconductor can be giveii as,

Ne = N €XP <%) , (2.9)

wheren, is the electron concentration in the bulk of the semiconalu@teutral region).
1) is the electrostatic potential in the semiconductor at eadier from the interface. The
assumption that the quasi-Fermi level is flat is a good onéhfenmionic emission but for
diffusion theory in the region close to the metal it may not Be the electron concen-
tration in this region will however be negligible comparediie donor concentratioN,
no significant error results. The hole quasi-Fermi levelsisuaned to be flat through the
depletion region, coinciding with the metal Fermi leveligiythe hole concentration &$,

B —q(Va+ 1)
D = Ps €Xp (T) ; (2.10)

wherep, is the equilibrium hole density immediately adjacent toititerface. Combining
the electron density, equation (2.9) and the hole densifyagon (2.10) with the donor
concentration the net charge density is given by,

p=q(Ng+p—ne). (2.11)

Using Poisson’s equation, the charge density and the etatic potential can be related,



2.3 Transport Mechanisms Across Schottky Barriers 40

giving the electric field strength in the Schottky barriefas

2 kT kT —
g2 = 24 Ng(Vg—— +p8 1 —exp 4Va
Es q q kT

KT Ng —qVy
+ . exp( T )}, (2.12)

where it has been assumed that there has been completdimmisfahe donors, so for an

n-type semiconductot, can be assumed very closeq. It has also been assumed that
Ny is constant throughout the depletion region.

If we assume that the barrier is not large enough to make tti@cgustrongly p-type,
this is more likely on semiconductors with small band galps,term involvingp, can be
neglected. Itis also regularly assumed idt > k7 meaning the remaining exponential
term is negligible. This results in an approximation for tiedd in the Schottky barrier of,

g2 — 2ala (v - k—T> . (2.13)
q

€s
The first term of this expression is identical to the term gdifrom the depletion approx-
imation where the charge density is assumed to rise abraptlye start of the depletion
region. The second term is a correction to this harsh turdayming a transition region
where the charge density rises gently. Because of this Dellythe depletion region does
not have a precisely defined width as the conduction band @teyicelly approaches the
bulk value?’

Equation (2.13) for the electric field in the Schottky barmwan be substituted into
equation (2.8) forA¢;, giving an expression for the barrier lowering due to thegma
force as,

1/4
nou = {28 (5, v e 1T 214
The diffusion potential’; has also been substituted for and is definetfas ¢, — V —
¢, the potential difference across the depletion region,re/has the energy difference
between the Fermi level and the bottom of the conduction liatite semiconductor (as
indicated in figure 2.2) and can be calculated from the dooacentrationV, and the
effective density of states in the conduction band

N\ kT 2mm* kT \ ¥/
— _In(22) 2. where, N, =2 [ ————— : 2.15
: n<m)q, ( " ) (2.15)

The image force lowering effect would be exaggerated by ikeawping or a thicker
interfacial layer as this would increase the field acrossSbleottky barrier. The effect
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of image force lowering on the forward characteristic issidared to be negligible for
Schottky barriers withV; < 10?* m=3. Figure 2.5 shows how the energy bands change
under different biasing conditions. Under forward bi&s & 0) the conduction band
moves up and the depletion region narrows, as illustrated-byThe effective barrier
height is slightly larger than at zero applied bias becahnedield in the Schottky barrier

is reduced meaning the forward barrier lowerig is also reduced. Under reverse bias
(V' < 0) the conduction band drops below the Fermi level of the metaiending the
depletion region width as shown hy;. The effective barrier is lower because the electric
field in the Schottky barrier is increased by the applied,lsaghe barrier lowering\¢

is increased.

_TF"“—F—
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Figure 2.5: Image force lowering of a Schottky barrier undiffierent biasing conditions.
The barrier lowering under forward and reverse bias/spe andA¢g, respectively. Im-
age adapted from SZ2.

The effective barrier, which the electrons have to surmount can be written.as
o, — Ady;. If we assume the gradient of the effective barrier withagét 0¢./0V = ()
is constant we can write

Ge(V) = dpo — (Adwi)o + BV, (2.16)

where ¢y and (Agy;)o refer to the zero bias values. Substituting this fgrinto the
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thermionic equation (2.4) the net current now becomes

I = SA™T? exp (— 4(Pw0 = (Adui)o + 5 V)> [exp <ﬂ> - 1] . 2.17)

kT

Which, usings = 1 — 1/n can be rewritten as,

o Kok 12 _q¢€ ﬂ o _ﬂ
I =SA"T exp( k:T) exp <nk:T> [1 exp( kT)} , (2.18)

wheren is the ideality factor.

Ideality Factor

n is the ideality factor which is a dimensionless quantity ebhparameterizes how the
diode deviates from an ideal thermionic barrier. The demtould result from the pres-
ence of image force lowering if its not accounted for by usipgan interfacial layer, an
inhomogeneous barrier height or other processes like timmpecross the barrier. The
ideality factor gives a good indication as to how close tartienic emission the I/V
curve is and if any new physics should be used to fit the datdortumatelyn is not al-
ways straight forward as it can be a function of bias and ofteanges with temperature.
To be confident the current across a barrier is determinetidayrnionic emission theory,
a value ofn < 1.1 is required. If it is greater than this then another transpmchanism
is allowing electrons to pass over the SB.

2.3.4 Tunnelling Through the Schottky Barrier

Carriers with energies lower than the full barrier height stithovercome the barrier by
guantum tunnelling through it. Tunnelling is more likelyhieavily doped semiconductors
as the depletion region will be narrower due to the more dgnssecked donors. Tun-
nelling also becomes more dominant at low temperatures kys pn important role in
the reverse bias characteristics. In forward bias, whens#iy® voltage is applied, the
Fermi level in the semiconductor is lifted and more electroan flow over the barrier.
The width of the depletion region is also narrowed, someditoea point where electrons
can tunnel through the barrier; but at room temperature,rmmadegenerate semiconduc-
tor, it does not narrow enough before the electrons haveginenergy to overcome the
barrier thermally. However, in reverse bias, accordinhethermionic emission theory
the only current flowing iy, equation (2.2) the saturation current. As the band bending
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increases and the Fermi level in the semiconductor dropsviible metal Fermi level, the
electrons in the metal see the barrier narrowing due to thkempbias, enabling the possi-
bility of tunnelling. Hence tunnelling is more often appairen reverse bias as a departure
from ideal thermionic emission behaviour.

The analysis in this thesis is concerned only with reveras hinnelling as it is ex-
pected to have a larger effect at low dimensions and as theurezhcurrent flow is in the
region of nanoamps. Forward bias tunnelling has been asknotdo be present because
we are using a lightly doped semiconductor at room tempegattiwould be possible to
extend the theory to include the forward tunnelling for l@miperatures and high doping
concentrations in the future. The following theory for tetliimg is included for com-
pleteness and background understanding, the informatigathered from a summary by
Rhoderick?’ further detail can be found in Padovani and Stratton’s lacfit

Forward Bias Tunnelling Characteristics

In degenerate semiconductors at low temperatures, thafdriaas current can arise from
tunnelling of electrons from the bottom of the semiconductmduction band, with ener-
gies close to the semiconductor Fermi level, this procelesds/n as Field Emission (FE).
When the temperature is increased the move into the Therenkald Emission (TFE)
regime is made. At higher temperatures, electrons areegkaitd tunnelling probability
increases as these electrons see a narrower and lowerr.bEweever the density of ex-
cited electrons decreases rapidly with increasing theematgy, so there is a maximum
contribution from TFE electrons at an energy &bove the bottom of the conduction band,
as schematically shown in figure 2.6. A further increase iperature would return to
thermionic emission dominating, as electrons would haweigh energy to surmount the
barrier and any contribution from tunnelling would be ngile.

Quantum tunnelling is the phenomenon of an electron with éeergy (A F) than the
top of the barrier penetrating through it. The probabilityinding an electron in a certain
position from the barrier can be calculated using the Weizamers-Brillouin (WKB)
approximation. Applying this to the Schottky barrier withdd@fusion potentialV; and
assuming the top of the barrier is triangular, the probigtisi

P—expd  2AEPP (2.19)
3 Eoo‘/:il/2 ’ .
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Figure 2.6: Field and thermionic field emission under fodviaias. The diagram refers
to a degenerate semiconductor to show field emission, themsateis negative. Image
adapted from RhodericK.

whereE, is a property of the bulk semiconductor which is importartutanelling theory
as it contains the donor concentration and semiconductarifigvity, both of which affect
the tunnelling of electrongzy, is given by

1/2
Eoo = g ( Na ) . (2.20)

The onset of thermionic field emission can be thought of asra & barrier lowering
A¢ which works well for silicon withV,; < 10** m=3, giving a value forFy, ~ 1072 eV.?’
To extend this tunnelling theory beyond simple barrier long Padovani and Strattoi,
and Crowell and RideoUf have derived current-voltage characteristic expressions

First we can get a feel for the onset of tunnelling as the rfigq Ey, is a measure
of the relative importance of thermionic emission to tutingl As a rough guide we
should expect field emission#I" < qFy, thermionic field emission &1 ~ ¢FEy,, and
thermionic emission ik > ¢FE,,. For the values of donor concentratidi = 5 x 102!
m~3 expected for the silicon used in this thesis, TFE will notwaantil the temperature
drops to 4.5 K; hence, forward tunnelling has been neglettedeasing the donor density
will increase the temperature at which TFE will occur.

If the experimental parameters move into a tunnelling regithe following current-
voltage relationship can be used with the appropriate a@ur current density, expres-
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sion for either FE or TFE,

I =SJsexp <EK) [1 — exp (—%)] , (2.21)
0

whereF,, can be thought of as the amount of band bending for a semictordhat would
yield a tunnelling probability oéxp(—1) (~37%) at the base of the barrier

qEoo
Ey = Ey coth : 2.22
0 00 CO < T ) ( )
The expression for the saturation current dengityor TFE is given by Padovani and
Stratton as,
_ A"Tq exp(—q&/kT){mEgo(dp — V — &) }/? exp (- (9o — &)

k cosh(qFEg/kT) Ey '

Js (2.23)

This is the most likely form of tunnelling to be encounterethe temperature is lowered

and the doping density increased.

Using the current-voltage expression for FE and TFE, eqndf.21) and part of the
Taylor expansion of the barrier transparency, Padovani&tratton give a more exact
analysis for the tunnelling temperature regimes taking attcount the Schottky barrier

properties®

The temperature below which field emission occurs for a degge semiconductor
where¢ is negative can be given as

KT < 2qEoo{In(—4¢s/€) + (—2E0/€)"*} (2.24)
and the temperature above which thermionic field emissicarmscas
KT > 2qEgo{Iln(—4¢p/€)} . (2.25)

Finally the transition between thermionic field emissior grure thermionic emission
depends on applied bias, as the upper temperature limidéomtionic field emission uses
the diffusion potential’; (= ¢,—&—V), which is bias dependent. Therefore the tunnelling
will become less significant as the applied voltage increase

cosh®(qEo/kT)/ sinh®(qFoo/kT) < 2Vy/3E. (2.26)

Using these more exact expressions for the temperaturés lfon the donor density of
N; = 5 x 1072 m=3 the TFE occurs between 3.3 K ardb0 K at zero applied bias,
which is still below the temperature regions investigatethis thesis.
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Reverse Bias Tunnelling Characteristics

Thermionic emission theory is used successfully to fit fadMaias 1/V curves; however
it often underestimates the reverse bias. For an ideal SBcthrent should saturate at
a very low current and for a microelectronics system thisiaggion is fine. However
in nanosystems, nanoamps are flowing in the forward biass i§ligomparable to that of
the reverse bias or leakage currents in a SB meaning theseeldeas can be much more
important. If the SBH is dependent on voltage, the reversg ti@racteristics will not
show saturation. The simplest explanation for the unstadraharacteristics is barrier
lowering by the image force. Using equation (2.14) we cartlse@anage lowering\¢y; is
proportional to the applied bids!/*, this is often enough to fit the I/V curve in the reverse
bias.

If the image force lowering is not enough to explain the deerafrom saturation,
tunnelling is often the cause of the ‘soft’ reverse chamsties. Tunnelling becomes
more significant at lower doping levels in reverse bias tlwawérd, with both thermionic
field and field emission becoming important as shown in figure & can be calculated
that departures from thermionic emission begin to occumabd concentrations of(*

m~—3 for silicon.2”

/— Thermionic-field emission
/—Field emission

Figure 2.7: Field and thermionic field emission under rexdnias. Image from Rhoder-
ick.?’

Padovani and Stratton have also derived the current/\®ttgtionship for thermionic
field emission for reverse bi&8.For reverse bias voltage¥,{) greater than 3kT/q the
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current becomes

_ 9 1
I—SJsexp{V,, (kT Eo)}’ (2.27)

whereJ, is a slowly varying function with reverse bias:

 A®T(nqE)'? qb. 2 be
o= A gy )} oo (-5). @29

This expression coincides with that for forward bias tuhnglat small values oV,
and doping density such thafl" > ¢FE,,, the condition for thermionic field emission.
This means the forward and reverse biases agree at the agdlre characteristic should

be continuous.

At higher doping concentrations, field emission can occuritodhe reverse bias it
does not require the semiconductor to be degenerate asettteoels are tunnelling from
the metal which is always degenerate. For field emission ¢oiroat room temperature,
donor concentrations in excess ok 10%* m~2 are required’ As for forward bias the
expression for field emission has many terms and as it is remt wsthin this work the
reader is referred to Padovani and Stratton’s widrk.

2.3.5 Recombination Effects

Recombination currents can cause apparent deviationgom unity as they cause depar-
ture from thermionic emission. Two kinds of recombinati@moccur, one in the deple-
tion region (space-charge region) and the other in the alengigion of the semiconductor.
Computer curve fitting programs have been developed to obtane accurate estimates
of the SBH using recombination theory by McLe#rRecombination in the space charge
region generally takes place via localised states withenehergy gap. These localised
states could be caused by defects at the interface, henoceddeto have a well ordered
structure. This effect becomes more important with high Bwa temperatures and low

forward bias.

If the SBH on an n-type semiconductor is greater than half@bidnd gap, the region
of the semiconductor adjacent to the metal becomes p-typ&icing a high density of
holes. These holes can diffuse into the neutral region ufwtesard bias, giving rise to

hole injection.
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2.4 Deviation from a Single Schottky Barrier

So far we have assumed that the Schottky barrier is homogsreeal has a continuous
height over the whole contact. This is hard to fabricate amnally not achieved as
defects and changes in structure lead to an inhomogeneousVBRBH is averaged over.
Also we have assumed that the Schottky barrier is the onlypoornt in a circuit where
the voltage can be dropped. This is rarely the case as the@eduictor itself has a
resistance which is in series with the barrier. Leakageetusrand edge effects may act
as parallel resistors. Finally, to measure an I/V curvedhmust be two contacts to the
semiconductor in which case there may be two Schottky braroe at least a contact
resistance. A schematic of a possible circuit of componehisre the voltage could be

dropped is shown in figure 2.8.
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Figure 2.8: Schematic of a possible back-to-back Schottksidr circuit showing compo-
nents where voltage drops can occyrSchottky barrierR,....s series resistance,;R..:
parallel shunt resistance.

In the back-to-back circuit shown in figure 2.8 the forwarddgid SB current is mod-
elled using thermionic emission, equation (2.18), with #uglition of the shunt resis-
tance as shown in equation (2.31). The reverse biased SBhessaturation current from
thermionic emission, again equation (2.18), and simildré/addition of a different shunt
resistance. Also the reverse bias SB includes the revenselting from equation (2.27).
The series resistance is applied over both SBs as indicateduation (2.30).
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2.4.1 Inhomogeneous Schottky Barriers

An inhomogeneous barrier is one where the SBH varies oveeealadistance less than
the width of the depletion region. This gives areas withattght SBH which can be seen
as parallel conduction paths. To model such a situationafa ¢urrent is the linear sum
of contributions from every area. Taking equation (2.4suasing the overall transport
mechanism is thermionic and the ideality factor is unity,caa write:

V i
I = A*T? {exp (Z:_T) — 1] Z:Si exp (— i?), (2.29)

whereS; and¢; are the area and SBH of th& patch3® This simple extension to cover

inhomogeneous barriers can be applied to any of the othesgoat mechanisms. The
main concern with the parallel conduction model approacimhomogeneous SB is the
assumption that the patches are independent from eacheddutrically. Tung provides
an approach to include the interaction between neighbgus@ttions of the same inter-

face 35,42,43

2.4.2 Series Resistance

In equation (2.18) it has been assumed that the entiretyeddjtplied bias has fallen across
the metal-semiconductor (MS) interface. The reality isd¢ta@e voltage drops across many
other components; the ohmic contact, the bulk silicon aedittuit cabling. If we assume
the resistance is not bias dependent we can subtract an elnogof / R,.,;.s from the
voltage giving

Iy = SA™T? exp (—m) exp ( V- IRS@TiES))

kT nkT

x [1 —exp (—Q(V _klf“”‘“)ﬂ . (2.30)

2.4.3 Shunt Resistance

The shunt resistance is the effect of a parallel conductath,for example, a leakage
current around the Schottky barrier. This can be added asandecomponent to the
measured current alongside the diode currént= 1, + I, wherel, is the current from
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equation (2.30) and

V — IRgeri
I — series 231
P Rshunt ’ ( )

whereR ..+ 1S the shunt resistance which is assumed not to be a fundtioias

2.4.4 Double Barrier

When making connections to a semiconductor to measure arutié ctwo metal semi-
conductor interfaces have to be formed. This could lead 3B being formed as in
the circuit schematic in figure 2.8. As one interface is irite semiconductor and one
out we have a back-to-back SB situation. While one SB is faivimased the second is
reverse biased so both barriers are interlinked, possglgihg to one barrier dominating
over the other. If we were to assume both barriers were idebf@low thermionic emis-
sion the reverse bias for each barrier would only allow thara#ion current/y, equation
(2.4) to flow. The Metal-Semiconductor-Metal (MSM) struetican be modelled using
thermionic emission with barrier lowering as shown by Szdn@m and Loya on PtSi-Si-
PtSi contactd? As we have already seen, thermionic emission underestitiaeaeverse
bias which becomes more important in lower dimensionalesgst One solution to this
is to combine the forward bias described by thermionic eionss equation (2.18) and
the reverse bias described by tunnelling in equation (2.2fig¢se have been successfully
combined by Zhangt al to model I/V taken from semiconductor ZnO, CdS and3i
nanowires contacted with a two metal tifps'®

2.4.5 Vacuum Tunnel Barriers

We have seen that electrons can tunnel through the SB. Howlagemight not be the
only barrier they need to tunnel through. If there is an faigal insulating layer present
between the metal and the semiconductor, the only way ar@hecan progress is to
tunnel through it. This technology is used in microwave tlrdiodes and may have im-
portant technological benefits in an alternative avenuenastigation for spintronicd

With the MS junctions studied in this thesis, it is more likdiat the sample becomes oxi

dised so the contact to the metal of the MS junction is an oideel barrier. This can be
taken further and a vacuum tunnel barrier added during Segfiinnelling Spectroscopy
(STS) measurements. Wiesendanger provides a detailed@wef tunnelling and its use
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and treatment in Scanning Probe Microscopy (SPMjhe original work by Simmons on
tunnelling through a thin insulator between similar andsiislar electrodes is of most
interest heré®4°® Simmons presents a generalised expression for tunnehimgyigh an
insulating film between two metal contacts:

Sq qV _47Twi 1/2 _ﬂ 1/2}
1= o Lo = Sy exp 25 om0 - B

q;/)m] } . (2.32)

wherew; is the thickness of the insulating layex, is the height of the rectangular tunnel

—(2m)"*(q¢, +

barrier, which will be material specifi§ is the tunnelling cross section, m is the mass
of the electron, h is Planck’s constant and V is the applidthge. The net current arises
from the difference in the current flowing from each metalemah applied bias. The first
term is the current flowing from the left to the right metalatiede whereas the second
term is from right to left giving a net difference. When the kgxb voltage is zero the
terms are identical, cancelling each other out so there reehourrent.

This expression for tunnelling, although across a barigedifferent to the SB tun-
nelling because this is between two metals, not a metal amdng&cenductor of the SB.
This expression could be used to describe a vacuum tunnddegagen a scanning tun-
nelling microscope (STM) tip and the metal thin film. It hagbeised in this work to fit
an I/V curve taken from an ErShanowire which was transferred in atmosphere, therefore
coating the nanowire in an insulating oxide layer.

2.5 Schottky Barriers of Nanostructures

Downscaling the dimensions of a Schottky barrier has aciedie the electrical properties
which the theory discussed so far cannot describe as it &sam infinitely extending
interface. Smitet al have measured nanoscale GoSlands on Si(111) using an STM
tip and report an increase in conductance with a decreastaindi size’® They propose

a model which predicts a narrower barrier for nanoscaleatiaghich has a increase in
tunnelling due to the narrowintf. This effect starts affecting the depletion region width
when the diameter of the island becomes less than the déestia@depletion region extends
into the semiconductor. A similar effect has been reportedad nanoclusters with a
measured increase in SBH with an increase in cluster®8ize.
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One dimensional structures have shown improved curremspiat characteristics be-
cause of the reduced phase space for scattering eventsjmgdie probability of back-
scattering. Although this increased conduction is exoefer efficient current transport,
the process is dominated by the contact which has diffeneiguties at the nanoscale.
Tunnelling has been shown to be more important on 1D semuodstructures which
have been connected with a 3D metal contddrSi, nanowires on Si(001) have shown
an increase in current density with a decrease in the naaovidith but no change is noted
with a change in length! The increase in current density is attributed to an incréase
tunnelling probability with decreasing nanowire width.

The growth of nanostructures leaves much of the substrafeceuuncovered, this al-
lows different conduction paths between two islands; pedprilar to the surface into the
semiconductor bulk or parallel along the surface. Erbidmide islands on Si(111) have
been investigated by Dupont-Ferrier showing the trandpeteen two similar islands is
mainly parallel to th& x 7 surface and is the more active channel. This can be switched t
transport through the semiconductor by oxygen absorptassigating the surface recon-
struction>°¢ Similar effects of barrier lowering and parallel surfacansport are found
on ErSj islands on Si(0015/

2.6 Engineering the Barrier

The I/V curve measured from a Schottky diode can be affectesberal of the processes
already discussed, hence the importance of careful asal@swvald shows that a MS con-
tact which was believed to be an Ohmic contact could be a low3Bie majority of these
processes arise because of the interface structure, dheteée SBH has a critical depen-
dence on the local structure; this is most prominent withrdioimogeneous barrié¥:5°
The amount of silicon in a silicide has been shown througbutations to affect the SBH,
an increase in the ratio of Si in the silicide causes a deerieate SBH®! It has also been
shown that different clean silicon surfaces produce dffieiISBH with the same metal.
Iridium silicides have shown a difference in SBH with diffatgohases of the silicid®.
The importance of the interface structure has been showrubyg With the NiSj system
which shows a 0.14 eV difference in the SBH between two integ’

The interface is essential to the understanding of the SBHcandead to incorrect

analysis if defects and inhomogeneities are not consideBeatkovsky and Osipov pro-
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Figure 2.9: Bratkovsky's-doped barrier. Energy diagrams of ferromagnet semiconduc
tor heterostructure with a-doped layer (F is the Fermi level\ the height and the
thickness of an interface potential barriéyy the height of the thermionic barrier in the
n-semiconductor). The standard Schottky barrier (curyéZ1)z) the bottom of the con-
duction band in the n-semiconductor in equilibrium (curyeuhder small (curve 3) and
large (curve 4) bias voltage. The spin-polarized densitstates in Ni is shown at < 0.
Image and caption from Bratkovsky.

posed engineering the barrier to provide the propertiegired| for spin injection by se-
lecting an advantageous interface structtfr€.Spintronics has a need to pass a current
from a metal into a semiconductor this is the reverse biasasa® to do this, the barrier
needs to allow electrons to tunnel into the semiconductarsiiown in figure 2.9, when
using ad-doped interface the barrier can be tuned to the requirethwising additional
doping at the interface, narrowing the tunnel barrier whicieases its transparency.

2.7 Simulating Schottky Barrier I/V Curves

A MATLAB simulation script was written to observe how the i\asle parameters affect
the overall I/V curve for a back-to-back SB. This enables use® how the I/V curve is
altered by the parameters of the two SBs and reveals a liontatith the theory in the

low voltage/SBH region.
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2.7.1 MATLAB Simulation Script

Based on the ideas used by Zhdfthe program uses a modified Newton Raphson method
to find values for the voltage dropped across each componehgicircuit in figure 2.8.

In an iterative loop, the program first corrects the SBH forithage force lowering using
equation (2.14), then uses Kirchoff's laws, equations3pand (2.34) to combine the
voltage and current for each component:

‘/applied = ‘/1 + ‘/2 + V:seriesa (233)
[total = Il = IZ = [seriesa (234)

whereV/ is the voltage dropped across andhe current through, the first SBy;) and
corresponding shunt resistande,{....1). V> is the voltage dropped over agthe current
through the second SB{,) and corresponding shunt resistanég;(...;2). Finally V...,
is the voltage dropped ovét,., ;.. and/,....s is the current througli...;c.

I, and/, are the currents though,; and its paired shunt resist®;...;; and¢,, and
its paired shunt resistaR,,...o respectively. Depending on the applied bias (forward or
reverse) these currents have to swap over to describe therbabehaviour. With the
circuit in a configuration such that,, is forward biased and,; is reverse biased the

current is:
Vi
L =1 orward 1 >
! Y Rshuntl
v
Iy = Iyreverse + 2 ) (235)
RshuntQ

where I, soruwara 1S the forward bias current which comes from the thermiomssion
equation (2.18) with the voltage taken &s The reverse bias currenty,. e, IS taken
from the reverse tunnelling equation (2.27) withas the input voltage. Howevds,..,c;-se
is not zero at zero applied voltage due to the equilibriunbakidlity tunnelling current of:
SA*T(nqEq) /2 . 1/2 .
I (kq 00) {_qg i coshz(Zzoo/kT)} exp (—Z—O) . (2.36)
This would normally be cancelled out by a similar currentrthe forward tunnelling

current expression but as we are not using this we have teestilitfrom equation (2.27).

Utilising V' = I R and equation (2.34), as the current through each sectidre @frtcuit
is equal, we get the identity,

‘/series = IseriesRseries - Il R.series = ]2Rseries (237)
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Substituting these into the equation (2.33) we can writerdttvwo simultaneous equations
which can be solved using a Newton-Raphson method to get a f@i; andVs:

0 :‘/1 + ‘/2 + ]lee’ries - ‘/applieda
0 :‘/1 + ‘/2 + ]2Rse7‘ies - V;lpplied~ (238)

Once a value fo¥; andV; has been found, the total current can be calculated from,

‘/(-zpplied - ‘/1 - ‘/2

Liotar = R (239)
series
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Figure 2.10: Graph of the voltage drops for individual SBd#is in a back-to-back circuit
and the final simulated I/V curve.

Using this MATLAB simulation script the voltage across eaabde can be simulated
and the corresponding I/V curve calculated. The simulatédcurve for back-to-back
SBs with values for the first barrier gf; = 0.8 eV, Ry punii = 20 k), areaS =5 x 1078
m? and the second barrier 6f; = 0.7 €V, Rypuni = S KQ, areaS = 1 x 10~ m?, with
a series resistanck,. ... = 1 k{2 and a temperature of 298 K is shown in figure 2.10.
Alongside the I/V curve, the voltage drop owg); and the parallel shunt resist&,;,, .1
is shown as it moves from forward bias ¥’) to reverse bias{V’) and for ¢, and the
parallel shunt resistaR,y,...> moving from reverse biasH{}") to forward bias £ V).
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2.7.2 Parameter Trends

Using the MATLAB simulation script described above setsufves have been produced
giving an idea of how one parameter could alter the curve.stéing base set of values
for the simulation are]” = 298 K, doping concentratiofV; = 5x 102! m=3, R, i.s = 500

Q2 and for both barriersp, = 0.8 eV, Ryt = 20 k2, AreaS = 107 m? and ideality
factorn = 1.
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Figure 2.11: Graph of Schottky Barrier Heiglat,; variations and the effect on the I/V
curve.

Figure 2.11 shows that changing the SBH effects the posifittecknee of the forward
bias curve, moving it higher in voltage with a higher SBH. Tiasdue to the turn on
voltage, the point where the majority of electrons can owere the barrier by thermionic
emission. This has little effect in reverse bias until yoacate low barrier heights where
more current flows at high applied bias. This is the effectiofielling through the barrier
combined with the image force lowering in the reverse biasistg the barrier to be
narrower at lower energies. Figure 2.12a shows the areaequitittion variation on the
I/V curve. This has a very similar effect on the curve as the S8the area is a scaling
term and the exponential term containing the SBH is also atanhscaling term. As these
two variables have a similar effect on the I/V curve it is diffit to separate the two from
each other in fitting.
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Figure 2.12: Graphs varying the area of the contact, idetdittor and shunt resistance
for the first SB in the circuit.
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The ideality factor variation is shown in figure 2.12b andaeaf§ the curve by moving
the knee to a higher voltage but also altering the gradierth@fcurve as the value of
n increases. This is because the exponential term involring dependent on applied
voltage altering the gradient at high valesrof Although the shunt resistance is linked
with one barrier it has a significant effect on both biasesaasle seen in figure 2.12c.
With very high shunt resistance the reverse bias charatiteis almost purely thermionic,

as the large resistance dominates the voltage drop.

The effects of series resistance, temperature and dopimggatration affect the whole
circuit and therefore the whole I/V curve as can be seen imdigul3. Figure 2.13a shows
the series resistance variation, which softens the knekeasurve starts to look ohmic
with high resistance values. This is because as the segssace increases the voltage
dropped across the series resistor increases so the difeet$B becomes negligible. The
temperature variation curve, shown in figure 2.13b, showsdthanging the temperature
affects the curve in a similar way to area but on both endseofthcurve. This is because
the energy of the electrons has been increased so they cenomesthe barrier at lower
applied bias; this affects both barriers in the circuit, deethe effect on both ends. This
provides an opportunity to extract a more reliable area oreasent from the data by
varying the temperature. The doping concentration hasyasreall effect until the image
force lowering and tunnelling become more significant, auad 16* m=3. Above this
doping concentration the I/V curve shows a steady changeadignt with applied bias
as shown in figure 2.13c, as the extra doping causes the barbe more transparent to
tunnelling.

2.7.3 Low Voltage and Low Schottky Barrier Height

Figure 2.14 shows the simulated curves for the voltage drd@eross two back-to-back
SBs. The simulation useg,;=0.2 eV and,,=0.8 eV and all the other parameters are
equal to the base parameters used in the previous trend@gonu It was observed that
the voltage dropped across the low SBH in the reverse biasegadive. This result would
be unphysical as this SB would not provide a voltage.

As the negative voltage drop is in the reverse bias, equdficdtY) for reverse bias
tunnelling was considered. More specifically, the funcfion./,, equation (2.28), which
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Figure 2.14: Graph of the voltage dropped across a low SBHlandesulting 1/V curve.
Note the negative voltage drop over the reverse biaggeD.2 eV SB.

contains the expression for the electron kinetic energy:

9. 12
cosh? (qEo/kT) } ’ (2.40)

E'? = {q(Vr — &)+

whereq(V, — &) is the ballistic electron expression. When the voltage is than the

first bracketg(V, — &), is negative. If the SBH is small, of the same ordet athen the
second term is too small to make the square root positivétiggin the negative voltage
drop. £ has a value 0f-0.2 eV under the temperature and doping conditions used here
hence the problem arises with a simulationyg£0.2 eV.

This problem therefore only occurs at low voltages and lowieaheights. In this
case, the voltage can be set to zero when it is equal to orhesst This has been
incorporated in the next generation of fitting programs tgyed in FORTRAN in Section
4.3.2.

The ballistic electron expressioqV, — &), is the energy an electron has in the con-
duction band after being excited into the conduction baaohfthe Fermi level (see figure
2.7). If the voltage is less thanthen the electron does not have enough energy to reach
the conduction band, so according to this expression woelliéth in the band gap. This
would not be a physical situation, as if the electron doeshaot enough energy to get
into the conduction band it should not be able to tunnel.



Chapter 3

Experimental Techniques

This chapter introduces the techniques used to prepareratysa the samples studied in
this thesis. Several different vacuum systems have beeh is#uding a Balzers molec-
ular beam epitaxy growth chamber for fast material depmsitand an Omicron scanning
tunnelling microscope with growth chamber. These systeave fbeen used to prepare
samples and verify the surface reconstructions with tegles such as scanning tunnelling
microscopy and low energy electron diffraction. The eleatrinterface properties have
been studied using probes both in and out of vacuum by malongact with the sur-
face and measuring a current-voltage curve, from which gte8ky barrier height can
be extracted. The Omicron Nanoprobe system available atd #eough the Leeds EP-
SRC Nanoscience and Nanotechnology Facility (LENNF) has ltiee main system for

in-vacuum contact electrical measurements.

3.1 Surface Characterisation

The reconstruction of the surface is very important to thiskias it gives an indication
of the surface homogeneity and provides a check againsbpiestructural determination
work, providing confidence in the sample structure. Sewdrdide rare earth silicides have
been studied previously in the York group and the silicidaddtire has been determined
using Medium Energy lon Scattering (MEI$)®3so the growth of these structures is well
characterised. The following techniques have been usdtkttkdhe sample surface recon-
struction during sample preparation: Low Energy Electroffréction (LEED), Reflec-
tion High Energy Electron Diffraction (RHEED), and Scannifignnelling Microscopy
(STM). An introduction to surface physics and relevant teghes is given by Prutton and
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Woodruff respectively*%° Scanning Electron Microscopy (SEM) has also been utilised t
study the surface island coverage and topography.

3.1.1 Electron Diffraction

Low Energy Electron Diffraction

To study the surface structure and reconstruction, thentqak of LEED has been utilised.
Electrons with energies between 10 and 200 eV are used addhayt penetrate far into
the surface, making this a very surface sensitive techrfitjtRrDavisson and Germer first
demonstrated the wave nature of the electron in 1927 usimgth®rgy electrons scattered
from a single crystal of nickef® this was then developed into this powerful analytical tool.
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Figure 3.1: a) Schematic of an Omicron Spectra LEED systéfaxample LEED pattern
of the silicon (111) surface x 7 reconstruction.

An electron gun focuses low energy electrons onto the sasupface where the beam
is diffracted by the surface crystal structure. The inctdegam is focused to a spot on
the sample with a diameter between 0.1 mm and 1 mm, with a memiourrent of about
2 1A and an energy between 10 and 200 eV. A series of grids withmaraan centre on
the sample allows a small window of electron energies thnpbyg being biased close to
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the primary beam energy. The outer grids (1 and 4) are graliwith the retarding grids
(2 and 3) biased-20 V less than the incident electron beam energy. The gritiswu
the majority of inelastically scattered electrons leaving elastically scattered electrons
to pass through onto a fluorescent screen, which is biasesl l¥,«where the diffraction
pattern is seen. Figure 3.1 gives a schematic cut throughBE® system and an example
pattern from the& x 7 reconstructed Si(111) surface.

The pattern maxima show the surface reciprocal latticecédmowledge of the sur-
face mesh can be gained. The LEED patterfi of 7 reconstructed Si(111) in figure 3.1
indicates that the surface lattice is seven times bigger tth@ underlying bulk silicon lat-
tice because of the six extra spots between the more inteimsarg spots. If the spots are
sharp we can be confident the majority of the surface is welkimd whereas double or
stretched spots indicate a heavily stepped surface.

Quantitative structural information can be gained from DB measuring the inten-
sity of the diffracted spots as a function of incident bearargn This is very powerful,
not only to gain surface structure, but also to indicatelsuhitb-surface differences a few
monolayers deep. This can identify between two differergrdations of a silicide on
Si(111) by the rotational symmetry in the intensity of thiéfrection spots. This technique
is very time consuming and some prior knowledge of the stinedt required for complex
surface fitting to the LEED-I/V curves.

Reflection High Energy Electron Diffraction

RHEED is a technique akin to LEED but using a grazing angle@tience and higher en-
ergy electrons~6 kV). These scatter off the crystalline surface creatingfeadtion pat-
tern indicating the surface structure. Higher energy edestcan be used in this technique
because of the grazing angle which keeps the techniquecswstmsitive. The advantage
of this geometry is you can use RHEED while growing a thin filnvjrgg information
about the quality of growth and an indication of when a moyetas complete. The
grazing angle also means that by rotating the sample, diftarystal orientations can be

accessed*%°
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3.1.2 Scanning Tunnelling Microscopy

Binnig and Rohrer invented the STM in 1982 from experimentsasuum tunnelling”’
Using their STM they were the first to image tliex 7 reconstruction of the Si(111)
surface®® This great leap forward in surface imaging at the atomiceseained Binnig
and Rohrer the 1986 Nobel Prize in Physics. The techniqueviswidely used within
the surface science community and indeed beyond surfaeecs;ibeing one of the few
techniques which can image individual atoms on a surface.

The technique uses an atomically sharp tungsten tip whiotoiged close to the sur-
face using piezoelectric crystals. The conducting tip ia potential of~2 V relative to
the sample therefore a tunnelling currentd® nA can flow. In constant current mode this
tunnelling current is kept constant by a feedback loop whitérs the sample-tip distance
via the piezoelectric crystals. Rastering the tip over thiéase builds up contours of con-
stant charge density across the surface, giving an indicafiatomic positions and surface
structure. The contrast in this image is produced from tlzaghk in voltage applied to the
piezoelectric crystals in keeping the tip current the same.

The physics department at York has an Omicron room temper&UM which is
used to analyse surface structures alongside MEIS and LEE®STM is controlled by
the Omicron SCALA software which is also capable of image ysial Spectroscopy
measurements, current-voltage (I/V) curves or, with theitaah of a lock-in amplifier,
dl/dV curves, can be taken during scanning on a grid patteat a single point. During
a spectroscopy curve measurement the feedback loop domgrtiie height of the tip is
turned off allowing a voltage sweep to take place. This nepthe system to be very stable
so the tip does not drift into, away from, or laterally to tlzergle surface. Although itis
possible to take spectroscopy data during scanning in yisiem, it suffers from having
in-vacuum amplifiers which are limited to 50 nA. This prowda problem with trying
to take I/V curves in contact mode as this saturates the ¢otwa amplifier at very low
voltages. Measurement of I/V curves over a meaningful gelteange can only be done
in tunnelling, with the extra vacuum tunnel gap added ongolf¥f curve, giving an extra
level of complication to the SBH extraction.
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3.1.3 Scanning Electron Microscope

SEM uses high energy electrons 0.5-30 keV) as a probe of the sample to produce sur-
face topography on the scale of tens of nanometres, cheamed}sis can also be gained
from emitted x-rays. Initially electrons are produced bgrthionic or field emission and
accelerated towards the sample, passing through sevegalati@lenses to focus and ma-
nipulate the beam. This control allows the focused beamt@3nm diameter spot) to
be raster-scanned over the surface allowing an image todskiped. When the beam of
electrons hits the surface, secondary electrons are ldzbfeom the top few nanometres.
These inelastically scattered electrons are detected) @sirEverhart-Thornley detector
with an energy cut-off accepting only secondary electrarsegally with energies of 50
eV. This energy cut-off removes other signals such as etditiscattered (backscattered
electrons) or x-rays, all signals that can be utilised ireothays®® The signal detected
from the secondary electrons depends upon both the sultaateomic characteristics and
the sample-beam interaction angle. This technique wagatig developed by Knoll in
1935 and now routinely reaches nanometre resolution at ifi@aions of1 x 10° times
with field emission electron sources.

The York JEOL Nanocentre has an FEI Sirion SEM which has beenaitest samples
for feasibility before taking similar samples to LENNF. Toemmercial FEI instrument
does not use a vacuum sample chamber which is compatible toHV growth chambers
so any samples are transferred in air to the instrument.steeing samples in air and the
fact the chamber is not UHV can lead to carbon contaminatioitevecanning the surface
with the electron beam.

3.2 Sample Growth

The samples studied in this thesis have been grown on differgstal planes and with
different deposition metals. To be able to reproduce an stintentical sample for re-
peat measurements, careful controls are followed durieggration and growth to ensure
the best probability of producing the same surface andfadereach time. Careful con-
trol of cleaning procedures, temperatures, depositiasrannealing times and vacuum
conditions all play a part in engineering reproducible skasip
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3.2.1 Ultra-High Vacuum

The rate at which a surface becomes coated with adsorbed atepmends on the pressure
of the residual gas in the chamber. In atmosphere the surfaakl be fully coated (one
monolayer,~ 2 x 10" atoms cm?) in roughly 10~° seconds whereas in Ultra High
Vacuum (UHV) ¢ 1071 mbar) it takes several hours, for this reason all the samples
studied in this thesis are grown in UHYThis means once the majority of adsorbed atoms
have been removed from the substrate in vacuum the surfage dean long enough to
achieve a pure epitaxial growth with the least amount of @mmtation on the surface, at
the interface, or in the metal film.

3.2.2 Substrate and Sample Heating

As samples are generally loaded into the UHV system from spimere via an entry lock
it is expected that the substrate surface is contaminatéd lwidrocarbons and silicon
oxide. The substrate is initially outgassed overnight atraperature of~600 °C. The
next process is to produce a clean well ordered surface sagcation, this is done by flash
cleaning where the silicon is raised to a temperature B200°C for 30 s. The surface
reconstruction and cleanliness can be checked using LEAZaM.

Direct Current Heating and E-beam Heating

We can use two types of heating plates as shown in figure 3¢, @@e designed for
a different heating method either direct current or e-be@nmect current (DC) heating

uses the resistive properties of silicon. A current of aldduA is passed through silicon
using a current limited power supply (Delta power supply SO2J or equivalent). E-

beam heating bombards the back of the sample with electhemmally emitted from a

hot tungsten or thoriated tungsten filament floated at 1k¥,tae emission current from
the filament to the sample is controlled by a current limited/@r supply. Temperatures
of ~1200°C can be reached by both methods. DC heating is the prefesggth method

as only the silicon is heated not the whole sample plate stt ptoduces a more uniform
temperature across the sample compared to e-beam heating.
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Figure 3.2: a) Direct current heating sample plate, b) Bybkeating sample plate.

Substrate Sample Plates

All the samples are mounted on Omicron molybdenum room teatyie sample plates
allowing possible transfer between UHV systems. The silisobstrates are cut to size
using a diamond scribe, for DC heating samples-at® mm by~4 mm whereas the
e-beam samples arel0 mm square. The orientation of the silicon wafer is keptstmae
for repeat samples by always keeping the wafer flat at theridpraarking the left side as
you look at the polished face. This marked left side is modiméo the sample plate to
the left side when the plate’s tag is uppermost. This is afdor using LEED to identify
a difference in the interface orientation between sampl@ti®i,. Keeping the substrate
alignment the same is also very important for the work onnati’ Si(001) as the step
direction dictates the growth direction of the nanowirefe Tirection of the nanowires
must be known so the width of the nanowire is cross sectiooettdnsmission electron
microscopy. All substrates are kept as clean as possihpedwith iso-propanol and only
ceramic tools e.g. tweezers are used to avoid nickel conttian from stainless steel.

Pyrometer

To measure the temperature of the silicon an Impac infrayeshpeter, model IS 50 Si-LO
plus, has been used. This instrument is designed spegiffoallise on silicon. The focal
length is adjustable, allowing the temperature to be measiuiom the small sample area
through a window in the UHV chamber. The emissivity is set o for silicon and the
temperature range accessible is 4000 1300°C.
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3.2.3 Film Thickness Monitoring

Once a clean substrate surface has been achieved, thin filmstals can be deposited
using molecular beam epitaxy. The careful control of puréahetoms being laid down

layer by layer allows the engineering of new interfaces améases. To control the film

growth the metal sources are calibrated using a quartzatnystrobalance (QCM) which

is positioned in the same place or as close to the sampleratéas possible. The QCM
measures the rate of frequency change as the source depagtsal on to the crystal, as a
change in mass of the crystal causes a change in the oscilfa¢iquency. By calculating

the mass of material required to form a unit cell of silicide 8i(111), the frequency

change required for a monolayer (ML) coverage can be cakuilaThis enables a ML

rate to be calculated from the rate of change of frequencthtomaterial being deposited,
assuming the rate is constant.

3.2.4 Types of Deposition Sources

A variety of deposition sources have been used to grow difitematerials in the various

vacuum systems.

Basic Metal Sublimation Source

Designed and built in the department, this is a very simplecs®where a piece of material
is held in a tantalum boat through which a high current is @astypically up to 25 A. The
source is water cooled by two hollow copper feedthroughschvhlso carry the current
and inside these are plastic water return tubes. These copleer shroud which is enough
to protect the surrounding chamber from heating up; theushatso helps to collimate the
material beam. Obviously this method only works for metafsolv sublime and have a
vapour pressure at temperatures lower than that of tantalimese types of sources have
been utilised for erbium and manganese. Typically a deposiate of 0.1 ML per minute
for a rare earth metal and a rate of 1 ML per minute for Mangamas been used. This
source can also take filaments of material, and has been ugettanium to cap samples
for Transmission Electron Microscope (TEM) preparationlbyemy Mitchell.
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E-beam Sources

Two types of e-beam source have been used, an Omicron EFMBMadtis Quad source.
These can accept crucibles or rods and have been used farmgbidckel primarily. These
sources work by bombarding the material, or crucible cotgithe material, with high
energy electrons which are thermally emitted from a hotitted filament and accelerated
with a voltage onto the material in the region of 1 kV. The Nil IBFM3 source was able
to achieve a deposition rate of uptd..5A/min.

Balzers Source

The Balzers source is a larger e-beam source, so can deliast adposition rate of
angstroms per second. Two large cooled crucibles holdteaajenaterial to be evapo-
rated; an electron beam accelerated by 6 kV from a tungseendiht is steered towards
the material. Careful control of the emission current eratile material to evaporate at a
steady rate.

Atomic Hydrogen Source

Designed and built for my undergraduate final year projéet,atomic hydrogen cracker
works by heating a tungsten capillary by e-beam heating 2000 °C, through which
molecular hydrogen is passed. The high temperature tumgst&bles the dissociation of
hydrogen molecules to form a collimated beam of atomic hgeino This source is used
to hydrogen-terminate samples, passivating the surface.

3.3 Vacuum Systems

3.3.1 The Molecular Beam Epitaxy System

The MBE system is able to deliver a fast deposition rate froenBhlzers source, which
was essential for the growth of NiSi The system is pumped by a Varian V-550 turbo-
molecular pump with a base pressurd of 10~? mbar. During deposition, liquid nitrogen
cryopumping is enabled which helps to maintain the pressuendl x 10~" mbar. The
system has a fast entry lock for easy transfer of samples &MEED system for surface
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Figure 3.3: Images of the MBE system. a) Image of the MBE chapt)e8chematic of
the MBE system from the side.
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characterisation. However, the only sample heating me#tbel to reach a high enough
temperature to flash clean silicon is e-beam. The systenmstiwis shown in figure 3.3.

The MBE system was used for the growth of NiSn Si(111). Deposition sources on
the MBE could deliver a fast deposition rate of the order of &% which was required
to form the different interface terminations of NiSin Si(111). The higher deposition
rate was required to reproduce the reaction dynamics eghbst Tung’! The deposition
rate was measured using a quartz crystal microbalance whiobunted next to the sam-
ple manipulator at the same distance from the source. Thelegrtate could easily be
adapted to hold a mask with holes of different diameter.

Masking the sample

To control the contact area of the Schottky barrier, a mashk varying hole sizes ranging
from 1 mm to 0.25 mm in diameter was developed as seen in figdreTBe mask had to
be set away from the sample to allow the silicon to outgas adetontaminate during
flashing which was done by e-beam heating the back of th@silic

Figure 3.4: a) Image of the mask attached to a sample plate 3rangles to show the
raised mask and clips to secure the silicon substrate, ldroba sample grown with the
mask now mounted on a blank sample plate for transport tod.eed

3.3.2 The York Omicron STM System

The York Omicron STM system shown in figure 3.5 provides a ¥iemible growth cham-
ber combined with several analysis options, providing agrfuvtool. The STM is bolted
to a preparation chamber which has a large variety of matsnaces allowing the growth
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Figure 3.5: a) Image of the STM system, b) Schematic of the $fiddnber, plan view.
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of a wide range of materials in a vacuumlofk 10~ mbar, which is maintained by two
Varian ion pumps and a Titanium Sublimation Pump (TSP). Theipulator allows both
direct heating and e-beam heating of the sample. The QCM isitedwn the manipula-
tor 55 mm from the sample position allowing calibration of gource at the exact sample
position before the sample is moved into position. The maaipr is also equipped to
provide coolingvia nitrogen gas cooled by liquid nitrogen. This can achievepematures
down to 100 K for the growth of manganese islands on a raré &rayer. To check all
the stages of growth, LEED is available for sample chareaton as well as the STM
itself. A fast entry lock enables the easy transfer of samated can be replaced to allow
the coupling of a vacuum suitcase for sample transport teratfistems, especially the
Omicron Nanoprobe in Leeds.

3.4 Interface Characterisation

3.4.1 Omicron Nanoprobe

LENNF provide access to an Omicron Nanopretseapplication for time. Substantial use
of this facility has been made to allow contact probe measargs in UHV on nanoisland
surface features. The Nanoprobe consists of a fast entkywbach will accept the cou-
pling of the vacuum suitcase and the analysis chamber asecaadn in figure 3.6. The
Nanoprobe is four STM tips, two of which are capable of imggithese are all controlled
by piezoelectric crystals for fine movement. The sampleestaperature can be varied
by liquid helium using a flow cryostat and a heater, allowingasurements to be taken at
several temperatures within the range of 25-450 K.

To guide the tips, the Nanoprobe is fitted with a Zeiss Gema6BEM column which
is in UHV so provides a much cleaner environment than the FEMSn York. The
Gemini column does not achieve the few nanometre resolggen in other instruments
because the working distance of the microscope is longer ioamal as it is hindered
by the space needed for the STM tips to fit under the SEM coluins means the
resolution is tens of nanometres and contrast can be losiodie presence of the STM
tips under the SEM column. The Gemini SEM column providestie® imaging which
allows the tips to be manoeuvred into place over a nano stieicéven with the SEM it
is still very challenging to position a tip let alone fourgipn a nano island. A normal
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automatic tunnelling approach is performed before manaatrol is taken for the final
approach to contact. This is possible because the ampldiersot in-vacuum so can be
easily bypassed. The I/V curves are taken using a Keithl®p 2burcemeter to provide
the voltage bias and a Keithley 6514 electrometer to meakereurrent. The Keithley
instruments are controlled by in-house software to acqieurves.

SEM __
column
Fast entry Chamber to
lock ~< “ ion pump
Nanoprobe
Port for - chamber
vacuum -
suitcase
(a)
Piezoelectric
S crtystla(ll
Sample stac
plate ">~
— STM tip

(b)

Figure 3.6: a) Nanoprobe vacuum chamber, b) Four piezo®exystal stacks holding
the STM tips above the sample.
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Vacuum suitcase

A vacuum suitcase is crucial to the transport of samples frvonk to Leeds in what is
believed the first vacuum sample transport between the tiversities. The vacuum suit-
case shown in figure 3.7 was bought off the shelf from Omicrith thie Leeds Nanoprobe
system. It consists of a small chamber containing a grab anrohais pumped by a 24
V battery operated ion pump, keeping the pressure in themegfi> x 10-% mbar. This
allows careful transport by car of one sample at a time in b4V from the York STM
instrument to the Leeds Nanoprobe.

Figure 3.7: Image of vacuum suitcase, 24 V battery not iredid

3.4.2 |I/V Measurements

The majority of I/V measurements for this project have beden in the Nanoprobe in
Leeds with some testing done in York with an on the bench seffap Nanoprobe uses
tungsten STM tips to make contact to structures on the sasysface. A measurement
can be taken between two tips or between one tip and the batkatoon the silicon
substrate. This back contact is either a silver dag cormetietween the silicon and the
sample plate or a tantalum clip on a DC heating plate.

The Nanoprobe uses a Keithley 2400 sourcemeter to proveledliage bias and a
Keithley 6514 electrometer to measure the current or twetelmeters if a 4 point mea-
surementis required. The in-house software controls tleepwarameters including volt-
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age range, point density and compliance. The sweep runs@rgnup to the maximum
positive voltage, down to negative voltage then returngto,zcompleting the loop. Most
I/V sweeps are taken from a maximum voltage range of 3 volts %00 data points per
guadrant, which takes approximately 20 sec. A 500 data ppieit quadrant scan over a
+1 V range has also been taken for some samples. The comp(iawasémum supplied
current) is set as low as possible according to each sampléoto the most precision for
the measurement. The error in the individual data pointsiémal, at 0.0005% error in
the current measurement and very smooth curves are prodfuegdod contact is made
to the surface. There is a systematic error in the data whedmnsat 0 V there is a small
amount of current recorded, this is corrected for by sulitrgchis current off the whole
data range.

In York a Keithley 2601A sourcemeter with the provided safte; TSP express, was
used to take I/V curves across the contacts on a DC plate imhilie STM vacuum system.
This was used to find the electrical properties of the backamefore transport of the
sample to LENNF. Here, the sweep went from negative to pesitoltage only using 200
data points to keep the data density the same as from the Ndreop

Two Point Probe Measurements

|

@) (b) ()

Figure 3.8: Two probe contact geometries for I/V collectiah Tip on surface feature
to back of substrate, b) Tip on surface feature to tip on@ilisubstrate, ¢) Two tips on
different surface features, only connected by the sulestrat

0

The majority of I/V data was taken from a two contact geomekigure 3.8 shows
the possible contact geometries of, one tip on a surfacareand the second contact the
sample plate, one tip on the surface feature and a second tigesilicon substrate within
a few microns of the feature and two tips on different surf@egures, only connected by
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the substrate. This could be, for example, two self ordeskeahils close to one another.

Four Point Probe Measurements

By placing two tips onto the same surface feature, as showgunefi3.9a, the resistance
can be found. However, the resistance in this geometry atdodes the contact resistance
of the tips, which will be different for each new contact mad&y using a four probe
geometry, as shown in figure 3.9b, and supplying the curcetttdg outside two tips and
measuring the voltage from the middle two, the 1/V can berakehout the problems of
contact resistance. It is assumed that any substrate ctvitbucontribution is negligible
due to the high resistivity of the silicon substrate and astgptial barrier formed between

the island and the substrate.

(@) (b)

Figure 3.9: Two and four probe contact geometry for meaguesistance a) Two probes
connected to the same surface feature, b) Four probe ggofoetfV measurement, cur-
rent supplied to outer two tips and voltage measured froncéimére tips.

Van der Pauw Measurements

In 1958 L. J. van der Pauw proposed a method to measure thigrebiséance of a thin film
of arbitrary shapé? This method allows the sheet resistance and resistivitetgained
from four contacts made onto the edge of an arbitrary shapeditm which contains no

holes.

Setting up the four contacts as shown in figure 3.10, twotaasies can be defined as:

Via Vis

—_— R = — 3.1
]23 ) 43,12 ]12 ) ( )

Riyp3 =

whereV;; is the potential difference between contactnd;. Likewise, I;; is the mag-
nitude of current driven from contactto j. The sheet resistande, can be calculated
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Figure 3.10: Van der Pauw contact measurements to acquoressistances.

iteratively by solving the following formula,

exp (——W24’23) + exp (——W%B’H) = 1. (3.2)

The resistivityp can then be calculated if the thicknessf the film is known using,

p = Rd. (3.3)
3.4.3 Transmission Electron Microscope
The structures presented in this thesis have been studiegl TIEM in collaboration with

Jeremy Mitchell. After | had grown and taken I/V data at LENNite samples were
passed to Jeremy, further repeat samples for TEM were groveollaboration. TEM

uses higher energy electrons (typicaty200 keV) than SEM to pass a parallel beam of

electrons directly through a thinned sample allowing dtfron patterns and columns of
atoms to be image® Using the York JEOL Nanocentre’s aberration-correctedsica
TEM, the interface structure has been imaged by Jeremy. réhisires a cross section
sample to be prepared which means the sample has to be gagstahinned to a few
tens of nanometres.



Chapter 4

Application of Analysis Methods to
Nickel Silicide-Silicon Interfaces

Once an I/V curve has been collected, the task of extrachiagSchottky barrier height
(SBH) can begin. As we have seen in chapter two there are mamstitvhich can alter
the 1/V curve from the rectifying behaviour of thermionic ission, including series re-
sistance, shunt resistance and tunnelling in the reveease his chapter sets out to show
some methods to analyse experimental I/V curves, startitigthe very simple assump-
tion that the only transport mechanism is thermionic, thevetbping the methods further
to include series and shunt resistance, extracting the SBiHsame plots designed to give
a large linear section from the plotted data. Finally we hased a fitting routine to fit a
more complex arrangement to include back to back SBs andugarasistances. These
different methods are applied to the test system of Na®i n-type Si(111) as a way of
comparing the methods and testing the fitting program to bd urslater studies.

4.1 The NiSp-Si Interface

As a material which has been studied extensively over thesyBiSi, is well documented

in the literature making it ideal for a test material. Withogiacontrol over epitaxial growth,
single crystal homogeneous NjSiSi interfaces can be grown providing reliable, repro-
ducible SBH measurements. The fluorite (@astructure of NiSj can be grown epitaxi-
ally on Si(111) producing an atomically abrupt interfacéuislis possible because of the
0.4% lattice mismatch between the silicon substrate andNiBe. The lattice constant
of Si is 5.429A and the NiSj is 5.406A producing the very low lattice mismatch and
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structurally ordered, defect free interfad€©ne of the most attractive reasons, beside the
low lattice mismatch, for us to use the NiSin-type Si(111) interface is a difference in
SBH of 0.14 eV between two interface orientations.

4.1.1 Background

The importance of the interface structure on the SBH was #alised with the NiSi
n-type Si(111) interface by Tung in 1984 The NiSi-Si(111) interface can form two
different interface structures which differ by a 2&®@tation producing the A or B-type
interface. Experiments showed the difference in SBH betwganA and type B interface
to be 0.14 eV as the measured SBH are 0.65 eV and 0.79 eV for AanpgeB type
respectively. It is also interesting to note that NiSn Si(100) has shown barriers 0.25
eV lower than the A type NiSiSi(111) interface’* This striking result of SBH for a very
simple 180 interface rotation lead to some heated debate. Liehr egakdrthat there is
no difference between SBH for A and B type showing repeatedsuareanents with both
interfaces yielding SBH of 0.78 e Liehr claimed that the difference seen by Tung was
due to defects or other disorders at the interfaces.

The difference has been experimentally confirmed by Tnand others,~"° but
some doubt about the perfection of the interfaces stilleardswas theoretical calcula-
tions which solved the debate, as they showed there wasegiaditfe in SBH between the
two interface terminations. This was done by using expentaily determined structures
in ab initio calculations to provide a difference in SBH betmehe B type and A type
NiSi, interfaces of 0.15-0.17 e¥?:81 These calculations do not provide accurate absolute
SBH probably due to the local density approximation assumetie calculations. The
calculations are however able to provide an accurate diffee between A and B type as
the same unit cell was used in both cases cancelling out atgragtic errors. The differ-
ence seen between the SBH of A or B type on Si(111) and the SBHS bNin Si(100)
has not been reproduced by these calculations because ofatt®irate absolute SBH.
Many groups have tried to find a solution to the absolute SBHrave put the difference
between experimental and theoretical values down to defexttpresent in the mod&t; 84
and the fact the structural lattice relaxation is a crucat jpf density functional theory
(DFT).20

NiSi, is a material of interest due to its close lattice match wititan providing
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well ordered interfaces. Recent work, see Woodftiffise it as a Schottky contact to Si
nanowires to determine the SBH of nanoscale contacts. AlS® Nvith the addition of
platinum and sulphur, is allowing the engineering of very BBH of the order of 0.1 eV
on n-type siliconf®

4.1.2 Interface Structure of NiSp-Si(111)

The atomic structure of high quality A-type and B-type NiSiSi interfaces have been
studied by several different experimental techniqUé$:°° The work by Vrijmoeth!’
using medium energy ion scattering (MEIS) was critical inwimg that the difference
in SBH between the two interface orientations was not due fiectiebut to the interface
geometry. An azimuthal rotation of 18&s the only difference between the two forms of
interface. A-type silicide has the same orientation as tigetlying Si substrate whereas
B-type is rotated 180about the Si(111) surface normal, see figure 4.1.

ENSSRARCIN
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Wfffffﬁ” ~
1\‘7 L‘w LLW k% SBELbT9eY

[111]
® Ni ‘
° Si [112] [170]

Figure 4.1: A-type and B-type NiSstructure showing the 180@otation at the interface.

This subtle interface difference would not be observablé BiTM, a technique such
as TEM would be required to image the interf&@ddowever LEED can provide some
clues as to the interface termination. The 1 LEED image shows a 3 fold rotation seen
in figure 4.4a which would alter with the 18inhterface rotation. This fingerprint could
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be taken using LEED-IV to give an idea about the interfaceieation and the amount
of A and B type mixing?® The difference in the geometry of the bonds at the NiSBi
interface leads to a difference in charge density distidoutvhich causes the difference in
SBH between the two interfaces.

4.1.3 Growth

Tung has published many papers and reviews on the subjedSof éowth 9%:°2 Tung
initially showed the difference in SBH between the two irdeds of NiSj after refining
the growth technique in the preceding ye&r&! The interface orientation is dependent on
the amount of nickel deposited onto the surface as sumndansiggure 4.2 taken from
Tung.”* Tung’s work is the accepted growth method with most groufisgchis work and
following a very similar process to achieve the interfagenieation required. Tung uses
a Ni deposition rate in the region of 0.7-1A%s with a subsequent annealing at 48Dto
500°C for ~1 minute to form the silicide with the termination dependenthe original

Ni thickness.
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Figure 4.2: The variation of NiSiorientation as a function of deposited nickel thickness.
Nickel depositions are maintained at 0.7-A/S with a subsequent annealing at 48Dto
500°C for ~1 minute. Image and caption taken from Tufig.

In our work to achieve different samples with different nfidéee terminations we al-
tered the thickness of nickel according to Tung’s methongﬂjOA for B-type and 18
A for A-type. Initially the growth of NiSj was done in the growth chamber of the STM
system but the deposition rate of the Ni source was low, at@ud26A/s. The interface
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produced was assumed to be B-type as this is the most faveurabthere was no indi-
cation of a change using the thicker A-type growth from th&eEDEobservations, so the
move to the MBE system was made to make use of the higher ratesitiep sources.
Although growth was at a higher chamber pressure and theui caly be cleaned using
e-beam, the growth rate could reach A/s. The use of the MBE system also allowed the
adaption of the plates to add the mask controlling the ar¢fasofontacts.

Silicon Substrate

Cleaning the n-type Si substrate surface was achieved byirftaiie silicon using DC
heating in the STM growth system and e-beam heating in the MBEes1. After out-
gassing the silicon overnight at 600 the temperature is cycled three times between 1200
°C for 30 s and 900C for a minute. Then to form the x 7 reconstruction a slow cool
down to 700°C of ~10°C every 15 s was performed. The quality of the reconstruction
is indicated by LEED in the STM system and RHEED in the MBE sysésnshown in
figure 4.3. The LEED and RHEED images were judged by the quaidiitige pattern, how
focused and sharp the diffraction spots are, that the catngaharp with minimal back-
ground from scattered electrons, if the primary spots areenmtense than the secondary
spots and that there is no streaking of the spots. The indic#tat a7 x 7 surface is
achieved is the presence of six extra spots between eachrgrgpot, showing the surface
reconstruction is seven times larger than the bulk siliadrsgate. Once a clean surface is
achieved the deposition is carried out as soon as possibbeltce contamination.

(@) 7 x 7using LEED at 70 eV (b) 7 x 7 using RHEED

Figure 4.3: LEED and RHEED images of the Si(1T1) 7 reconstruction, showing the
extra 6 diffraction spots between each brighter primaryt.spo
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B-Type Interface

To create a B-type interface termination, A®f nickel was deposited onto clean Si(111)
at a rate of 0.4/s. This was then annealed for 10 mins at 68Qproducing d x 1 LEED

or RHEED pattern as seen in figure 4.4 with no fractional spbteoved. The quality of
the surface reconstruction was judged by the quality of BED/RHEED image as it was
for the silicon substrate. The NiShas almost the same size lattice as the bulk silicon,
therefore the LEED/RHEED diffraction patterns should ortipw thel x 1 spots, any
extra spots mean that a different reconstruction is presém LEED image 4.4a shows
the 3-fold rotation in the primary spots as three of the primgpots are more intense
than the other three. This difference in intensity betwesmary spots changes with the
electron beam energy; this is what is used in LEED-IV to fipget the surface.

(a) LEED 60 eV (b) RHEED

Figure 4.4: LEED and RHEED x 1 NiSi, - Si(111).

A-Type Interface

To create an A-type interface terminationA®f Nickel was deposited onto clean Si(111)
at a rate of 0.58/s. As for B-type, this was also annealed for 10mins at 660also
producing al x 1 RHEED pattern. At the same beam energy the A-type 1 LEED
pattern should show the opposite three spots to the B-typeglbaore intense. The Si
substrate was loaded into the system in the same orienfatidroth samples to observe
this change. The comparison between the intensity of smatemnly tells us the interface
orientation but indicates the interface mixing. If all spogs are the same intensity at a
beam energy known previously to give a 3 fold pattern, batrface terminations can be
assumed to be present in equal amounts of area.
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Capping and Nickel

In an attempt to protect the NiSlayer from contamination which may affect the inter-
face structure and to make the film thick enough that the Nantoegotips did not puncture
through to the interface, some samples were further capjitad5@0 A of Ni. This was
deposited at a rate between &% and 14/s producing a polycrystalline covering layer.
Also samples of polycrystalline nickel were grown by depoai of 10A onto the clean
Si surface without any annealing. This Ni sample was growiintd the SBH of a poly-
crystalline interface enabling a comparison to the ordémestface types. It could also
indicate if the capping layer of polycrystalline Ni had affed the underlying contact.

These different samples based on Tung’s work on N¥re produced to test the
Nanoprobe’s I/V collection and analysis techniques. We almed to produce the SBH’s
Tung reported for A-type (0.65 eV) and B-type (0.79 e¥/§°

4.1.4 1/V Measurement

Five different samples were grown in the MBE system and takem t LENNF in at-
mosphere. These were, B-type capped and uncapped, A-typecapd uncapped and
Ni on Si(111) with no anneal. These were mounted on Omicrampgaplates with silver
dag. All the samples were grown with the mask giving knowntaoindiameters of 250
pm, 500m and 100Qum. These could clearly be seen in the SEM as shown for a 250
pm diameter dot in figure 4.5. This shows the masked growtheoNi$i, which confines

the area but does not produce a necessarily clean edge aarysae an extra ring on the
SEM image of this spot.

I/V data were taken from a selection of contacts using a tiemggp in contact with the
NiSi; dot. The geometry of the measurement is shown in the insegufefi4.6 showing
the second connection is to the back side of the silicon satiestThe 1/V curve for a 250
pm diameter B-type dot is shown in figure 4.6 and this data willibed in the following
discussion comparing analysis methods. The I/V curve shawasacteristic rectifying
behaviour of a single Schottky barrier but the reverse Hearly does not saturate.
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EHT = 3.00 kV  100um* WD = 13 m Uideh = 602.0 um z N)Omiﬂ‘on
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Figure 4.5: SEM image of 250m diameter B-type NiSi- Si(111) contact, taken in the
Nanoprobe.
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Figure 4.6: Raw I/V data taken from a 2n@n diameter B-type NiSidot. Inset measure-
ment geometry of tungsten tip contacting Ni&nd out the back of the silicon substrate.
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4.2 Graphical Fitting Methods

Graphical fitting methods involve finding ways to plot thealtt give access to a linear fit
which can provide the SBH. If the SB is well behaved and follpuse thermionic emis-
sion this is a straight forward task as a log-linear plot withvide a straight line. As more
deviations from thermionic emission are added to the thexmgess to the SBH becomes
more challenging as any linear region is reduced. Some sktpotting techniques are
described in the following sections taking into accounieseand shunt resistance.

4.2.1 Logarithmic I/V Plots

As thermionic emission is governed by an exponential terynfab the easiest route to
SBH extraction is to plot the data on a log-linear scale. Thiesdassume the data has
been taken from a pure thermionic emission SB diode whicarely the case.

Ln(l) against V

Taking the equation for thermionic emission including ttieality factor, equation (2.18),
and simplifying it for values of/ greater thar3k7'/q, it can be written as:

v
[ = SA*T? _ 4% A 41
exp ( kT) exp (nkT ) (4.1)

then taking the log of both sides and putting in the formyof maz + ¢ we can obtain
values forn ando,,

In(/) = nkLTV +In {SA**T2 exp <—izf> } ) (4.2)

this means a plot di(7) againstl” should give a straight line for forward bias but as can
be seen from figure 4.7 it is far from linear for this 26 B-type NiSi contact. The plot

is not linear because not all the applied voltage is droppedsa the SB but over some
other components in the circuit like a shunt or series rast#. There may also be other
transport mechanisms for electrons to overcome the bather than thermionic emission
for example tunnelling through the barrier or recombinmadfects.
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Figure 4.7: Forward bials\(/) against V data taken from a 270n B-type NiS} dot.

Ln(l/(1-exp(-qV/KT))) against V

The simplification above only allows the forward bias to betigld wheré/ is greater than
3kT/q. If equation (2.18) is not simplified as above a graphof /(1 — exp(—¢V/kT)))
againstl’ can be plotted. This should give a straight line for all valeé V" including
reverse bias for a thermionic diode. However, a plot for th® 2m B-type NiSj dot
shown in figure 4.8 highlights the fact even more that the &dibias data is not from a
thermionic diode.

Although there seems to be a straight section in reversethisigloes not continue
into the forward bias regime indicating that the whole of #pplied bias is not dropped
across the SB. When the reverse bias is fitted with a lineardgastres fit the gradient and
intercept give values of.016 + 0.001 for n and0.464 + 0.001 eV for the SBH. Although
the ideality factor is good as it is less than 1.1, the SBH ishmower than expected.
Taking a small section of forward applied bias between 0 V@Bdv and taking a linear
least squares fit, a SBH 0f517 4+ 0.002 eV and8.2 + 0.5 for n can be obtained. The
errors on these values are taken from the mean variance ot #mel are small due to the
low noise on the data. Clearly the ideality factor for the fard/ bias is indicating that
this is not pure thermionic emission. The fact that the griapiot a straight line over the
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Figure 4.8:In(1/(1 — exp(—¢V/kT'))) againstl” data taken from a 250m B-type NiS
dot.

whole voltage range is an indication that this is not a catinig analysis. So there must
be another transport mechanism in place, the most likelyeésigtance.

4.2.2 Shunt Resistance

The assumption that the only transport mechanism is theimemission is clearly insuf-
ficient as both log plots produce non-linear curves. The mbsious feature of the I/V
graph indicating deviation from pure thermionic emissisnthe unsaturated reverse bias
current. This could be due to shunt resistance. AssuminggesSchottky barrier and a
parallel shunt resistance as shown in the inset of figureh& @arrent is now = I; + I,
and a simple correction can be made to the current to obtdyntloa current through the
diode, ;. Finding a value for the shunt resistance is done by assuthaigt high reverse
bias all the current is flowing through the shunt resistarefore the gradient of the I/V
curve is simplyl/ Rgpune = I/V. For our 250um B-type NiSp dot the shunt resistance
is found to be8372 + 5 2. However, depending on which section of the reverse bias is
used to fit for the gradient, this value could alter by as mueBQOS). This is due to the
data from the reverse bias regime not being completely dipessibly because the shunt
resistance is dependent on the applied voltage, which @vidd from the current causing
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heating and therefore a change in the shunt resistance pptted voltage. The data may
also not be linear in the reverse bias because there is eebes tunnelling or a second
SB.

0.005 I I

0.004 —
Rshunt //

ya

0.002

Current (A)

0.001

0.000 H
® Raw IV

A Shunt corrected IV

-0.001 : :
-3 -2 -1 0 1 2 3
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Figure 4.9: Raw I/V data taken from a 20n B-type NiS} dot, and the corrected 1/V
data for a shunt resistance of 832 The inset is a schematic of the circuit with the SB
and shunt resistor.

The current through the shunt resistfy;, can be calculated using the applied voltage
and the extracted shunt resistance, then the current thtbegliode/,;, can be calculated
from the measured curreit— I, = I,. The current through the SB diode can now be
plotted against applied voltage as shown in figure 4.9. Tatrs corrected I/V data and
repeating the plot ofn(//(1 — exp(—¢V/kT))) againstV still does not yield a straight
line over the whole voltage range. For the corrected revieisea value for the ideality
factor of1.008 +£0.001 and the SBH 00.506 + 0.001 eV can be obtained. However taking
the small section of forward applied voltage between 0 toW):6 can be calculated to be
8.1+ 0.3 and the SBH to b&.517 + 0.002 eV. Although the shunt correction has lowered
the ideality factor, making it almost perfect in reversesbiahich is to be expected as the
current is saturated, the plot is still not linear over thelghvoltage range indicating there
are still other mechanisms causing the data to be curved iSturther highlighted by
the exceptionally large ideality factor obtained from tbeaard bias region. The shunt
resistance correction has brought the value of the SBH favdd and reverse bias closer
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to each other, however, the SBH still does not agree with tpeaed value.

4.2.3 Series Resistance - Norde Plots

Norde presented a method for the extraction of the seriéstaase alongside the SBH
from an 1/V curve?® The series resistance will arise from the silicon subsaateprovides

a second voltage drop, meaning not all the applied voltagejgped across the SB. Figure
4.10 shows a schematic for the circuit components incluthiegSB, the series resistor,
Rgeries, @and the shunt resistaR,,,...., which is greyed out as this has been corrected for in

the previous section.

i l——

— VvV I I,

! Rshunt

of

——

Rseries

Figure 4.10: Series resistance circuit schematic, thetskaistance is greyed out as it has
been corrected for.

With a series resistance present the straight line parteofaparithmic plot will be
confined to a voltage of7'/q < V < [Rgeis Which can prove too small an interval
to extrapolate from to gain the SBH. Norde makes use of a pldtefunctionF (1),
equation (4.3) which when plotted shows the turning poiriiveen these two voltage

regimes:

FVI=5 =7 s

If we assume the SB is not voltage dependent fi.e. 1) we can write the pure thermionic

Vo kT [ I } @3

current from equation (2.4) with the addition of seriess&sice as,

[ = SA*T? exp (—‘%ﬂ’) [exp (kiT(V _ [Rmes)> _ 1] . (4.4)

By combining equations (4.3) and (4.4) when the applied gelta greater thafkT/q

we get,

v
F(V) = ¢p + I Rseries — o (4.5)
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At low applied voltages only a very small current flows, whitlakes the termi R, ;s
negligible, therefore a plot of'(V') againstV will have a slope of -1/2. If there is a
sufficiently large linear regionyj, could be obtained from the intercept of the extrapolated
fit but this is rarely the case. When the series resistancernsndmt at high applied
voltages, the current is determined by= V/ Ry.,..s and we can write the functiof (V'),

equation (4.3) as,

VvV kT Vv
] 4o

V) =5 = M [ Rms At
This would give a straight line with gradient of +1/2 for higpplied bias where the resis-
tance is dominating the current. From these two limits a pfat'(1') againstl” should
give a minimum at the point the gradient changes from -1/21#@ +Plotting the data from
the shunt resistance corrected 1/V curve in figure 4.9 from2&80 m B-type NiSi dot

we find the high voltage gradients0.477 £ 0.001 as can be seen in figure 4.11.

1.8 -

1.6 ....'
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1.4 Lot

F(V)

1.2 o

1.0 o*

0.8

0.6 -foees®

0.0 0.5 1.0 1.5 2.0 2.5 3.0

Voltage (V)

Figure 4.11: Plot off'(V) againstl” showing the series resistance dominating at high
applied bias giving a slope of approximately +1/2.

The turning point can just be seen in figure 4.11 at the veryJoltages ¢ 0.1 V)
but there are not enough data points in this region. Figut& ¢hows a high density
point scan taken over low voltage to show the detail at theirigr point, this data was
taken immediately after the previous scan. This allows tiigage at the minimum,,;,,)
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and theF (V) value at the minimumK'(V,,.;,)) to be determined and the current at the

minimum (Z,,,;,,) to be found.
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0.64 X

F(V)

0.62

0.60 o ""'*.‘J
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Voltage (V)

Figure 4.12: Plot ofF'(V') againstV for low applied voltage showing the turning point.
The light blue crosses are the original scan with the repigdt tiensity scan in purple
circles.

These values acquired from the minimum at the turning pdiotvathe calculation of

the SBH and the series resistance using,

Vinin kT
q
kT
Rseries = 7 (48)

From the turning point on the graph &f(V') againstl” for the B-type NiSj dot in
figure 4.12, a value 0§.599 + 0.001 eV for F(V,,.;,) and0.052 £+ 0.001 V for V,,,;,, are
found giving a value 0980 + 40 nA for the current. This in turn gives the calculated SBH
as0.599 + 0.001 eV and the series resistance2ast 2 k(.

This analysis produces a very high series resistance whiahuch higher than ex-
pected as a value for the series resistance less than thersligtance is normally ob-
served and expected. The turning point measured from thghgsaat0.052 + 0.001 V



4.2 Graphical Fitting Methods 94

which is below3kT'/q which at room temperature (298 K)480.077 V. This means that
this analysis is not theoretically valid for this data sedl @ould explain the high series
resistance. Although the SBH found using the Norde plot is©drighan for the loga-
rithmic plot methods it still does not agree with expectetlga. In addition the Norde
method does not include voltage dependence of the barrrecombination effects, both
of which have been shown to reduce the accuracy of this méthddcLean®’ Recombi-
nation current becomes apparent at low bias voltages palfgrib a very similar region
to the Norde turning point evaluation. Also it should be wlotieis method only uses a
very small number of data points around the minimum and teeaee ignored. It has
been shown however that this method does have some successapplied to two I/V
curves taken at different temperatuf@df the minimum values from twd" (V) curves at
different temperatures are used, four simultaneous empgtian be solved producing a
more reliable value for the SBH and the ideality factor.

4.2.4 Series Resistance - Small Signal Evaluation

The effect of series resistance can be deconvolved fromxperienental 1/V by use of
plots designed to give the maximum linear section, if theenwental conductance can
be calculated. The series resistance can be taken fromape sf the 1/V curve at high
applied bias but the conductan€e= 01,/0V does not always saturate as the changing
slope of the I/V curve in figure 4.13 shows. Also, increashyapplied current may bring
on joule heating and a resistance change with temperattiediva.

The following analysis method proposed by WerPfeavoids using the high voltage
region and therefore the high current regime by working mrid range which is also
away from the effects of recombination currents at low \g#taln this intermediate volt-
age range the voltage drop across the diode and the serigtsnes are comparable. By
simplifying equation (2.30) for the series resistance bykivay only in forward bias and
assuming the voltage dropped over the did@és very much greater thadk7'/q we can
write,

I; = SA™T? exp (—(jzf) exp <nkLT(V — ]Rsm-es)> . (4.9)

This assumes that any deviations from ideal behaviour adehiin the ideality facton,
that the series resistance is voltage independent anchihabnhtact is homogeneous. The
numerical determination of the small signal conductaice 01,/0V from the I/V curve
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Figure 4.13: Plot of conductance = 01,/0V against in triangles and the correspond-
ing I/V curve after shunt resistance correction in circles.

demands voltage steps of 1 mV to give a good approximationegaurve. Instead, if the
identity G = 1,0(In 1;)/0V is used, bigger voltage steps of 10 mV are adequate as the
logarithmic current curve is less steep. This gives risénted possible plots to extract
the SB, ideality factor and series resistance. Werner hadi¢abthe plots A,B and C the
naming of which has been followed hete.

Plot A

Using the identity for the small signal conductari¢e= 0/,/0V equation (4.9) yields,
G q

== 1 — GRyerics)- 4.10
T = kT ) (4.10)

Plot A is a plot of G/, versusG in which the linear section, when fitted, provides
a gradient of—qRs.,i.s/nkT with an x-axis intercept of / R.,..s and y-axis intercept of
q/nkT.

From our B-type NiSj dot, Plot A, when fitted using a least squares linear fit to the
straight section indicated by the arrows in figure 4.14 gweslue of645 + 1 Q and
ideality of 1.54 £+ 0.01. The linear section of this data is over a small number of {goin
as indicated, the high voltage data gives a conductancelo2enS and is increasingly
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Figure 4.14: Plot A conductance/current against condeetagquation (4.10).

noisy therefore the linear fit has not used this data. Usiegettiracted series resistance
the voltage dropped over the series resistance can be ctgotfaom the applied voltage
to leave only the voltage dropped over the SB/as= V — I R,.,..s. Using the obtained
voltage drop over the SB the SBH can be extracted using thealdmgarithmic plot. This
produces a value @f£.806 + 0.002 eV for the SBH and an ideality df.588 + 0.008.

Plot B

Plot B is derived using the identity/G = R,., whereRy,, is the differential resistance,
which is substituted into equation (4.10) to give,

kT
Rdr - n_ + Rsem’es' (411)
qlq

Using equation (4.11), a plot of the differential resistric/G) against the inverse
current (/1,) provides a graph with slopek7’/q and an intercept oR..;.s. A value of
653 + 2 Q2 for the series resistance ahd6 + 0.04 for the ideality factor is obtained from
Plot B in figure 4.15. Using this series resistance to cottexioltage for the log plot to
enable the extraction of values @824 + 0.003 eV for the SBH and.51 4+ 0.01 for the
ideality factor. This plot, because it usesl/,; has the disadvantage that the high voltage
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Figure 4.15: Plot B, Differential Resistance against Inv€ggent, equation (4.11).

data is compressed. A large proportion of the low voltaga tlas been removed from this
plot so the used linear region can be seen.

Plot C

Finally, plot C uses the identity for the differential rasisceR; = (1/1,)0V/0(In 1)
substituted into equation (4.11) to give,

ov nkT
e ieslg + ——. 4,12
8(111 [d) Rsemes d + q ( )
Where the gradient of the resulting plotAs....s and the interceptk7'/q. Note that the
left hand side of equation (4.12) is equalligG.

This plot gives a large linear region and a fit provides theesagesistance to 55 +
5 Q and the ideality calculated from the interceptlof4 4+ 0.04. The uncertainty on the
series resistance is higher than for the other plots duestsdhes resistance being obtained
directly from the gradient of the graph so the slight noisel@data which can be seen
in figure 4.16 effects this measurement directly. Using vhisie for series resistance the
SBH is0.828 + 0.003 eV and the ideality factor i$.49 + 0.01.
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Figure 4.16: Plot C Current/Conductance against Current tiequé. 12.

4.2.5 Comparing Graphical Fitting Methods

The analysis of the 250m diameter B-type NiSidot using the methods introduced in the
previous sections, is summarised in table 4.1. As the gcapfiiting method has evolved
to include extra circuit components such as the shunt anessegsistance the extracted
SBH moves towards the excepted value of 0.79eV. The shurstaese was calculated
from the reverse bias section of the I/V curve and used tcecothe current for some
of the fitting methods as indicated in table 4.1. The initis¢ wf the logarithmic plots
without the series resistance produced a low SBH and a verideatity factor of~ 8 for
the forward bias, a clear indication that the fitted theongas complete. The Norde plot
unfortunately is not appropriate for this data set as theiigrpoint is at a voltage less
than 3kT/q, producing a very high value for the series rasist compared to the shunt
resistance. The small signal conductance plots each mawddy similar values for the
series resistance and SBH with the values being deduced fr@rotrected forward bias
regime.

Although not very significant, plot A has the lowest uncertigis for the values from
the small signal conductance fitting, something Werner etswludes, stating this anal-
ysis 'yields the most reliable and accurate values for the SBelideality n and series
resistance® It is worth noting however that the uncertainties are basethe goodness
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Analysis Method R(‘”g‘)”t =3 (Selill;' Il(i:\i:i(;{
In(7) - NA - -
Reverse bias of - NA 0.464 + 0.001 | 1.016 £ 0.001
In(1/(1 —exp(—qV/kT))) | 8372+ 5 NA 0.506 4+ 0.001 | 1.008 + 0.001
Forward bias of - NA 0.517 +0.002 8.2+ 0.5
In(//(1 —exp(—¢V/kT))) | 8372+ 5 NA 0.517 +0.002 8.1+0.3
Norde Plot 8372 +5 | 26 + 2k | 0.599 + 0.002 NA
Plot A 8372+ 5 | 645+ 19 | 0.806 + 0.002 | 1.588 4+ 0.008
Plot B 8372+ 5 | 653+ 29 | 0.824+0.003 | 1.514+0.01
Plot C 8372+ 5 | 655+ 50 | 0.828 +0.003 | 1.49 +0.01
Fitting program 6816 59612 0.823 1.36

Table 4.1: Comparison of fitting methods to a 2&®diameter B-type NiSidot.

of fit of the straight line only and are not a realistic erraor Blot A the straight section is
sometimes only a handful (10 to 20) of data points long, whishhere are so few points
produces a better linear fit, whereas Plot B and C have latgegists region using more
data points but with more noise increasing the uncertaitlyof these plots suffer from
human error in deciding which data points to include in thestesquares linear fit. This
will be further discussed in section 4.2.7 to obtain mordisga uncertainties. Plot A will

be used to analyse all the Nj&ample I/V curves, as it has the lowest fitting uncertainty
and also the tests on the accuracy of the plots by Wernerwdadhat plot A is the most
reliable

4.2.6 NiSy Sample Comparison

The five different samples: B-type NiSon n-type silicon, capped and uncapped, A-type
NiSi, on n-type silicon capped and uncapped and nickel have bedysad for 25@¢m
and a 50@m dots. This has been done first by removing the effect of thatsiesistance
by taking the gradient of the reverse bias, before dedutiegéries resistance using Plot
A from the small signal conductance fitting method. Once tiveent and voltage across
only the diode are known, the SBH and ideality factor are extusing thén(//(1 —
exp(—qV/kT))) plot. The results from the ten analysed I/V curves are showalile 4.2.

For each type of sample the resistances, both shunt and segieery similar for both
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Sample Diameter| Rgyunt Rseries SBH Ideality
() (€) (€) (eV)
B Type 250 8372+5 | 645+1 | 0.806+0.002 | 1.59 +0.01
500 8789 +5 | 543 +1 | 0.699 + 0.002 | 2.33 +0.01
250 3126 £5 | 1154+ 1 | 0.887 + 0.008 | 1.62 +0.03
B Type Capped
500 31185 | 1037 +£1 ] 0.694 £ 0.008 | 3.0+£0.1
A Type 250 754 +5 | 604+£1 | 0.831£0.002 | 1.42 +£0.01
500 68335 | 557+1 | 0.837+£0.003 | 1.42 +0.01
250 6475 +£5 | 262+£1 | 0.897+£0.002 | 1.15 £ 0.01
A Type Capped
500 130955 | 221 +£3 | 0.800 £0.003 | 1.40 £0.01
Nickel 250 4554 +5 | 227+3 | 0.754+0.02 1.7+ 0.1
500 5091 +5 | 154 +3 | 0.879+0.002 | 1.19 + 0.01

Table 4.2: Comparison of NiSand Nickel samples of 2%0n and 50(m diameter anal-
ysed using Plot A.

diameter dots. The A type capped sample being the odd one ibtutaveomparatively
high shunt resistance ef 13k€). The spread in SBH is quite large frobr694 + 0.008

t0 0.897 4+ 0.002. The 50Q:m dots tend to have a lower SBH for the silicide compared to
its 250 m pair, this however is coupled with a larger ideality factbine A-type samples
have produced a larger SBH in general to the B-type and nothosg ¢o the expected
0.65eV SBH for the A-type termination. From this it can be assd that the A-type
termination has not been achieved, supported by the fachthehange in the rotation of
the LEED or RHEED patterns has been seen. A-type is the hagdeiration to grow
as it is not the preferred orientation energetically and » afiboth types is more likely

to be formed. The average SBH for the four B-type samplés7g2 + 0.004 eV and

for the A-type0.841 + 0.003 eV the average for the two polycrystalline nickel samples is
0.82 £ 0.01 eV. The B-type average is close to the expected value of 0.79eV

4.2.7 Fitting Tolerance of the Small Signal Evaluation

The spread of SBH and resistances shown in table 4.2 can pardgcounted for by the
human decision of which data points to fit to. To study thigeiffone data set has been
analysed many times by taking a different set of points thushe in the linear fit each time.
To test how much the value can alter by choosing differentremof data points, the 500

pm diameter A-type NiSidot has been analysed using all three small signal plots with



4.2 Graphical Fitting Methods 101

different linear regions fitted. This will provide a more listic error for the judgement of
the number of points to include in the linear fit. This will@alselp to show if a lower SBH
for the A-type can be deduced making it closer to B-type.

Firstly the reverse bias fitting to find the shunt resistararealter from7004 + 5¢2 if
fitted to -2V to -1.9V t06527 + 512 if the entire straight section is used. A mid range value
of 6833 + 5¢2 from -2 V to -0.8 V is also compared. The difference in thesmes from
the fact the reverse bias is slightly curved. The smalldstevaf 6527 + 5¢2 is actually an
over correction as the current begins to rise at high appliesl

For each of these shunt resistances the three small sigial4yl B and C have been
used to deduce the series resistance which varies H@ht + 0.5 to 564.9 £ 0.542.
Figure 4.17 shows a plot of the series resistance againgtehéty factor found from the
logarithmic fit. The three shunt resistandg®7 + 5¢2, 6833 + 52 and 7004 + 5S) are
shown in red, blue and yellow respectively, and the plots Ay B used to find the series
resistance are indicated by squares, circles and trianggpgctively.

The three shunt resistances are separated into three tegians with lowest resis-
tance o0f6527 + 52 giving some of the highest series resistances. There isaalemd for
the lower series resistances to lead to a higher idealitpfa®he values extracted using
plot C are concentrated at the high series resistance, kalitg factor region of the graph,
where as plot B gives a wide scatter of values over the whgieme The values extracted
using plot A all seem to fall in the mid region of the graph, adication that this method
possibly gives a more averaged value.

The SBH for each set of shunt and series resistance has beehusing thén(7/(1—
exp(—qV/kT))) plot and these values are shown in figure 4.18 using the sameénma
as in the previous figure. The plot of SBH and ideality gives g/ \good linear trend
with increasing SBH and decreasing ideality factor. Thisasduse the SBH and ideality
factor are in different exponential terms, as seen in equd#.9) so to fit the same curve
they play off against each other. The high values of ide@ity an indication of a poor
interface, which for the A-type NigSimight be expected. Several published works use the
idea to extrapolate the trend in figure 4.18 to find a valueHer3BH at: = 1.1°0191Thjs
idea would not be a very satisfactory solution as for thisuaed would obtain a value for
the SBH higher than the band gap of silicon of 1.1 eV.

The difference in fitting the shunt resistance from the resdrias of the A-type NiSi
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Figure 4.17: Plot of series resistance against idealitiofdor different fits of a 50Qum
diameter A-type NiSidot. The three shunt resistances used6ady + 52, 6833 + 5¢2
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type NiSi, dot. The three shunt resistances usedar& + 52, 6833 + 5 and7004 + 552
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dot being examined is48() (+3.7%) leading to a potential spread in the series resistance
from the fitting of~10.32 (+0.9%). This in turn leads to an uncertainty in the SBH of
+0.03 eV from the uncertainty in fitting to the linear sectionsall the stages of the
analysis. From these observations we can obtain a morstieairor for the small signal
graphical fitting method. This alters the error on the SBH'ainle 4.2 and the average
B-type value 00.772 + 0.03 eV now fits the expected value of 0.79 eV within error.

The use of graphical fitting methods to extract the SBH is a weng consuming
process. This is because several plots are required togettw/current and voltage across
the SB by removing the shunt and series resistance condniisutThe method suffers from
human judgement of which data points to include in the leqséges straight line fit and
the use of a small area of data points from the whole 1/V sw&gjs leads to quite a high
uncertainty in the extracted SBH &f0.03eV which is 20% of the difference between the
A-type and B-type NiSiinterface terminations of 0.14eV. Using a graphical metbiolg
allows certain theory to be included for the extraction & 8BH.

4.3 Fitting Routine for Back-to-Back Barriers

A better approach to the graphical fitting method is to fit theory to the whole experi-
mental I/V curve using a numerical fitting program. This wbnbt only reduce the uncer-
tainty in the extracted SBH but the theory could also be expdrnd include for example:
back to back SB’s, image force lowering, tunnelling in theerse bias, tunnelling through
an oxide layer, tunnelling in the forward bias and potehtimhomogeneous SB’s.

4.3.1 MATLAB

A fitting routine was written by the author using the expressifrom the MATLAB sim-
ulation script discussed in section 2.7. These were usddaNgast squares non linear fit-
ting routine within MATLAB to solve the voltage dropped assoeach component within
the circuit. This routine was adapted from a program writigrzhanget al,*>¢ which
attempted to fit back-to-back SB to semiconductor nanowires

This program worked very well for test data produced fromdineulation unless one
of the shunt resistances was very large or there was only Bnk Sometimes did manage
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a sensible fit on experimental data but this was very seaditistarting parameters and
could not always be repeated. In the process of trying toawgthe program’s capabil-
ities the under lying problem that MATLAB calculated compleumbers for the current,
sometimes leading to unrealistic negative resistancesevasled. On seeking the sup-
port and guidance of Phil Hasnip the decision was made tatesttre fitting program in
FORTRAN where more control could be taken of the basic roatine

4.3.2 IV.x - I/V Fitting Program

The collaboration with Phil Hasnip lead to the design andymmming of the program
IV.x, which fits experimental 1/V curves to extract the SBH apdistance values. Devel-
oping from the MATLAB script | had already written we startetith the same theory as
used in the simulation program in section 2.7. The theorjuaed thermionic emission
over the barrier in forward bias and tunnelling in the regdogas. The circuit included
two back-to back SB with individual shunt resistances andmalined series resistance as
shown in figure 2.8. The SBH was also modified by the image faweiing to give the
effective barrier. As already discussed in section 2. e3dilistic electron expression was
removed wherV, < ¢. The coding of IV.x was undertaken by P. Hasnip, in collabora
with the author.

Unlike the MATLAB program which solved the voltage droppeztass the individ-
ual SB the new program took the approach to equalise thertuhreough each part of
the circuit. For the MATLAB program when a resistance becamaell, a small change
in voltage gave a big change in current therefore finding adgamution became very
difficult, by equalising the currents we hoped to avoid thisiglem.

To calculate the I/V curve a chi squaregf) value for the current is calculated and

optimised. The objective function to be minimised is,

X? = % [(Il - Mf)z + (I2 - Mf)z + (]series - MI)2:| ) (413)
wherey; is the mean of the currents,

Hr = %(11 + 12 + [series)a (414)

Once the I/V curve has been calculated it is compared to therarental I/V curve
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Figure 4.19: Flowchart of IV.x fitting program.
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by calculating the goodness of fit using,

2
model eacpt)
= 4.15
X Z Data pointsx ;A2 ( )

This is thex? value reported from the fitting program expressed in its radisad
form. A future alteration to the program would be to inclutie turrent normalisation
making x? dimensionless. The program was written to optimise thaadjitby using the
preconditioned Fletcher-Reeves conjugate gradient meffueldifferential ofy? for each
of the variables gives the gradient to follow to minimise ffevalue and hence get closer
to a good fit for the experimental I/V curve. The flowchart fbe tprogram is shown
in figure 4.19. This approach gave more flexibility to add itr@wariables like area
and ideality factor and using FORTRAN meant we had more ideat wdwsed the fitting
routine to fail. To fit the I/V curve the program varied two SBi0 shunt resistances,
two areas, two ideality factors and the series resistance.

Image Force Lowering - A More Exact Expression

The program did not manage to fit some curves very well, in stases failing completely,
returning a largey? value. This was found to be caused by a slight problem with the
theory which produced a double turning point. The fittinggseon found this because
of a high density in data points which meant one data poihtfehr the turning point,
where normally with a lower data point density the fitting gnam would not notice the
turning point. The turning point arose from the image foro@dring in forward bias.
The barrier lowering £¢,;) decreases with forward bias (see figure 2.5) and therefore
the effective barrier, tends towards,. It was found at a certain applied voltage that
A¢y; decreases faster than the thermionic emission over thebarcreases, therefore
the current decreased with increasing voltage produciegduble turning point shown in
figure 4.20.

The electric field in the SB used in the image force loweringjation (2.14), had
several assumptions associated with it: that there weretypgdonors at the interface
and thatyV; > kT allowing the exponential term to be neglected. For our sampliith
low SB and the large band gap of silicon, neglectingghéerm is still valid. However
the exponential term should be left in for completeness. rékalting electric field in the



4.4 1V.x Analysis of NiS} Original in colour 107

I I I
3.2
\ \ \

A Original Image force lowering

3.0

/
N ®  More exact image force lowering //
// P4
2.4 7 e
2.2 / /
2.0 /] V//\A // /

s

1.8

Current (mA)

1.6
0.620 0.625 0.630 0.635 0.640 0.645 0.650

Voltage (V)

Figure 4.20: Plot of the turning point in the current whenithage force lowering tends
to the SBH.

barrier is,

P {Nd (v - k—T) 4 FNg exp (_Wd) } : (4.16)
q q KT

and the new expression for the image force lowering is,

3N, kT —qV, 14
Ady; = {—8‘;2853 [@, —V g+ <eXp ( qud> — 1)} } . (4.17)

Using this new expression for the image force lowering reedae double turning point

as shown in figure 4.20 and meant the fitting routine did notsgetk in the local mini-
mum. This is because the effective barrier tends towagasore gently.

4.4 IV.x Analysis of NiSk

The fitting routine 1V.x was used to analyse the five differsample types which were
B-type capped and uncapped, A-type capped and uncapped brdyptalline Ni. 1/V
curves have been taken in the Nanoprobe from these samphestree different diameter
contacts 25Q:m 500um and 100Qum of which there are multiple contacts which repeat

measurements were taken from. The total number of I/V curaa® to over one hundred
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hence the use of the fitting program for analysis. Althougta deas taken from a large
set of dots only the data sets which were converging welicatdd by ay? value less
than 1000, at the start were continued with, this was to sppeithe process. Many of
the curves which were not fitting well at the start were alsesowhich had lost contact
during the 1/V sweep or exhibited hysteresis effects fromdht and return of the sweep.
The data presented is, where possible, an average of sét®raith the mean variance
reported as an error. If a single curve is the only data availdnen the? value is a gauge
of the goodness of fit. For the NiSilata set a of less than ten is an excellent fit by eye.
A x? of 10 is an average difference in the fit ofA. If a * value less than 1 is reported
the fit is excellent and any improvement adjusts the SBH by fedtts of an eV.

4.4.1 Analysis of Full Applied Voltage Range

The I/V curves were analysed across the whole applied wlhtagge initially taking into
account the reverse bias voltage. The temperature was fix2g8laK and the doping
concentration a5 x 10! m=3. The program was allowed to fit to two back-to-back SB
but the fit only used the first forward biased barrier undeitpesvoltage, removing the
second barrier. The parameters SBH, ideality factor, aremtsand series resistance were
allowed to vary during the fitting process.

Analysis of the 250um Diameter B-type NiSk, dot

The data from the 25@m diameter B-type NiSidot which has been used throughout
this chapter to compare the fitting methods is presentedfbeoomparison. Figure 4.21
shows the experimental data and the fit from IV.x which h&$ @alue of 1.556.

The program obtained values for the SBH of 0.844 eV and theteféebarrier at zero
applied bias as 0.823 eV. The ideality was fitted as 1.361atba a$.68 x 10~2 mm?
which is a dot diameter of 292m. The series resistance obtained was8%d the shunt
resistance 681€. These values can be compared with the graphical fitting odstin
table 4.1 where it can be noted that the resistances hava®dered. The effective SBH
falls within the small signal conductance plots. The idgalias been reduced compared
to the graphical fitting methods, which is expected as thegerfarce lowering is now
taken into account in the fitting program. The area is fitteghdlly larger than the nominal
circular dot diameter would produce. The nominal dot areassumed to be circular are
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Figure 4.21: Plot of experimental data and program fit of I1Afadfrom the 25@:m diam-
eter B-type NiSj dot.

calculated to be 0.049 ntn0.196 mm, 0.785 mmni for 250 zm, 500m and 100Qum
diameter dots respectively. However as the mask is made bianecal drilling of holes
in a thin tantalum sheet there is an error in the size and ifithe is elliptical further error
in the area could be introduced. Therefore we expect thd fitteas to be greater than the
nominal hole size.

Results from the Analysis of the NiSj Samples

The complete set of NiSisamples has been analysed using IV.x in the same manner as
for the 250um diameter B-type NiSidot. The average values obtained from the fits are
presented in table 4.3. The presented error values arenetdtéiom the mean variance of

the fitted parameters hence where there is only one samplgarocan be presented, in
this case the? value should be used as a guide.

The values in table 4.3 can be compared with the graphidakfiinalysis in table 4.2.
The resistances, series and shunt from the program fit ayesirailar values to the ones
obtained from the graphical fitting methods and have simidues for each sample type.
The capped samples provide the least variance in the nesestacross the dot sizes for
each sample from the program fit, possibly indicating a mtabls contact to the dot as



Dot Diameter Fitted Rahunt Rseries SBH Effective . 9
Sample Ideality X
(um) Area (mn¥) (Q) Q) (eV) SBH (eV)
250 0.239 +0.034 | 6934 +527 | 610.7+7.6 | 0.8744+0.019 | 0.854 +0.019 | 1.342 £ 0.101 | 1.43 £1.06
B 500 0.347 £+ 0.091 | 9261 + 1287 | 601.3 +6.3 | 0.816 +0.016 | 0.797 +0.016 | 1.522 +0.096 | 5.04 +4.02
1000 4.51+3.32 | 5020 £ 2290 | 736.6 £29.7 | 0.679 +0.012 | 0.661 +0.012 | 2.397 +0.178 | 19.93 4+ 7.06
250 0.691 +1.36 | 1988 +430 | 834.9 +64.8 | 0.799 + 0.034 | 0.780 £+ 0.034 | 1.440 +£0.168 | 4.99 +2.78
B Cap 500 816.7 2280 830.9 0.878 0.858 2.534 8.25
1000 2.15+1.53 1213 + 137 | 1056.8 £ 8.6 | 0.663 4+ 0.026 | 0.645 4+ 0.025 | 1.980 +0.088 | 9.29 4+ 1.43
250 0.175+0.038 | 6877 4320 | 218.2+24.2 | 0.874 + 0.006 | 0.855 + 0.006 | 1.301 +0.045 | 5.49 + 2.08
A 500 0.231 £ 0.061 | 5743 =281 | 509.1 £ 11.3 | 0.846 + 0.026 | 0.827 +0.026 | 1.333 +0.067 | 7.36 +4.15
1000 0.754 4487 504.3 0.785 0.766 1.605 10.17
A Cap 250 0.314 5641 235.0 0.922 0.902 1.198 7.93
500 0.362 4 0.119 | 8776 £ 1520 | 237.54+9.2 | 0.864 4+ 0.020 | 0.845 £+ 0.020 | 1.253 £0.040 | 26.52 + 12.26
Ni 250 0.305+0.303 | 41444+ 129 | 195.94+2.3 | 0.947 +£0.024 | 0.926 +0.024 | 1.017 +0.093 | 90.47 + 0.71

SIN Jo sisAleuy XAl 7't

Table 4.3: Comparison of NiSsamples analysed using IV.x over the full applied voltagmea The errors are obtained from the mean variance

of the fitted parameters; hence no value can be calculated arlg one curve is available.

oTT
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the capping layer increases the thickness of the contaetSBiH between the A-type and
the B-type are similar values around 0.85 eV, supporting tegipus outcome that the
growth of A-type was unsuccessful. The SBH for the 1p@®are all lower than the other
dot sizes but this comes with a higher averagealue, a high ideality and in some cases
an unrealistic area. The 10Q0n dots are possibly inhomogeneous SB which could be
the cause of the inconsistent values. Sinceythealues are insensitive to changes in area,
the fitting program has been shown to struggle when fittingécarea parameter. An area
change from 0.1 mito 1 x 10~ mm? only affects they? in the 8" decimal place. The
high y? values indicate that the fitted parameters for the Ni samgulesiot particularly
accurate, suggesting there are extra features in the ddttéehtheory cannot describe.

0.0008

— B-type Model fit /
o) ~ At
0.0006 4—| B-type Data 4 A
— A-type Model fit
A A-type Data
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0.0002 /?j
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Figure 4.22: Plot of A-type and B-type 10Q@n dot showing the different curves of the
turning point.

The large spread and most unrealistic values in area aediwkh high ideality factors
and highy? values. This is because the program has used ideality and@fié curves
with a very slow turn-on of the emission over the SB. This slamiton is not described
by the thermionic emission expression but ideality and eagebe used to improve the fit,
this can be seen starting to happen in the simulations edlyefar the ideality in figure
2.12b. Figure 4.22 shows two curves from 10080 dots, an A-type with a sharp turn on
and a B-type with a very gentle turn-on. The B-type has fittedpaters of?y,,,,;=1402
Q, Ryeries=968€, SBH=0.700 eVn=2.55, area=11.5 mhand an overalk?=2.96 where
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as the A-type has fitted parameters ®f,,,,,=3819¢2, R,.;..s=302 2, SBH=0.811 eV,
n=1.49, area=0.74 mtrand an overalk?=2.21. The gentle B-type curve has been fitted
with a very high unrealistic area and a very high idealittda@lso the two resistances
are very similar in magnitude. The A-type has an area thaoiigect for 1000um dot
and a more sensible ideality, although high enough to ineittaere is some transport
mechanism missing. The gentle turn-on which requires ttiediprogram to increase the
area and the ideality is most likely due to an inhomogened@isabere different areas
turn on at different applied voltages. The large area dotgenaourage the development
of the dot to be inhomogeneous, hence the fits to any of the A600ots obtaining high
x? values. The gentle turn-on curve could also be an indicatian there is an oxide
tunnel barrier present, which would not be unexpected widsé¢ samples as they were
transferred in air to LENNF. However the reverse bias shawsuidence of tunnelling in
the form of a symmetric ‘s’ shape curve.

Although the fitting program may produce a good fit indicatgdte y? value, the
parameters should be scrutinised and compared to the I&éand fit. A high value of
ideality factor or an unrealistic area is a clear indicatioat the experimental 1/V curve
has another transport process involved. The resistanoeddsbe different with the shunt
resistance being an order of magnitude larger than thesséribey are similar the SB is a
poor one with a high leakage past it. Using these obsenatiwnuse of the fitting program
will allow more informed decisions about the quality of ti& turve under investigation
and the accuracy of the extracted values.

Note After Viva

The external examiner expressed the opinion that the amadshave been measured
from the SEM images and fixed in the fitting program. The aresafixad in a test run of
this data, however this was not reported in this thesis asahation in other parameters
was still present. This will be done for any publications gfhiequire the inclusion of this
work. The area was allowed to vary in this experiment to itigase the capabilities of
IV.x. Part of the theory missing in the program is forwardriahing or more specifically
peripheral edge tunnelling. This idea is discussed fuiitheection 8.2.2.
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4.4.2 Analysis of Forward Bias Range

The fit of the I/V curve in figure 4.21 would appear to be an decelfit however on closer
inspection the reverse bias and the turning point have memance. The position of the
turning point of the I/V curve is crucial as this contains the®ormation about the SBH
as this is when thermionic emission turns on and the curremeéases as more electrons
are emitted over the barrier. The reverse part of the 1/V e€usvshown in figure 4.23
alongside the difference between the model and the expetaingata. The reverse bias
has a gentle curve on the data which, as the fitting prograninsnising they? is fitted
through the middle, this in turn means the program does nthtditurning point as well.
To attempt to get a better fit at the turning point only the famvbias data was fitted to.
The graphical fitting methods also only fit to the forward mase a shunt resistance has
been established.
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Figure 4.23: Plot of the reverse bias of the 260 diameter B-type NiSiand the differ-
ence between experimental data and the fitted model.

Separating Area from Schottky Barrier Height

The area and SBH are equivalent in the expression for theragonission in forward bias
because they both scale the current. This means if only tiweafd bias data is used the
program cannot find a unique solution to the area and the SBiWel#zr because of the
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image force lowering there is a very small dependence omagelin the forward bias for
the SBH. To enable the fitting program to fit to the forward bialy the program searches
along the contour of equivalent area and SBH to find the salutair with the lowest?
from the image force lowering. This is not a problem when theerse bias data is present
due to the area and SBH having a different relationship to edutr.

Analysis of the 250:m Diameter B-type NiSk, dot
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Figure 4.24: Plot of the I/V turning point of the 2%0n diameter B-type NiSidot exper-
imental data fitted using the full voltage range and just trevérd bias.

Again the 250.um diameter B-type NiSidot has been used as a comparison example.
Fitting only to the forward bias regime reduced tffevalue by an order of magnitude to
0.176. The rest of the values obtained by the fitting prograsmeva SBH of 0.893 eV
and the effective barrier at zero applied bias of 0.874 ed&litly of 1.223 and an area of
8.00 x 10~2 mn? which is a dot diameter of 318m. The series resistance obtained was
609¢) and the shunt resistance was 6312The resistances have not changed much from
the full voltage range fit but there has been a slight increearea and decrease in ideality.
The biggest change is the move from a SBH of 0.844 eV to 0.893sdWeaturning point
is fitted better. The effect these fitted values have on thedfiturve is shown in figure
4.24 and it can be clearly seen that fitting the forward bidg puts the fitted curve on top
of the experimental data.



Dot Diameter Fitted Rahunt Rseries SBH Effective . 9
Sample Ideality X
(um) Area (mn¥) (Q) Q) (eV) SBH (eV)
250 0.362 +0.119 | 6497 +227 | 620.2+7.3 | 0.890 & 0.012 | 0.870 +0.012 | 1.224 + 0.039 | 0.275 £ 0.099
B 500 0.079 £+ 0.008 | 7871 £+ 1236 | 604.4 +5.2 | 0.856 + 0.027 | 0.836 + 0.026 | 1.416 +0.183 | 1.28 +0.89
1000 31.6 +£16.6 | 3994 + 2345 | 653.5 +27.8 | 0.751 +0.029 | 0.732 +0.028 | 2.567 +0.253 | 9.99 4+ 5.59
250 2.58 + 2.59 1948 + 377 | 821.8 +£55.2 | 0.870 +0.036 | 0.850 +0.036 | 1.577 +0.090 | 1.60 +1.91
B Cap 500 0.047 2175 744.3 0.982 0.962 2.541 1.97
1000 17.4+5.9 1256 4146 | 979.5 +12.3 | 0.716 +0.016 | 0.697 +0.016 | 2.420 +0.128 | 3.56 4 0.60
250 0.093 £+ 0.005 | 5937 4+ 147 | 528.4 +29.8 | 0.928 +0.006 | 0.908 + 0.006 | 1.114 +0.016 | 0.426 4+ 0.331
A 500 0.282+0.164 | 5019 169 | 514.3 £ 15.7 | 0.881 +0.045 | 0.862 +0.045 | 1.185 +0.085 | 2.87 4+ 3.57
1000 0.739 3819 501.8 0.811 0.791 1.494 2.21
A Cap 250 0.124 4989 238.6 0.950 0.930 1.075 1.63
500 0.451 + 0.040 | 6533 + 1081 | 240.5+8.6 | 0.923 +0.015 | 0.903 +0.015 | 1.112 +0.050 | 22.56 4+ 15.94
Ni 250 12.74+12.7 3609+ 136 | 1964+ 1.4 | 0.987 4+ 0.145 | 0.967 +£0.144 | 1.000 £0.144 | 130.3 £41.7

Table 4.4. Comparison of NiSsamples analysed using IV.x over the forward applied veltamnge. The errors are obtained from the me

variance of the fitted parameters; hence no value can belatdwhen only one curve is avaliable.

SIN Jo sisAleuy XAl 7't
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Results from the Analysis of the Forward Bias Data of the NiSi Samples

Running the analysis on just the forward bias gives an extetksult for the 25Q:m
diameter B-type NiSidot so this approach was extended to the whole data set tmobta
the averages in table 4.4. As before the error values aréneltfrom the mean variance
of the fitted parameters hence where there is only one saro@eror can be presented.

Only fitting to the forward bias has dropped th&value on all the samples except Ni
where it has increased. The resistances have altered aamalint but generally stayed
around the same value. The area is still a problem espeéltiie 1000.m case which
gives unrealistic areas. The A-type uncapped sample hdsiped the closest set of areas
to the spot diameters but with larget for the 500um and 100Q:m cases. Generally the
SBH has increased with an improved.

4.4.3 Inhomogeneous A-type NiSi

The A-type dots have not produced a lower SBH as expectedatnagcthat the growth did
not produce an A-type interface termination. It is likelaththe A-type dots are actually
mixtures of B-type and A-type making an inhomogeneous SB.oAlgh the fitting pro-
gram could not fit two parallel SB it was easy to run two SB ingame direction in series.
This would not be the correct geometry for the patch inhomeges model but could be
seen as barriers between layers in the structure. Usinjttiig model they? value was
marginally reduced however the two SBH obtained were sinmianagnitude as it uses
one barrier turning on after another to broaden the curvieaturning point. This effect
could also be achieved using tunnelling through the batwiéroaden the turning point.

4.5 Conclusion

The growth of NiSj has not been as straightforward as expected with the reneieof
the fast deposition rate, which was achieved using the MBEesysDuring the growth
no evidence of the formation of an alternative interfacemation was observed with
LEED or RHEED, it is assumed the orientation which was achiewas B-type or a
mixture, as pure A-type is more difficult to achieve. The evide from the I/V analysis
supports the assumption of B-type orientation with a B-type $B81816+0.016 eV with
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an effective SBH of 0.79%0.016 eV which agrees with the value of 0.79 eV previously
reported?®® The A-type SBH extracted from the I/V curves is not lower aseeted but
marginally higher than the B-type indicating an unsatisfacgrowth of an A-type diode.
The growth of the 100(um dots does not seem to have achieved one type of interface
contact orientation, with the fitting program reporting egistic values for the area and
high x? values for the fits indicating the modelled theory is not ctatgfor these dots.
The most likely missing theory is that for inhomogeneous SB.

The use of the Nanoprobe to collect I/V curves has proved sacgessful on these
large scale contacts. The Nanoprobe I/V collection progidegh quality data which is
very reproducible. The I/V curves can be taken with many gatats with very low noise
on the data points enabling the fitting routine to get a béittesith a lowery2. The NiSj,
dots have not tested the nanoscale capabilities of the Nabebut the procedure of I/V
collection enables the confidence to move to smaller scaletates.

The analysis of the curves using the graphical fitting metrsdobws that it is essential
to include the series and shunt resistance as the raw dasandbbave the correct shape
for pure thermionic emission. Including the resistanceega more realistic value for the
SBH. The small signal plots and the fitting program provideigalwhich are comparable
to each other; however both have a large spread in valuesfitihg program has fitted
a high proportion of the I/V curves speeding up the procesanalysis and producing
very goody? values for the majority of curves. The advantage of the §jtprogram is it
uses the whole data range whereas the small signal plotaisalg very small fraction of
the forward bias data points. The spread in values indi¢chtgsot all the samples have
grown as intended with the indication that the 1Q@0 diameter dots are inhomogeneous.
The graphical fitting method does not include image forceelamg or area fitting and will
only work if the back contact is ohmic whereas the fitting peog addresses all of these
issues. Using the fitting routine program the whole data aetbe considered including
image force lowering and tunnelling in the reverse biass Hfiows a more accurate fit to
the whole curve and more confidence in the extracted values.

The fitting program has not solved all the problems but théyargof the NiSj sam-
ples has identified several issues with the fitting algoritimd theory. The most trouble-
some problems were the image force lowering and the doubhénty point which was
caused by the image force lowering in positive applied bsi$ tends to the actual SBH.
This was overcome by the addition of an extra term in the infagee lowering. The very
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small change in¢? due to the area means fitting to area is very slow and ideaijyires
forward and reverse bias and at the very least the image lfmseging to provide a voltage
dependence on the SBH. The fitting program is very robust amghicaduce excellent fits
to the majority of I/V curves. However sometimes the fittimggram produces unrealistic
parameters which suggest there is theory missing from theleind he ideality factor is
very important in gauging how reliable the extracted vakleshowever, the shape of the
fit to the experimental curves should still be visually insee. The turning point of the
I/V curve is crucial to indicating if theory is missing frorhé model as tunnelling through
the barrier, an oxide tunnel barrier and inhomogeneousdoanill all affect this region.
Using the NiSj samples as a test of the Nanoprobe and the new fitting routismiallowed
an understanding of how the program works and when the egtt@@rameters should be
guestioned. This is crucial for reliable SBH extraction arelwill go on to use it on low
dimensional ErSistructures in the following chapters.



Chapter 5

Rare Earth Silicide on Si(111)

This chapter focuses on the low-dimensional self-assedniglee earth (RE) silicides on
n-type silicon(111). The self assembled growth of 3D RE d$aan silicon provides a
small contact area of a known structure, which can be medsisimg the Nanoprobe.
I/V curves have been collected from a variety of island sibesugh several different
geometries. A variation of temperature 1/V measurementg een achieved allowing
the effect of temperature on the SB properties to be studigdally the islands were
large enough for a four probe contact enabling the Van dewRaaasurement of sheet

resistance to be obtained.

5.1 Rare Earth Silicides

The interest in RE silicides within the electronics indussrgrowing due to the very low
SBH of 0.3-0.4 eV formed between a RE silicide and n-type silit8 RE silicides on
p-type silicon produce SBH 0£0.7 eV1% which added to the 0.4 eV from n-type give
the silicon band gap value 6f1.1 eV. RE silicide growth on Si(111) is also attractive due
to the small lattice mismatch between the Si(111) substaatethe hexagonal RE bulk
silicide (0001) plane of -2.55% for Lu to 0.83% for G&f. This small mismatch means
there is minimal strain at the interface between the two naseenabling the growth of
large epitaxial areas. The growth of RE silicides was ifitiabnducted by Baglirf? and
the structure and conductivity measurements by Thomp&ammore recent review from
1995 on the RE silicides is provided by NetZér.
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5.1.1 Structure

The structure of RE silicides has been extensively studietus variety of techniques
such as LEED?%1%” medium energy ion scattering (MEI$}1663and STM1%81These
techniques have revealed the detailed structural modetepted here and that the triva-
lent RE (such as Dy, Ho and Er) form very similar silicides waitmmon electrical prop-
erties.

2D RE Silicide

NN NN '\1 NN NN Sitop buckled layer

RE layer

Si Substrate

O REatom (O Siatom

[112]

Figure 5.1: Cross section of the 2D RE silicide on silicon B-tgpekled structure. Atoms
out of plane of the cross section are indicated by smalletesr

When one monolayer (ML) of trivalent RE is deposited onto aaili (111) surface
and annealed at500°C, a two dimensional (2D) hexagonal RE disilicide with & 1
periodicity is formed. One ML coverage is defined7ass x 10'® atoms per rhfor the
Si(111)1 x 1 surface; this is enough RE to react with the silicon to producemplete
single layer of RESiunit cells. This can be seen as a change in the LEED pattemm fro
the substrate Si(111) x 7 reconstruction to & x 1 pattern. The RE silicide forms with
a stoichiometry of two Si atoms per RE atom to give RESwherex = 0. Figure 5.1
shows the RE silicide structure with the RE atoms sitting justar a buckled bi-layer of
Si. The Si bilayer is buckled in the reverse direction to thderlying bulk silicon, known
as B-type buckling. The subsurface RE atoms sit at theit€s of the Si(111) surface, i.e.
above the second layer of substrate Si atdthg his position, with the reverse buckled
bilayer above, gives the RE atom the maximum number of neaegghbours, stabilising
the structure. This passivation of the surface leads toldesbaulk-like terminated silicon
structure which may allow for further deposition of matexrathout silicide formation.
The use of a 2D Er silicide buffer layer is investigated in Gbea with the deposition of
manganese.
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3D RE Silicide

If the two-dimensional RE silicide surface is annealed atghéi temperature~5700°C)
the 2D silicide diffuses into islands. This structure casoabe formed by the deposition
of more than one ML of RE onto silicon followed by an anneah&®00°C. This forms
a three dimensional RE silicide where alternating layers ofaRi#ns and Si atoms sit
above the bulk silicon substrate. The final RE atom layer leefioe surface, like the 2D
RE silicide, sits under a bilayer of silicon. The bilayer cake the B-type buckling as
in the 2D or alternatively the A-type, where the bilayer has same buckling direction
as the bulk silicon. However it is more likely that a mixturiefoand B type buckling is

produced®
N NN NSNS IS S Sitep
, , O , . ~ buckled layer
nOo— 0 — I 0— 0 — I O0— 0+ — A 0—~_—A Silayer

RE layer

Si substrate

[112]
O Siatom A Type | vacancy
© REatom 4t Type Il vacancy

Figure 5.2: Cross section of the 3D RE silicide on silicon simgwhe vacancies in the Si
graphitic layers with an A-type buckled termination stuuret The two types of vacancies
differ in position relative to their neighbouring layers.tofs out of plane of the cross
section are indicated by smaller circles.

This structure for the 3D RE silicide shown in figure 5.2, althb very similar to the
2D, differs by the existence of vacancies in the Si layersre/tevery sixth Si atom is
missing. This has the effect of changing the stoichiomadnttie 3D silicide to RESI,,
wherex ~ 0.3. The vacancies exist to relieve the slight strain in thecttme from the
lattice mismatch and because they are in an ordered arragcaheies they give rise to a
(v/3 x v/3)R30° periodicity which shows in the LEED pattern.
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Hydrogen Termination of the RE Silicide and Silicon Surfaces

When an islanded surface is produced, the remaining substraf around the silicide
islands is formed from silicon reconstructions. These e&e the form of the original Si
7 x T reconstruction or the metastable reconstructions »f2 or (21/3 x 2v/3) R30°.14
These reconstructions can be passivated by hydrogen dilbbsorphis process was carried
out for one of the samples to reduce any lateral conductioosache surface through
reconstructions with metallic like behaviour, for example 7.

Hydrogen termination of the sample also has an effect on theilriide Si bilayer.
When the surface is passivated, a hydrogen atom is absorlzesit®in the layer of rare
earth atoms;}! this causes the bilayer buckling to revet$&''3The switch from A-type
to B-type or vice versa can be observed by a change in the 3 teltDLpattern.

5.1.2 Growth

The reaction of RE atoms with silicon takes place at an optirtemperature of 550C to
form a rare earth silicide. This temperature is optimum a#iatvs all the RE to react with
the silicon producing a uniform coverage. If this tempemis increased, the RE silicide
diffuses into islands, an effect that can be made use of. B&m0p3D silicide in both thin
film and island form have both been grown and investigatedaesop this study.

Masked Growth

Using the mask developed for the NiSit was possible to grow known area dots of ErSi
3D silicide on n-type Si(111). The Si substrate was prepasetbr the NiSj using the
e-beam heating on the MBE system. The Si was outgassed oveati§00°C then flash
cleaned at 1200C producing a good x 7 RHEED pattern. The deposition of Er was
done from the Balzers source on the MBE, during deposition tesespire of the system
was~ 2 x 1078 mBar. 10 ML of Er were deposited onto the Si(111) substratk &e
550°C, in approximately 40 minutes. This was then post-annealeafurther 30 minutes
at 400°C. A 30 ML sample was also grown under the same conditions &xtephigher
rate of deposition, so the deposition time was constaré@t minutes.

Figure 5.3 shows an example of th¢/3 x v/3)R30° RHEED pattern produced by
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Figure 5.3: 3D ErSi(v/3x+/3) R30° RHEED pattern from 10ML Er deposited on Si(111).

both the 10 ML and 30 ML ErSidepositions. Théy/3 x 1/3) R30° reconstruction shown
by the RHEED is a good indication that EsSias been formed. These samples were
removed from the MBE system and silver-dagged onto plain @misample plates to be
transported to LENNF in atmosphere.

EHT = 3.00 kV  1Ipm*

Current = 400pA
Mag = 39.78 K X

Figure 5.4: Nanoprobe SEM image of 10 ML of 3D Ex8rown through the mask in the
MBE; defects in the surface show as dark areas.

The growth of the 3D ErSisamples in the MBE system did not produce a uniform thin
film as seen for the NiSi Figure 5.4 shows the crazed surface imaged with the Nabepro
SEM. This pinhole defected surface of the thin film may be duiaé strain in the lattice
between Si(111) and ErSnot completely removed by the temperature during the anneal
ing process. This could also be aggravated by the high systessure during deposition,
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leading to possible contamination. As these samples warewed from vacuum to trans-
port to LENNF, the pinholes may allow contamination i.e.dation to occur through the
film down to the silicon substrate, affecting the structurd potentially the SBH.

Self Assembled Growth

The second way to control the size of the Er&ntact to the Si requires the exploitation
of the self-assembly properties of the silicide. Ostwapekning allows small islands of
ErSi, to coalesce into larger ones or in this case the 2D silicid®m islands of 3D
ErSk. These samples were prepared in the STM system using the Btthdp¢o outgas
the Si substrate overnight at 600, then flash cleaned by cycling to 1200 three times
before cooling slowly from 900C to 700°C to form the7 x 7 reconstruction.

When one ML of Er is deposited onto clean Si(111) at 660over 20 minutes and
then post annealed for a further 20 mins at the same temperaglands of 3D form on
the surface. This gives a subtle change inthe 7 LEED pattern (figure 5.5b) from the
original clean Si(111Y x 7 reconstructed surface pattern (figure 5.5a). The first alhang
in the LEED pattern is the weaker intensity of the six extratsf the7 x 7 pattern. The
second is the appearance of #18 spots in the centre of each triangle of the hexagonal
primary spots, this is an indication of the 3D silicide fottroa.

(@) (b) ()

Figure 5.5: LEED taken at 50 eV of a) Si(1X2} 7; b) One ML Er on Si(111) annealed
at 650°C, hint of 3D ErSj (v/3 x v/3)R30° spot; ¢) Hydrogen terminated 1 ML of Er on
Si(111)] x 1 pattern.

Before the samples were transported to LENNF, an indicatidheosurface structure
and quality was gained from imaging the surface with STM.sEheamples were hard to
scan in the STM because of the height of the 3D ErSlands compared to the surface
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reconstructions. The height of the islands could vary froBrdn to 2 nm. Figure 5.6a is a
500 nm scan with three distinct regions, the bright whiteréigions of the 3D islands, the
lower grey reconstructed x 7 regions and the dark holes of a metastable reconstruction
probably (2v/3 x 2v/3)R30° with unreacted Er as bright flecks on the surface. Figure
5.6b is a zoomed scan, 73 nm of the top corner of the middledsiaimage 5.6a, again
showing the three areas in more detail. Defects in the 3Mdsturface are present as
darker pinhole spots on the island surface. The 3D islanglsat always surrounded
entirely by the7 x 7 reconstruction, some areas are adjacent t¢2p6 x 21/3) R30°.

(8 500 nm 1.85V 2.1 nA (b) 73nm 1.85V 2.1 nA

Figure 5.6: STM scans of 3D ErSislands grown from 1 ML of Er and annealed at 650
°C. a) 500 nmx500 nm, b) 73 nix 73 nm close up showing the surface structure of the
three reconstructions.

Although this growth produces 3D ExSslands on the Si(111) surface, as shown in
figure 5.7a the surface can be a bit crowded in places. To egthecdensity of islands on
the surface the Er coverage was reduced to 0.8 ML. This woekhnit would be easier to
contact only one island with the Nanoprobe tip and that tlaads were not connected to
each other. To further enlarge the islands, the deposeimpérature was increased to 800
°C, again depositing 0.8 ML in approximately 20 minutes caritig with an anneal for 10
minutes at the same temperature before reducing td650r the final 10 minutes. The
resulting surface had almost no impact on the clean silicen7 LEED pattern because

the 3D islands were now spread so sparsely.

In an attempt to reduce any effect on the I/V curves that tfferdnt surface recon-
structions around the 3D islands might have as shown in figirethe surface was passi-
vated with atomic hydrogen. By hydrogen terminating any dagdonds and removing
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(a) 1000nm 1.85V 2.1nA (b) 1000nm 2V 2nA, H terminated

Figure 5.7: STM scans of 3D ErSslands grown at different temperatures a) 1 ML at 650
°C, b) 0.8 ML at 800°C and hydrogen terminated.

the reconstructions of the silicon substrate, the surfacebe returned to the bulk prop-
erties of silicon. To do this hydrogen was leaked into thdesysuntil the pressure was

5 x 10~ mbar, then the tungsten capillary in the hydrogen crackigcee was raised to

a temperature of 1950C. After the sample was exposed to the beam of atomic hydrogen
for 15 minutes d x 1 LEED pattern was achieved as shown in figure 5.5c, this inesca

a passivated surface has been achieved. If the exposureais storter length of time the
LEED pattern still shows théy/3 x v/3) R30° spots.

= 3.00 Kk " B
EHT vV  lpm* 2o N0micron

WD = wids Tin
current = 400pA Scan Speed = 11 Height = 4.650 um Date :8 oot 20 Hanelecnioegy
Mag = 48.39 K X Signal L = InLens Scan Rotation = 0.0 ° 1500UHY 28-13

Figure 5.8: Nanoprobe SEM image of the sample previouslgadan the STM in figure
5.7 of the 3D ErSjislands.
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The final surface is shown in figure 5.7b where a large 1000 dedsequilateral trian-
gular island is shown after hydrogen termination, with ndeste reconstructions around
the island. The samples were transferred to LENNF in the wacsuitcase to reduce
contamination and oxidation of the samples, enabling @ritathe silicide rather than
an oxide layer during I/V collection. These hundreds of maewe diameter islands are
visible in the Nanoprobe SEM as shown in figure 5.8.

5.2 1I/V Measurements

The samples were transferred to LENNF where the Nanoprobaused to take a variety
of I/V measurements from different geometries using onevortips, and Van der Pauw
measurements were taken using four tips.

5.2.1 1/V from Masked Dots

The first ErSj samples were grown in the MBE through the same mask that wasoise
the NiSi dots. This produced the granular film with pinhole defedteya in figure 5.4,
which after transporting to LENNF in air was probed usingrege STM tip and the back
contact. The granular film of a 50@m diameter dot produced the 1/V curve shown in
figure 5.9 with a hysteresis between the up and down sweepedaighlied positive bias.
This hysteresis was reproducible out to an applied voltdgesdy and a current o4 mA

at the maximum applied positive bias. The position of thewpep knee stayed constant
for each repeat measurement sweeping to a higher applied bia

Fitting to the two sides of the hysteresis produced the fitsvehin figure 5.9. The
following values were obtained from the up and down sweegpgeaetively from the fits:
x? of 196.8 and 82.8, SBHs of 1.437 eV and 1.127eV with effectiBéiS of 1.414 eV
and 1.106 eV. Series resistances of 564&nd 57592 and shunt resistances of 2.2M
and 3611Q. The areas were 1:910~2 mm? and 9.9<10~* mm? with idealities of 1.079
and 1.093. The main difference between the up sweep and tine slweep is a drop in
fitted SBH and the dramatic drop in the shunt resistance itidgcéhat the SB is much
leakier as the applied voltage is decreased. These effeald be caused by a change in
the field across the interface of the two materials.
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Figure 5.9: I/V curve of a 50@m diameter ErSidot with a separate fit to the up and
down sweeps of the applied bias.

These samples were transferred in air so oxidation may hewer@d between the
grains of the ErSi This additional oxide may act as an insulating layer caypiarts of
the surface to act as a capacitor which charges up as theslapglied. This accumulated
charge then affects the SB characteristics on the returegwehe SBHs are unrealistic
for one direction as it is larger than the band gap of sili@though the field altering
due to the oxide between the inhomogeneous surface coulldebeatise. The hystere-
sis of these samples is reproducible and has been seen otesagnpwvn with different
thickness deposits of Er. Sweeping to a higher voltage obtdie same curve on the up
sweep however the down sweep gradient has to alter to akgretbrn knee. Altering the
maximum applied voltage also alters the sweep rate, whieimed to indicate no time de-
pendence. However a time dependence would be expectedatiaweapacitor. A further
measurement would be to hold the voltage steady and medsuitrent over time to
look for an RC decay. These samples have an unknown struataredhe many pinholes
observed on the surface, because of this the SB propertresimeextra level of complex-
ity for which the fitting routine presently contains no thgdor. However, the program
fits show that a significant change in the shunt resistanceren8BH begin to describe
the differences in the two sides of the sweep.
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5.2.2 1/V of the Self Assembled Island-Silicon Interface

The self-assembled ErSslands were transferred to LENNF in the vacuum suitcase. Th
I/V curves were taken with the bias applied to one tip on anidland the second contact
was taken as the sample plate substrate contact. Figursio¥® a curve from a sample
which has not been hydrogen-passivated. The back contaict)vs the back of the silicon
substrate to the sample plate contact, seems to be dongretia larger current flows in
the reverse bias compared with the forward. Using the baddatk fitting program 1V.x

to fit the data the program removed the forward biased SB alyditied the back contact,
the reverse SB. The fit obtained values of 0.95 eV for the SBH aithrea of 3.35 m

an ideality of 1.01, shunt resistance of 473)Mind a series resistance of 82.k The

fit returns ay? value of9.9 x 10~% which is a good fit. This means the back contact is
dominating and any SB under the high reverse shunt currghisaback contact cannot be
extracted. To be able to extract good parameters from I/Vesjithe back contact should
be ohmic or very leaky with a low shunt resistance. In an gitetm improve the back
contact, the back face of the silicon was further rougherstagua diamond file, and to
improve the front contact and reduce oxidation the surfaze liydrogen passivated.

The ErSj islands grown and then passivated with hydrogen produtcliives which
could be fitted to extract the forward SBH. Figure 5.11 showesafrthe experimental I/V
curves from island 1 with the corresponding fit from IV.x. Tiite@btained values of 0.288
eV for the SBH and 0.277 eV for the effective barrier at zeroliagpbias. The shunt
resistance fitted at 70.9kindicating a very low leakage current with a series reststan
of 16731). The ideality was fitted as 1.01 and the area of 0,662 compared to the area
measured from the SEM image of 9.461>. Although this is a seemingly large difference
in area, the fitting program will make very little change te #¥ if the SEM value was
used. The fitting program is not going to be able to improveattea quickly due to the
largex? value of 20.95 which, although high, is due to the slight bgesis in the forward
bias from the voltage sweep which can just be seen in figure &sla splitting of the
circular data points. This hysteresis is due to the contitteotip on the island changing
due to drift or changes in any oxidation of the surface. Hegstis of this type is often seen
when the first contact is made to an island; the contact isowgat by pressing the tip into
the surface slightly more to make a stable contact.

I’V curves were collected from five different EsSslands and analysed, the results
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Figure 5.10: 1/V curve from ErSiisland on Si(111), measured from one tip on the island
to the back contact of the sample plate. The fit to the data fkoxns also plotted.
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Figure 5.11: I/V curve from ErSiisland on Si(111) with hydrogen passivation, measured

from one tip on the island to back contact of the sample pldtee IV.x fit is plotted
alongside.
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are presented in table 5.1. The presented data are averfag®gewl experimental data
fits and the errors are obtained from the mean variance of tipafameters. From the

Island Island Island | Island | Island
1 2 3 4 5

SBH (eV) 0.300 0.548 0.382 0.501 0.511
4+0.016 | +£0.046 | £0.077 | £0.008 | £0.001

Effective SBH (eV) 0.289 0.532 0.369 0.485 0.496
+0.015 | £0.045 | £0.075 | £0.008 | +0.001

Shunt (K2) 67.1 31377.8 | 315.7 | 11789 | 558.9
+7.5 +1585.1 | £29.8 | £132.7 +8.2

. 1.052 1.022 1.00 1.00 1.019

Ideality

+0.022 | £0.015 +0.01 +0.01 | £0.003

Measured Areap(m2) 9.46 0.69 1.47 0.58 0.45
+0.01 +0.01 +0.01 +0.01 +0.01

Fitted Area LLmQ) 0.945 0.111 0.765 0.202 0.185
+0.822 +0.04 +0.509 | £0.004 | +0.002

. 1845.9 9935.8 7223.2 | 9486.3 | 6436.2

Series (2)

+168.6 | £878.2 | £534.8 | £526.8 | £115.6

9 134 4.3 6.77 0.75 0.51

X 483 | 416 | 4030 | +0.35 | +0.04

Table 5.1: Average fit parameters for Er&lands on Si(111).

five islands measured, the fitted SBH has a large spread of ¥.30 @.55 eV with the
two besty? fits giving similar SBH of 0.5 eV. All the shunt resistances large indicating
very little leakage past the SB, therefore a good contact. arbae fits are smaller than
the measured areas from the SEM images with the closest ineteleen SEM and fitted
area being the islands with the bestfits. These values are close to reported EiSand
SBH which have been shown to vary with annealing temperateteden 0.28 eV and
0.43 eV4

5.2.3 1/V Between Self Assembled Islands

By measuring between two ErSslands separated only by the substrate, it was hoped to
use the back-to-back fitting routine to fit and extract both SBHhe same time. Unfortu-
nately, this geometry produced I/V curves which were largelminated by tunnelling as
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shown in figure 5.12. The data has been plotted alongsideida txnel curve simulated
using equation (2.32) with parameters of oxide layer thedg1il.0 nm, barrier 2.22 eV and
area of 0.04:m?* which would be reasonable values for the tip contacting toxiae layer.
The experimental data is not totally from a tunnel barrieg tluthe slight unsymmetrical
shape of the experimental curve. This means the tunnel do®e not follow the data ex-
actly. The fitting program IV.x cannot fit an oxide tunnel baron top of a back-to-back
SB at the time of writing as the code can only handle two besri€he addition of further
barriers in series unfortunately requires rewriting paftse code in the future.
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Figure 5.12: 1/V curve from two neighbouring islands cortedmnly by the substrate. A
curve generated from the oxide tunnel expression is plati@tgside.

Note After Viva

Peripheral edge tunnelling caused by the crowding of fielddimay be the cause of the
slow turn-on seen in the 1/V curves and not an oxide tunneidrarThis idea is discussed
further in section 8.2.2.
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5.2.4 Van der Pauw

Several two-probe measurements were taken with both tipseosame island. Although
this produced some excellent ohmic curves with two pointacis, this includes the con-
tact resistances of the tips. The sample which was traesferter erbium growth has an
average resistance of 8202whereas the hydrogen terminated sample has an average of
1133¢2. The hydrogen termination has enabled a lower contacttaesis between the
island and the tip because the hydrogen has passivatedrtheesteducing the oxidation.

EHT = 3.00 kV  200nm*

Current = 400pA
Mag = 55.10 K X

Figure 5.13: SEM image of the four tips during a Van der Pauwasueement.

To take a resistance measurement of the Befand without the contact resistance, a
Van der Pauw measure was taken as described in section Bhve 2our tips were bought
into contact with the island as shown in the SEM image in figufe. Two resistances
were obtained by sourcing a current to two adjacent tips agabsuoring the voltage across
the opposite two probe tips, then swapping the pairs of tp®® and repeating the
measurement. This provides two ohmic curves which are showigure 5.14. The
resistance measured from the gradient of the plois afjainst/ in figure 5.14 from using
tips 4 to 1 to source and tips 2 to 3 to probe was5 + 5 €2 and for source tips 3 to 4
and probe tips 1 to 2 a resistance28b + 5 2. Solving the expression in section 3.4.2
using numerical methods results in a sheet resistane&7adtt- 21 €2/sq and a resistivity of
betweer2.87 — 5.75 x 10~% Qcm assuming the thickness of the island is between 1 and 2
nm respectively. The bulk value for the resistivity of Erii3.4 x 107> Qcm, as expected
the value for a low dimensional island is higher due to thedased scattering.
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Figure 5.14: The ohmic curves measured during a Van der Paeagunement and linear
fits to the data. The voltage from the probe tips and curremh fihe source tips.

5.3 Temperature variation of I/V Measurements

The hydrogen passivated Es$land sample used to obtain the I/V curves in section 5.2.2
was cooled using the Nanoprobe helium cryostat to take I/dif&¢rent temperatures
between 179 K and 321 K. The use of the SEM allowed the locamhtracking of an
island which was measured at each temperature. The tip hiad vathdrawn between
each temperature change to avoid the tip crashing due tméhelrift.

5.3.1 Temperature I/V Through the Self Assembled Islands

The 1/V curves taken from the same island shown in figure 5r&Speaesented in figure
5.16a. The high temperature (321 K) I/V curve was the modicdif to take due to
thermal drift and this is shown in the sweep of the I/V curvéfotiowing the same path
on the up sweep compared to the down sweep.

In the high positive applied bias the current decreases iithteasing temperature
which is not as expected from thermionic emission theorys Byprobably due to a change
in the resistance with the change in temperature. The charngenperature follows this
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Figure 5.15: SEM image of the ErSsland with the tip positioned to measure the I/V at
different temperatures.

decreasing trend except for 299 K and 262 K in this high veteggion where they fall
very close to each other and in the wrong order. In the negagplied bias region shown
in figure 5.16b, the current flowing increases with tempeeatind all the I/V curves fit
this trend. The turning point of the 1/V curves shown in figbt&6c is very important to
obtain the SBH, although there is some hysteresis on the |1A¢pw/the curves follow the
trend of decreasing temperature, increasing SB turn oagelt This is as expected and
shown with the simulated I/V curves shown in figure 2.13b.

The I/V curves were fitted using IV.x by setting the tempemafior each I/V curve to
the value measured during the experiment. The oxide turareielb has been set at 1.5
nm thickness, this may not be correct as the measuremengstakam over the course of
a day in which time the oxide thickness may have changed byva&feThe area of the
tunnel barrier has stayed approximately constant with wiheel barrier increasing with
temperature. The first fit was allowed to vary the area of thetl&8second run we fixed
the area of the SB at 3.200~7 mn? which is the area of the island measured from the
SEM image in figure 5.15. The final fit was run at a smaller fixethaof 8.0<10~% mm?
to see if a smaller area improved tQéof the fit. All the parameters obtained from these
fits are shown in table 5.2. The fits for the fixed area of .20-” mm? are plotted on the
I/V curves in figure 5.16. The fit has worked well at the highipes bias and this can be
seen from the increase in series resistance with the ireredasmperature shown in table
5.2.



Temperaturg SBH | Effective | Ryeries | Rsnunt . Area Tunnel Tunnel 9
Ideality . X
(K) (eV) | SBH (eV)| (kQ2) | (MQ) (mm?) Barrier (eV)| Area (mn?)
179.0 0.498| 0.481 9.8 22.3 | 1.038 | 1.56x107® 0.430 1.35x107% | 1.2232
231.3 0.438| 0.422 105 | 22.3 | 1.017 | 3.85x10°® 0.513 1.36x107% | 0.3288
262.2 0.419| 0.404 11.5 | 20.3 | 1.007 | 1.76x10° "7 0.570 1.20x107% | 0.2629
299.2 0.438| 0.423 10.7 | 22.3 | 1.017 | 6.71x107® 0.592 1.32x107% | 1.6337
321.2 0.438| 0.423 12.0 | 22.3 | 1.017 | 3.74x10°" 0.606 1.36x107% | 5.9063
179.0 0.541| 0.524 10.0 | 22.3 | 1.046 | 3.20x10°” 0.396 1.35x107% | 1.3615
231.3 0.461 0.445 10.7 22.3 1.009 | 3.20x10°" 0.507 1.36x107% | 0.5766
262.2 0.427| 0.412 11.5 | 20.3 | 1.000 | 3.20x10°” 0.572 1.20x107% | 0.2456
299.2 0.421 0.407 10.7 22.3 1.078 | 3.20x107 "7 0.615 1.32x107% | 1.8118
321.2 0.437| 0.422 12.0 | 22.3 | 1.017 | 3.20x10°7 0.606 1.36x107% | 5.9032
179.0 0.526| 0.508 9.8 22.3 | 1.041 | 8.0x10°8 0.418 1.35x107° | 1.2752
231.3 0.439| 0.423 10.2 | 22.2 | 1.008 | 8.0x10°8 0.537 1.36x107% | 0.1948
262.2 0.407| 0.393 11.8 | 20.3 | 1.000 | 8.0x1078 0.557 1.20x107% | 0.1986
299.2 0.428| 0.413 10.7 | 22.3 | 1.088 | 8.0x10°8 0.591 1.32x107% | 1.6303
321.2 0.243| 0.240 12.4 | 22.3 | 1.000 | 8.0x10°8 0.682 1.36x10°¢ | 2.8019

SjuUsWaINSE3N A/l JO uoneuea ainesadwal £°G

Table 5.2: ErSiisland temperature variation I/V curves analysed using.IVop part of table is the parameters from a fit where aredasvat
to vary, middle block of the table are fits from a fixed area @03.10~" mm? and the bottom block are fits from a fixed area of>810~% mn.
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Figure 5.16: I/V curves taken at different sample tempeestinetween an Ersisland
and the back contact. a) Full I/V curve, b) Negative applies lbegime, c) Turning point
of the I/V curve.

The increase in series resistance with temperature is entegbas the series resistance
arises from the silicon resistance and the contact resistarhe silicon resistance would
be decreasing with increasing temperature due to morer@hscbeing excited into the
conduction band whereas the increase in electron scajterthe metal tip contact to the
island would increase the resistance. The 262 K curve whickut of order according
to the trend at the high applied bias is matched by the seesistance for this being
higher than that for the 299 K fit. The reverse bias has notfitegy well, with the shunt
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resistance staying almost constant across all the tenypesatT he fit at the turning point
shown in figure 5.16c¢ has not fitted the curve very well; howetre fits do lie in the
correct order for the increase in temperature.

The values for SBH lie in the region of 0.42 to 0.54 eV with thgangy of values at
0.44 eV. The 321 K fit at the smaller fixed area shows a SBH of O\2hewever, the fit
of this curve has jumped to fit the reverse bias and does nbgfiiirning point very well
at all, for this reason this value should be ignored.

5.3.2 Temperature I/V Between Self Assembled Islands

EHT = 3.00 kV  1pm*

Wp = 11 Wids 9 um Tine
Ccurrent = 400pA | |  Scan Speed =10 Height = €.251 pm Date :14 Jul 2011 N Teconnegy |
Mag = 36.11 K % Signal 4 = InLens Scan Rotation = 0.0 ° 1500UHV 28-13 [

Figure 5.17: SEM image of two ErsSislands with the tips positioned to measure the 1/V
between the islands.

An 1/V curve was taken between two islands at different terapees, these are shown
in figure 5.17. The I/V curves are shown in figure 5.18 and fltbe trend of increasing
current with increasing temperature, which is expected a®ralectrons will be excited
into the conduction band at a higher temperature, thus negltice series resistance. The
curves are influenced by tunnelling to give the very gradualed turn-on as the temper-
ature is reduced. The curves resemble oxide tunnel curveshwhnnot be fitted with a
back-to-back SB using our fitting program. The highest tenaijpee curve at 299 K has
what looks like a SB turn on at low negative applied bias kethe gradual tunnelling
curve takes over, this odd shape is not possible to descridbetine theory used in the
fitting program. The strange shape at this low bias could eetdw change in the tip
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Figure 5.18: I/V curves taken at different sample tempeestbetween two ErSislands.

contact during the I/V sweep.

5.4 Conclusion

The growth of the masked ErSilots did not produce the well-ordered structure that had
been hoped for; instead, a pinhole crazed surface was shrowntfie SEM image. This
unknown structure of a phase of erbium silicide producedteresting reproducible hys-
teresis which the fitting program successfully fitted to eithide of the sweep. The fit
showed that the main difference between the two sides wag ehlainge in the shunt re-
sistance and a change in the SBH. These could be due to a adhaffgnt between grains
of the crazed surface structure altering the field acrossilicale-silicon interface.

The self-ordered Ergislands produced a more ordered structure and the islanes ha
provided low dimensional contacts to probe with the Nanbprd he Nanoprobe has been
very successful at probing these types of sample. The hgdrtsgminated sample reduced
the oxide layer and made it possible to extract the SBH for treect MS interface. If
the back contact to the silicon substrate has a high shustaase this can dominate the
I’V measurement; the more ohmic the back contact can be ntiaglenore reliably the
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island-silicon contact can be measured. The measurememedre two similar islands to
avoid the back contact and use the back-to-back fittingmewtias unable to be fitted with
the program because the 1/V curve was dominated by tungellifhe sheet resistance
of an ErSj was measured by a four point Van der Pauw measurement oiganvalue
of 2874 + 21 Q/sq. Assuming an island thickness of 1 nm to 2 nm, the registis
calculated ag.87 — 5.75 x 10~* 2cm compared with the bulk value 8f4 x 10~° Qcm.
The experimental value is higher than the bulk value due eéddtv dimensional size of

our islands.

The room temperature measurements gave an average vatughidaifferent islands
of 0.45 + 0.09 eV for the SBH, whereas the temperature variation gave armageeyver
the temperatures @f.45 + 0.03 eV, this is within error of the previously reported value
of 0.43 eV. However, this is reported for an unannealed sanvpich was seen to drop to
a SBH of 0.28 eV with annealin* Another report puts the SBH for ErSat a value of
~0.39 eV, which would mean the room temperature measurerasngithin errori®> The
temperature variation has shown that the cooling methdutivé& Nanoprobe is successful
and some reproducible trends were obtained from the I/Vezur¥he fitting program has
successfully fitted to the curves with the addition of thedexiunnel barrier. However,
the oxide tunnel barrier thickness has to be varied manaaltitherefore may not be the
value which obtains the lowegt value for each I/V curve.

Note After Viva

The addition of peripheral edge tunnelling to the model nraprove the temperature

variation fits as tunnelling becomes more dominant at lowpenatures.



Chapter 6

Rare Earth Silicide Nanowires on
Si(001)

When a sub-monolayer coverage of RE is deposited onto Si(@@h) @levated tempera-
ture, RE silicide nanowires (NWs) form across the substratce, an observation first
noted with Dy by Preinesberget al in 19981%° At higher coverages and under differ-
ent growth conditions, square and elongated islands carolaeng?® Self-assembled NWs
have a possible future in nano electronics as hanometre wo&s and electronic compo-
nentst!® however there is little control over where they form on thefaze. This chapter
looks at measuring the electrical properties along thewar@NW) and through the con-
tact to the silicon surface into the bulk, to begin to underdtthe transport properties of
NWs.

6.1 Rare Earth Silicide Nanowires

The growth of RE silicides on the Si(001) surface is of paftéicinterest due to the lattice
mismatch between the RE silicide and the Si substrate. ThaHaanismatch is small
in some directions leading to epitaxial growth but high ihess restraining growth plays
a key role in NW formation. Depending on the mismatch, NWs canwgup to several
microns long but are constrained generally to between 1dbl&nhnm in width. This
variation in size can be achieved by the use of different REalwe&tith correspondingly
different lattice mismatches of their silicides and is degent on the growth conditions
such as deposition temperature and coverage. NW have beemnee with RE metals of
Dy, Er, Gd, Ho, Sc, Smi"'8put the silicides of Nd and Yb form islands. With appropriate
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conditions the NWs can form into bundles of wires increasiaiytwidth towards 100 nm.

Quasi-1D systems such as NW are of fundamental interesubedheir electronic
properties are different to 2D and 3D systems. The self dslyamature of the NW means
they can be smaller than anything currently achievable bplithography techniques and
form single crystal structures. The defect free, crystaltructure allows NW to handle
high current densities making their use as nanointercdametween components a viable
option. NWs could also be envisaged as switcH&snemory storage device$? and
elements in logic device®¥! This has yet to be realised due to the readiness of the silicon
surface and the RE metals to react with oxygen and the difigsubf mass manufacturing
as currently these silicides are produced under UHV camusti

RE NW have been shown to exhibit metallic properti&si?>and some unusual quan-
tum effects!?4#12°0One such effect is that of the Peierls distortion where a gban the
width of the NW along its length shows a move from metallicémgconducting behaviour
of the NW. This has the potential of a SB junction at the chandgee NW properties?®

6.1.1 Growth

The lattice mismatch between the Si(001) surface and the IR siis thought to be the
key factor in NW formation. The hexagonal RE silicid@xis has a much larger mismatch
to the Si(001) lattice than the RE silicideaxis. The lattice constant for silicon is 3.845
A where as for ErSithe a-axis is 3.798A giving a mismatch of -1.22%. However the
c-axis for ErSi is 4.088A yielding a lattice mismatch of +6.3% hence the straineawgno
in the [110] directiont®122

NWs form by Stranski-Krastanov growth where a wetting lagecreated first on the
deposition of RE before the growth of N¥ NWs consume silicon to form the silicide
and therefore are not completely on top of the substrataseitfut are partly sub-surface.
Studies into the surface reconstructions around a NW igyhicio be the precursor to NW
growth; Gd, Dy and Ho sho& x 4 and2 x 7 wetting layerst>!?’where as Er formg x 3,

5 x 2 andc(5 x 4).1%8

Although the precise structure of the NW is not known due &dimall proportion of
the surface covered by the NW structure, there is evidenoeisly that NWs are hexag-
onal. Cai presents evidence from STM heights of the NW whiokeliseen measured
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as 0.33A which corresponds to the hexagonal phase of E¥8iFurther work shows

the square islands to be 1.2-1.4 nm high consistent withetfhagonal silicide phase but
there is much contention over this with both tetragonal amxhgonal structures being
proposed1.3'13°'13l

The growth of NW is very sensitive to the deposition condisicuch as temperature,
rate of deposition, coverage and annealing time and teryseraThe NW were grown
onto a substrate of n-type Si(001) dffcut to promote NW growth in one direction. This
is due to the Si terraces all having perpendicular dimmessrbacause of the®4ffcut.
This was essential to be able to locate stand-alone NW in #reoprobe to be able to
make contact to and ensure that there were no connectiotiseoN\W. The substrate was
cleaned by DC flashing after an outgas overnight at 8D0The silicon was flashed up
to 1200°C once and then slow cooled from 900 to 700°C. If the substrate is cycled
as it is for Si(111), the surface becomes more rough wittateredges becoming more
undefined. The NW samples were required to~& nm wide so the Nanoprobe could
contact to them, meaning that the wires were bundles of NWerdhan a single NW. To
achieve this, 0.4 ML of Er was deposited onto a substrate @t 64n approximately 10
minutes. This was then further annealed at the same terapefat 15 mins.

(a) 1000nm 1.85V 2.1 nA (b) 200 NM 1.85V 2.1 nA

Figure 6.1: STM scans of ErsShanowires on Si(001)°4offcut. a) 1000 nnx1000 nm
overview showing isolated NW and islands, b) 2001200 nm close up showing the
bundle of NW and the terraced surface of theoffcut Si.

This sample preparation produced NW less than a micron lomg-B0 nm wide as
shown in figure 6.1a. These NW are up~d nm in height, but seem to sit in a dip on
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the surface of consumed Si. The surface does have somesglaegent but the majority
of NW are unconnected. Figure 6.1b shows that the wide NW demgp from several
smaller ones.

Further Nanowire Samples of Interest

Under certain growth conditions ‘T’ shape NW are formed of®0&Ll) as shown in fig-
ure 6.2. The ‘T’ shape NW may have a junction at the ‘T’ allogviaa simple transistor
mechanism to occur. Controlling the current flow along the NyMh®e use of the side
branch would be an exciting development. The mechanismhisrgrowth is not fully

investigated and the structure of the side ‘T’ is not known.
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Figure 6.2: SEM image of ErShanowires with side branches, a possible future sample
for I/V measurement.

6.2 |I/V Measurements

6.2.1 Tunnelling

Initially we found that the transport of NW in air was prodogia very strong oxide
layer. We measured some very distinct tunnel I/V curvestatiarised by the sweeping
‘s’ shape and the nA magnitude of the measured current. Usithgoretical tunnelling
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curve discussed in section 2.4.5, we were able to match fttisappropriate parameters
showing a good fit by eye to tunnelling conditions. Figuregh8ws the experimental data
and the tunnel expression plot using parameters of 1.37 nithéooxide layer thickness,

a barrier of 1.81 eV and an area of 9677 which is a tip diameter of 111 nm. These
values are very realistic for a tip contacting to an oxidesfayfo overcome this problem,

we developed vacuum transfer between York and Leeds usengaituum suitcase.

4e-9 Y
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Tunnel curve
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Figure 6.3: Oxidised NW sample 1/V curve with tunnel plot.

6.2.2 1/V of the Nanowire-Silicon Interface

With the transfer now in vacuum, the contacts to the NW werelmaasier to maintain and
repeatable 1/V curves were produced. Making contact tolttreN\W required sharp tips
and careful control of the tip. The tips were approached ¢mtosilicon surface where,
with a small voltage applied, a few nAs flowed. Then by gentlyving the tip over the
NW, a jump in current to tens of nAs indicated a contact to thimetal ErSi NW.
By taking an I/V curve between two tips, an idea of the tip conta the NW could be
obtained. Once a satisfactory ohmic contact had been azhian I/V measurement to
the back of the substrate through the interface could thendme. Figure 6.4 shows the
two tips positioned on a NW ready for I/V measurement.

The I/V curves obtained still have very gentle curves as shiowfigures 6.5 and 6.6
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EHT = 3.00 kv 200nm* Wp= 4 Uidth = 3.176 um Tin 104 N)aﬂ"’ﬂ'ﬂn
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Figure 6.4: Nanoprobe SEM image of two tips contacted ontWMarBlady to take an I/V
measurement

which stems from tunnelling. This gentle curve is asymmsetiith more current flowing
with positive applied bias indicating there is a SB curveddition to the tunnelling. These
I/V curves are much more difficult to fit to due to the gentleveuirom the tunnelling. By
using a single SB and an oxide tunnel barrier in series it vaasiple to obtain a fit. The
I/V curve in figure 6.5 produced a reasonable fit witl’avalue of 6.7% 10~% using an
oxide tunnel barrier of 0.68 eV, a thickness of 1.5 nm and ea af 3.9<10~ mn?. The
fitted SB gave values of 0.735 eV for the SBH, 0.716 eV for theaf¥e SBH, with an
area of 5.5% 10~ mn?, series resistance of 4796and a shunt resistance of 11XM

The second NW produced the I/V curve in figure 6.6 where thshape is much more
pronounced. This means the oxide tunnel barrier is donmgatiore with the voltage
dropped over the SB very small. A fit was obtained with?avalue of 1.44<10~% using
an oxide tunnel barrier of 0.61 eV, a thickness of 1.4 nm andraa of 3.4 10~'* mn?.
The SB gave values for the SBH of 0.621 eV, the effective SBH@&®®eV with an area
of 5.48< 10~ mm?, series resistance of 2®and a shunt resistance of %M

These two curves from different NW give SBH in the region of20t& 0.73 eV which
is higher than expected. SBH have been reported for;Esinds on n-Si(001) of 0.38
eV and on p-Si(001) of 0.67 e¥?for our NW on n-Si(001) a similar value was expected.
The high SBH could be due to the contact not being completethemMNW and the SBH
measured could be the tungsten tip-silicon SBH; however astyrheasurements taken
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Figure 6.5: 1/V curve from the ErSNW shown in figure 6.4, measured from a single tip
and the silicon back contact.
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Figure 6.6: 1/V curve from an alternative EsSNW measured from a single tip and the
silicon back contact.
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with a tip on the silicon surface produce very low currentthie order of nA and tend to
have no current flowing in the forward bias regime. The SBHast&d using the fitting

technique could be incorrect due to the tunnel barrier datmg the I/V curve. Although

there is an asymmetry in the I/V curve, it is very difficult todiSB to this over the tunnel
barrier. The model which we are using to fit to the data doeswhide tunnelling through

the SB which for nanoscale objects has been seen to be mooetanp as discussed in
Section 2.5. This could be a further reason why the fittingineuis struggling to find a

solution with the expected SBH 6§0.38 eV.

Note After Viva
Peripheral edge tunnelling caused by the crowding of figlddimay be the cause of the

slow turn on seen in the I/V curves and not an oxide tunneldrarifhis idea is discussed

further in section 8.2.2.

6.2.3 |/V Along the Nanowire

EHT = 3.00 kV  1um*

o = yid Tim :51
current = 400pA | | cen Speed - 10 Height = 4.36% um Date :6 Apr 2010 phbsht bk
Mag = 51.72 K X Signal L = Inlens Scan Rotation = 0.0 ° 1500UHV 28-13

Figure 6.7: SEM image of two tips contacted to the NW to meatiug I/V along the NW.

When two tips are contacted onto the same NW as shown in figédrar6l/V curve
can be taken along the NW. If there is a good contact, the N\Wsgan ohmic linear plot
from which a resistance can be obtained. Due to the contaatg lifferent for each tip
contacted to each different NW, a range of resistances weesuaned from 16 I to 24
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Figure 6.8: Example I/V taken along the NW with a linear fit tii@n the resistance.

k). Figure 6.8 shows two I/V curves taken in this measuremeoingdry along the NW
with the relevant resistances obtained from the least sguenear fit to the data.

Such a large difference in resistance cannot be explainéodagifference in the cross
sectional area or length between the individual NW’s. It isemted the resistivity will be
the same for each NW and for this to be the case the crosssalcticea or length would
need to be a factor of a thousand different to provide thegangesistance observed.
Therefore the contact resistance must be affecting theséisereating a very large spread
in resistances along the wire. Comparing the two probe eggist along the NW to the
previous series resistances of 479Gand 2 M2, which were obtained from the fit to
the SB measurement of the NW, it can be seen that the spreasistance is similar.
The large spread in both of these resistance values musbalselated to the contact
resistance. The large spread in the contact resistance bewue to an oxide layer or the
fact many of these NW are bundles of individual wires. Thisangeone tip could be in
contact with a different wire compared to the second tip. Uie of the 4 offcut silicon
for the orientation of the NW causes the surface to be heatglyped, meaning that a clear
contact to the NW may be hindered by the terrace surface whetip could be partially
contacting. The use of a very sharp tip and a STM capable &f t@golution scanning
would enable a better positioning of the tip on the nanosirec
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To remove the contact resistance, a four-point probe mettesl attempted. This
required locating four tips onto the NW and sourcing a curterthe outer pair and mea-
suring the voltage across the centre two tips. Unfortupatel could never keep all four
tips in contact with the NW at the same time due to drift. Hjnah unfortunate discharge
from the external vacuum circuit ended the session rath@staphically as shown in

figure 6.9.

EHT = 3.00 kv 1um*

Current = 400pa
Mag = 23.78 K X

Figure 6.9: SEM image of the remains of four tips and the NWeradt catastrophic dis-
charge.

The result of this failed four-point probe measurement \wasitevelopment at LENNF
of a switch box to change the connections between the soeteelnd the tips. Unfortu-
nately this was not developed in time for a repeat of this w@gllenging measurement.
This type of measurement requires the four tips to be as stsgppssible, less than 50 nm
in diameter. The four tips all need to manoeuvred with ae ldtift as possible to contact
to an object nm in width and almost flush with the surface, sbmg which was very

technically challenging.

6.3 Conclusion

These small dimension structures are more sensitive tabaidthan the previous ErSi
islands. Taking I/V measurements from nanowires has prtbd very challenging, with
the following SBH extraction not straight forward. Any sampb be measured must be
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kept in the best vacuum possible and the time between NW graad 1/V measurement
minimised to reduce any oxidation effects. The extractddesfrom the fitting program
and for the resistance measurements along the wire shoththabntact resistance plays
a big part in the 1/V characteristics. The I/V curves reqditfee addition of an oxide tunnel
barrier to be able to achieve a reasonable fit, however thisines manually varying the
oxide thickness to find the lowegt value. This is apparent from the two I/V curves which
have quite different shapes and require a different thiskne get the best? value. The
extracted SBH of 0.62 eV and 0.74 eV are higher than expectad/alsie around 0.4 eV
would be comparable with the EpSsland measurements.

The fitting routine handled these challenging samples vetyafter the addition of an
oxide tunnel barrier. However the fitting routine does nattam any theory for nanoscale
effects, such as enhanced tunnelling through the SB, whigjniniie starting to occur
in these samples, something for further development of thagiprogram. Now im-
provements to the equipment at LENNF have been made, whisthdped will stop any
discharge, a repeat four-point probe measurement coulttdra@ted to determine the re-
sistivity of the NW. A sample such as this may benefit from loggm termination. Once
the I/V measurement and SBH extraction is further developedlt sample shown in fig-
ure 6.2 can be investigated. These NW samples can be growmtimaoer, which would
require a new approach to I/V collection utilising a Nandy@eapable of high resolution
STM and better stability.



Chapter 7

Metals on 2D Rare Earth Silicide

This chapter explores the use of a 2D RE silicide grown on e-13j{§111) as a buffer
layer to transition metal growth, specifically manganesenet growth study using er-
bium is presented, building on previous work done in the grauYork using holmium.
Preliminary I/V measurements have been taken from 10 ML ofdéposited on the 2D
Er silicide. Mn islands on the 2D Er silicide have been growhdould not be measured
in the Nanoprobe as they proved too small to contact with.a tip

The requirement to inject a spin-polarised current inticail for spintronics and cre-
ate the appropriate spin-accumulation properties resjgaeeful engineering of the metal
semiconductor interface. To create a spin-polarised nyreeferromagnetic layer is re-
quired, for example iron. However, iron does not epitaxigitow on silicon as a pure
metal because the interface forms iron-silicide, of whiod majority of phases are non-
magnetic. Iron growth on silicon can also form islands ohisilicide. One method to
stop this silicide formation is a buffer layer between tHesn and the metal. It is also
possible that this buffer layer can be used as a delta dopedda proposed by Bratkovsky
to modify the SB at the interface for spin accumulation tourc€

7.1 Manganese on Ultra Thin Rare Earth Silicide

Although iron would seem the best ferromagnetic materiadgim polarise electrons, it
does not epitaxially grow on silicon. The growth of iron olicgin normally concludes in
iron silicide formation, an area which has been extensistlgied. Good epitaxial growth
of Fe silicide can be achieved with the co-deposition of Fe& &n producing a SBH of
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~0.62 eV!* Manganese metal, on the other hand, has a closer latticénwasilicon,
and therefore 2D RE silicide, compared to Fe, making mangagresvth more preferable
on a 2D RE silicide. Manganese is antiferromagnetic in th&;thdwever, it is predicted

to have a large magnetic moment in low dimensional struststeh as thin films and
islands grown on noble metat82® This large magnetic moment makes Mn an interesting
possible material for spintronics.

Interest in Mn silicide is growing; theoretical studies iA0® into Mn silicide on
Si(001) show possible 50% spin polarisatitf,and the idea of Mn growth on Si(111)
for spintronics applications is being pursu&8 Manganese clusters have been shown to
self-order on Si(111) surfac€® and when annealed above260 °C they form silicide
islands®*” An almost complete film of Mn silicide can be formed at covesgf 4 ML
and annealing at 35@C.1%>18However, this study aims to grow pure Mn on a 2D Er sili-
cide thin film to eradicate MnSi; this could possibly be extet to other transition metals
enabling the Schottky barrier to be engineered.

Growing a well ordered Mn layer on Si(111) without annealimgs not yet been
achieved and any annealing will cause the silicide readiiotake place. The use of
an ultra thin layer of 2D RE silicide as a buffer layer and thpakition of Mn at low
temperatures has been shown to reduce the reaction of thethlthe silicon° Michael
Reakes provides evidence in his thesis from MEIS depth prgfilhat the Mn layer is
unreacted with silicon and sits on top of the Si bilayer of 2BERE silicide layer*° The
structure of the Mn layer and its magnetic properties aranank at present but the pro-
cess of growing Mn metal on top of silicon could have poténitisgspintronics. The use
of the 2D RE silicide provides an important structural barbetween the Mn and silicon
and also has the possibility of producing a SB interfaceablgtfor spin injection.

7.2 Growth

To grow a sample of Mn on 2D RE silicide on silicon, several stagith different anneal
temperatures encourage the best interface to form, reglticenMn diffusion and reac-
tion with the silicon substrate. This sample growth was e by Michael Reakes
and Chris Eames using the RE holmidi whereas this study has shown that the more
prominent RE, erbium, can also be used as the RE buffer layémitim and erbium are
almost identical, producing the same silicide structurénwimilar properties. There is a
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slight difference in lattice constant at 298 K between H¢3i8081A) and ErSj (3.7971
A) hence there is a difference in strain between the twoidéi to the silicon substrate.
Therefore some of the annealing temperatures had to beclkleallow for the change in
strain and the different expansion coefficients.

7.2.1 Ultra Thin RE Silicide

After the n-type Si(111) substrate has been cleaned by ssitggpand DC flashing to 1200
°C as described previously, achieving & 7 LEED pattern, the next stage is the growth
of the 2D RE silicide, the structure of which was discusseddatisn 5.1.1. The 2D RE
silicide consists of 1 ML of RE sitting under a reverse buckbddyer of silicon. The
formation of a high quality epitaxial 2D RE silicide (one wotltt defects or 3D islands)
is vital to prevent Mn silicide formation, as the amount opesged substrate Si is at a

minimum.

(a) 60 eV1 x 1 LEED (b) 500 nm STM, 2V 2 nA

Figure 7.1: 2D Er silicide on Si(111) a)x 1 LEED image, b)500 nm STM scanat2V 2
nA.

The 2D Er silicide layer was formed by depositing 1 ML of Er~#i2 minutes under
RDE conditions 0~~520°C. A further 10 minutes anneal at520°C before reducing to
~400°C for a final 10 minutes. The surface reconstruction was ateaking LEED and
showed a cleat x 1 pattern, shown in figure 7.1a. The sample was then scannée in t
STM to assess how large an area was defect free. A 500 nm STiMssshown in figure
7.1b, where the dark areas are holes in the 2D silicide sudad the bright islands are
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the start of a 3D structure. The sample presented is not astdede as originally aimed
for due to the 3D islanding and the pinhole defects in the 2Dide layer. Further growth
studies maybe able to reduce the defect density; howevehifinitial study this sample

was taken to the next preparation stage.

Normally, 550°C is considered the optimum temperature for the RE silicidmé
tion, however the reduction in temperature~t620°C was used to reduce the 3D island
formation. At higher temperatures, as already seen in eh&ptthe RE silicide diffuses
into islands of 3D which cannot be reversed. Figure 7.2 steosample of ErSigrown at
~550°C where 3D islands are clearly present in the STM image, agalomighter islands.
The darker holes in the STM image can be a reconstructioredbtsubstrate, oftenx 7.

An indication of 3D island formation can be seen in the LEERgra with the presence
of extra(v/3 x v/3) R30° spots to the expecteldx 1 pattern, as shown in figure 7.2b.

() 360 nm STM, 2V 2 nA (b) 50 eV1 x 1 with hint of (v/3 x v/3)R30°

Figure 7.2: 2D Er silicide grown at 550 a) 360 nm STM scan at 2 V 2 nA showing
in bright the formation of 3D islands, b) LEED image of the gdenl x 1 with hint of
(v/3 x v/3)R30° indicating the presence of 3D growth.

The first hotter anneal is crucial to allow the Er to react wite Si, annealing at a
lower temperature results in unreacted Er left on the sarfébe final anneal at400°C
is intended to reduce the lattice mismatch between the Erfi the Si(111) by exploiting
their different thermal expansion coefficients. Once alin has reacted in the first stage,
optimisation of the structure is done with this lower tengtere anneal; by lowering the
temperature, the two lattices can be made the same sizedeeiteuthermal expansion of
the disilicide is roughly three times that of the Si substfdt The temperature of the final
anneal was altered from the 350 used by Michael Reakes for the Ho silicide formation
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due to the different thermal expansion coefficient of erbgilnide.

7.2.2 Manganese

Once a 2D Er silicide film has been achieved with as few def@gtsossible, as shown
by LEED and STM, Mn can be deposited on top. The sample is fixslied using liquid
nitrogen, stabilising over 2 hours at -185, measured by the thermocouple on the manip-
ulator arm a centimetre away from the sample. Depositing amold surface reduces the
mobility of the Mn prohibiting the reaction with Si. The degtboon time of the Mn is kept
as fast as possible to reduce any heating of the sample f@sotirce. Finally, the sample
is annealed at a low temperature300°C) for a short period of time (1 minute) to allow
the Mn to order into a crystalline structure. The work by Readteal produced islands
of Mn on the 2D Ho silicide with an average area of 421895 nnt and with an average
diameter of 7.6:0.34 nm**° For the measurement of I/V curves using the Nanoprobe, the
islands of Mn need to be as large as possible, over 100 nmnmedé, so they can be seen
in the SEM and the tips can make contact to them.

Mn Islands on RE Silicide

To try to increase the island size, the length or the tempexaif the final anneal could
be increased. Depositing 2 ML of Mn 5 minutes onto the 2D ErSheld at -185°C
with different annealing conditions produced the STM immgefigure 7.3. Both of these
samples produced a cle@ay3 x v/3)R30° LEED pattern shown in figure 7.3a.

Figure 7.3b shows the STM image of the sample with a post &mfe&00°C for 5
minutes. The Mn has formed into connected islands mainiygatbe edges of the 2D Er
silicide which seems to have diminished in size. The holéké2D seem to be covered
with small islands, possibly of Mn, which may have reactethwhe surrounding Si hence
the 2D decreasing in size.

Figure 7.3c shows the STM image of the sample with a post &diohead00°C for 2
minutes. This hotter anneal has caused the Mn to pull togetteelarger islands and again
the underlying 2D silicide seems to have been affected willdslands of material. The
hotter anneal and the disturbance of the 2D layer mean tkaskénds of Mn probably

have undergone a reaction with the silicon and are now a nexttMn and Er silicides.
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> ol

(b) 200 nm STM, 2 V 2 nA 2 ML Mn annealedc) 250 nm STM, 2 V 2 nA 2 ML Mn annealed
at 300°C for 5 minutes at 400°C for 2 minutes

Figure 7.3: Mn Islands on 2D RE Silicide. a) LEED image showdglegr (/3 x v/3) R30°,
b) STM image 200 nm200 nm of 2 ML Mn annealed at 30@ for 5 minutes, c) STM
image 250 nnx 250 nm of 2 ML Mn annealed at 40Q for 2 minutes.
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The sample grown with the final anneal of 40D produced the biggest islands in the
region of~20 nm diameter and 1 nm high. This sample was removed fromuva@nd
taken to LENNF to see if the surface could be imaged in the SB&¢ause this sample
was removed from vacuum, the Mn islands will have oxidisee BEM image shown
in figure 7.4 was obtained from the Nanoprobe, the ‘fuzzy ¥labe assumed to be the
oxidised Mn islands. Dr Walton from the LENNF facility exgsed concern that the
islands would be very challenging to see when the tips wepmsition and very hard to
make contact to with a tip.

= w - 1 vigen - 1.735 ; z ;
EHT = 3.00 kV  200nm* 2 7 i it W)0micron

Current = 400pA Scan Speed = 11 Height = 1.301 pm Date :5 Sep 201 Randedhiaegy
Mag = 172.94 K X Signal L = Inlens Scan Rotation = 0.0 ° 15000HY 26-13

Figure 7.4: Nanoprobe SEM image of Mn Islands, the 20 nm {udnbs’ are presumed
to be the oxidised Mn islands.

Mn Film on RE Silicide

Due to the concerns of being able to probe the very smalldsi@noduced in the previous
section, a second sample with a film of Mn on the 2D Evfas prepared.

10 ML of Mn were deposited in-10 minutes on to the 2D ErsSat -185°C before
a post anneal at 30TC for 2 minutes. This produced a fuzzy/3 x +/3)R30° LEED
pattern shown in figure 7.5a indicating some order of the nafase. The STM image
in figure 7.5b shows a flat terraced surface through the raiber STM scanning due to
contamination of the tip. The flat terraces are consistetit ahigher coverage and what
is expected. This sample was transferred to LENNF in the wacsuitcase for I/V data
collection.
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(a) 60 eV LEED poof+/3 x v/3) R30° (b) 500 nm STM 2V 2 nA

Figure 7.5: 10 ML Mn on 2D RE Silicide annealed at 30 for 2 minutes. a) LEED
image showing the podr/3 x v/3)R30° from the Mn film surface, b) STM image 500
nmx500 nm of the Mn film.

After I/V data collection the Mn film on 2D Ergisample was returned in the vacuum
suitcase to the STM chamber where it was capped with titanilie sample was then
prepared for TEM imaging by Jeremy Mitchell. TEM imaging bfst showed the thin
films to be heavily oxidised. This oxidation could have amigeom the time involved
to transport the sample to LENNF and collect data and sombeobkidation could be
due to the titanium capping process; however the harsh sexs®n preparation probably

introduced a high proportion of the oxide damage.

7.3 1/V Measurements

The next challenge for these samples was to obtain an I/\écamd extract the SBH. The
Mn island sample was used as a feasibility study for the Navimgpto find out if it could

take data from such small structures even though the sanipleave been oxidised by
air during transport. The Mn film was straightforward to tdiédata from but presents
some difficulties for the analysis as the inclusion of an exighnel barrier was required.
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7.3.1 Mn Islands

The manganese islands which were transported in air to bgeidhia the Nanoprobe SEM
shown in figure 7.4 could not be seen with an STM tip preseneutite SEM column.
This meant the tip could not be positioned over a nanoisldndan attempt to find an
alternative way to contact a nanostructure, we took an STdyarof the islands using the
Nanoprobe. The image quality was poor as shown in figure luéaathe sample being
oxidised from transport in atmosphere, the quality of thegien tips and the stability
of the system. Using the STM image, it was hoped that an istattl be positioned in
the bottom left hand corner where the tip returns to at theadradscan, then the manual
approach of the tip could continue as normal. To locate amdshnd then position the tip
over the island requires minimal drift, which was not theecas drift of 200 nm or more
was seen over a scan time of 15 minutes.
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(a) 500 nm, 2.27 V, 0.7 nA (b)

Figure 7.6: Nanoprope data of oxidised Mn islands, a) 500 i 8nage taken using
the Nanoprobe, b) I/V curve.

This approach to contact to the Mn islands was tried on a feamds with the same
shape of I/V curve measured as shown in figure 7.6b for eaematt This shape of I/V
curve has been seen when the tungsten tip is in contact Witbrsoxide. The contact is
dominated by the back contact which has a very high shursgteesie so almost no current
flows in the positive applied bias. It is not currently possito fit to this type of curve
using IV.x and due to the strong shunt resistance of the baitact, it is doubtful that the
curve will contain any useful information about the SB, assigncontact to the Mn island
has been achieved.
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7.3.2 Mn Film

The manganese film deposited onto a 2D Er-silicide film wassparted to LENNF in
the vacuum suitcase. I/V data was taken from this sample ewalifferent locations on
the surface with two different tips. Figure 7.7 shows an lINMwe taken from the Mn film.
The forward bias of this curve is curved which is an indicatd tunnelling. By adapting
the fitting program IV.x to include one SB and one oxide turivegkier we were able to
improve they? of the fit. We were only able to fit to the parameters for the exighnel
barrier of area and barrier height, so we conducted a searobsaoxide thickness values,
finding that a realistic value of 1.5 nm gave the lowgfit.

The fit using an oxide tunnel thickness of 1.5 nm is shown inr&gl17, obtaining
values of 1.095 eV for the SBH and 1.074 for the effective SBHr@rearea of 2.11
mn¥. The series resistance obtained was 1274dnd a shunt resistance of 2AMind an
ideality factor of 1.01. The oxide tunnel barrier had a fixedkness of 1.5 nm, an area of
9.56 x 10~ mm? and a height of 1.05 eV. The fit hag@&value 0f5.37 x 10~. The tunnel
barrier thickness parameter from this excellent fit wasiadgb the other I/V curves. The
I/V curves taken using the same tip produced similar fits;daew, the second tip data did
not fit as well as shown in figure 7.8 and indicated by?avalue of 0.104 compared to
5.37 x 10~*. The experimental data obtained is a higher current andtttieds not fit very
well at the turning point and at high reverse bias. The fit hasgiased the current flowing
by decreasing the series resistance and increasing thefaheatunnel barrier, which has
reduced the curve on the fit in forward bias. The fit is now alnstsight in the forward
bias which makes the turning point too sharp in the fit and @wmiong place, this in turn

makes the reverse bias not fit closely to the experimental dat

The fit in figure 7.8 has fitted parameters witi’avalue of 0.104. The SBH is slightly
reduced to 1.082 eV and 1.061 for the effective SBH over an stlidentical area of 2.12
mn?. The series resistance has been reduced td78nk a shunt is identical at 27 M
and an ideality of 1.00. The oxide tunnel barrier area hasedta significant amount from
9.56 x 10" mn? to 5.01 x 102 mm?, with only a slight change in height from 1.05 eV
to 1.04 eV. The thickness cannot be fitted and is fixed at 1.5ms significant change
in the tunnel barrier area and the poor fit is an indication fitiaa different tip the oxide
tunnel barrier is different. The oxide tunnel barrier bedgwehe tip and the Mn is likely
to be different because of the individual shape of each gzhEime a contact is made to
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Figure 7.7: 1/V data from a 10 ML Mn film on 2D Er Silicide on sitin. 1V.x fit with
optimised oxide tunnel barrier thickness of 1.5 nm.
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Figure 7.8: 1/V data from a 10 ML Mn film on 2D Er Silicide on sitin taken with an
alternative tip to figure 7.7 but using the same oxide tunaehmeter.
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the surface, the amount of pressure applied by the tip maythke thickness of the oxide
layer, in turn altering the tunnel barrier and the contasistance.

Altering Doping Concentration

As this sample was designed to use the 2D RE silicide layerttasaa delta doped layer,
the doping concentration may not be that of the silicor ((0?! m~3). We ran several fits
at different doping concentrations with no significant ap@ain they? value. A change
in the doping concentration fron0? m=3 to 10* m~2 only produced a decrease in the
x? of 1 x 107¢ and no noticeable change in the fitted curve. A concentratidn m—3
obtained a slightly worse fit with an order of magnitude imse in they? value. The
increase in doping concentration is expected to have éftlect on the 1/V curve as this
only effects the image force lowering; however, if the dgpaoncentration is high then
tunnelling through the barrier has a higher probabilitytheshigher doping narrows the
barrier. Altering the doping maybe more important if turiingl through the barrier was
included in the model.

7.4 Conclusion

The manganese samples were very challenging samples ydbagiow, due to the extra
steps in the growth procedure and careful control requifédeotemperature, but also to
take 1/V data from due to the island structure size and thdagion of Mn. The growth of
Mn on 2D erbium silicide has been shown to work in a similar ne&rto previous work
done on HoSiwith slight alterations to the annealing temperatures. WMnesland size
has successfully been increased to 20 nm diameter; howkeaguality of the Mn islands

is unknown at present.

These initial feasibility studies have shown that takingadeom islands less than 100
nm in diameter using the Nanoprobe is very challenging bee#uwey cannot be imaged
in the SEM or imaged with the STM. This is because the SEM uwl is limited by the
long working distance of the column to allow access for the.timaging is also hindered
by the presence of the grounded tips, affecting the contfatste image. To have more
success at measuring islands on this scale, a more stabtpidée would be required
with higher resolution STM abilities to enable scanningre islands. These Mn samples
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are susceptible to oxidation over the course of transpdtEfdNF and a 24 hour delay
between growth and I/V measurement. Ideally, to improve the samples should be
grownin situ. This has been shown by the requirement of an oxide tunnekbéo fit the
curve in the forward bias. Further evidence for the tunnetibahas been gained from
TEM imaging, showing that the sample is heavily oxidisede Emalysis has shown the
SBH of the manganese on 2D RE silicide tobk.1 eV. This is a high value for the 2D RE
silicide, which we would expect to be 0.4 eV and for the Mn vehere would expect 0.67
eV.1*2 This could be due to the oxide altering the structure or tlevtr, produced Mn
and Er silicide. The program has very successfully fittedhése curves with the addition
of an oxide tunnel barrier, however this assumption of thalgecurve being all from the
oxide layer maybe altering the extracted SBH. The very geatfeon of the curve means
it is hard to pin point the turn-on of the SB which may lead targé error in the extracted
SBH.



Chapter 8

Conclusions and Further Work

8.1 General Conclusions

This work sets out to measure the Schottky barriers of lowedisional structures to fur-
ther the development of spintronics. This work has dematesdrthat the quality of the
interface affects the Schottky barrier and more so, theamtsitto the sample affect the
measured I/V curve. The effect of the contacts plays a key irothe shape of the I/V
curve and ultimately how well the parameters can be extiac€embining already exist-
ing standard SB theory in the development of a new fittingineuéllowed the I/V curves
to be fitted with confidence. The fitting routine was testea@$iSk-silicon(111) sam-
ples and then modified in the light of findings. This allowedtaisearn how the fitting
program operated and when to realise the outcomes were aiwitie This gave confi-
dence in the program before work on Ex&iw dimensional structures was undertaken.

8.1.1 Development of IV.x, the Fitting Routine

The graphical fitting methods developed by Norde and Wemeuaed in this thesis, have
shown that series and shunt resistances are important extrection of the SBH. These
methods although producing an acceptable result for the SBldamfined to only using a
handful of data points on the I/V curve, this is where thergjth of a computational fitting
routine shows. Although for the test case, the newly dedyiting routine, IV.x gave
very similar results to the Werner graphical plots, we carelrauch more confidence in
the computational fitted values because the whole curvdisagt The new fitting routine
IV.x includes, the series and shunt resistances, image fokgering of the barrier and
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tunnelling through the barrier, when it is under reverse biche latter two are additional
theory to what is used in the graphical fitting methods. Thlegmm can fit to two SBH,
two areas, two ideality factors, two shunt resistances lamdéries resistance. The routine
is capable of handling two barriers and has been used withagk-to-back SBs and also
in the configuration of one SB and an oxide tunnel barrier. Wtheroxide tunnel barrier
replaces one of the SB the area and tunnel barrier are fittdelaid, the oxide thickness
cannot be varied by the fitting program. This addition of tk&le tunnel barrier enabled
much of the fitting to contacts where the 1/V curve had beeecadd by the tip contact
oxide layer. The fitting routine has proved to be very robustproduces fitted parameters
for the majority of curves. However, the tests taught us hmnterpret these results and
recognise that not all I/V curves are from a well ordered aont For example, when a
large ideality factor or an unrealistic area are obtained¢hvalues should be questioned,
as this identifies a possible poorly formed interface. Thimdjtroutine does not remove
the need to inspect the experimental I/V curve and the obdim to this data.

8.1.2 Nickel Silicide on Si(111)

The growth of NiSj as a test material for the fitting routine required the fagtogéion
rate of the MBE system. However, no evidence for the growthef&-type interface ori-
entation was seen, it is assumed that these samples wereRitipe or a mixture of both
orientations. This is supported by the extracted SBH fordlsssnples being more con-
sistent with the expected B-type value. The samples growe ®-type orientations were
more successful, with the fitting routine obtaining valuesthe SBH of 0.816:0.016
eV with an effective SBH of 0.79#0.016 eV which agrees with the value of 0.79 eV
previously reported by Tung’

8.1.3 Erbium Silicide on Si(111)

The growth of thick, 10 ML ErSimasked dots produced a pinhole crazed surface. This
inhomogeneous surface produced some striking result®ifotm of a reproducible hys-
teresis, with the shunt resistance and the SBH being the rhaimges between the curves.
This sample highlights the difficulties of understandingpinoperties of the interface when
the structure is not well ordered.
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Self assembled islands of EgSvere grown on Si(111) producing a better structure.
These demonstrated the Nanoprobe technique of collecfihgrém low dimensional
structures. These samples also highlighted the importainite back contact to the sam-
ple. This needs to be an ohmic contact or a very leaky Schotkyer if the SBH of the
island-silicon interface is to be extracted. The island&k8i, gave an average SBH of
0.45 + 0.09 eV. The temperature variation provided a very success$utet only for the
Nanoprobe but for the fitting routine as well. The fitting praxg does not fit to tempera-
ture but allows the measured temperature from the expetitod® input. This set of data
taken over a temperature range of 179 K to 321 K showed an atnastant SBH with
an average aof.45 + 0.03 eV which corresponds closely to previously reported vahfes
0.39 eV. The Van der Pauw sheet resistance measuremenefar$i island obtained a
value of2874 &+ 21 Q/sq and a resistivity of between87 — 5.75 x 10~% Q.cm assuming
the thickness of the island is between 1 and 2 nm respectivietyexpected for a low
dimensional structure this is a higher value than that fdk EuSi, of 3.4 x 10~5 Qcm.

8.1.4 Erbium Silicide Nanowires on Si(001)

The smaller the structure to be probed, the more sensitieittation it becomes. This
caused a big problem for the NW samples and the I/V curves wamsefitted using an
oxide tunnel barrier in addition to a SB. These samples teake8lanoprobe to its limit,
to achieve four sharp tips in contact with the same NW. The S8tiscted from the I/V
curves for these NW samples were 0.62 eV and 0.74 eV, althnagbnreasonable for a
transition metal, the SBH of these NW were expected to be airtolthe ErSi islands of
0.39 eV. These SBHs maybe higher than expected due to thetoxidel barrier smearing
out the position of the SB turn-on. These NW are also made ap fsundles of wires
which might be having an effect on the SBH.

8.1.5 Manganese on Ultra Thin Erbium Silicide on Si(111)

The growth of manganese on a 2D layer of En$s been shown to be possible with an
average island diameter ef20 nm. These however, require a new technique to obtain
I/V curves from as the Nanoprobe was unsuccessful in imatiagslands in the SEM.
This is because the working distance of the Nanoprobe SEbhigto allow space for the
tips underneath the column; the tips also alter the conteatcing the resolution of the
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instrument. The use of a film of Mn on 2D EsSiould be used as a buffer layer, however,
preliminary results show the SBH to be surprisingly high dt &V indicating that the
sample is not as well ordered as intended and possible tintheffects are altering the
extracted SBH measurement.

Using an oxide tunnel barrier to fit to the gentle turn-on adsh and previous I/V
curves has enabled a better fit judged by thealue. However it should be noted that for
the manganese samples and the NW samples the SBH has beethangexpected. This
could be due to the fitting program not finding the real turnebthe SB, because it has
been smeared out by the tunnel characteristics. This cauekaggerated by the fact the
program can not fit to the oxide tunnel thickness.

8.2 Further Work

8.2.1 Instrument and Technique Development

The fitting program IV.x has proved to be very robust with thé ¢urves that we have
fitted. However allowing the fitting program to fit to the thigss of the oxide tunnel
barrier would enable us to investigate if the SBHs are hightduke incorrect choice of
oxide thickness or because the information is not acces§ibi the I/V curve. If this

can be answered and an oxide tunnel barrier is not a hindtartbe fitting process, the
next steps would be to expand the program to fit a back-to-B&land a oxide tunnel
barrier. The next major addition to the fitting program wohé&lthe ability to handle in-
homogeneous SB. This would allow us to revisit some of the tatiawve suspect is from
an inhomogeneous interface. The transport mechanism oéliumg though the SB has
not been included for the forward bias regime; this would hetlaer future addition. To
be able to achieve this the theory would need to be revisdezhsure that the different
sections of theory mesh together and double turning pointed arise, as did for the
image force lowering. This tunnelling behaviour would beessary for the inclusion of
nanoscale theories, to deal with the enhanced tunnellirmaugi the SB in low dimen-
sional structures. The addition of other nanoscale effscish as barrier lowering, would
enable a better interpretation of the NW samples.

The Nanoprobe has been a very successful tool in collectgigduality I/V data and
the vacuum transfer has been invaluable. However some cfatimgles have still shown
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oxidation which might be reduced further if the samples vpeepared in situ, minimising
the time between growth and measurement. The Nanoprobggktsuwith very small
structures, especially when the SEM cannot image thenfaetosily because there are
four tips under the lens. One option is to develop a new sysikare an atomic resolution
STM was able to image a sample and then be taken into confaistctlirrently cannot be
done in one of the systems in York due to the in-vacuum amgdifidaich limit the current
that can be supplied to the tip.

8.2.2 Note After Viva - Peripheral Tunnelling

Steve Wilks the external examiner bought to the attentiothefauthor the idea of en-
hanced peripheral edge tunnelling which could explain tietarn on of the SB. A brief
mention of tunnelling being more prominent in nanostruesuvas mentioned in section
2.5. At the edge of a metal contact on a semiconductor the liilgdd become more
crowded enabling tunnelling to become an easier transp@ammel. As the diode con-
tact is shrunk the edge has a higher contributing factor @vetpto the inside area, hence
this effect becomes noticeable. This effect could explaandharacteristics seen in the
majority of curves taken from low dimensional islands andovares in this thesis. It was
felt that edge tunnelling is more important than the oxidenlling already used. The idea
to include forward tunnelling into the fitting program wittet addition to allow enhanced
peripheral tunnelling should now be a priority for the dexghent of the program.

8.2.3 Future Experiments

This project has opened up the area of research at York imtalimensional Schottky
barrier measurement tackling the instruments and teckeiqaeded to obtain high quality
I’V measurements. The SBH extraction from the obtained I/iesiis also a challenge
but the consolidation of several theories into a new fittiogtine has provided a reliable
way to analysis the curves.

If the model was capable of fitting to I/V curves from inhomongeus samples, the
analysis could be redone on the NiSamples, to obtain a more satisfactory solution to
the A-type samples and the 10@@n dots. To satisfactorily complete the NjSurther
growth of A-type samples would be required to obtain samplggire A-type orientation.
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This could be identified by the use of LEED-V, to look at theustural fingerprint of the
NiSi,-Si interface. This would be possible to further validatélmsome cross sectional
TEM work on the samples. All the work presented on Nifas been on Si(111), whereas
there is published work on Si(100) which reports a diffeeeat0.25eV between the SBH
of NiSi, on Si(100) and A-type orientation NiSon Si(111), this could be another test
experiment for the fitting routine.

The work on ErSjislands could be extended to other RE metals. If a technigonets
sure small structures using an STM is developed and thedislare grown with smaller
dimensions the size effects maybe observable. The sizg®ffeght include the lowering
of the SBH as the diameter of the island decreases below ttamdesthe depletion region
extends into the silicon or enhanced tunnelling though teidr. Further temperature
measurements could be also be carried out.

The Si(001) NW samples have a large promise for further warkitde is known
about their conductivity and if any junctions exist betweéferent section widths. Again,
different RE metals could be tried and then the NW could beaedin size to remove the
possible bundling. This would increase the chances of kmgwihat the structure of the
NW is. Now the Nanoprobe has the addition of the switch boxcWishould remove the
risk of electrical discharge at the tips, a return to takeua fmint probe measurement along
the NW would be possible. This would measure the resistahtieeowire without the
presence of the contact resistance. Finally the ‘T’ shapé&tdduld hold some interesting
physics if there is a SB between the main NW and the side arm site arm may enable
the conductance of the main nanowire to be changed by thecapph of an electric field.

The islands of Mn on 2D ErSion Si(111) require a technique to measure such small
objects. If the successful measurement of the 1/V can be riradethese structures the
idea of using the 2D RE layer as a delta doped layer can be adgsdést only could this
type of structure alter the SB of the contact and be engidderespintronic applications
but the prevention of the transition metal reacting with shieon could have other tech-
nological applications. To see if the RE has worked as a bidfgr, TEM imaging of
the interface would identify if any mixing has occurred beén the silicon and the man-
ganese. If this was possible the growth investigation cbeléxtended to other transition
metals on ultra thin RE layers.



Appendix A

Transport to LENNF

Figure A.1: Mini Adventure - Transport for the vacuum sugieavith the samples studied
in this thesis.
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e Vick’s “ Chocolate Stuff”

Ingredients

4 0z

Hard margarine

1.5 tbsp Golden syrup

1dsp
1dsp
2 dsp
20z

0.51b

Sugar

Cocoa powder
Drinking chocolate
Raisins

Rich tea biscuits

Chocolate to cover

Method

Melt margarine, golden syrup and sugar in a large saucepan
Add cocoa powder and drinking chocolate to the pan

Crush rich tea biscuits

Add biscuits and raisins to the pan; stir well

Put mixture into a pre-greased dish and squash to form a fitaicgu
Allow to cool then pour melted chocolate over the top

Allow to cool then cut into squares

Enjoy
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DFT ... Density Functional Theory

FE....oi . Field Emission
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LEED .................... Low Energy Electron Diffraction
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ML ... Monolayer
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TEM ..o Transmission Electron Microscope
TFE.....................Thermionic Field Emission
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List of Symbols

A* L Richardson constant for semiconductors

A L Modified Richardson constant

d......... Distance over which the conduction band dréfig q

E ... Energy

Ey ....... Defined by equation 2.22

Eow ...... Defined by equation 2.20 property of bulk semiconductor donelling
E. ....... Bottom of conduction band energy in a semiconductor
Ep ....... Fermi level energy

Ep ... Fermi level energy of a metal

Es ... Fermi level energy of a semiconductor

E, . ...... Band gap energy

E,....... Energy at which there is a maximum contribution from TFE &tats
E, ....... Top of valence band energy in a semiconductor

E ... Electric field in a Schottky barrier

F.o....... Attractive force

hooon.... Planck’s constart.62617 x 10734 J-s

hoooooi... Planck’s constant divided byr2

I.o........ Electrical current

Iy oo Saturation current

Iy .oooo.... Current through the Schottky barrier (Diode)

Ip ool Thermionic emission forward current

I, ool Current through the shunt resistBgy, ,,.;

. Saturation current density

koo, Boltzmann constarnit.38066 x 10723 J/K

Lo, Mean free path of an electron
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Mo, Electron rest mas%1095 x 103! kg

m* .. Effective mass

N o, Ideality factor

NY «vvven Equilibrium density of electrons in the interior of the seonductor
Me v Density of electons in the depletion region of the semicaihoiu
Ne oo Effective density of states in the conduction band

Ng ....... Donor density

Doevvvnnnnn Density of holes in the valence band of the semiconductor
JZ IR Equilibrium density of holes immediately adjacent to thierface
P........ Probability

PE ...... Potential energy

qoovvennns Unit of chargel.60218 x 10719 C

Ryeries - - .. Series resistance

Rahunt - - .. Shunt resistance

S o Area of Schottky barrier contact

Si it Area of the " patch of the Schottky barrier contact

T ........ Temperature, K

Voo Applied voltage

Vi oo Diffusion potential

Vag «ovvnn. Diffusion potential at zero applied bias

| A Reverse bias applied voltage

W oeenenns Width of the depletion region

Wi wennnns Thickness of insulating layer

T oo, Distance from interface

Tn eeveens Maximum Schottky barrier height position

B, = 0¢./0V =1—1/n

AE ...... Energy less than the top of the barrier

Ay oo Image force lowering of the Schottky barrier

(Adwi)o - - - Image force lowering of the Schottky barrier at zero aggpbias

A¢p ..... Image force lowering under forward bias
Adr ..... Image force lowering under reverse bias
EQ wrvenenn Permittivity in vacuunB.85418 x 10~ F/cm
Ep vevnnnns Relative permittivity (For Si taken as 11.68)
Es vvvnnnnn Semiconductor permittivitys(.c,)

vt Energy difference betweéif. and E.
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Provinenn. Net charge density

Qb vvvnnns Schottky barrier height

Dby w v eeens Schottky barrier height at zero applied voltage
Qe v Effective Schottky barrier height

G eeeenn Schottky barrier height of thé ipatch

Om vveenns Metal work function

. Semiconductor work function

Ot veeeenn. Tunnel barrier height

Xs woneennn Semiconductor electron affinity

Voo Electrostatic potential



Bibliography

10.

11.

12.

13.

14.

Bland, T., Lee, K., and Steinmuller, 8hysics World 21(January), 24—28 (2008).

. Awschalom, D. D. and Flat M. E. Nature Physics 3, 153—-159 March (2007).

. Zuti¢, 1., Fabian, J., and Das Sarma, Riews of Modern Physics 76(2), 323-410

April (2004).

Gregg, J. F., Petej, |., Jouguelet, E., and DennisJddrnal of Physics D: Applied
Physics 35(18), R121-R155 September (2002).

Gregg, J., Allen, W., Viart, N., and Kirschman, 8 Magn. Magn. 175, 1-9 (1997).

Hagele, D., Oestreich, M., Ruhle, W. W., Nestle, N., andrElbe Applied Physics
Letters 73(11), 1580 (1998).

. Xu, Y. and Thompson, S., editorSpintronic materials and technology. Taylor and

Francis, (2007).

. Jansen, RNature physics 3, 521 August (2007).

. Dash, S. P, Sharma, S., Patel, R. S., de Jong, M. P., arehJ&nblature 4627272),

491-4 November (2009).
Bratkovsky, A. M.Reports on Progressin Physics 71(2), 026502 February (2008).
Osipov, V. and Bratkovsky, A. MPhysical Review B 70(20), 1-6 November (2004).

Bonet, C., Scott, I. M., Spence, D. J., Wood, T. J., Noake€, Q., Bailey, P., and
Tear, S. PPhysical Review B 72(16) (2005).

Eames, C., Reakes, M., Tear, S., Noakes, T., and Baileky&8cal Review B 82(17),
1-9 November (2010).

Perkins, E. W., Scott, I. M., and Tear, S Srface Science 57§1-3), 80-87 (2005).



BIBLIOGRAPHY 179

15. Pratt, A., Woffinden, C., Bonet, C., and Tear,Pysical Review B 78(15), 155430
October (2008).

16. Wood, T., Bonet, C., Noakes, T., Bailey, P., and TeaiQ8face Science 5981-3),
120-127 December (2005).

17. Thompson, SJournal of Physics D: Applied Physics 41(9), 093001 May (2008).
18. Duke, C.Chemical Reviews 96(4), 1237-1260 (1996).

19. Fujitani, H. and Asano, $hysical Review B 51(24), 18019 (1995).

20. Tung, R. T.Physical Review Letters 52(6), 461-464 (1984).

21. Min, B.-C., Motohashi, K., Lodder, C., and Jansen, Rature Materials 5(10),
817-822 October (2006).

22. Baglin, J., DHeurle, F., and Petersson, Applied Physics Letters 36(7), 594-596
(1980).

23. Netzer, FJournal of Physics: Condensed Matter 7, 991 (1995).

24. Chen, Y., Ohlberg, D., Medeiros-Ribeiro, G., Chang, Y. Ad &Villiams, R. S.
Applied Physics Letters 76(26), 4004 (2000).

25. Blugel, S.Physical Review Letters 68(6), 851-854 (1992).

26. Wuttig, M., Gauthier, Y., and Blugel, hysical Review Letters 70(23), 3619-3622
(1993).

27. Rhoderick, E. and Williams, RMetal-Semiconductor Contacts. Clarendon Press,
2nd edition, (1988).

28. Zangwill, A. Physics at Surfaces. Cambridge University Press, (1988).

29. Kaye, G. and Laby, TTables of Physical and Chemical Constants. Longman, 15th
edition, (1986).

30. Baker, B., Johnson, B., and Maire, Surface Science 24(2), 572-586 (1971).
31. Sze, SPhysicsof Semiconductor Devices. John Wiley and Sons, 2nd edition, (1981).

32. Kaiser, W. and Bell, LPhysical Review Letters 60(14), 1406 September (1988).



BIBLIOGRAPHY 180

33.

34.

35.

36.

37.

38.

39.

40.

41.

42.

43.

44,

45.

46.

47.

48.

49.

Palm, H., Arbes, M., and Schulz, MPhysical Review Letters 71(14), 2224-2227
(1993).

Sirringhaus, H., Meyer, T., Lee, E., and voar€l, H. Physical Review B 53(23),
15944-15950 June (1996).

Tung, R. T.Materials Science and Engineering Reports 35(1-3), 1-138 (2001).

Crowell, C. and Sze, SSolid-Sate Electronics 9(11-12), 1035-1048 November
(1966).

Crowell, C.Solid-Sate Electronics 8(4), 395-399 (1965).
Andrews, J. and Lepselter, Nolid-Sate Electronics 13(7), 1011-1023 (1970).
Padovani, F. and Stratton, Bolid-Sate Electronics 9(7), 695707 (1966).

Crowell, C. and Rideout, V. L.Solid-Sate Electronics 12(2), 89-105 February
(1969).

McLean, A., Dharmadasa, |., and Williams, $miconductor Science and Technol-
ogy 1, 137 (1986).

Tung, R.Physical Review B 45(23), 13509 (1992).

Sullivan, J. P.,, Tung, R. T., Pinto, M. R., and Graham, W.JBurnal of Applied
Physics 70(12), 7403 (1991).

Sze, S., Coleman Jr, D., and Loya, Solid-Sate Electronics 14(12), 1209-1218
(1971).

Zhang, Z. Y., Jin, C. H., Liang, X. L., Chen, Q., and PengM..-Applied Physics
Letters 88(7), 073102 (2006).

Zhang, Z., Yao, K., Liu, Y., Jin, C., Liang, X., Chen, Q., d&w®hg, L.-M. Advanced
Functional Materials 17(14), 2478—-2489 September (2007).

Wiesendanger, RScanning Probe Microscopy and Spectroscopy. Cambridge Uni-
versity Press, (1994).

Simmons, JJournal of Applied Physics 34(6), 1793-1803 (1963).

Simmons, JJournal of Applied Physics 34(9), 2581-2590 (1963).



BIBLIOGRAPHY 181

50.

51.

52.

53.

54.

55.

56.

S7.

58.

59.

60.

61.

62.

63.

64.

65.

Smit, G. D. J., Rogge, S., and Klapwijk, T. Mpplied Physics Letters 80(14), 2568
(2002).

Smit, G. D. J., Rogge, S., and Klapwijk, T. Mpplied Physics Letters 81(20), 3852
(2002).

Ruffino, F., Grimaldi, M. G., Giannazzo, F., Roccaforte aid Raineri, V.Applied
Physics Letters 89(24), 243113 (2006).

Appenzeller, J., RadosavljéyiM., Knoch, J., and Avouris, PPhysical Review
Letters 92(4), 2-5 January (2004).

Kubo, O., Shingaya, Y., Aono, M., and Nakayama, Applied Physics Letters
88(23), 233117 (2006).

Brihuega, |., Dupont-Ferrier, E., Mallet, P., Magaud Rons, S., @mez-Rodiguez,
J., and Veuillen, J.-YPhysical Review B 72(20), 1-7 November (2005).

Dupont-Ferrier, E., Mallet, P., Magaud, L., and Veu]ld.-Y. Physical Review B
7520), 1-5 May (2007).

Song, J., Ding, T., Li, J., and Cai, @urface Science 604(3-4), 361-365 February
(2010).

Osvald, JSemiconductor Science and Technology 20(6), 611-614 June (2005).
Monch, W. Applied Physics A 87(3), 359-366 (2007).
Tung, R. T.Journal of Vacuum Science and Technology B 11(4), 1546—-1552 (1993).

Nakayama, T., Sotome, S., and Shinji, Blicroelectronic Engineering 86(7-9),
1718-1721 July (2009).

Ohdomari, 1., Kuan, T., and Tu, Klournal of Applied Physics 50(11), 7020-7029
(1979).

Wood, T. J., Bonet, C., Noakes, T. C. Q., Bailey, P., and Ted&, Bhysical Review
B 73(23) (2006).

Prutton, M.Introduction to Surface Physics. Oxford Science Publications, (1994).

Woodruff, D. and Delchar, TModern Techniques of Surface Science. Cambridge
University Press, (1988).



BIBLIOGRAPHY 182

66. Davisson, C. and Germer, Nature 1192998), 558-560 (1927).

67.

68.

69.

70.

71.

72.

73.

74.

75.

76.

7.

78.

79.

80.

81

Binnig, G., Rohrer, H., Gerber, C., and Weibel, Bhysical Review Letters 4%1),
57-61 (1982).

Binnig, G., Rohrer, H., Gerber, C., and Weibel, Bhysical Review Letters 50(2),
120-123 January (1983).

Goldstein, J., Newbury, D., Joy, D., Lyman, C., Echlin,LH#shin, E., Sawyer, L.,
and Michael, J Scanning Electron Microscopy and X-Ray Microanalysis. Springer,
3rd edition, (2003).

Chambers, A., Fitch, R., and Halliday, Basi ¢ Vacuum Technol ogy. IOP Publishing,
2nd edition, (1998).

Tung, R. TJournal of Vacuum Science and Technology A 5(4), 1840-1844 (1987).
Van der Pauw, LPhilips Technical Review 20(8), 220—224 (1958).

Williams, D. and Carter, C.Transmission Electron Microscopy: A Textbook for
Materials Science 4 vol. set. Springer, (1996).

Tung, R. T., Levi, A., Sullivan, J. P., and Schrey,Rhysical Review Letters 66(1),
72-75 (1991).

Liehr, M., Schmid, P., LeGoues, F., and Ho, Physical Review Letters 54(19),
2139-2142 (1985).

Tung, R. T., Ng, K., Gibson, J., and Levi, Rhysical Review B 33(10), 7077 (1986).

Vrijmoeth, J., Van der Veen, J., Heslinga, D., and Klgkwi. Physical Review B
42(15), 9598 (1990).

Ospelt, M., Henz, J., Flepp, L., and von Kanel, Bpplied physics letters 52(3),
227-229 (1988).

Hauenstein, R. J., Schlesinger, T. E., McGill, T. C., HitD., and Schowalter,
L. J. Applied Physics Letters 47(8), 853—855 (1985).

Das, G., Bbchl, P., Andersen, O., Christensen, N., and GunnarssorR®sical
review letters 63(11), 1168-1171 (1989).

. Fujitani, H. and Asano, $2hysical Review B 42(3), 1696 (1990).



BIBLIOGRAPHY 183

82.

83.

84.

85.

86.

87.

88.

89.

90.

91.

92.

93.

94.

95.

96.

97.

98.

99.

100.

Ossicini, S., Bisi, O., and Bertoni, ®hysical Review B 42(9), 5735-5743 (1990).
Fujitani, H. and Asano, $hysical Review B 50(12), 8681 (1994).
Matthai, C., Rees, N., and Shen Applied Surface Science 56-58 525-530 (1992).

Woodruff, S., Dellas, N., Liu, B., Eichfeld, S., Mayer, Redwing, J., and Mohney,
S. Journal of Vacuum Science and Technology B 26(4), 1592 (2008).

Alptekin, E. and Ozturk, M. C.Microelectronic Engineering 87(11), 2358-2360
November (2010).

Cherns, D., Anstis, G., Hutchison, J., and SpencePhllosophical Magazine A
46(5), 849 August (1982).

Vlieg, E., Fischer, A., Van der Veen, J., Dev, B., and MateGG. Surface Science
1781-3), 36—46 (1986).

Robinson, I., Tung, R., and Feidenhans’l,HRysical Review B 38(5), 3632 (1988).
Yang, W., Jona, F., and Marcus,Hhysical Review B 28(12), 7377 (1983).

Tung, R. T. and Gibson, Journal of Vacuum Science and Technology A 3(3), 987—
991 (1985).

Tung, R. T.Materials Chemistry and Physics 32, 107-133 (1992).

Tung, R. T.Journal of Vacuum Science and Technology A 7(3), 598—605 (1989).
Tung, R. T., Gibson, J., and PoateRllysical Review Letters 50(6), 429-432 (1983).
Tung, R. T.Journal of Vacuum Science and Technology B 2(3), 465—470 (1984).
Norde, H.Journal of Applied Physics 50(7), 5052 (1979).

McLean, A.Semiconductor Science and Technology 1, 177 (1986).

Sato, K. and Yasumura, Yournal of Applied Physics 58(9), 3655-3657 (1985).

Werner, J. H. Applied Physics A Solids and Surfaces 47(3), 291-300 November
(1988).

Biber, M., @illu, O., Forment, S., Meirhaeghe, R. L. V., anidrdt, A. Semiconduc-
tor Science and Technology 21(1), 1-5 January (2006).



BIBLIOGRAPHY 184

101. Asubay, S., d@lu, O., and Trit, a. Vacuum 83(12), 1470-1474 August (2009).
102. Tu, K., Thompson, R., and Tsaur,Aplied Physics Letters 38(8), 626—628 (1981).

103. Norde, H., de Sousa Pires, J., DHeurle, F., Pesavenfeetérsson, S., and Tove, P.
Applied Physics Letters 38(11), 865—-866 (1981).

104. Knapp, J. and Picraux, 8pplied Physics Letters 48(7), 466—468 (1986).
105. Thompson, R., Tsaur, B., and Tu,Applied Physics Letters 38(7), 535-537 (1981).

106. Rogero, C., Polop, C., Magaud, L., Samed]., de Andes, P., and Martin-Gago, J.
Physical Review B 66(23), 235421 December (2002).

107. Bonet, C., Spence, D., and TearS8rface Science 504, 183-190 (2002).

108. Duverger, E., Palmino, F., Ehret, E., and LabruneSirface Science 5951-3),
40-48 December (2005).

109. Perkins, E., Bonet, C., and Tear, Bhysical Review B 72(19), 195406 November
(2005).

110. Lohmeier, M., Huisman, W., ter Horst G, Zagwijn, P.,édli E., Nicklin, C., and
Turner, T.Physical Review B 54(3), 2004—-2009 July (1996).

111. Eames, C., Woffinden, C., Probert, M. |., Tear, S. P., aatt, . Surface Science
604(7-8), 686—691 April (2010).

112. Wetzel, P., Pirri, C., and Gewinner, BEPL (Europhysics Letters) 38(5), 359 (1997).

113. Kitayama, H., Tear, S., Spence, D., and UrandUfface Science 482 1481-1486
(2001).

114. Reckinger, N., Tang, X., Bayot, V., Yarekha, D. a., DupBis Godey, S., Wallart,
X., Larrieu, G., aszcz, A., Ratajczak, J., Jacques, P. J. Rasttin, J.-P. Applied
Physics Letters 94(19), 191913 (2009).

115. Preinesberger, C., Va&diS., Kalka, T., and Bhne-Prietsch, MJournal of Physics
D: Applied Physics 31(9), L43 (1998).

116. Bowler, D. R. Journal of Physics: Condensed Matter 16(24), R721-R754 June
(2004).



BIBLIOGRAPHY 185

117.

118.

119.

120.

121.

122.

123.

124.

125.

126.

127.

128.

129.

130.

Ragan, RJournal of Crystal Growth 251(1-4), 657—661 April (2003).

Chen, Y., Ohlberg, D., and Williams, R. $ournal of Applied Physics 91(5), 3213
(2002).

Chen, Y., Ohlberg, D., Li, X., Stewart, D. R., Stanley Wils, R., Jeppesen, J. O.,
Nielsen, K. a., Stoddart, J. F., Olynick, D. L., and AndersBn Applied Physics
Letters 82(10), 1610 (2003).

Collier, C., Mattersteig, G., Wong, E., Luo, Y., Beverly, Rampaio, J., Raymo, F.,
Stoddart, J., and Heath, Science 2895482), 1172 August (2000).

Collier, C., Wong, E., Belohradgk M., Raymo, F., Stoddart, J., Kuekes, P.,
Williams, R., and Heath, Jcience 2855426), 391 July (1999).

Nogami, J., Liu, B., Katkov, M., Ohbuchi, C., and Birge, Rhysical Review B
63(23), 1-4 May (2001).

Ohbuchi, C. and Nogami, Physical Review B 66(16), 1-6 October (2002).

Yeom, H., Takeda, S., Rotenberg, E., Matsuda, I., Hehkd., Schaefer, J., Lee,
C.,Kevan, S., Ohta, T., Nagao, T., and Hasegawh§sical Review Letters82(24),
4898-4901 June (1999).

Zeng, C., Kent, P.R. C., Kim, T.-H., Li, A.-P., and Weitgyii. H. Nature Materials
7(7), 539-42 July (2008).

Shinde, A., Wu, R., and Ragan, Burface Science 604(17-18), 1481-1486 August
(2010).

Liu, B. Surface Science 54(0(1), 136—144 August (2003).

Cai, Q., Yang, J., Fu, Y., Wang, Y., and Wang Afplied Surface Science 190(1-4),
157-160 May (2002).

Cai, Q. and Zhou, WJournal of Physics. Condensed Matter 16(39), 6835—6840
October (2004).

Ma, C. L., Picozzi, S., Wang, X., and Yang, Z. e European Physical Journal B
59(3), 297-303 November (2007).



BIBLIOGRAPHY 186

131.

132.

133.

134.

135.

136.

137.

138.

139.

140.

141.

142

Yang, J., Cai, Q., Wang, X.-D., and Koch, irface and Interface Analysis 36(2),
104-108 February (2004).

Jun, M., Kim, Y., Choi, C., Kim, T., Oh, S., and Jang, Microel ectronic Engineer-
ing 85(5-6), 1395-1398 May (2008).

Hamaya, K., Ueda, K., Kishi, Y., Ando, Y., Sadoh, T., aiiyao, M. Applied
Physics Letters 93(13), 132117 (2008).

Hortamani, M., Sandratskii, L., Kratzer, P., and Mgrti New Journal of Physics
11(12), 125009 December (2009).

Kumar, A., Tallarida, M., Hansmann, M., Starke, U., Biadn, K. Journal of Physics
D: Applied Physics 37(7), 1083—-1090 April (2004).

Wang, H. and Zou, Z.-QApplied Physics Letters 88(10), 103115 (2006).

Nagao, T., Ohuchi, S., Matsuoka, Y., and Hasegaw&u&ace science 4192-3),
134-143 (1999).

Evans, M., Glueckstein, J., and Nogami,Rhysical Review B 53(7), 4000-4004
February (1996).

Reakes, M. B., Eames, C., and Tear, SJéturnal of physics. Condensed matter
21(26), 265001 July (2009).

Reakes, M. BThe Effect of Cooling on the Growth of Rare Earth Slicideson Slicon
and the Growth of Overlayerson 2D Ho Slicide Studied using MEISand STM. PhD
thesis, University of York, (2010).

Yang, J., Rawn, C., Ji, C.-X., Chang, Y., Chen, Y., Ragan, Rbedy| D., and
Williams, R. Applied Physics A 82(1), 39—42 November (2005).

. Eizenberg, M. and Tu, Klournal of Applied Physics 53(10), 6885-6890 (1982).



