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Abstract

Loanwords are a typical by-product of a language contact situation. In the realm of
loanword phonology many studies have captured phonological variation using Optimality
Theory (OT) as a framework (Yip, 1993; Jacobs&Gussenhoven, 2000; Ito &Mester, 1995;
Davidson&Noyer1996; Broselow, 2004; Kenstowicz& Atiwong, 2006, inter alia). Other
studies have focused on phonological variation within and among the speakers of the same
speechcommunity(ordialect)byusingOT(Anttila,1995,1997; Anttila&Cho,1998;Auger2001;
Nagy&Reynolds,1997;Zubritskaya,1997).However, few of these studies have either
modelled phonological variation in loanword adaptation patterns at the suprasegmental level
(involving syllable phonotactics or stress) using OT or exploited the possibilities that OT
offers for exploring the factorial typology of variation in loanword adaptation, to predict
possible loanword grammars.

The current study focuses on loanword adaptation patterns from English into Mirpur
Pahari (MP) based on generalisations derived from native speaker intuitions (for speakers in
Pakistan) and elicited data (for a UK-speaker).The adaptation patterns at suprasegmental
level in MP loanwords are found to undergo different modifications in different MP speaker
groups (namely, Monolinguals (ML),Late-bilingual(LB) and Early-bilingual(EB));—some
adaptations reflect aspects of MP phonology, but others have no correlate in MP phonology.
The central tenet of this thesis is that variations in loanword adaptation patterns can by
modelled by using OT (Prince and Smolensky,1993/2004) as a main framework.| argue that
OT can be used to analyse inter-speaker variation in loanwords by reranking
constraints.Intra-speaker variation can be captured by using Partially Ordered Constraints
(POC) as proposed by Anttila (1997).A factorial typology analysis of the range of MP
loanwords grammars is presented using OTSoft, as a by-product of checking constraint
rankings.The factorial typology strongly suggests an influence of orthography in
constraining variation in loanword adaptation.Overall,this thesis demonstrates that
investigation of loanword adaptation in a complex language context situation-like that of

MP- must take both internal and external factors into account.
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1 Introduction

The present study focuses on loanword adaptation patterns from English into Mirpur
Pahari (MP). The adaptation patterns at the suprasegmental level (hamely, in terms of
syllable structure and stress assignment) in MP loanwords display different modifications —
some reflecting aspects of native MP phonology and others having no correlate in MP

phonology.

To better understand the MP loanword adaptation patterns, | compiled a corpus of MP
loanwords comprised of 1219 established loanwords. Based on my intuitions as a native
speaker, the adaptation patterns in the corpus data are divided into two categories, namely
those typically produced, in my experience, by Monolinguals (ML) and those produced by
Late-Bilinguals (LB). To complement the corpus data which represents the realisation of
loanwords by ML and LB, production data was collected with an Early-Bilingual (EB)
speaker in the UK. The MP loanword data thus cover different levels of bilingualism in the
MP speech continuum and are found to show a range of variation in adaptation patterns. This

thesis attempts to answer the following research questions:

RQ1) What is the permitted syllable structure and stress system of MP?

RQ2) Can a formalisation of the MP grammar in OT account for variation in adaptation

patterns at inter/intra-speaker level in MP loanwords?

To analyse the variation in the observed adaptation patterns, | adopt Optimality
Theory (Prince and Smolensky, 1993/2004) as a framework which can model variation at
inter-speaker level. OT models typological variation in phonological patterns cross-
linguistically by proposing that constraints on phonological structure are universal but that
variation in the relative ranking of constraints results in surface differences between
languages. In the realm of loanword phonology, many phonological studies have captured
phonological variation cross-linguistically using OT (see also Yip, 1993; Katayama, 1998;
Jacobs and Gussenhoven, 2000; Ito and Mester, 1995, 1999; Davidson& Noyer, 1996;
Broselow 2004; Kenstowicz& Atiwong 2006: inter alia). Other studies have focused on the
intraspeaker variation within a single language (or dialect), again using the OT framework
(see Anttila, 1995, 1997, 2002; Anttila & Cho, 1998; Auger 2001; Cardoso, 2001; Nagy &
Reynolds, 1997; Zubritskaya, 1997). However, to my knowledge, there is no prior study

which has modelled variable adaptation of loanwords at the prosodic or suprasegmental level

13



in general, and more specifically in MP, using the OT framework and thus exploiting the
opportunity to apply a factorial typology approach.

1.1 Significance of the study

This study is significant in three ways. Firstly, it is the first in-depth study of English
loanwords in MP that investigates not only syllable phonotactics but also explores loanwords
at suprasegmental level (specifically, syllable phonotactics and stress). Secondly, the study
serves as a documentation of the dialect itself, i.e. MP. MP is spoken by many millions of
speakers in Pakistan and the UK but we have only limited phonological description available
(Stow &Pert,2012).This thesis establishes the syllable structure patterns and stress
assignment rules displayed in native MP phonology and proposes a constraint ranking for
native MP in an OT analysis in chapter 5.The third key role of this study is that it outlines
the adaptation processes seen in English loanwords as typically produced by MP speakers
with different levels of exposure to the source language English (i.e. ML, LB & EB). In this
regard this thesis contributes to current theoretical arguments regarding the adaptation of

loanwords by speakers with different levels of proficiency in the donor language.

1.2 Organisation of Chapters

The thesis is divided into nine chapters as follows, where chapter one is the
introduction to the work. Chapter two sets out the general background of the MP language,
including information on relevant linguistic topics including the classification of MP,

phonemic inventory of MP and the status of English loanwords in MP.

Chapter three reviews the literature on the process of lexical borrowing in general
and discusses some past studies on loanword phonology including the dominant prior debate
between two models of loanword phonology, i.e.the phonological versus the perception
approach. The role of level of bilingualism and of orthography are then discussed as potential
external factors relevant to the current work. Optimality Theory is then discussed in detail,
as the main framework used in the thesis to model the variable adaptation of loanwords by
MP speakers.

Chapter four introduces the procedure use to elaborate the corpus of MP loanwords
and explains all the steps followed to organise the data ready for analysis of the adaptation

patterns of syllable phonotactics and stress assignment in the MP loanword corpus.

Chapter five establishes the native phonology of MP with reference to syllable

phonotactics and stress assignment. This is the first description of MP at the suprasegmental

14



level and is a necessary foundation for the following analysis of variation in loanword

adaptation patterns.

Chapter six examines the adaptation patterns of syllable phonotactics and stress
assignment as typically produced by ML speakers. It attempts to answer the main research
question, namely, whether loanword adaptation patterns can be explained by the native (MP)

grammar, or not.

Chapter seven considers the loanword adaptation patterns of syllable structures, in
onset and coda position, and stress assignment in LB. The chapter provides a comparison
between ML and LB and shows that we cannot account for LB adaptation patterns within the
native MP phonology. This chapter also reveals variation in the adaptation patterns within
this group of speakers, i.e. LB. The OT analysis models LB loanword adaptation in terms of
a variable grammar which alternates between faithfulness to native MP phonology and the

source language.

Chapter eight presents the loanword adaptation patterns of syllable phonotactics and
stress assignment in an early-bilingual (EB). This is a case study of one female speaker who
lives in the UK. This is the third and final speaker category and captures the full range of
variation in adaptation patterns in that EB has a different grammar which is the most English-
like among all of the speaker categories. This chapter thus allows the thesis to model the full
picture of interspeaker variation in loanword adaptation in MP.

Chapter 9 summarizes the main findings of the thesis and discusses their
interpretation within the field of loanword phonology. This is achieved in part through
reflection on the factorial typology of loanword adaptation patterns in both syllable
phonotactics and stress assignment in MP. The factorial analysis confirms all the constraint
rankings discussed in the previous chapters and shows the full set of predicted possible
grammars for adaptation of MP loanwords. This chapter concludes that OT can model the
variations in loanwords at both inter- and intra-speaker level. The analysis also captures an
observed language universal phenomenon, namely the observed onset-coda asymmetries
found in the data explored in chapters 6, 7 & 8 and thus across all three of the MP speaker
categories. It also demonstrates that another external factor besides level of bilingualism
must constrain the range of phonological variation which the data suggests is likely to be

orthography.
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2 Language Context

2.1 Mirpur: Geography and Population

Azad Jammu & Kashmir (AJK, henceforth, as it is popularly called) is a self-
governing administrative division of Pakistan. At an international level, it is commonly
identified as a part of Pakistan. Mirpur district is one of the ten districts of AJK; it is named
after the city of Mirpur. Administratively, Mirpur district is sub-divided into two Tehsils!
namely, Dadyal and Mirpur. Geographically, Mirpur district shares a boundary with Kotli
district on the north and east, Pothohar? region on the west and Bhimber district to the south.
Mirpur is mainly hilly, with some plains areas. Overall, the climate of Mirpur is very hot and
dry, especially in summer. According to the report, ‘Azad Jammu & Kashmir at a Glance
2014 issued by AJK Planning and Development (2014), the total area of Mirpur is
1,010km2 (390 sg. miles) and its total population (based on the census of 1998) is 0.464
million. According to Lothers and Lothers (2012), a very large number of people living in
this district have emigrated to the UK. Therefore, the main sources of income in Mirpur

come through its expatriate community.

2.2 History of Mirpur Pahari

The most commonly spoken local dialect in Mirpur is a variety of the Pahari language
called ‘Mirpur Pahari’ (hereafter referred to as MP). MP is also sometimes referred to as
‘Mirpuri’ or ‘Pahari’ only. Historically, Pahari is an ancient and prestigious language which
was spoken in South Asia during the reign of Buddhist empires. In those times, Pahari was
written in the Sharda Script, named after the place Sharda, which is claimed to be home to
the first ever university in South Asia (Karnai, 2007). With the passage of time, different
scripts replaced the use of Sharda script, namely, Dev Nagri script and Persian script. Pahari

can now be written in Urdu script but there is no publishing in the language.

L A tehsil is a local administrative unit consisting of an area, which forms a sub-division of the main district;
it may include many towns and number of villages.
2 Pothohar is a plateau in north-eastern Pakistan, forming the northern part of Punjab.
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Figure 2.1 Map of Mirpur District adapted from P&D Department, AJ&K
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2.3 Previous Work on Mirpur Pahari

There has been very limited research on Pahari language in general and particularly
on the phonological aspects of Pahari. Tabassum (1996), in his MA thesis entitled
‘Phonological Analysis of Pothwari/Mirpuri Language’, claims that Pahari (MP) comprises
38 consonants and 22 vowels and does not allow diphthongs or triphthongs. Karnai (2007)
also describes a phonemic inventory for the Pahari language but uses Urdu orthography to
represent different sounds instead of using IPA symbols.

More recently, Khan (2012) has re-investigated the sound inventory and syllable
structures of the Poonch dialect, another dialect of Pahari, spoken in Rawalakot. His study
particularly focuses on stress patterns and syllabification of the Poonch dialect in the
framework of Optimality Theory. Baart (2003, 2014) carried out a general linguistic survey
of the languages spoken in the northwest of Pakistan, which included Pahari-Pothwari.
However, his analysis was based on the dialect of Pahari-Pothwari which is spoken in
Pakistan only (that is, in the Murree Hills, Hazara and Rawalpindi districts). Apart from
these academic endeavours, according to my review of academic literature, no other

substantial work has been done on the varieties of Pahari spoken in Azad Jammu and
Kashmir.
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2.4 Language Classification of MP

Pahari comes under the family of Indo-Aryan languages, which is an offshoot of the

Indo-European family. Grierson (1917) classified Pahari with some other Indo-Aryan

languages in a group called ‘Lahnda’ which refers to Western Punjabi. Grierson (1917:211)

claims:

“The Pahari language falls into three main groups. In the extreme east, there is KhasKura or
Eastern Pahari, called Nepali, the Aryan language spoken in Nepal. Next in Kumaon and
Garhwai, we have the central Pahari languages Kumaoni and Garhwali. Finally, in the West,
we have the west Pahari spoken in Jaunsar, Bawar, the Shimla Hill, Kulu, Mandi and Suket,

Chamba, and Western Kashmir.”

Another classification of Pahari-Pothwari language is that of the Ethnologue (Eberhard,
David M., Gary F. Simons, and Charles D. (eds.), 2019) which categorizes MP under the

Western Punjabi language group (as shown in Figure 2.2).

Figure 2.2 Classification of Pahari-Pothwari (Gordon, 2005)

Indo European

Indo Iranian

Indo Aryan

Intermediate Divisions

Western Punjabi

—

Pahari  Pothwari Chibhali ~ Punchhi Mirpuri
(Dhundi-Kairali)  (Pothwari) (Poonchi)

Another language classification which is more widely accepted is the one proposed in

Glottolog (Hammarstrom, H., Forkel, R.& Haspelmath,2018) as shown below (Figure 2.3).
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Figure 2.3 Classification of Mirpur Pahari in Glottolog (Hammarstrém et al., 2016)
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This language classification (in Fig.2.3) shows that MP is a very fluid dialect. The
reason to include Pahari in Western Punjabi may be due to 76%-84% lexical similarity in
these varieties of Western Punjabi (Lothers & Lothers, 2010). However, Shackle (1970)
argues that Punjabi speakers in Pakistan have difficulty in understanding speakers of Pahari.

The above classification also indicates the complex language contact situation of MP.
Mirpur has geographical boundaries which are adjacent to the areas where mainly Punjabi
and Pothwari are spoken. Urdu is also spoken and understood by most people living in
Mirpur, as the national language of Pakistan, and is taught in schools. The younger
generation who are mostly well-educated learn Urdu at school alongside any home
languages. In Mirpur, Urdu is considered a symbol of sophistication, power and prestige.
Therefore, MP speakers typically learn Urdu after MP, and then English. The reason to learn
Urdu before English is that Urdu is in more common usage and is widely understood in
Pakistani society. Urdu is also easily learned because of the degree of lexical similarity
between Urdu and Punjabi (as MP is assumed to be a dialect of Punjabi). Mizokami (1978)
reflects that the interference of Urdu into Punjabi is primarily morphemic and lexical.
Similarly, phonemic interference from Punjabi is perceptible in the Urdu produced by
Punjabi speakers (Mizokami, 1978).
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2.5 Advent of English Language in Pakistan

In Pakistan, English is also a factor in the language contact situation. According to
Weinreich (1953), language contact arises due to a number of factors, including migration
alongside a range of neighbourhood, socio-cultural, political and economic factors which
cause speakers of different languages to come in contact with each other.

Historically, the connection of English to the subcontinent (South Asia) goes back
to the time of pre-partitioned India (partition occurred in 1947 when India was split into
India and Pakistan). This period is remembered as the ‘British Raj’ in the subcontinent
(including Pakistan, Bangladesh and India). According to Spear (1965), the downfall of the
Mughal era presented the British with an opportunity to increase their power. In 1818,
Britain gained virtually full control of the subcontinent and replaced Persian, a language of
Mughal courts with Urdu. However, with the passage of time, another scenario developed
in the subcontinent in which language, as a reflection of identity, was used as a tool to divide
the people into two groups: Urdu and Hindi. As a result, in British India Hindus supported
use of Hindi whereas Muslims supported use of Urdu.

In this political scenario, a colonial policy known as Wood’s Despatch of 1854 was
introduced. According to this policy, the medium of higher education/college education was
to be English. The most prestigious and highly paid jobs, such as jobs in the Indian Civil
Service (ICS), were only available to those with good English proficiency. Other less
attractive and less prestigious jobs did not have English proficiency as a selection criterion.
According to Rahman (1999), this language criterion caused major controversy, and led to
the division of society into the sections of “salariat”. The term “salariat” stands for the
different classes of wage earners.

As a result of this intervention, English spread, out of social and economic necessity,
and above all for the survival of workers’ wellbeing in society. People had to learn English
either through direct contact with native speakers (which was minimal) or through formal
missionary schools. In 1947, after Independence from Britain, contact with native English
speakers was further reduced. As a result, South Asian English evolved as a non-native
variety. Baumgardner (1993) identifies the reduced native English input as the main reason
for ‘nativization’ of English in India and Pakistan. Baumgardner describes the variety of
English spoken in Pakistan as Pakistani English (referred to as PE hereafter), which is widely
used by relatively small, but extremely influential, percentage of the population. Due to this
language contact situation, Pakistanis (especially those who are well-educated) are typically
now bilingual or multilingual and speak Urdu and English along with their regional

languages.
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2.6 Status of English in Pakistan

English is a fast-growing foreign language in Pakistan. According to Manan et al.
(2017), 65 different languages are spoken in Pakistan (6 major languages and 59 minor
languages, Rahman 2006). Among these, Urdu is the national language and English has an
official status in Pakistan. There are eighteen million people (11% of the total population)
who speak English in Pakistan, which makes Pakistan the third largest English-speaking
population in Asia (Bolton, 2008). In his travelogue “Passage to Peshawar”, Reeves (1984)
noted the popularity of English in Pakistan and called it virtually a “Second English Empire”.

English and Urdu are held up as the best carriers of symbolic, cultural and economic
value because state policies have “benignly neglected” the development of indigenous
languages (Manan et al., 2015:2). Likewise, from a social perspective, English is considered
as the most powerful and prestigious language. Therefore, education and proficiency in the
English language are viewed as a token of success and as the key to social and economic
mobility and prestige in Pakistan (Abbas 1993; Rahman 2007; Coleman & Chapstick 2012;
Manan et al.2015). Due to its elevated position, in the language hierarchy of Pakistan,
English stands first, and Urdu has the second position (Rahman, 1996; Ayres, 2003;
Mansoor, 2005; Mustafa, 2011).

As far as the usage of English is concerned, Rahman (1991) draws attention to the
sub-varieties of non-native varieties of English spoken in Pakistan. Rahman explains that in
Pakistan, there are four varieties of English based on educational background and exposure
to the language. For instance, there is a variety which can be called Anglicized English
(spoken by the highly educated class who have been exposed for a long time to SBE?, spoken
in the RP* accent). Other varieties include: acrolect (spoken by the elite class who are also
highly educated but have later exposure to SBE and RP), mesolect (used by the middle class
who have been taught in Urdu medium schools and whose English is distinct in every way
from SBE) and basilect (English used by the less educated class, which is less intelligible to
speakers of the other varieties of English).

In recent decades, English has become so influential and contagious that no dialect
(or regional language) is left in Pakistan which does not borrow lexical items from English.
For instance, an English word ‘school’ is borrowed as /1sku:lu/ in Sindhi (Bughio, 2001), in
Punjabi as /soku:l/ (Mahmood et al., 2011) and in Poonch dialect as /soku:l/ (Khan &
Bukhari, 2011). So, the overwhelming majority of Pakistani speakers are now bilinguals or

multilinguals as a result of the language contact situation in Pakistan. The borrowing of

3 SBE stands for Standard British English.
4 RP stands for Received Pronunciation (Roach 2004).
21



English lexical items can thus be seen in Mirpur Pahari (MP) as well, though in the case of
MP there is an additional factor shaping the patterns of borrowing which is discussed in the

next section.

2.7 Influence of chain migration on English loanwords in MP

About 75% of Pakistanis in England are from Mirpur district (Imran, 1997).
According to a BBC Pakistan Connection Diaspora Audience Research Report (2009), 7.9%
of the UK population describe themselves as belonging to a minority ethnic group; of this
percentage, 4% comprises the Asian group. The Pakistani heritage population makes up
1.3% of the population of the UK or 16.1% of the minority ethnic population. Most of the
Pakistani heritage population in the UK have origins in the Mirpur district, and they are
mostly based in the north of England (e.g. Bradford, Leeds). Ballard (1990) writes that no
other district in Pakistan has seen a higher proportion of its population engaged in chain
migration than Mirpur and from nowhere else in Pakistan have a higher proportion of such
migrants successfully established themselves in Britain.

There is political background to this mass migration of people from Mirpur and its
adjacent areas to the UK. According to Ansari (1969), there were two main causes of the
migration of people from Mirpur to England. The first was the displacement of people from
their native land in large number due to Mangla Dam Hydroelectric Generation Project in
1960s. The second factor driving migration was the demand for labour in the textile industry
of Britain. As a result, from 1970 onwards it became a trend for Mirpuri families to settle in
England.

However, despite migration to the UK, Mirpuris maintained their ties with their
homeland due to diverse cultural practices. According to Ballard (1990), one of the primary
factors is a trend of arranging marriages back in Pakistan and the main motivation for this
practice is to preserve ‘patrilineal tribal’ and ‘religious’ identity. Ali (2007) indicates further
reasons, in addition to those mentioned by Ballard, for visits by British Mirpuris to Mirpur:
visiting sick relatives, burying deceased family members, attending marriage ceremonies
and to bring their children to visit Pakistan on spring or summer vacations.

The basic motive behind all these reasons is that Mirpuris in the UK want to
familiarize the younger generation with the culture and traditions of their forefathers. The
continuous chain migration and regular visits of these British Mirpuris contribute towards
making English a heavily borrowed-from language in Mirpur Pahari. According to some
researchers (e.g. Thomason and Kaufman 1988; Trudgill 1986), migration is a key extra-
linguistic factor leading to externally-motivated change in borrowing from a language. In

every case of migration (except where a homogeneous group of people moves to an isolated
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location), language or dialect contact arises. So, as Shaheen (2017) also indicates, Mirpuri
British visitors have a great impact upon the vocabulary of Mirpuri Pahari language.

2.8 The Sound Inventories of Mirpur Pahari

In the following section, the phonemic inventory will be shown which is based on
the segmental phonology of Pahari in general, and of the Poonch dialect (PP hereafter) in
particular (Khan, 2012). The reason for reporting the PP inventory is that the segmental
inventory of both dialects (i.e. PP and MP) is largely similar, since both dialects derive from
a common source i.e. Pahari/Punjabi.
2.8.1 Consonantal Inventory of Mirpur Pahari

Tabassum (1996) claims that there are 38 consonants in MP; in contrast Khan (2012)
shows that there are thirty consonants in the phonemic inventory of PP, which is used in all
the dialects of Pahari spoken in Azad Kashmir including Mirpuri Pahari. The consonantal
distribution is as follows: there are twelve stops, which are produced at four places of
articulation, namely, bilabial /p, b, p"/, dental /, d, t"/, alveolar /t, d, t"/ and velar /k, g, k"/.
In addition, there are eight fricatives: labio-dental /f, v/, alveolar /s, z/, palatal /[/, velar /x, y/
and glottal /6/. MP has three palatal affricates, /tf, d3, t/*/. As for nasal sounds, Pahari has
three nasals, /m, n, n/ and three liquids /I, r, ¢ /. However, Tabassum (1996) does not include
alveolar stop consonants (/t, d/) in the Mirpur Pahari inventory. Overall, there is a three-way
contrastive distribution of plosives (consonants), namely, voiced, voiceless and aspirated
consonants in Pahari. In contrast to English, aspiration is phonemic, but in contrast to Hindi-
Urdu, only voiceless consonants are aspirated. Figure 2.4 shows the consonant inventory in

Pahari.
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Figure2.4 Pahari Consonantal Phonemic Inventory (Khan, 2012)
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2.8.2 Vocalic Inventory of Mirpur Pahari

Pahari comprises six short and six long vowels, namely, /i:/, /1/, /e:/, /e/, /&:/, /&/,
la/, /a:/, /o/, /o:/, /vl and /u:/ across the three dimensions of height, frontness/backness and
lip positioning. Out of these twelve vowels, six (i, e, &, 9, 0, u) are short vowels and the
remaining six (i, ¢, &:, a;, 0:, u:) are long vowels. Pahari lacks back open vowels, i.e. /a/,
12/, /a:/, /o/. Tt is noteworthy that Khan (2012) argues that the vowel /e/, as an equivalent of
schwa /o/ in English, nevertheless behaves differently in Pahari than English /a/ does. In MP,
lel is pronounced like a long central vowel /e:/ rather than a front open vowel. Contrary to
the claim of Tabassum (1996) that there is no diphthong in Pahari, in fact Pahari has six
diphthongs which are further divided into closing diphthongs i.e. /o1/, /oe/, lai/, /ae/, lao/ and
a central diphthong i.e. /0a/(Khan,2012). Pahari does not exhibit any triphthongs.

In MP, vowel nasalisation is both phonemic and allophonic. Khan (2012) shows that
there are four nasal vowel phonemes in Pahari, namely, /i: € &: @i:/. For instance [bi:] ‘seed’
~ [bi:] ‘old lady’ is a minimal pair involving nasalised vowels. These nasalised vowels are
long. In contrast, the three short oral vowels /1, 9, v/ also appear nasalized, but this is
conditioned by a nasal context (VN(C)) as in [b3ng] ‘bangle’; similarly, /a:/ is nasalized in

an NV context, as in [ma:] ‘mother’.
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Figure2.5 Pahari Vocalic Phonemic Inventory (Khan, 2012)
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Figure2.6 Nasal vowels in Pahari (Khan, 2012)
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2.9 Does MP have lexical tones?

Punjabi, as spoken in Pakistan, is considered to be a tone language. Bhatia (1993)
suggests that Punjabi has three tones, namely: a low tone which is associated with low-
rising pitch, high tone with rising-falling pitch and lastly the mid tone which is not
characterized by any fixed pitch specification. Shackle (1979) argues that lexical tone in
Punjabi is correlated with inherent stress patterns, though there is no data provided to support
his claim. However, Masica (1991) and Yip (2002) claim that syllable stress and historically
aspirated consonants are relevant in the realisation of tone in Punjabi. They support their
claim by providing a set of minimal triplets which contain words with the following tones:
level tone as in /koRaa/ ‘whip’, falling tone as in /koRaa/ ‘horse’ and rising tone as in /koRaa/
‘leper’. However, neither Masica nor Yip indicate which of these lexical words contains or
contained aspirates in their orthography. Bowden (2012) also agrees with Masica (1991) and
Yip (2002) that tone only occurs in those phonological environments in Punjabi which were
historically aspirated (i.e. containing aspirated consonants).

There is a difference of opinion in research on Punjabi grammar regarding the

number of tones, with claims ranging from two to four tones. However, most Punjabi

5 Khan (2012) used this symbol /a/ to represent the central vowel /e/ for typographic convenience.
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grammars support having three tones in Punjabi, with the tones classified as neutral, high or
rising, low or falling. Shackle (1979), Tolstaya (1981), Masica (1991), Campbell (1991),
Yip (2002) among others support the three-tone system in Punjabi.

MP is closely related to the Punjabi language and, therefore, assumed by some
authors to be a tonal language. Tabassum (1996) argues that MP is a tonal variety of Punjabi
and has four contrastive tones. However, the data provided by Tabassum does not provide
examples of this contrast to support his claim. Baart (2003, 2014) reported that many
languages (13 out of 30) spoken in north-western part of Pakistan (including Azad Kashmir)
are tonal languages. He (Baart) divided these tone languages into three types such as Punjabi-
type, Shina-type, and Kalami-type. He argues that Pahari-Pothwari (commonly known as
Pahari) comes under the "Punjabi-type" tone language category and has a three-way tone
system, i.e. mid, high-falling, and a low-rising tone, on the stressed syllables.

Baart (2003, 2014) agrees with Yip (2002) that tone realisation in ‘Punjabi type’ tone
languages is linked to the historically aspirated consonants. With the passage of time, these
historically aspirated consonants have lost their breathy-voiced consonants such as / b, d,
d", g"/ which have merged into their regular-voiced counterparts /b, d, d, g/, respectively. In
some varieties of the Punjabi-type languages, these breathy-voiced consonants merge with
their voiceless counterparts /p, t, t, k/ in word-initial position and elsewhere appear as the
regular voiced counterparts.

In a similar vein, Bowden (2012) also draws attention to the fact that, in Punjabi, the
tone is derived from the consonants which are etymologically voiced aspirated consonants.
Baart's analysis is based on those dialects of Pahari which are mostly spoken in the areas of
Murree Hills and Rawalpindi (Pakistan) and which are considerably different from MP in
terms of accent and vocabulary.

Now the question arises: how it is possible that a language is tonal (e.g. Punjabi) but
its dialect (Pahari) is non-tonal? This may seem unlikely but there are examples where a tone
language may have a non-tonal dialect. For example, Svantesson & House (2006) discuss
Khmer, which is an offshoot of Mon-Khmer (an Austroasiatic language family) and which
is a tone language. Khmer has three main dialects, Eastern, Northern and Western Kammu.
Among these dialects, Eastern Kammu is a non-tonal variety, and the other two are tonal
varieties of Khmer. By analogy, therefore, we cannot rule out the possibility of MP being a
non-tonal variety of Punjabi-type language.

| agree with the observations of Baart (2014) regarding the characteristics of Punjabi
tone languages in Pakistan and can relate this to MP as well, though to a limited extent. Baart

(2014) says that - when the voiced aspirated consonants were introduced into Punjabi from
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Urdu, they (voiced aspirated consonants) lose their breathy voice quality, but the low pitch
characterising these consonants is preserved in their Punjabi counterparts.

Similarly, when Urdu words enter MP via Punjabi, lexical items with voiced
aspirated consonants in word-initial position merge with their voiceless counterparts in their
laryngeal settings but show contrastive tones. For instance, MP words with the voiceless
velar consonant /k/ are etymologically the counterparts of words with the voiced aspirated
velar consonant /gt/. Therefore, words which have the voiceless velar consonant /k/ in word-
initial position carry low tone as in [ko:ra] ‘horse’ [ko:1] ‘mix’ with their voiced counterparts
in Urdu being [gho:ra] and [gho:1] respectively. However, we also find a counterexample in
MP in which a voiced consonant retains aspiration in word-initial position, in [bra:ri]
‘broom’.

An extra-linguistic factor that may be relevant is that MP speakers have access to
Urdu in terms of reading, writing and speaking, and that both MP and Punjabi use the Urdu
written script. Therefore, another possibility is that MP is perceived as being a tonal variety
due to orthographic influence. The tone in words with initial voiceless constants is
predictable because these words show the reflex of the aspiration in an orthographic
representation < #> in Punjabi, which is borrowed into the MP written form as well. For
instance, ‘broom’ is pronounced [bra:ri] by educated MP speakers who may retain the voiced
aspiration because they are aware of the orthographic representation, whereas the old/aged
speakers pronounce the same word as [pa:ri], which is a homophone with two lexical
meanings, ‘broom’ and ‘heavy’, because they do not know its orthographic representation.

In sum, there may be a few words where tone has an influence on MP due to
borrowing from Punjabi as one of the dominant regional languages, but tone does not play a
dominant role in distinguishing lexical words on a larger scale in MP vocabulary. We should
note that Punjabi is also analysed as having stress as well as tone. Like Pahari, in Punjabi
stress is assigned based on the weight of syllables contained within a word (Bhatia, 1993; Dhillon,
2007). Regardless of the status of tone in MP therefore, it is not a contradiction to say that

MP has stress, and investigation of the MP stress system is a major goal of this thesis.

2.10 Chapter Summary

The aim of this chapter was to provide some background information about MP.
Important geographical and historical facts about MP have been reported, and some previous
research on the areal classification of MP was also discussed. The status of English
loanwords in general, and the extra-linguistic factors involved in borrowing of English words
in MP, are described, and the language contact situation in MP is also discussed. A

discussion of whether MP is a tonal variety of Punjabi is also presented. Overall, this chapter
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reveals the range of extra-linguistic factors at work in the MP language contact situation,
which may be a source of phonological variation in MP loanwords. The next chapter reviews

the theoretical background to the thesis.
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3 Literature Review: Loanwords and Related Adaptation
Theories

3.1 Borrowing Process

In a contact situation, speakers of different languages interact, and their languages
can influence one another, but predicting the outcome of a contact situation remains a
challenging task (Matras, 2009; Sankoff, 2002; Siemund, 2008). Nevertheless, one can
easily observe the immediate results of language contact and communication in the
phenomenon of lexical borrowing, which is viewed as the importing of linguistic structure
or forms from one language to another (cf. Haugen, 1950).

In the process of borrowing, the linguistic items which are transferred or introduced
from one language to another are called loanwords. The language from which words are
adopted is often referred to as the ‘source’, ‘lending’ or ‘donor’ language (interchanged with
L2) whereas the language into which those words are adopted is labelled as the ‘recipient’,
‘borrowing ‘or ‘native’ language (also interchanged with L1 throughout the thesis). Haugen
(1950) classifies three main types of borrowing, known as loanwords, loanblends, and
loanshifts, as follows:

“1. LOANWORDS: show morphemic importation without substitution. Any morphemic

importation can be further classified according to the degree of its phonemic substitution:

none, partial, or complete.

2. LOANBLENDS: show morphemic substitution as well as importation. All substitution

involves a certain degree of analysis by the speaker of the model that he is imitating; only

such ‘hybrids’ that involve a discoverable foreign model are included here.

3. LOANSHIFTS: show morphemic substitution without importation. These include what

are usually called ‘loan translations’ and ‘semantic loans’; the term ‘shift’ is suggested

because they appear in the borrowing language only as functional shifts of native

morphemes’’ (Haugen 1950: 214-215).

Similarly, Sankoff (2001) defines loanwords as the incorporation of single L2 words
(or compound words function as single word) into the conversation of the L1, which results
in phonological changes in the L1. Such phonological changes may include processes that
apply not only to the non-native vocabulary, but which may also spread to the native
vocabulary. To identify loanwords, Cohen (2009) describes three contexts which are not
associated with loanwords phenomenon:

a.“Words which are part of the bilingual conversation

b. words which are merely speaker-specific idiosyncratic productions
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c.words which are unique one-time productions mimicking some L2 phonetic form”’

(Cohen, 2009:14).

In a similar way, Poplack and her colleagues argue that the status of a loanword is
“traditionally conferred only on words which recur relatively frequently, are widely used in
the speech community and have achieved a certain level of recognition or acceptance, if not
normative approval” (Poplack et al. 1988: 52).

3.1.1 Types of loanwords

Haugen (1950) divides loanwords into two types: importation and substitution which he
defines as:

“If the loan is similar enough to the model so that a native speaker would accept it as his

own, the borrowing speaker may be said to have imported the model into his language,

provided it is an innovation in that language. But insofar as he has reproduced the model
inadequately, he has normally substituted a similar pattern from his own language. This
distinction between importation and substitution applies not only to a given loan as a whole
but to its constituent patterns as well, since different parts of the pattern may be treated

differently.” (Haugen 1950:212)

In this definition, Haugen used the word ‘model’ for ‘original patterns’ (in the source
language). He links the adaptation patterns (i.e. less or more distorted loan forms) with the
degree of bilingualism. For example, in English the French word café is a less distorted form
of the foreign word and thus is an example of importation. However, when the French word
‘rendezvous’ is borrowed, English speakers cannot produce the uvular [¥] of French and
replace it by using their approximant [1] instead. This shows a (phonemic) substitution.

Other researchers (Campbell, 2013:59; McMahon, 1994: 205) have also categorised
the loanwords in the same sense but they typically have replaced the terms ‘importation’ and
‘substitution’ with ‘adoption’ and ‘adaptation’ respectively. Likewise, Poplack, Sankoff, and
Miller (1988) divide loanwords into two types, ‘nonce forms” and “established words’, based
on the frequency and level of integration needed to become acceptable in the native language
(L1). Thus, established loanwords are the words which are widely used in the community
and are fully integrated in L1(or language community) from a linguistic point of view,
whereas nonce forms are also integrated forms but are less frequent in use and therefore,
have less acceptability in the language community. In the current study, the corpus of MP
loanwords is based on established loanwords which are common and frequently used across
the MP speech community in Pakistan.

The distinction between loanwords (i.e. nonce forms) and codeswitches is another

controversial issue in the language variation literature. Since single-word code-switches are
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also theoretically possible, some researchers take code-switching and borrowing (i.e. of
nonce forms) to be part of the same continuum (see, e.g., Haspelmath, 2009; Myers-Scotton
1993, 2002, 2006; Van Coetsem 1988; Thomason 2003). In contrast, some researchers (e.g.
Sankoff & Poplack 1981; Poplack &Sankoff, 1984; Poplack & Dion 2012; MacSwan 1999;
MacSwan & Colina 2014; Poplack, 1985; 2017) consider nonce forms (borrowing) and
codeswitches to be two essentially distinct processes which can thus be distinguished.

In her argument, Poplack (2018) says that the misconception between nonce
borrowing and codeswitching is due to methodological difficulties in distinguishing single
borrowed words (i.e. nonce words) in context from single code-switched items, found in
patterns of bilingual behaviour. Poplack et.al (1988) earlier categorised that nonce forms as
unattested L2 items uttered once by exactly one speaker, whereas established loanwords are
items occurring twice or more, and code-switches are multiword fragments of L2 produced
in the L1. Another criterion to distinguish between loanwords and codeswitches is the
grammar of recipient language, as a benchmark between (nonce) loanwords and
codeswitches. Poplack and Dion (2012) summarise the diagnostics for distinction of
different language variations (i.e. nonce forms, established loanwords and codeswitches) as

shown in Table 3.1.
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Table 3.1 Characteristics of three types of language variation (Poplack and Dion, 2012)
(adapted from Poplack, 2018)

Diagnostics Multiword codeswitch | Nonce More frequent
borrowings borrowings

Linguistic

lexical constitution content words = preponderance of nouns lack of function

function words words

syntactic integration | Lp Lr

Morphological Lo Lr

integration

phonological variable variable variable

integration

Extralinguistic

Knowledge of Lp required unnecessary

level of diffusion restricted diffused

Frequency rare frequent

Note: Lp stands for donor language and Lr for recipient language

Table (3.1) shows that nonce borrowings are different from established loanwords in
the extralinguistic (external) features of frequency and acceptability in language community,
because we know that nonce borrowingis only done by bilinguals. However, from a
linguistic point of view (i.e. at the morpho-syntactic level) nonce borrowing behaves
similarly to that of established loanwords by following the structure or grammar of the native
language (L1), and thus varies from the codeswitches.

I will review literature in the next sections which describes the various types of
loanword adaptation patterns that emerge once loanwords enter a borrowing language.
Haspelmath (2009: 42) defines loanword adaption as a process in which phonological,
orthographic and morphological structures of the source word are modified, to fit into the
borrowing language. Winford (2010:173) also referred to this as ‘loanword integration’. This
empirical review will be followed by discussion of different theories proposed by
phonologists regarding loanword adaptation. These theories mainly focus on how the

adaptation takes place with reference to the role of phonetics and phonology of the native
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language (L1) and source language (L2). However, external factors (non-phonological),
which are also considered as a contributing factor towards variation in adaptation of
loanwords, will be a part of the discussion as well. The current study focuses on the
phonological adaptation of English loanwords in MP and the main focus will be on how the
syllable phonotactics and stress system of the source language (English) undergo the
adaptation process in the native language (MP).

3.2 Phonological Adaptations in Loanwords

Cross-linguistically, loanword adaptation at the phonological level has been
investigated in a wide range of languages which include Cantonese (Silverman, 1992; Yip,
1993), Japanese (It6 & Mester 1995; Shinohara, 2000), Fula (Paradis & LaCharite, 1997),
Huave (Davidson & Noyer, 1997), Selayarese (Broselow, 1999), Fijian (Kenstowicz, 2007),
Mandarin (Miao, 2006) and Korean (Kang, 2003; Boersma & Hamann, 2009) and many
others. Kang (2010b) argues that when loanword adaptation occurs at the phonological level,
it affects all aspects of phonological structures which may include segments, phonotactics,
suprasegmental features and even affectingthe morpho-phonological restrictions of the
recipient language. For example, at the segment level, Hock and Joseph (2009) argue that if
some phonemes in the source word are not present in the phonemic inventory of the native
language (L1), they will be replaced by their closest match in the native phonemic inventory
of the borrowing language. For instance, English loanwords which start with the dental
fricatives /0, o/ are replaced with dental alveolar stops /t", d"/ in Hindi (Hock 1991).
Similarly, fricative /f/ in English is replaced by the aspirated bilabial plosive /p"/ in Burmese
(Chang, 2009).

In the same way, if the syllable structure of the borrowing language is stricter than
the source language, it will undergo phonotactic adjustments. The most common repair
strategies which are used to adapt the syllable phonotactics of the source language (L2) are
epenthesis and deletion. For example, Hawaiian has a very limited syllable structure, i.e. CV
only. When an English loanword such as /sku:l/ ‘school’ with an illicit onset consonant
cluster and simple coda consonant enters Hawaiian, it undergoes adaptation via epenthesis
and deletion of the onset consonant to conform to the native phonology and thus we get
[kula] (Adler 2006).

Likewise, loanwords also undergo adaptation at the suprasegmental level in which
the mapping of stress or tone from the source language to the borrowing language takes place
(e.g. Silverman, 1992; Davidson & Noyer 1997; Broselow, 1999; 2009; Shinohara, 2000;

Kenstowicz, 2007). For instance, when English stress is mapped to Cantonese tones, a
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stressed syllable is assigned a high [H] tone, and a non-final unstressed syllable receives a
mid [M] tone, as in “BUFfet” > /pow [H] fey [M]/ (Miao, 2005:1).
3.2.1 Categories of Loanword Adaptation Patterns

In the general process of loanword adaptation, some adaptation patterns do not
conflict with the native phonology of the borrowing language. However, some apparently
idiosyncratic patterns emerge which are unexpected in that they conflict with native
alternations. Kang (2010a) divides the puzzling patterns identified in the loanword literature
into five broader categories.

One pattern is called the ‘too many solutions’ pattern (Steriade 2001), or ‘differential
faithfulness’ (another name given to the same pattern by Broselow, 2009). This type of
adaptation appears in a loanword when, even though other possible loanword repair
strategies are possible which can allow the adapted form to conform to the native phonology
of the borrowing language, the adaptation ‘converges’ on a specific strategy and there is no
apparent evidence for that process in the native language. For instance, Alder (2006)
mentions Hawaiian, which has no voiced stop /b/ in its phonemic inventory. Although /b/ is

not attested in this language, when the English loanword ‘boulder’ with a /b/ segment
appears in Hawaiian, it surfaces as the voiceless bilabial stop /p/, as in [polu’ka:]. Now the

question arises why given all the other bilabial options in the Hawaiian inventory such as
/m/ and /wl/, yet adaptation often converges on a specific strategy (voicing substitution)
resulting in /p/, even when speakers have no apparent evidence for that process in their native
language, i.e. Hawaiian.

Similarly, another puzzling pattern is reported by Kenstowicz (2007) which is called
‘divergent repair’. This is also known as a ‘ranking reversal’ as named by Broselow (2009).
As the name shows, this adaptation pattern contradicts the usual native repair strategy. For
example, Peperkamp et al. (2008) report that in Korean, obstruent+nasal clusters are
disallowed, therefore, when a potential obstruent+nasal cluster might appear it is repaired by
nasalising the obstruent consonant via assimilation; for instance, in the word /kuk-
mui/-> [Kun-mui] ‘soap’. But, when Korean borrows English loanwords, epenthesis is used
as a repair pattern; e.g. the word ‘picnic’ becomes [p"ikPinik] by inserting an epenthetic /i/
between the word-medial /k/ and /n/ consonants.

There is also another category of adaptation pattern which Peperkamp (2004) refers
to as ‘unnecessary adaptation’. Golstan and Yang (2001) report this pattern in the case of

French loanwords in Hmong in which /3/ is adapted as /j/ in French loanwords. Even though
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I3/ is part of the phonemic inventory of Hmong (e.g. /33/ ‘well’) it is still replaced with /j/,
apparently unnecessarily; e.g. /30.zef/ ‘Joseph’ becomes [jo.se] instead of *[30".s€].

Another confusing pattern which appears during loanword adaption is called
‘differential importation’. Kang (2010a) refers to ‘importation’ as a situation where a
structure is not attested in the native word of borrowing language, but it is exceptionally
allowed in loanwords. In this regard, Alder (2006) mentions Hawaiian which has no alveolar
/t/ but has two equally acceptable loan variants for the English word ‘truck’, as [ka.la.ka]
and also as [ta.la.ka], in which /t/ does not undergo adaptation. This suggests that native
constraints may be relaxed in loanwords by allowing the source forms to appear as they are,
without adaptation. Another pattern is called ‘retreat to the unmarked’ mentioned by
Kenstowicz (2005). This repair pattern requires stricter conformity to structural requirements
in loanwords than in the actual native phonology, despite having more a faithful form
available in the language. For example, Kertész (2003) considers Hungarian to have this
pattern. In Hungarian, monosyllabic loanwords which end with voiceless obstruents are
geminated, in an apparent requirement for syllables to be heavy (e.g. ‘shock’ — [sokk],
*[sok]), even though Hungarian does not have a requirement for syllables to be heavy.

Among these categories, we shall see that a ‘differential importation’ pattern can be
served in stress patterns of English loanwords in MP, where the native MP constraint ranking
is relaxed in loanwords (i.e. for some groups of MP speakers). As a result, in the output, the
stress pattern (for some words) conforms to the source language phonology rather than the
native MP stress rules (see section 7.2.3). In the next section, | will discuss theories
developed to account for loanword phonology and to what extent these theories are likely to
be able to explain the adaptation patterns in MP loanwords.

3.3 Theories related to Loanword Adaptations

There are two main, ‘opposing’ theories proposed by researchers to account for the
phenomenon of loanword adaptations cross-linguistically: namely, the phonological
approach and perceptual approach. In the following subsection, | discuss both theories in
detail and show which theory is selected as the best fit to the type of data explored in the

current study.

3.3.1 The Phonological Approach

The phonological approach is a production-oriented approach. The main proponents
of this approach are Haugen (1950), Hyman (1970), Jacobs & Gussenhoven (2000), Paradis
& LaCharité (1997), LaCharité & Paradis (2002, 2005) and Paradis & Tremblay (2009).
Paradis and LaCharité (1997) claim that bilingual speakers perceive the phonetic details of

the non-native sounds in source words without any alteration and thus, in perception there is
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no change to the underlying form of the source language (L2). The identical loanword form
becomes the input to the production stage and adaptation occurs under category preservation
or proximity principles where (loanword) segments are matched on the basis of the
phonological categories of the native grammar, i.e. the L1 (cf. Paradis & LaCharité, 1997;
LaCharité & Paradis, 2005). For example, English /1/ and /u/ are acoustically closer to
Mexican Spanish /e/ and /o/ than to /i/ and /u/. Nevertheless, they are adapted as /i/ and /u/
respectively in almost all cases of English loanwords in Mexican Spanish (LaCharité &
Paradis 2005: 233-7).

To defend the phonological stance, Paradis and LaCharité proposed a formal
constraint-based model, called the Theory of Constraints and Repair Strategies (TCRS
henceforth) (Paradis and LaCharité 1997: 381). The central notion of the TCRS model of
loanword adaptation is that it considers the phonology of any language as comprised of both
universal and non-universal constraints, and in cases when violation of these constraints is
found, repair strategies (e.g. insertion, deletion, assimilation etc) must be applied. The TCRS
model is comprised of four principles: The Preservation Principle, which requires maximal
segmental information to be preserved; the Threshold Principle, which restricts the amount
of repair to up to three steps; the Minimality Principle, which ensures that illicit structures
(originating in the source language) will be repaired as economically as possible; and finally,
the Precedence Convention, which gives priority to repairing higher phonological levels.
(For details on this theory, see Paradis & Lacharité, 1997). We can see an application of the
TCRS principles in French loanwords into the Fula language, in which onset clusters are not
permitted (Paradis & Lacharité, 1997). To follow the Preservation Principle (i.e. preservation
of maximal segmental information), it is necessary to insert a vowel. The complete repair
can be accomplished in two steps, meeting the Minimality Principle: 1. insertion of vowel
position; 2. spreading of vocalic features from the following vowel to “fill’ the inserted
nucleus. Since, this set of steps falls within the threshold cost (i.e. two steps), the repair is
acceptable, and Fula therefore adapts French /klas/ - [kala:s] ‘classe’.

In the current work, we expect that TCRS will not be well-equipped to account for the
adaptation patterns to syllable structure and stress in MP loanwords. An important caveat in
adoption of the TCRS model is that it assumes that competent bilinguals are the originators
of loanwords and have complete access to the source phonology; if true we might expect a
suprasegmental feature such as stress to be preserved as much as possible, as it should have
priority according to the Precedence Convention. However, as we shall see, in loanword
adaptation patterns in MP, stress shift is very common, to allow the loanword to conform to

the native MP phonology (e.g. /'glu: .kouvz/-> [gal. ko:z] ‘glucose’).
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We also find variation in the adaptation patterns at intraspeaker level where in some
cases stress falls on a different syllable in a structurally parallel word, this time to maintain
the source phonology and ignoring the native MP stress rules (e.g. /'vaek.si:n/=>[ 'vaek.si:n]
‘vaccine’). Similarly, in coda phonotactics, there is variation in the adaptation patterns within
the same coda cluster types. For example, in the word ‘silk’ the illicit coda cluster /Ik/ is
maintained in surface representation (e.g. /silk/=> [silk]) but the same cluster /Ik / is broken
by an epenthetic vowel in the case of ‘milk’, to conform to the native MP phonology (e.g.
/milk/ = [mi:lok] ‘milk”).

Although TCRS is phonologically informed, it was clear at an early stage in the analysis
that the TCRS model would not be the ideal tool to use to account for this type of variable
adaptation in MP loanwords.To capture the range of phonological variation observed in MP
loanwords, the theoretical model I utilize is instead Optimality Theory (OT), as discussed
further below (in section 3.5). The advantage of using OT is that it can capture the variable
adaptation (for loanwords) and inter-/intra-speaker variation (for native phonology in other
languages). Cross-linguistically, inter-/intra-speaker variation has been investigated within
OT in various languages including Finnish (Anttila, 1995;1997;2002; Anttila & Cho, 1998),
Vimeu Picard, a dialect of Northern France (Auger, 2001; Cardoso, 2001), Brazilian-
Portuguese (Cardoso, 2007), Faetar, a Franco-provincial dialect spoken in southern Italy
(Nagy & Reynolds, 1997), modern Russian (Zubritskaya, 1997) and many others. In the next
subsection, | turn to the perceptual model which is also commonly used to account for

patterns in loanword phonology.

3.3.2 The Perception or Phonetic Approach

The proponents of the perception approach (e.g. Silverman, 1992; Yip, 1993;
Peperkamp & Dupoux, 2003; Kenstowicz, 2003; Boersma & Hamann, 2009; Hamann, 2009
; Peperkamp, Vendelin & Nakamura, 2008; Kang, 2003, among others) argue that borrowers
do not have access to the underlying representation of source structures (in the L2), so non-
native sounds are mapped onto the phonetically closest native sounds (in the L1). A
prominent case which demonstrates that adaptation of loanwords takes place in the
perception is the presence of illusory epenthetic vowels in the consonant clusters in Japanese.

Dupoux et al. (1999) show that Japanese speakers perceive illusory epenthetic
vowels in the consonant clusters of loanwords which conform to the syllable structure
requirements of their native language (L1). Dupoux et al. compared Japanese listeners with
French listeners in their perception of consonant clusters in six nonce words with an
epenthetic vowel [u] in a syllable detection task (e.g. [abuno], [akumo], [ebuzo], [egudo]

etc.). During the task, the duration of the vowel [u] was gradually reduced to zero
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milliseconds. Participants were asked whether the token (nonce word) they heard contained
the sound [u] or not. In contrast to the French participants, the Japanese participants reported
the presence of a vowel at all levels of vowel duration, even when the vowel had been
completely removed from the nonce words. Conversely, most of the time (i.e. about 90%)
French participants judged that the vowel was absent in no-vowel condition and in 50% of
the intermediate cases they judged that the vowel was present. These results were further
confirmed in other experiments as well, which have led Dupoux and colleagues to conclude
that the influence of native language phonotactics can be so strong that the listeners perceive
illusory vowels to accommaodate illicit consonant clusters in their L1. Similarly, Kabak and
Idsardi (2007) show that Korean listeners perceive illusory vowels within consonant clusters
that are illicit in their native syllable phonotactics (e.g. [a.i.sw.kMu.rim] ‘ice-cream’,
[Khuu.ri.sw.ma.swi] ‘christmas’).

The primacy of L1 in the perceptual approach has been questioned due to its
restrictive nature; that is, because it excludes any potential effect of the source language
phonology. In opposition to a conservative perception approach, recent perceptual studies
assert that some adaptation patterns can only be explained when the phonetic details of both
languages, i.e. the source language (L2) and the native language (L1) are considered. Some
scholars (e.g. Bundgaard-Nielsen et al. 2011; Kwon 2017; Nomura & Ishikawa 2018;
Hamann & Li 2016; Kang & Schertz, 2017) argue that perception is mediated by borrowers’
and/or listeners’ knowledge of L2 sound structure, rather than by the influence (or function)
of native language (L1) perception as applied to L2 phonetic details (i.e. acoustic cues). In
the current work, the main corpus of MP loanwords is not derived from production data, but
rather based on native speaker intuitions; as a result, it is not within the scope of this study
to attempt to explain loanword adaptation patterns from a perceptual perspective, as we do
not have production data as input to acoustic analysis. Although investigation of the role of
acoustic-phonetic detail in the loanword adaptation process will be an important future
research goal, in the present work the decision was taken to work within the phonological
approach, in the first instance, in order to test whether a purely phonological approach is
able to explain the patterns observed in MP. In the next section, | will turn to non-
phonological (external) factors which can affect adaptation patterns in loanwords: namely,
level of bilingualism and orthography.

3.4 External Factors in Loanword Adaptation Process
The language contact situation which is the context of loanword adaptation into
Mirpur Pahari (MP) is complex (see chapter 2). A key factor is that different groups of MP

speakers are likely to have different levels of exposure to the source language (English).
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Also, due to the nature of the acquisition process for most MP speakers, who mostly learn
English only in school, orthography may also play a role. Therefore, bilingualism and
orthography are potential external factors which can play a role in MP loanword adaptation

patterns and thus are discussed below.

3.4.1 Role of Bilingualism

Bilinguals are the agents of borrowing; they are the ones who use loanwords
regularly and thus introduce them to the speech community (see e.g. Paradis and LaCharité,
1997, 2008, 2012). The phenomenon of bilingualism has therefore been widely argued to be
involved in the process of sound adaptation. Haugen (1950) proposed that the degree to
which loanwords go through sound adaptation depends on speakers’ level of bilingualism.
Haugen (1950) describes bilingualism as a continuum which can be split into three
categories: he calls the first category the ‘pre-bilingual’ period in which a very small
proportion of the population is bilingual and thus there is a high degree of variability in
loanword adaptation; the second category is called the ‘adult bilingualism” period in which
the number of adult bilinguals increases and as a result more uniformity comes into the
adapted forms of loanwords; the third and final category is called the ‘childhood
bilingualism’ period in which children grow up bilingually and learn the two languages (i.e.
native and source language) simultaneously rather than learning the source language as an
adult.

The classification of adaptation patterns in my loanword corpus data is inspired by
Haugen’s categories (see chapter 4 for further details). A number of researchers have
examined variation in loanword adaptation patterns and proposed that bilingualism may
influence the rate of sound adaptation at different levels. For example, Lev-Ari and
Peperkamp (2014) suggest that individuals vary in their pronunciation of loanwords from
one context to another, and that this variability is socially conditioned by factors such as the
prestige that the donor language holds, speakers’ level of bilingualism and the nature of
interaction patterns between speakers. Similarly, the phonological stance (Paradis &
LaCharité, 1997, 2001, Paradis & Thibeault 2004, LaCharité & Paradis 2002, 2005) is also
built around the central notion that bilinguals are the agents of borrowing and leads to the
claim that instead of monolinguals, bilinguals are the main borrowers who are also
responsible to the adaptation, irrespective of the number of bilinguals in the speech
community (Paradis & LaCharité,2008).Since bilingual speakers are considered the main
originators of phonological innovations from the source language (Haugen1950, 1953;
Mougeon et al., 1985), therefore, structural features on different linguistic levels (phonetics,
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phonology, syntax etc) can be influenced by the source language (Thomason & Kaufman,
1988).
3.4.2 Role of Orthography

The role of orthography in loanword adaptation patterns is acknowledged to a limited
extent by some authors (e.g. Lacharité and Paradis, 2005; Paradis and Prunet, 2000;
Vendelin and Peperkamp, 2006, among others) but largely ignored in production models of
loanword adaptation patterns (Taft, 2006). However, there is increasing evidence that
orthography does play a role in adaptation.Orthographic influence can be found in Japanese
loanword adaptations:Lovins (1975:48) explains the point that most learners/bilinguals are
almost always exposed to the written form of the source word at the same time as hearing
it,therefore, the written form of English loans into Japanese makes it difficult, if not
impossible, to distinguish  orthographic  factors from  phonetically-motivated
variations.Schmidt (2008) agrees with Lovins and states that the type of the script selected
to convey different loanwords in Japanese has an effect on the phonological realisation of

the word.

Blair & Ingram (1998) also note that in cases where the spoken input is not available,
borrowers depend on the written form, especially in the case of English because the majority
of speakers of English in the world are infact non-native language speakers of English, who
will have learned English in an educational setting rather than by immersion, so have no
native speaker input. Similarly, Hamman and Colombo (2017) show the role of orthographic
influence on loanword adaptation in lItalian, a language with a relatively transparent
grapheme-to-phoneme mapping. In the same vein, Mathieu (2012) argues that orthographic
representation plays a role in shaping the phonological representation of the borrowed words.
He presents the adaptation patterns in Romanian loanwords from French and Japanese
loanwords from English, in which grapheme-phoneme mappings follow the spelling
conventions of the recipient language (L1). Taft suggests that ‘the representation involved
in generating sound output from an orthographic input is more abstract in nature than the
phonemic form of the word’ (Taft, 2006:68). In other words, he suggests that the
phonological representations of loanwords, or at least those involved in the processing of

visually presented text, are moulded by orthographic considerations.

In the present study, I will show that the role of orthography can also manifest itself
in a different way. | start from the premise that borrowers, being bilingual, have access to
the phonological (or orthographic) representation of the source language, which is expected
to affect the realisation of the English loanword in terms of pronunciation. In the case of
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Pakistan, | know from experience of the educational system that working from grapheme-
to-phoneme is a common way of learning English pronunciation. This may suggest that in
Pakistan, some loanwords are learned via orthography.

In summary therefore, although | do not propose to argue that borrowers adapt
loanwords solely depending on the written form of the word or on the speaker’s level of
bilingualism, the analysis will consider as these as potential factors which influenced the
adaptation patterns in MP loanwords, and perhaps especially in cases of variation in the

adaptation patterns.

3.5 Optimality Theory as a framework for analysis of English Loanwords in
MP

Optimality Theory (OT hereafter: Prince and Smolensky,1993/2004) is an influential
phonological theory used to study a number of areas in phonology, such as the phonetics-
phonology- interface, historical linguistics, linguistic variation, dialectology and language
acquisition (Martinez-Gil & Colina, 2007). Classical OT proposes a one-step mapping
between underlying and surface forms, which are referred to as inputs and outputs,
respectively (Kager, 1999). In OT, the rules and derivations of Generative Phonology are
replaced by a set of interacting constraints. Although it is not a strict requirement of OT that
constraints are innate (McCarthy, 2008), the core premise of OT is that constraints are
universal and violable. For example, OT encodes the well-known asymmetry in the
distribution of onsets and codas across languages by proposing an ONSET constraint, which
penalises the presence of onsets, which interacts with a NOCODA constraint, which
penalises the absence of codas (Prince & Smolensky, 1993). In this way, cross-linguistic
universals or tendencies are hard-wired into the architecture of the theory.

The main tenet of OT is that the grammar of each language is a total ordering of a
ranked set of constraints. Constraints fall into two categories: markedness and faithfulness.
Every language is modelled using the same set of constraints, and languages differ only in
the ranking of these constraints. For example, during the mapping operation between input
and output, a set of hierarchically ranked constraints evaluate candidates based on the surface
forms (outputs) in respect of the markedness conditions within a language and thus select an
optimal output (forms) corresponding to the input (forms). The OT framework is particularly
useful, therefore, for comparing grammars and handling language (or speaker) variation and
is thus well-suited for the current work, which focuses on variation in the adaptation of

loanwords.
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3.5.1 The Basic OT Architecture

The basic architecture of OT is comprised of two components namely, GEN and
EVAL, which are abbreviations of Generator and Evaluation respectively. GEN takes
meaningful entities (e.g. words, syllables etc) as an input and returns a set of possible
candidates that may satisfy or violate any of the constraints in the constraint hierarchy
(CON). The principle that GEN offers an infinite and unconstrained list of candidates is
called the Richness of the Base (Prince & Smolensky: 1993, 2004). It is the responsibility of
EVAL to choose one of these candidates as the optimal candidate, being the output that
violates the fewest most highly ranked constraints. The role of GEN, EVAL and CON are
illustrated in (Fig.3.1) via an example from an English loanword into Mirpur Pahari.
Figure3.1 Architecture of OT

Input: ‘place’ Iplers/
GEN
Candidate set: [ples] [psle:s$e:s] [ple:]

\

(Constraints)

l

Output (optimal candidate) [pa'le:s]

/

Eval

Figure 3.1 shows that a candidate as an input /pleis/ enters into GEN. Here, GEN
creates many possible candidates: /pleis/, /pale:s/, /ple:s/ and /pe:s/. GEN is the stage where
the mapping between input and output representations takes place. In the next stage, these
candidates pass through a filter called EVAL which is responsible for finalising the choice
of an optimal candidate from the set of possible candidates. EVAL contains universal
constraints, i.e. markedness and faithfulness constraints. A markedness constraint enforces
well-formedness conditions on the output itself whereas faithfulness constraints seek to

ensure that the input and output resemble each other to the greatest extent possible. This
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generates a conflict among the constraints (i.e. markedness versus faithfulness) and the result
reflects the constraint ranking, which is language-specific. In this case, EVAL chooses the
optimal candidate [pale:s] as an output because if satisfies the high ranked constraints in the
language under observation, i.e. Mirpur Pahari. In this specific example (as shown in Figure
3.1) a constraint against onset clusters is highly ranked, so an inserted vowel in the winning
candidate [pale:s] satisfies this high ranked markedness constraint. Thus, an optimal/final
output may no longer be faithful to the input. This implies that a markedness constraint
overrides a faithfulness constraint. Note that here (in figure 3.1) slanted brackets ¢/ /> are

used to represent input forms whereas square brackets ‘[ ]” are used to enclose output forms.

3.5.2 The Tableaux

In standard OT, constraint ranking arguments are represented with tableaux. In the
current study, for the analyses of MP and loanwords, | have used a format called
‘combination tableaux’, taken from McCarthy (2008), which allow clear illustration of
ranking arguments. The standard tableau has one row for each candidate being compared
and one column for each constraint involved in the comparison. The constraints which are
involved in the ranking are shown in the first row from highest to lowest ranking order, from
left to right. The top left cell shows the input and the list of possible candidates are listed in
the leftmost column. The optimal candidate is the one that least violates the higher ranked
constraints and is indicated by the symbol of an arrow ‘=’ (or sometimes a pointing hand is
used) and is often called the ‘winning candidate’ (Prince, 2002).

A comparative tableau additionally has ‘W’s and ‘L’s placed beside the violation
marks in each cell of the tableau, which are shown with the symbol of an asterisk ‘*’; the W
and L symbols are placed only on the rows of the tableau representing ‘losing candidates’.
Each W or L reports the result of comparing how that losing candidate is evaluated for a
particular constraint, with how the winning candidate is evaluated. For example, f if a
particular constraint favours the winner a ‘W’ is inserted in the cell, but if a constraint
favours the losing candidate an ‘L’ is placed in the cell. The reason for adding the W/L labels
is that it visualises the presence (or absence) of ranking arguments between constraints; if
there is at least one ‘W’ to the left of every ‘L’ in a row this indicates that comparison of that
losing candidate with the winning candidate yields a ranking argument for one or more
constraints (Prince 2002; McCarthy, 2008). Consider the sample tableau in (2):
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2) Ranking: *COMPLEX ONSET >>DEP

/plexs/
*COMPLEX ONSET DEP
a. —>[pale:s] *
b. [pless] *W L

The tableau (2) shows that to be an optimal candidate in MP, candidate must obey
*COMPLEX° ™ by not allowing an onset cluster in word-initial position. We can see that
[pale:s] is the winning candidate because it obeys *COMPLEX°"™* by not allowing onset
consonant cluster, but the epenthesis that satisfies this requirement violates the competing
DEP constraint. DEP is a faithfulness constraint which penalises insertion of material in the
output, which is not present in the input. The candidates a. and b. are useful candidates to
consider since they differ in precisely the ways that are relevant for the two constraints under
consideration; one candidate satisfies *COMPLEX™*but violates DEP, the other candidate
violates *COMPLEX"**'but satisfies DEP. This direct conflict gives us a ‘ranking argument’
between the two constraints which shows that, in MP, *COMPLEX°" dominates DEP. In
this comparative tableau presentation, ‘W’ and ‘L’ annotations are added to the loser row
and the configuration, with W to the left of L, provides a further visualisation of the ranking
argument. Overall, the losing candidate (2b) shows that the winner favouring constraint
labelled ‘W’ (i.e. *COMPLEX®™®") takes precedence over the loser-favouring constraint
labelled ‘L’(DEP). The solid vertical line is used to illustrate that constraints are ranked. A
dashed vertical line between constraints will be used to show any constraints that are

unranked.

3.5.3 How does OT handle variation?

All languages rank constraints according to the well-formedness conditions required
in their respective grammars, with each ranking representing a different grammar/language.
Thus, one constraint might be highly ranked in one language but lower ranked in another
language. In OT therefore, systematic differences between the languages are due to the
reranking of constraints, which allows modelling of typological variation. For example, MP
does not allow onset clusters in word-initial position. Therefore, as we shall see, onset
clusters in English loanwords are broken up by inserting an epenthetic vowel and violate the
faithfulness constraint DEP; this give a constraint ranking *COMPLEX®"® >>DEP (as
shown in tableau 2). In contrast with MP, onset consonant clusters are allowed in word-

initial position in English. In terms of OT, this is modelled by saying that in English
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*COMPLEX ™ s ranked lower than DEP and thus English reranks the relevant constraint
set (i.e. DEP>>*COMPLEX), (The full constraint ranking of syllable phonotactics in the
adaptation patterns of MP loanwords is discussed in depth in chapters 6-8).

An advantage of using OT for the present study is that OT has the capability of
handling phonological variation by partially ordering constraints instead of enforcing full
constraint ordering. A range of work presents OT analyses of phonological variation (e.g.
Anttila (1997), Anttila and Cho (1998), Boersma and Hayes (2001), Nagy and Reynolds
(1997), Zubritskaya (1997) and many others). To analyse intra-speaker variation in MP
loanwords, | will use the Partially Ordered Constraints (POC) model of variation, which is
an elaborated version of OT proposed by Anttila (1997 et seqg.). The POC model shows that
variation arises when a given grammar allows the possibility of multiple total orders which
produce different optimal candidates. Thus, each time the grammar is used to evaluate a
candidate set, one of the total orders (constraint rankings) picks a candidate as optimal, but
in a further iteration another order may pick a different candidate as optimal, and surface
variation results. For example, in the grammar, if constraints B and C are not ranked with
respect to each other, we can expect constraints A, B and C with the following ranking:
A>>B, C. From this partial order, two total orders are possible: A > B > Cand A > C >
B. These total orders may choose different optimal candidates and thus capture the variation.

In summary, OT is able to capture variation between the languages by reranking of
constraints and within a language by partial ordering of constraints. The MP English
loanwords corpus provides data which is rich with phonological variation and acts as an
interesting testing ground for Optimality Theory claims regarding the scope of language
variation in general, using loanwords as a case study. After doing an OT analysis on paper
(that is, using comparative tableaux), a constraint ranking can also be confirmed and checked
in different ways. One of the methods is called Recursive Constraint Demotion (RCD) which

is discussed below.

3.5.4 The Recursive Constraint Demotion algorithm (RCD)

Constraint ranking hierarchies (in our case, at the prosodic level in MP loanwords)
can be checked using the Recursive Constraint Demotion algorithm (RCD). According to
McCarthy (2008), in RCD, a loser-favouring constraint moves down the hierarchy, from
some initial ranking, until all of its Ls are dominated by Ws, but not further; repetition of
this task yields a final constraint hierarchy.

The examples used below to illustrate the RCD algorithm below are taken from the
corpus to be analysed in the present thesis but are not the full representation of the corpus

data of loanword adaptation patterns used in Mirpur Pahari (MP), but the final constraint
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ranking from RCD is the full constraint hierarchy of syllable phonotactics of MP loanwords.

The purpose at this point is only to illustrate how the RCD algorithm works. | start from a

single table called ‘the support’ (as shown in tableau 3) which is a multi-input, unranked

comparative tableau. The constraints are unranked as yet and are placed in random order.

Tableau 3 Support for RCD
Input | Winner | Losers | *COMPLEX®™® I MA | DE 1 IDENTpLace | *COMPLE

S T i X i p i | i % CODA

[pa.le:s] | [plers] *W i Lo i

i i i i

Iplers/ [ple:] W bow oL |

1 1 1 1

[ble:s] W ! *\W ! ! W !

/baend | [bend] | [bant] i i i *W i

/ [bzen] Fw L i
[bz.nar ! bosw | *W ! L

i i i i

] i i i i

Note: The ordering of constraints shown here is not the final ranking needed to analyse MP loanwords. The

purpose of this example is to represent how RCD works.

As a first step, all the constraints that favour no losers are identified by looking at

their columns. If these constraints have no ‘Ls’ in their column, they are un-dominated or

high ranked constraints. Three such constraints are visible, so they are promoted to the left-
hand side in tableau 5 below: *COMPLEX™®, MAX, IDENT (piace .The remaining
constraints (DEP, *COMPLEX) are demoted as low ranked constraints and yields the

interim constraint hierarchy in (4).

(4) *COMPLEX, MAX, IDENT [place>>DEP, *COMPLEX c°%

As a next step, in the support, the columns with high ranked constraints (i.e.
*COMPLEX™* MAX, IDENTpice]) are removed (see tableau 6), since there is nothing

more to learn from them.

Tableau 5 Support after first pass through RCD (shading)

Input | Winners | Losers | *COMPLEX®"SET i MAX i DEP 1 IDENT | *COMPLEX
i i i [PLACE] i cobA
Iplers/ | [pa.le:s] | [plers] *W i EL i i
[ple:] *W i *\W i L i i
[ble:s] *W i *\W i L i *\ i
/bend/ | [baend] | [bant] i i | W 1 L
[baen] WL 1 L
[bee.nor] i W W 1 L
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Tableau 6 Support after first pass through RCD (removal)

Input

Winners

Losers

DEP

*COMPLEX ©0PA

Iplexs/

[pa.le:s]

[plers]

[ple:]

[ble:s]

[beend/

[baend]

[beent]

[been]

[bee.nar]

*W

T
1
I
1
1
!
1
1
!
L i
!
[]
1
!
[]
1
!
[]
1
!

The process is recursive, in which the output of each stage is taken as input to the

next. So, we need to look again for any constraint that favours no losers. Since in this

example we do not have any constraint that favours losers, we move to the next step in which

the support (as shown in tableau 7) will pass through the RCD (shading) in which all rows

which have no W in them will be removed (deleted).

Tableau 7 Support after second pass through RCD (shading)

Input Winners Losers DEP i *COMPLEX €©bA
Iplexs/ [pa.le:s] [plers] L i
1
1
[ple:] L i
[ble:s] L i
/baend/ [baend] [baent] E
[been] L |
[bze.nar] *W i
Tableau 8 Support after second pass through RCD (removal)
Input Winners Losers DEP i *COMPLEX COPA
Jbeend/ [beend] [bee.nor] W L

Tableau (8) shows the result of constraint demotion, after the recursive process is

repeated. After clearing out all the losers in the support, DEP is the only constraint that

favours no losers. Now the only remaining constraint is *COMPLEX% which has loser ‘L’

therefore, it is placed at the bottom of hierarchy, yielding (9).
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9) Constraint hierarchy after final pass through RCD
*COMPLEX® MAX, IDENT [placep>>DEP>>*COMPLEX ¢°%

3.5.5 OTSoft

An efficient method of checking a constraint ranking is by using OTSoft. It provides
reliability in OT analysis by systematising various tasks that are performable by algorithm.
It also calculates the factorial typology of a given set of constraints and candidates (output
forms) that can be derived by varying the constraint ranking in all possible ways; it thus
identifies the possible grammars predicted by a constraint ranking and allows the analyst to
exclude impossible ones (Hayes, 2013). | will use OTSoft, version 2.5 (Hayes, 2017) as a
way of evaluating the OT analysis presented in the thesis, in the discussion chapter. To my
knowledge, this is the first study to use factorial typology to model the scope of variation in

loanwords.

3.6 Chapter Summary

The two opposing approaches of loanword phonology are discussed. The first
approach, which is the phonological one, argues that proficient bilinguals are the main
originators of borrowing and thus that all the adaptation takes place on the phonological
level; segment matching is based on phonological categories of L1 and on the underlying
forms (i.e. phonetic detail) of the source segments (L2). On the other hand, the central notion
in the perception-only approach is that adaption takes place at the perception level, where
the input segments of the source language (L2) are mapped onto the phonetic categories of
L1 segments of the native phonology. Nevertheless, loanwords are also influenced by
external factors and potentially relevant factors in our case (MP loanwords) are the level of
bilingualism and orthography. In this work, | explore the extent to which variation in
loanword adaptation patterns can be explained within phonological theory. By using OT,
phonological variation at both inter- and intra-speaker level in MP loanwords can be
modelled via re-ranking and partial ordering of constraints respectively. OTSoft uses the

RCD algorithm and takes inputs which consist of a support table like that shown in (3).
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4 Corpus data of English Loanwords in Mirpur Pahari

4.1 Introduction
This chapter presents the procedures used to build the corpus of English loanwords

in Mirpur Pahari. The status of loanwords is conferred on words which are widely used in
the speech community and have achieved a certain level of recognition or acceptance
(Mackey 1970; Poplack and Sankoff 1984). Since English is an official language in Pakistan
and is taught as a compulsory subject up to the graduation level (i.e. 14 years of education
in college), therefore, English loanwords are heavily used in Mirpur Pahari (MP hereafter)
and thus are good candidates to attain the status of loanwords.

This chapter is divided into three subsections. Section 4.2 describes the procedure
followed in building the MP loanword corpus reflecting MP as spoken in Pakistan. Section
4.3 shows the next phase of data collection with an early bilingual English-MP speaker living
in the UK. Lastly, Section 4.4 concludes the main findings of the chapter and presents the
rationale for the phonological analysis discussed in chapters five, six, seven and eight

respectively.

4.2 The main loanword corpus

Fieldwork is commonly used for data collection, with the aim of gaining a sample of
“real life language data” (Abbi 2001, 1). In the current research, the main corpus data was
collected by following the norms of fieldwork that is by using informal elicitation methods,
but without formal recording of production data. A corpus of 1219 English loanword in MP
was built. The researcher recorded used her own intuitions as a native speaker of MP and
grammaticality judgments with other native speakers (see also Nishimura, 2003; Kawahara,
2006; Morandini, 2007) to create the list of items included in the main MP loanword corpus.
The items in the corpus were checked during informal elicitation sessions by phone (via
WhatsApp) with family members (grandmother, mother, siblings, friends etc.) who live in
Pakistan. This technique was used because the researcher had limited funds and was unable
to travel to Pakistan for fieldwork. Despite having the limitation of not being physically
present to elicit data, the researcher managed to collect grammaticality judgements giving a
picture of the intuitions of MP speakers of different age groups, level of education and
exposure to the donor language, i.e. English.
4.2.1 Building the Corpus

The loanword adaptation patterns in the corpus fall into two categories, roughly
matching MP speakers’ exposure to the source language (English) and their varying level of

educational background. One group of loanword patterns produced was labelled as that of
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monolinguals (i.e. ML hereafter). Typically, speakers who produce this pattern would have
age ranges from 45-75 yrs old, little or no education and almost no exposure to the donor
language (English). The second type of loanword patterns were labelled as those of speakers
who have learned English as an additional language after acquiring MP as their first
language, and thus described as Late-Bilinguals (LB hereafter). Speakers who produce this
pattern would have a diverse educational background which ranges from 8-14 years of
education and their age ranges would be between 17-45 yrs old. They are expected to be
younger speakers who have more exposure to English than the ML do. These groups (ML,
LB) are aligned with Haugen’s (1950) groups and can be defined as:

ML: MP speakers who have almost no exposure to English.

LB: MP speakers who exposure to the non-native source language input (i.e. to

Pakistani English).
A broad IPA transcription was used to indicate the most noticeable phonetic features of each
item including stress assignment in both the source words (English) and MP words. For
English words, the transcriptions were also verified with reference to a dictionary (Collins
Cobuild Learners Dictionary, 1996) and with a native English speaker with a southern

British accent (considered the standard British accent).

4.2.2 Refining the corpus

Poplack et al. (1988) describe established loanwords as words which are widely used
in the community and are fully integrated from a linguistic point of view. As noted in chapter
2, there is potential for misconception about loanwords and codeswitches. Some scholars
(e.g. Eastmann, 1992; Eliasson, 1989; Gardner-Chloros, 2009; Winford, 2003) consider
loanwords and code switching to be closely related processes. These authors assume that
loanwords (i.e. nonce borrowing) are first introduced as codeswitches then are gradually
converted into (established) loanwords. In contrast, Poplack and her associates (Poplack and
Meechan, 1998; Poplack et al., 1988; Poplack et al., 1989; Sankoff et al., 1990) make a clear
distinction between borrowing and code-switching. For Poplack et al. (1988) conformity to
the structure of the recipient language is a benchmark which can be used to make a
distinction between borrowing and codeswitches.

The MP loanword corpus data fulfil the Poplack et al.’s diagnostic criterion. The
adaptation patterns in the corpus of MP loanwords show the structure of native language (i.e.
MP). Some patterns of syllable phonotactics and stress assignment (which are the focus of
this study) in the LB corpus data show phonological variation and do not conform fully to
the MP phonology. However, as we shall see, the same items in the ML portion of the corpus

do conform to the recipient language. This suggests that the level of bilingualism intervenes
50



in the adaptation patterns; we thus treat both ML and LB variants as established loanwords,
rather than assuming that the LB variants are code switches. Of the 1219 English loanwords
in the full corpus a subset of 869 tokens were chosen for inclusion in the phonological
analysis. These (869) items are accepted by both categories of MP speakers (i.e. ML and LB)
which we take as evidence that they are established loanwords. Since ML do not use all the
English loanwords identified (i.e. the other 350 items, to make the full 1219), we cannot
necessarily assume that these other words are fully integrated into the general MP vocabulary
as loanwords.

In the next section (4.2.3), | set out the specific selection criteria used to choose words
from the corpus data of ML and LB for analysis of syllable phonotactics in the loanword
adaptation patterns.

4.2.3 Target Structures for Syllable Phonotactics

One of the aims of this research is to analyse the syllable structure of English
loanwords, focussing on consonant clusters in word/syllable-initial position (i.e. onset
consonant clusters, hereafter) and word-final position (coda consonant clusters, hereafter) in
the loanword corpus data. In total, 466 source words (in English) from the 869 established
loanword items contained consonant clusters at syllable margins. The excluded loanwords
had no consonant clusters at syllable margins, which is the selection criterion for this part of
the analysis. The total number of items in each type of syllable structure (i.e. consonant
clusters) in word-initial and -final position (as in Table 4.1 below) are counted according to
the criteria which below in (a-c). | also thought of including word-medial clusters for
analysis (e.g. /'&ktras/ ‘actress’) but there was no viable way to establish the syllabification
in them. All the consonant clusters at syllable margins were analysed and grouped in the
following way:
a. If the source word (i.e. English) contains an onset consonant cluster in word-initial
position, it was included for this analysis. For example, a word /'flava/ ‘flower’ contains an
onset consonant cluster /fl/ at word-initially; therefore, it will be considered for the analysis
of the syllable phonotactics.
b. If the source form contains a consonant cluster in word-final position (i.e. coda), it was
considered for the analysis. For instance, the word /'kon.teekt/ ‘contact’ has a coda consonant
cluster /kt/ in word-final position and thus counted in the corpus for this analysis.
c. If an English word contains a consonant cluster in both onset and coda position, it was
also considered for this analysis. For example, the word /'stju:.dont/ ‘student’ contains the

onset cluster /st/ and the coda cluster /nt/ and thus was eligible for this analysis.

51



Table 4.1 Syllable phonotactics in the corpus data of ML and LB

Word-initial Onset cluster 269
Word-final Coda cluster 166
Word-initial onset cluster + word-final coda cluster 31

Total 466

The adaptation patterns of syllable phonotactics of English loanwords in ML and LB
are analysed in detail in Chapter 6 and Chapter 7 respectively. This data is used to analyse
the phonological similarities and/or differences at a prosodic level in loanwords produced
by ML and LB respectively. In the next section, | show the selection criteria used to select

items to analyse stress assignment in the adaptation patterns in MP loanwords.

4.2.4 Target Structure for Stress Patterns

The total number of source form items (i.e. in English) were counted in terms of
stress by position and by weight. These source forms were investigated for the stress analysis
by comparing their mapping to the position of stress in loanwords for ML and LB as reported
in chapter 6 and chapter 7 respectively. Note that for the stress analysis, English loanwords
with consonant clusters are also included. Therefore, all of the established loanwords (i.e.
869) are included in the analysis as shown in Table (4.2). To investigate stress assignment,
the source forms (i.e. English) were grouped by considering the stress position (on final,
penultimate or antepenultimate syllable) and syllable weight in the following way:
If the stress is on the final superheavy syllable (i.e. CVCC or CVVC) asin/ r1. ' fju:z/ ‘refuse’,
it was separated from final stressed syllables which are heavy (i.e. CVC, CVV, VCC, VC)
as in /fam'pu:/ ‘shampoo’.
Similarly, the stress positions (i.e. penult) of the source form were further grouped in terms
of stress by weight. For instance, under the stress pattern, i.e. penult position, heavy syllable
as /'kon.taekt/ ‘contact” were separated from the penult light as /'po.kit/ ‘pocket’ or penult
superheavy syllables as in /in. gerd3.mont/ ‘engagement’.
If the stress falls on heavy syllable at antepenult position as in /prin.st.pal/ ‘principal’, it

was separated from the light antepenult syllable as in /'’kwo.l1.ty/ ‘quality’.
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Table 4.2 Stress patterns in English source words

Stress by position Stress by weight

in English source words

superheavy | heavy | light | Total
final syllable 175 57 24 256
penult syllables 95 325 13 433
antepenult 45 39 96 180
Overall 869

4.2.5 Interim Summary

The corpus data of MP loanwords was established based on the researcher’s
intuitions as a native speaker and checked through informal elicitation of grammaticality
judgments with other native speakers with different levels of exposure to English. The subset
of the corpus which reflects the two types of speaker groups, based on their exposure to the
source language namely, ML and LB, are treated as established loanwords and included in
the analysis. The loanword adaptation patterns in the corpus data of ML and LB will be
analysed at prosodic level (i.e. syllable phonotactics and stress assignment) in chapter 6 and
chapter 7 respectively. The adaptation patterns will be modelled within the OT framework.

4.3 Data Collection with an Early-Bilingual (EB)

To explore whether MP speakers living in the UK speak the same variety of their
native language (MP) as MP speakers in Pakistan, and whether they produce the loanwords
like ML and LB or not, a further step was taken, and the researcher recorded and analysed

roduction data from an early-bilingual English-MP speaker who lives in Bradford (UK).

4.3.1Why this data?

To complement the corpus data which represents the researcher’s intuitions about the
realisation of loanwords by ML and LB, data was also collected with an early-bilingual (EB)
English-MP speaker in the UK. A large Pakistani heritage community living in Bradford are
from the Mirpur region. They live in a very close-knit Asian community where they not only
speak English but also MP, especially to communicate with people from older generation.
This speech community represents a good opportunity to analyse how the level of
bilingualism plays a role in the adaptation patterns of loanwords. Therefore, as a next step a
set of production data was collected to analyse loanwords produced by MP speakers who are

living in a native- L2 (English) setting, i.e. Bradford (UK). Another question which this data
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can address is whether an MP speaker (here, EB) living in the UK speaks MP differently
from MP speakers living in Mirpur (Pakistan), i.e. ML and LB.
4.3.2 Participant recruitment

Out of six potential participants, only one female speaker met the EB criteria. She
was the only participant born and raised in the UK, whereas the other participants were born
in Pakistan and lived there for a long time; they then came to the UK later with their parents
or through marriage. The EB speaker was given the pseudonym ‘PF-04’ to make her identity
anonymous. Here ‘P’ stands for the participant, ‘F’ shows the gender of the participant (i.e.
female) and ‘04’ reflects the order in which the data was recorded. The data was elicited
using a picture naming task and a questionnaire. The data was recorded for later analysis
because the researcher does not have intuitions about the realisations of loanwords by EB

speakers in the UK.
4.3.3 Picture Naming Tasks

The EB speaker performed a series of production tasks, i.e. picture naming tasks in
English and MP. The recordings were made in a quiet place at the participant’s work place
for her convenience. The researcher selected pictures of imageable nouns which were likely
to be familiar to the participants. The participant’s cultural and religious background was
also taken into consideration in picture selection, and care was taken to select those words
as stimuli which are also used by ML and LB, to facilitate comparison. Pictures were
presented in a random order one by one on flashcards. The data collected in this way captures
the adaptation patterns in loanwords produced by an EB speaker and shows to what extent
loanword adaptation patterns show variation in all three MP speaker groups, i.e. ML, LB and
EB.

4.3.4 Picture naming Tasks for MP

To check the knowledge of MP by EB, a Language Background Questionnaire (LBQ
hereafter) was administered. The purpose of the LBQ was to verify whether she speaks MP
dialect in the same way as it is spoken in Pakistan. One of the tasks in the LBQ was to
translate twelve English lexical items into MP (as shown in Table 4-3) and write these words

down in MP using the Roman alphabet.
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Table 4.3 LBQ- translation of English lexical items into MP

English gloss Expected MP word
1. soap [sa.bu:n]
2. mouth [mu:]
3. son-in-law [d3o.mar]
4, father-in-law [so:. ra]
5. children [lo:re-kur.ja:]
6. scarf [tfi:.1a]
7. curry [sa:lan]
8. green [sa:va]
9. red [su: wa]
10. door [bu:wa]
11. sweetmeat [mathari]
12. come here [i:. dor at/*(0)]

To further check that the participant definitely speaks MP rather than another dialect
/language (i.e. Punjabi or Urdu), the researcher also elicited a published list of lexical items
(see Table 4.4) prepared by Stow & Pert (2006) with pictures on flashcards to show the

participants.
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Table 4.4 Published list of MP words (Stow &Pert, 2006)

Target word Mirpuri Punjabi Urdu
1. boy moura monda Iacka
2. nose naek naek na:k"
3. water pani pani pani
4, flower phol phol phul
5. hat toupi toupi toupi
6. milk dud dud dud
7. ear keen keen kan
8. clothes kapager kapager kaprer
9. banana keila keila keila
10.  chicken kukori kukori morgi
11. soap sabon sabon sabon
12.  clean sa:f sa:f sa:f
13.  lion Jear Jear Jear
14.  key dzabi dzabi dzabi
15.  dish/pot/meal andi handi handi
16. crying rovha ronda o roha hea
17.  egg Anda Anda Anda
18. eyeleyes &k/zekia ak/aka dnk/3nke
19. elephant &thi &thi heethi
20. flour ata ata ata
21. glasses enka enka enak

Another list of MP words (with pictures on flashcards) was also prepared by the
researcher for second task. It was designed by considering all possible MP syllable types (as
shown in Table 4.5). This task was designed to specifically check the syllable phonotactics

and stress patterns realised by EB in MP words.
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Table 4.5 List of MP words prepared by researcher

MP words gloss
1. [ka. mi:z] shirt
2. [dor. ba:r] shrine
3. ['tes.bi] rosary
4, ['18ng.ri] mortar
5. [da. ra:.yat] tree
6. ['der.zan] seamstress
7. [‘tfa:.val] rice
8. [pa. ra:.tha] flat bread
9. [ko.'re: 1a] bitter gourd
10. [do.'r a:.ti] sickle
11.  [go.'la:b] rose
12.  [so'ra:.na] pillow
13.  ['tok.ri] basket
14.  ['so:.t1] stick
15.  [tfop.'ra:.si] peon
16. ['kond] backbone
16.  [p3nd3] five
17.  [r3ng] colour
18.  ['les.si] yogurt drink

4.3.5 Picture naming Tasks for MP loanwords

The picture naming task in MP was followed by another picture naming task in
English for loanwords which was designed by the researcher (see full list in Appendix II).
This task had two purposes; first, to provide data for analysis of syllable phonotactics and
stress assignment in English loanwords in MP produced by EB; second, to determine to what
extent EB produces loanwords similarly to or differently from MP speakers who live in
Pakistan (i.e. ML and LB). All the loanwords which were used in the picture naming task for
EB were taken from the corpus of established loanword (i.e. 869). The reason to select the
same words which are in the corpus data of ML and LB were to analyse the adaptation
patterns at the prosodic level in a consistent way. This helps to answer the question whether

EB has the same or a different phonology than that seen in corpus data of ML and LB.
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Table 4.6 List of English loanwords for picture naming task

Input (English) gloss
1. Iplert/ plate
2. /'prin.to/ printer
3. /'blen.da/ blender
4. /'brer.slot/ bracelet
5. /"bro.ka.li/ broccoli
6. /" krr.kit/ cricket
7. /kri:m/ cream
8. Islip/ slip
9. /bliztfl bleach
10. /"tro.li/ trolley
11. /'drar.vo/ driver
12. /'kju: kam.ba/ cucumber
13. Igla:s/ glass
14. /'sku:.to/ scooter
15. /spun/ spoon
16. Ispret/ spray
17. /'stju:.dont/ student
18. /'ster.drom/ stadium
19. /"@m.bja.lons/ ambulance
20. /mn.tor."dju:s/ introduce
21. /Kom. 'pju:ta/ computer
22. /am. 'bre.lof umbrella
23. /'lar.bri/ library
24. /'pa.fjum/ perfume
25. /m. spek.to/ inspector
26. Iflask/ flask
27. /sigk/ sink
28. /hand/ hand
29. /m’gerdz.mont/ engagement
30. /"e.l.font/ elephant
31. /'te.ra.rist/ terrorist
32. /boks/ box
33. Igift/ gift
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4.4 Chapter Summary

To recap, this chapter describes the procedure of how the corpus of MP loanwords
as expected to be produced by ML and LB was built and then how the loanwords were elicited
through a picture naming task from an English-MP EB speaker to capture the effect of
advanced L2 (English) proficiency or bilingualism. The current research identifies the
adaptation patterns in the corpus of MP loanwords at the prosodic level (syllable, stress) but
also goes a step further by documenting the degree of variation in loanword adaptation
patterns among ML, LB and EB, who have different levels of bilingualism. The following
chapters explore the main research questions of the thesis (see chapter 3). Chapter 5 shows
the syllable phonotactics and stress system of MP Phonology. This will enable us to later
evaluate to what extent loanword adaptation patterns follow or violate the native MP
phonology. Chapters 6, 7 and 8 outline the generalisations in the adaptation patterns of
syllable phonotactics and stress system in ML, LB and EB, respectively. In addition, these
generalisations will be analysed within the OT framework in each chapter (i.e.6, 7 and 8).

The following chapters thus seek to offer a unified analysis of the internal
(phonological) and external (e.g. level of bilingualism) factors which affect the adaptation
patterns of syllable phonotactics and position of stress in English loanwords into MP. This
study establishes the syllable phonotactics and stress rules of MP phonology and explores
the impact of bilingualism on MP loanwords for the first time. This research is also
significant as it provides the first comparison of phonological patterns in in MP as spoken

by a speaker settled in the UK with those found in the MP speaking community in Pakistan.
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5 The Phonology of Mirpur Pahari

5.1 Introduction

In this chapter, | establish the syllable structure and stress patterns in Mirpur Pahari
(MP hereafter). This chapter is particularly important as it is the first study of its kind. No
previous study has described the syllable phonotactics and stress assignment in native MP
phonology. Here, the focus will be on the status of consonant clusters in onset and coda
positions and how stress in native MP phonology is dependent on syllable weight and
position. The analysis at the prosodic level (i.e. syllable phonotactics and stress) is presented
within the OT framework. For stress, | adopt metrical stress parameters (Hayes, 1995) within
the framework of OT.

This chapter is organized as follows: Section 5.2 presents the generalizations related
to syllable phonotactics then the generalisations for stress assignment in MP follow in
section 5.3. Section 5.4 shows the constraints involved in syllable phonotactics and presents
the constraint ranking in MP in an OT analysis. In the same way, section 5.5 presents an OT

analysis of the stress patterns of MP. Lastly, section 5.6 presents the chapter summary.

5.2 Syllable Phonotactics of MP

This section focuses on syllable phonotactics, starting with syllable templates in MP
and discussing the status of allowed and restricted syllables in the native phonology. This is
followed by discussion of consonantal phonotactics, giving an overview of the permissible
onsets and codas in MP language. Overall this section sets up the generalisations which will
be formalised within OT in section 5.4.
5.2.1 Types of Syllable in MP

If we examine syllable types in word-initial, medial and final positions in
polysyllabic words in MP, there are eight attested syllable types. Note that bold syllables
highlighted in the Table 5.1 show syllable types in one of the three positions and an asterisk

“*” indicates the types of syllables which are not possible in these word positions.
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Table 5.1 Permitted MP syllable types in word-initial, medial, and final position

Type Initial gloss Medial gloss Final gloss

5.1a

Ccv [to.re:1] dew falaiaiale [do.ra:.ti]  sickle

Cvv [ro:.lo] noise [do. wa:. ni]  penny  [tol.lai] mattress

CvC [tor.pai] stitching [sa.tob.ra] family [so:.ken]  second wife

CvcCcC [pang.ta]  dance falshaiakoled [to.r3nd]  flock

CvvC [po:t.ri] grand- falaialakaiel [dor.ba:r]  shrine
daughter

5.1b

\AY [a:.kor] proud falshaiakaled falskaialaiel

VvVvC [o:t.15] surface faishaiakoied falskaiaiaied

VCC [3ng.ra:]  totease falaiehaieiel Fkkkkx

It can be seen in Table 5.1 that not all types of syllables are attested in all (three)
word positions in MP. The light syllable CV exists in word-initial and final positions. In the
case of disyllabic words, if CV is in the initial position then a super heavy syllable (i.e.
CVVC, CVCQC) follows it as in [ta.re:]] ‘dew’. But, if it is the word-final position, it is
preceded by a heavy syllable CVV or CVC (e.g. [ro:la] ‘noise’). Similarly, in trisyllabic
words CV is found in initial and final positions and in each case, it is preceded and followed
by a heavy syllable (CVV) as in [do.wa:.ni] ‘penny’ or (CVC) as in [sa.tab.ra] ‘whole
family’. Also note that in MP, the number of syllables can only go up to a maximum of three
syllables in mono-morphemic words. However, monosyllabic words with all possible types
of syllable template (except CV) as mentioned above in Table 5.1 are possible in MP (as
shown in Table 5.2).

Table 5.2 Types of monosyllabic word in MP

syllable type example gloss syllable type example gloss
cvC [pag] turban \AY [a] come
Cvv [bo] smell VC [al] gourd
CvCcC [kand] backbone VvVVvC [a:x"] say
CvvC [sa:y] green
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5.2.2 The Maximal Syllable Template in MP

A syllable template is an abstract tree structure onto which all syllables would have
to fit to be recognized as acceptable syllables in a particular language (Hogg & McCully,
1987:41). There can be language-specific restrictions, which limit or expand the basic
template(s) in a language, and this is observed in MP. The data in Table 5.1 and 5.2 illustrate
all the types of syllable in polysyllabic and monosyllabic words in MP. This data implies
that the maximal syllable in MP can have four segments. We can represent the maximal
syllable template in MP as CVXC, where ‘X’ can be a vowel appearing in a CVVC sequence,
as in [pa.ra:t] ‘big plate’ or a nasal [N] in a syllable of CVCC type, as in [kond] ‘backbone’.

Superheavy syllables (i.e. CVCC and CVVC) are only observed in word-initial and
final position (e.g. [d3zang.li]we ‘ill-mannered’, [sa.bu:n]vpe ‘soap’) in MP. In terms of
syllable distribution, my impression as a native MP speaker is that CVVC is more common
than CVCC. The most common syllable types in all three positions are CVV or CVC
syllables that contain three segments. These can be represented by CVX where ‘X’ can be a
consonant or a vowel. Using the moraic concept (Hayes, 1995) of syllable weight (see
section 5.3), CVV and CVC are heavy, and CV is a light syllable in MP. The next section
will explore the syllable phonotactics in MP in relation to the internal structure of the
syllable. It reports rules governing syllabification in onset and coda constituents due to which

some sound patterns are allowed, and others are prohibited.

5.2.3 Simple Onset in MP

As described in Chapter 2, MP has a relatively large consonant inventory (i.e. 38
consonants). An onset position can contain any segment from the consonantal inventory (see
Chapter 2) except the velar-nasal (sonorant) /n/ which cannot occur in word-initial position.
Khan (2012) also describes this restriction on the distribution of /y/ in Poonch Pahari (PP
hereafter), one of the other dialects of Pahari.
5.2.3.1 Complex Onset in MP

Tabassum (1996) reports the presence of onset consonant clusters in MP. Tabassum’s
paper is not about syllable phonotactics, but some examples he mentions, such as [k"a.Kri]
‘melon’, [to.kri] ‘basket’ imply the presence of onset clusters in MP. He still holds his
position that MP exhibits onset clusters (personal communication, June 2016). However, |
will argue here that MP does not contain complex onset clusters in any word position. This
can be seen by comparison with Poonch Pahari (PP), in which cognate words are said to

have onset clusters (Khan 2012). For example, [dora:ti] ‘sickle’ in MP is pronounced as
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[dra:ti] in PP (as shown in table 5.3), with no epenthesis between the consonants /d/ and /r/

in word-initial position.

Table 5.3 Onset phonotactics in word-initial position in PP and MP

[PP] [MP] gloss

[pra:t] [pa.ra:t] ‘big plate’

[sla:ta] [sa.la:.ta] ‘grinding stone’
[p13ng] [pa.13ng] ‘bed’

[trand] [ta.rand] ‘bunch of people’
[sta.bra] [sa.tob.ra] ‘whole family’

5.2.4 Simple Coda in MP

Any consonant can occur in the coda position i.e. word-finally, except /p, f, j/ in
MP. This shows that MP behaves like PP in this respect.
5.2.4.1 Complex Coda Consonants in MP

Khan (2012) argues that in Poonch Pahari homorganic (i.e. place sharing) nasal-
obstruent coda clusters are possible, provided both consonants are voiced. My data shows
that this condition is also applicable to MP. However, there is a qualification to be made
regarding voicing: MP only allows complex coda in the word-final position, and both coda
consonants, in addition to being homorganic, must also be in a certain combination, i.e.
voiced nasal and obstruent. This can be seen in Table 5.4 (below) where coda clusters are
allowed only in word-final position with certain combinations where C1 of the (coda) cluster

is a nasal (m, n, 1), and C2 is an obstruent (stop, fricative) except /b/.

Table5.4 Coda clusters in word-final position in MP

[MP] gloss

homorganic coda clusters in word-final position
a. [tfamp] a specific part of meat

b. [sund] nutmeg

c. [kand] back bone

d. [pand] bundle

e. [phant] stick

Also, note that many words in MP vocabulary originated from Urdu or Punjabi.
These lexical items are not easy to separate from MP vocabulary because they have been

part of MP for decades. For instance, the Urdu word /dord/ ‘pain’ is also a part of MP
63



vocabulary (that is, an established loanword). To be a part of MP vocabulary this word
undergoes a process of nativization and is thus pronounced differently from its counterpart

in Urdu. Since, the word /dord/ “pain’ contains an illicit coda cluster (i.e./rd/), therefore, it
undergoes an adaptation process, i.e. an epenthetic vowel is inserted which makes it [dorad]
‘pain’ in MP.

The next section focuses on how the shapes of a word’s final two syllables, in terms

of syllable structures, constrain stress assignment.

5.3 Stress Assignment in MP

MP has a quantity-sensitive stress system. It has a three-way syllable weight
distinction, i.e., light (CV), heavy (CVC, CVV) and superheavy (CVVC, CVCC) (also see
section 5.2.1). Superheavy syllables are restricted to word-final position only. The position
of stress is restricted to one of the two final syllables in the word, i.e. final and penult syllable,

as shown in table 5.5 (below).

Table5.5 Stress Assignment in MP

MP gloss

5.5a Stress is assigned on final superheavy (i.e. CVCC, CVVC)
[pa.'s3nd] choice

['3ng.ra:] tease

[sa.'bu:n] soap

[da. ka:n] shop

[dar. ba:r] shrine

5.5b Stress on penult heavy syllable (i.e. CVC, CVV).

['dor.zon] seamstress
['x"es.ra] measles
['tfa:.val] rice
['so:.ti] cane
[ba.'rad.r] caste

[on. dor.ras] pillow case

5.5c lengthen short vowel in open stressed (penult) syllables.

['tfa:.val] rice
['so:.ti] cane
[tfop'ra:.si] gofer
[da. ra:.ti] sickle
[do. ka:n] shop
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Based on the examples as shown in Table 5.5, the following are the generalisations for the

MP stress system:
1) Generalisations for MP stress system

a. Assign stress to a final superheavy syllable.

b. In the absence of 1a (i.e. superheavy final syllable), assign stress to a penult heavy
syllable OR

c. Lengthen the short vowel in an open stressed (penult) syllable (e.g. /so.ti/>[ 'so:.ti]

‘stick’) to conform with (1Db).

The generalisations in (1a) and (1b) can be analysed in table 5.5a and 5.5b respectively.
Examples in 5.5a show that stress falls on an ultimate (final) superheavy syllable (CVVC,
CVCC) in words such as [sa.'bu:n] ‘soap’. Otherwise, stress falls on a heavy syllable. The
examples in 5.5b show that a penult heavy syllable (CVV, CVC) receives stress and that the
position of stress never extends further leftward in the word than this limit, that is, from
penult to antepenult syllable (e.g. [tfop'ra:.si] ‘gofer’. A stressed syllable must be long on
the surface; a short vowel is lengthend to maintain the stress (e.g. ['so:.ti] ‘cane”) as shown
in 5.5c.

As noted earlier, in MP, the maximum number of syllables in monomorphemic words
is up to three syllables only as in [ba. rad.r1] ‘caste’ as shown in 5.5a-5.5c. However, in MP,
there are some morphologically complex words (derivational and inflectional) in which the
number of syllables can exceed three and go up to four as shown in table (5.6). For instance,
a word [zo.mi. dar.ni] ‘landlady’ is a compound word which consists of four syllables, i.e.

noun [zomi] ‘land’+ adjective ['dar] ‘who belongs’ + gender-suffix [ni] ‘female’.

Table 5.6 Stress in tetra-syllabic MP words

MP compound word Compounding  Number of gloss
syllables

So.wa.ri:.ja sotwatri+ja 4 syllables seats

lote-'ku:gjan lo+ re-'ku:r+ja 4syllables kids
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The generalisations for MP stress system (as mentioned in 1a-1c) will be formalised through
metrical parameters proposed by Hayes (1995) Metrical Stress Theory (MST hereafter) in
the next section. These metrical parameters will later be couched in the OT framework for

stress analysis (see section 5.5).

5.3.1 Metrical Parameters for MP Stress

Lexical word stress has been analysed within OT using concepts adopted from
metrical phonology, e.g. feet and syllable weight (Frid, 2001). I will use Hayes’ (1995)
Metrical Stress Theory (MST) to understand the parameters involved in the stress system of
MP (and MP loanwords). The central notion in MST is that stress is a relational property
which can be represented in terms of a hierarchy (Hayes 1980, 1995). In MST, the role of
constituents (such as moras, syllables, feet, and words) in showing the prominence relations
(i.e. stress) has been described in terms of a prosodic hierarchy. In this hierarchy, the mora
is the smallest unit of weight within a syllable.

The syllables which bear stress are organised into constituents called feet. As a
constituent, a foot can be analysed in terms of syllables (or moras). This means that a foot
can contain two syllables where one syllable (in a foot) is designated as a ‘head’ and bears
the main stress; the other syllable is a non-head and bears no main stress (it may bear
secondary stress or no stress). Here the human perceptual bias underpinning the basic foot

types is defined under the lambic-Trochaic law (Hayes 1985, 1987) as in (2):

(2) The lambic-Trochic law:

a) Elements contrasting in intensity naturally form groupings with initial

prominence, i.e. trochee.

b) Elements contrasting in duration naturally form groupings with final

prominence, i.e. iambic.
Assuming MST, MP has moraic trochees (that is, left headed feet containing at least two
moras). Feet are constructed from right-to-left. Moreover, degenerate feet are strictly
prohibited, and this prevents open light syllables from bearing stress (cf. the Degenerate Foot
Parameter (Hayes, 1995) or the Minimal Structure Parameter of Crowhurst, 1998).
Following Hayes (1995), the following metrical parameters are used to account for MP stress

assignment:
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(3) Metrical parameters for MP Stress

a) Consonant Extrametricality: C-> <C>__] word

b) Foot Construction: Moraic trochees from right to left in non-
iterative form.
Degenerate feet are banned.

c¢) Word layer Construction: End Rule Right.

In 3a, consonant extrametricality is motivated by metrical theory whereby the weight
of asyllable depends on whether it has a long bimoraic vowel or whether the coda of a closed
syllable contributes a mora to the syllable. This suggests that the foot should be binary at the
moraic level, which in case of MP equates to CVV or CVC (i.e. heavy syllable) only.
However, in table 5.5a, it is shown that in MP stress falls on a superheavy final syllable
which is trimoraic, which appears to violate the foot condition (i.e., having more than two
moras). This puzzle can be resolved, if we consider this as a case of consonant
extrametricality, which reduces the superheavy syllable CVVC or CVCC to heavy CVV<C>
or CVC<C> via consonant extrametricality which is shown with an angled bracket ‘< >’
around the extrametrical consonant. Thus, MP constructs a foot which is maximally
bimoraic, and stress is assigned tothe final syllable. This also shows that the foot is
constructed from right-to-left direction. Stress falls on the initial syllable within the foot,
therefore the foot type in MP is the moraic trochee. Also note that in 5.5¢, light syllables do
not receive any stress showing that they are unable to construct feet in MP. Therefore, to
assign stress, vowel lengthening takes place in light open syllables. However, unstressed
light syllables remain unparsed in conjunction with Hayes (1995) observation that parsing
does not need to be exhaustive.

The example in 4 (below) shows extrametricality in the MP word [dor. ba:r] ‘shrine’:
in MP stress falls on a final superheavy syllable which can be derived by designating the
final consonant of the superheavy syllable (here CVVC) as extrametrical and results in
forming a binary, left-headed foot.

4) Example of foot construction in MP (under MST by Hayes, 1995)
dor  (‘baa) <r>

Word ( X )
Foot (. X )
Syllable o 66 <o>

The example in (4) shows each level in the prosodic hierarchical structure following metrical

parameters. The main stress of the word is on the final superheavy syllable, and there is an
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unstressed syllable in initial position. In metrical phonology, it is important to note that a
strong unit on one level must be supported by a strong unit in the same column on the level
below. This principle is called the Continuous Column Constraint (Hayes, 1995). Later, in
section 5.6, | will couch these metrical parameters within the OT framework to model the
stress system for MP and also for MP loanwords (in chapters 6, 7 & 8).

In the next section, before turning to a formal OT analysis of syllable phonotactics
for MP, | shall suggest the set of constraints which I will use not only to analyse MP syllable
phonotactics but also for MP loanwords (in Chapters 6, 7 & 8).

5.4 The Constraints involved in Syllable Phonotactics

The generalisations for syllable phonotactics in the section above (see section 5.2)
show the complete absence of surface CC clusters at onset position in MP. In OT terms, this
suggests that the constraint *COMPLEXCNSET which requires that syllables must not have
more than one segment in the onset (Prince & Smolensky 1993/2004), is a highly ranked
markedness constraint in MP regardless of what the input is. On the other hand, we also
know that consonant clusters can appear at coda position in MP under certain conditions as
stated above (see table 5.4). In terms of OT, the presence of (homorganic) coda clusters in
word-final position in MP violates the markedness constraint *COMPLEX®PA, This
constraint states that syllables must not have more than one segment in the coda (Prince &
Smolensky 1993/2004). However, we also know from the above generalizations (as shown
in table 5.4) that only homorganic coda clusters are allowed in word-final position.
Therefore, we need a constraint which supports this generalisation about the coda condition
in MP. Here, I will propose a new constraint, i.e. *COMPLEX pLacg] (as shown in 5). It
allows a consonant cluster if it links to a single place feature at syllable margins, i.e. onset
and coda position as illustrated in Figure 5.3.

5) *COMPLEX ppLace: This constraint requires that consonants appearing in a cluster

must be linked to a single place feature.

Figure5.1 proposed constraint: *COMPLEX [pLacgj

*C\I Cr

[PLACE;][PLACE]
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6) Example: homorganic coda cluster in word- final position: [p"ant] ‘stick’

o

[+coronal]

In the above example (6), the consonant cluster /nt/ appears in coda position with
two independent nodes under the rhyme on the skeletal tier. However, on the melodic level,
the linking constraint applies because of the coda condition (i.e. consonant cluster /nt/ is
homorganic). As a result, only one place node is shown at the segment level which shows

the place sharing node for both coronal consonants.

The application of this proposed constraint (in 5) is then extended to account for
consonant clusters at any word position (onset or coda) provided that both consonants share
the same place of articulation.Therefore,for its wider application it can be split into
*COMPLEX [pLace-ons; and *COMPLEX [pLace-copa) as described in (7) and (8)

respectively:

7a) *COMPLEX [pLace-onsy: This constraint requires that onset consonant clusters
appearing in the word-initial position should be place-linked.

7b) Implementation: Assign one violation mark for every non-homorganic cluster at
the onset position.

8a) *COMPLEX [pLace-copa]: This constraint requires that coda consonant clusters
appearing in the word-final position should be place-linked.

8b) Implementation: Assign one violation mark for every non-homorganic cluster at

the coda position.
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The proposed constraint (i.e.*COMPLEX [pLacg)) allows coda clusters with the same
place of articulation (i.e. homorganic) which violate*COMPLEXC®PA, This creates the
environment for harmonic bounding®. Consequently, we cannot rank *COMPLEX“°PA and
*COMPLEX [pLace-copa) With respect to each other under any constraint ranking.

9) Harmonic Bounding: the violations of *COMPLEX [piace) Will always be a proper
subset of the violations of *COMPLEX (McCarthy, 2008).

In (9), *COMPLEX [pLack is a cover term for both *COMPLEXNET and *COMPLEXCCPA,
There are also three types of faithfulness constraints involved in accounting for MP syllable

phonotactics which are shown in (10-12).

10a) DEP: It prohibits epenthesis (McCarthy &Prince 1995, 1999).

10b) Implementation: Assign one violation mark for every insertion of a segment in
the output.

11a) MAX: It prohibits deletion (McCarthy & Prince1995, 1999).

11b) Implementation: Assign one violation mark for every deletion of a segment in
the output.

12a) IDENT [pLacg I/O: This is a family of constraints, one for each distinctive
feature, which prohibits changing feature values (McCarthy Prince1995, 1999).
12b) Implementation: Assign one violation mark if corresponding segments in input

and output forms are not identical in feature composition.

5.4.1 Syllable Phonotactics: OT analysis in MP
Before moving on to how syllable phonotactics are treated in OT, we repeat the
generalisations for syllable phonotactics set out in section 5.2, in 13 (below):
13) Generalisations for syllable phonotactics
a. Onset clusters are not allowed in word-initial position
b. Coda clusters are not allowed in word-final position except the homorganic
clusters with certain combination (i.e. nasal+ obstruent)
As mentioned (in 13a), onset consonant clusters are not allowed in word-initial position in
MP. In OT terms, the winning candidate (14a) in tableau (14) satisfies the
*COMPLEXONSET - *COMPLEX (pLace-ons) and MAX constraints but violates the

6According to McCarthy (2008:80) harmonic bounding is a situation where losers (non-optimal candidates)
cannot win no matter how the constraints are ranked. These losers are said to be harmonically bounded.
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faithfulness constraint DEP due to epenthesis, which yields the following ranking as shown
in 14.
(14) *COMPLEX ONSET *COMPLEX [pLace-ons], MAX>>DEP

| |
| |
| |
1 @ |
15 |
fdractil | B g :
o 1 = 1
X I X 1
L i 1
z gz |
= 1= |
S 158 12 |m
P LY L = =)
a.~2>[do.ra:.ti] : : *
1 1
b. [dra:.ti] *W :*W :
c. [ra.ti] : E*W

In tableau (14), the losing candidate 14b is eliminated due to violation of
*COMPLEX °*'and *COMPLEX [pLace-ons] beCaUSE it contains an onset cluster. Candidate
14c is ruled out due to violation of MAX because it deletes the first consonant of the complex
onset in the word-initial position. Note that we have assumed that there is an onset cluster in
the input because we know that Poonch Pahari (PP) displays onset clusters in onset position,
including in this lexical item (see section 5.2.3.1). The output [do.ra:.ti] is the optimal

realisation of input /dra:.ti/ in MP because it does not contain onset consonant cluster.

In another context, if there is a consonant sequence in both word-initial and word-

medial position in the input, we obtain further ranking arguments as shown in tableau 15:

(15) *COMPLEXONSET *COMPLEX [pLace-ons;, MAX, IDENT [pLace>>DEP

I I I
1 & 1 1
R
P
% s 1 I o
/bradri/ f 1 1 [
d i2 1 i¢
5 13 1xig |s
L
© 19 130 |4
a.>[bo.rad.r] | : | *
b. [bragr] |*=w tew 1 L
c. [baradrn] |* : : i* *
d[badn] |[*w Tew eyl L
e. [ba.dn] W ETRET I
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In tableau (15), the winning candidate 15a violates low ranked constraints i.e. DEP.
Following the analysis in (14), | assume that onset clusters are also not allowed in word-
medial position. Thus, /d/ in the word-medial consonant sequence /dr/ is syllabified in the
coda position of the preceding syllable. In this tableau, the losing candidate 15b violates the
high-ranked constraint, i.e. *COMPLEXONSET *COMPLEX [pLace-ons] but satisfies DEP.
Similarly, the losing candidate 15¢ violates *COMPLEXONSET and IDENT [pLac].

Note that here the losing candidate (15c) satisfies *COMPLEX [pLace-ons] (since
alveolar /d/ shares the same place of articulation with /r/ in an onset cluster) but it violates
at the same time other high ranked constraints, i.e.*COMPLEXO®NSET and IDENT [pLacg] SO
15c¢ is not the optimal candidate. The candidate 15d also meets low ranked constraint DEP,
yet it fails to satisfy the high ranked constraints i.e.*COMPLEXONSET *COMPLEXpLace-
ons] and MAX, which results in elimination of 15d also. Similarly, the candidate 15e violates
*COMPLEX®NSET ' MAX and IDENT [pLacg] despite satisfying the low ranked constraint
DEP. Note that the presence of consonant /d/ in candidates (15¢c &15e€) is not unexpected,
since we know that in the Pahari consonantal inventory both /d/ and /d/ are possible
consonants (see section 2.8.1).

Overall the tableaux (14-15) give us a constraint ranking of onset phonotactics in MP
which can be shown in the Hasse diagram in 16 (below).

16) Hasse diagram of onset phonotactics in MP:
*COMPLEXONSET *COMPLEX [pLace-ons) MAX  IDENT [pLAcE]

DEP

Now, turning to coda phonotactics (see also Table 5.4), MP allows a consonant cluster in
word-final position, but only if the two consonants are homorganic and are of a certain
combination (i.e. nasal + obstruent). A surface homorganic coda cluster will involve a

violation of COMPLEXC9PA as shown below in tableau (17), but not of *COMPLEX [pLace-

CODA].
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(17) {MAX, IDENT prLace}, *COMPLEX pprace-copay>> {DEP, *COMPLEXCPA}

/pand/

IDENT [pLACE]
*COMPLEX [pLACE- copa]

MAX
DEP

a.~>[pand]
b. [p3nd]
c. [pad] W

*
*
*

~ **COMPLEXCOPA

*
=

In tableau (17), the winning candidate 17a violates the low-ranked constraint
*COMPLEX®CPA by allowing a homorganic coda cluster in word-final position. The losing
candidate 17b is harmonically bounded by the winning candidate 17a under the constraint
*COMPLEXCCPA, Therefore, no constraint is favouring the loser over the winner, and thus
no ranking can be formulated here. The winning candidate 19a has one violation (i.e.
*COMPLEX®®PA) whereas the losing candidate 17b has the same violation plus also a
violation of *COMPLEX [pLace-copa). The violations of *COMPLEX [pLace-copa] for 17b
are a subset of the violations of *COMPLEX®®PAand thus no ordering of the constraints can
be proven; the losing candidate 17b can never win over the winner 17a under any constraint
ranking (McCarthy, 2008). The losing candidate 17c violates MAX, IDENT [pLacgj to satisfy
low-ranked constraint *COMPLEXC®°PA, The constraint ranking between DEP and
*COMPLEX [pLace-copa) is not yet clear from this example. Therefore, we will consider
another context where a word has a non-homorganic coda consonant cluster in the input. It

shows the following ranking as shown below in 18.
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(18){MAX, IDENT ppLace; *COMPLEX ppiace.copay>> {DEP,*COMPLEXCOPA}

I I I
Cotg |
Lo :

I 12 1S

1 _ 1 = 13

R %

< i i

Idord/ 12 1 =

I — [ % I %

s 18 45 |z i3

= 12 19 6 a9
a.>[ do.rod] | | * |

b. [dord] : R T
c. [dor] W | L |
d. [d3d] R L |
e. [d3] *H\WN i*w i L i

In tableau (18), the winning candidate 18a violates DEP constraint but satisfies the
higher ranked constraints *COMPLEX (pLace-copa;, MAX and IDENT [pLacg). The losing
candidate 18b satisfies DEP but at the cost of violating high ranked constraint *COMPLEX
rPLAce-copa] Which shows that *COMPLEX [pLace-copa] ranks higher than DEP. The losing
candidates 18c and 18d obey DEP but at the cost of high-ranked constraints MAX (in
candidates 18c, 18d) and IDENT [pLacgj (in candidate 18d only). Finally, the losing candidate
18e obeys DEP but at the expense of high ranked constraints MAX and IDENT [pLAcE].

The overall ranking of coda phonotactics in MP can be shown in a Hasse diagram as
in 19below:

19) Hasse diagram of coda phonotactics in MP:

MAX IDENT pLace) *COMPLEX [pLaAcE-coDA]

DEP *COMPLEXCOPA

The blue dotted line in the above diagram (19) shows harmonic bounding. Now, an overall
ranking of syllable phonotactics can be seen in tableau (20) below.
(20) {*COMPLEXONSET *COMPLEX [pLace-ons}, MAX, IDENT [pLace], *COMPLEX

PLACE-copa] }>> {DEP, *COMPLEXCCPA}
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j.  [1B3nd] ! W W W |

In the tableau (20), the winning candidate 20a shows that *COMPLEXONSET,
*COMPLEX [pLace-ons], MAX, IDENT pLacel, *COMPLEX [pLace-copay are higher ranked
constraints whereas DEP and *COMPLEX°PA are lower ranked constraints. The constraint
ranking in tableau 20 conforms to the generalisations of MP syllable phonotactics as shown
in (13); no consonant clusters are allowed except homorganic coda clusters. To avoid illicit
consonant clusters at syllable margins (i.e. onset and coda position), an epenthetic vowel is
inserted to break up any consonant clusters in the input, and this violates DEP. Similarly, the
presence of homorganic coda clusters in word-final position violates COMPLEX®CPA which
is however a lower ranked constraint. The ranking in tableau (20) accounts for the above
rankings regarding onset and coda phonotactics (as shown previously in each Hasse diagram
respectively). We can show an overall ranking of syllable phonotactics in MP in a Hasse

diagram in (21).
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(21) Hasse diagram of syllable phonotactics in MP:
*COMPLEXONSET *COMPLEX pprace-ons; MAX IDENT pprace) *COMPLEX [pLace-copa

DEP *COMPLEXC0OPA

After this discussion of syllable phonotactics in MP in section (5.4), in the next section (5.5),
I will present the constraints involved in analysis of stress assignment in native MP

phonology within the framework of OT.

5.5 Stress Constraints in MP: OT Analysis
In this subsection, I will introduce the OT constraints which are used to analyse stress

patterns in MP. The same constraints will be used to analyse English loanwords into MP in
chapters 6, 7 and 8. Regarding stress assignment, | will repeat the relevant generalisations
(as shown in table 5.5) in (22) below:

(22) Generalisations regarding stress assignment in MP:
a) Stress a final superheavy syllable (i.e. CCVCC or CVVC).
b) In the absence of (24a), the primary stress falls on a penultimate heavy syllables
(penult) as an elsewhere condition. (We know that heavy penult syllable in MP are
CVV, CVC, and VC.)
¢) No stress on open light (penult) syllable.
The generalisation in 22c is that in MP stress never falls on an open/light CV syllable. We
ascribe this to a markedness constraint based on the Stress-to-Weight principle (SWP) as
shown in (23a). This constraint forces all stressed syllables in MP to be heavy.
23a) Stress-to-Weight (SWP): If stressed, then heavy (Crosswhite, 1998).
23b) Implementation: Assign one violation mark to any stressed light syllable in the
output.
There does not appear to be any secondary stress in MP, and light syllables never receive
any stress. As a result, we assume that only a single metrical foot is built in monomorphemic
words which in some cases (disyllables or trisyllabic words) may result in violation of the
markedness constraint Parse-c in MP (as shown in 24a):
24a) Parse-o: All 6 must be parsed by feet. (Kager, 1999).
24b) Implementation: Award one violation mark to any un-footed syllable.
We also know that in MP the foot is a bimoraic trochee which is built from right to left, as

main stress falls on a superheavy final syllable in the word if present (see also section 5.3.1).

76



Thus, a single metrical foot is aligned under the markedness constraint Align R in MP as
shown below in 25a.
25a) Align R (WORD, HEAD FOOQOT): The right-edge of the word must match the
right edge of the head foot (McCarthy and Prince, 1993).
25b) Implementation: Assign one violation mark to any foot which is not right
aligned in the word.
However, we also know that the foot in MP is bimoraic because stress falls on heavy
syllables which contain two moras. In other words, stress is assigned to the leftmost mora in
a foot of two morae under the foot condition, i.e. Foot Binarity as described in 26a:
26a) Ft-Bin: Feet are binary under moraic analysis (McCarthy & Prince 1995; Prince,
1983)
26b) Implementation: Assign one violation mark to a foot that does not contain two
moras.
We know that stress is only ever realised on heavy syllables in MP. We allow in the analysis
for the possibility that, to maintain stress on the penult, an input vowel may be lengthened
(see table 5.5c¢) in violation of the constraint, i.e. IDENT [iong-v (as shown in 27 below).
27a) IDENT [iong-vy: an input vowel and its output correspondent have the same value
for [long] (Prince, & Smolensky, 1993, 2004).
27b) Implementation: Assign one violation mark for every vowel in the output which
has a different length from its corresponding vowel in the input.
The data on stress in MP illustrated in table 5.5a includes examples which appear to violate
the Ft-Bin constraint by allowing stress to fall on superheavy syllable types CVCC as in
[to.'r3nd] ‘group’ or CVVC as in [sa. bu:n] ‘soap’, both of which are trimoraic syllables by
weight. However, this issue can be resolved by including a Non-Finality constraint proposed
by Hyde (2003, 2007, 2011, and 2012) in the current stress analysis (as shown in 28). This
constraint is used here to analyse consonant extrametricality in MP.
28a) Non-Finalityic, wj: No mora-level grid mark occurs over the final consonant of
a prosodic word (Hyde, 2003, 2007, 2011, 2012).
28b) Implementation: Assign one violation mark to any word-final foot that includes
a word-final consonant.
In the light of constraint 28a (i.e. Non-Finality c, wj), an extrametrical consonant in MP can
be illustrated as in (29 a & b):
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29) Extrametrical consonant in MP
a) CVCC or CVVC syllables in MP

X
X X
Lo opo<p>

b) Examples in MP: [to.'r3nd] ‘group’ and [ss. bu:n] ‘soap’

foot X X
syllables X X X X
moras M HH H M H

so 'bu u<n> to 'r3 n<d>

Here in 29b each grid mark (x) is used to show the metrical representation of stress
at the different prosodic levels such as mora, syllable foot etc in the prosodic word. The Non-
Finality [c,w) constraint prohibits a grid mark on the mora associated with the final constituent
(coda consonant) in the foot.

In the next subsection | offer a formal analysis of MP stress system within OT
framework. Note that in the stress analysis that follows, foot structure is marked with
parentheses ‘( )’ and extrametricality is shown with angled brackets ‘<>’.

5.5.1 Stress Assignment in MP: OT analysis
In this section arguments for various sub-rankings are made to show an overall constraint
ranking operating in MP. To start, the following tableau (30 & 31) will show only the stress

related constraint ranking in MP.
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(30) {Ft Bin, SWP, NonFinc}>> {AlignR, IDENT [iong-v}, Parse-c}

I | | |
1 1 1 1
I I s 1
I I P E
Jsoti/ I 1S | 1 g G
§= 1 o 1 L [=S | 1 o
m 1512 1y 1 2
il > ! 2 | = | 0 | g
a.~>('so).ti i i * i * i *
b. (s0).('ti) SWoLRW ] L L P L
c. (sop(t) |*w P=w | R E '
d. (‘sot) : B

In tableau (30), the winning candidate 30a shows that FtBin, SWP and NonFinc
dominate the low-ranked AlignR, IDENT [iong-v; and Parse-c. The losing candidate 30b obeys
AlignR, IDENT [iongv] and Parse-c but at the expense of high ranked constraints (FtBin,
SWP). Similarly, losing candidates 30c and 30d violate high ranked constraints, i.e. FtBin,
SWP (in 30c), and the NonFinc constraint (only in 30d) but obey low ranked constraints, i.e.
AlignR, IDENT [iong-v] and Parse-c in 30(c&d) respectively.

Now, the tableau (31) shows the overall stress related constraint ranking in MP. Here the
ranking argument among AlignR, IDENT [iongvj and Parse-c is already shown, although it is
not yet shown in the above tableau (30).

(31) {FtBin, SWP, NonFinc}>> {AlignR, IDENT fiong-v}, Parse-c}

| | | |
| | | |
| | | |
| | 1 -1
Itfa:.vall [ [ 1 21
T 1 £
- =
ct 1]l 1z 4
gis1s|] 2131 ¢
r1ig12|l 2101 §
a.~> ('tfa:).vol : : * : : *
i i i i
b. (tfa).('val) 1 1*WJL I 1L
, —1 i i
c. (ta).(va) | *Wi1*W L 1 1L
[ ] [ ] [ ] [ ]
1 1 1 1
d. @a).(val)l*wir WL a* gL

In tableau (31), the winning candidate 33a violates Align R and Parse-c. The losing
candidate 31b and 31c obey the low-ranked constraint Align R and Parse-c but at the expense
of high-ranked constraint NonFinc (in 31b only) and FtBin, SWP (in 31c only) respectively.
Candidate 31d demonstrates the ranking of FtBin and NonFinc over Align R and Parse-c.

The non-grammaticality of candidate 31c indicates that only one foot is formed in MP.
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However, this tableau still does not tell us a ranking argument for IDENT [iong-v}, SO We need

one more tableau to show the final constraint ranking.

(32) {FtBin, SWP, NonFinc}>> AlignR>> {IDENT [iong-v}, Parse-c}

I I I
1 1 1
- :
/glo.kan/ : : g :
I 1€ |« E 1 o
21 ERE.
T 1z12 )31 1§
a.> do.('ka:)<n> | I * i
1 1 1
b.('da).(ka:)<n> W W w | L i
1 1 1
c. (da).('kan) W W L L
1 1 1

In tableau (32), the winning candidate 32a violates IDENT [iongv and Parse-c. The
losing candidate 32b obeys the low-ranked constraint IDENT [iong-v and Parse-c but at the
expense of high-ranked constraint FtBin, SWP and AlignR. Similarly, candidate 32c obey
low ranked constraints (IDENT [iong-v], Parse-c) but violates the high ranked constraints FtBin
and NonFinc. The tableau (32) shows that Align R>> IDENT [iongv], Parse-c.

We can now show the full constraint ranking for stress assignment in MP words in a
Hasse diagram in (33).

(33) Hasse diagram: Stress constraints in MP

Ft-Bin SWP NonFinc

AV

AlignR

IDENT [|ong-v]x788-0

The Hasse diagram in (33) illustrates that there is no constraint interaction among
FtBin, SWP, NonFinc, thus these constraints are equally ranked with respect to each other,
but all outrank AlignR, IDENT f[ong+j and Parse-c. Likewise, Align R ranks higher than
IDENT [iong-v] and Parse-oc.
5.6 Chapter Summary
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Table 5.7 Summary: description of MP phonology

Syllable Phonotactics MP

a. Onset cluster not allowed

b. Coda Cluster only-homorganic (i.e. nasal obstruent)
Stress Assignment MP

d. Stress the final superheavy syllable allowed

otherwise, stress the penult heavy syllable

e. stress the light penult syllable not allowed

f. vowel lengthening to the short vowel in allowed

open stressed syllable

The aim of this chapter was to describe the suprasegmental features (i.e. syllable
phonotactics, stress) of MP. OT is used as a framework to analyse the generalizations for
both syllable phonotactics and stress assignment. Table (5.7) shows that in syllable
phonotactics, MP does not allow consonant clusters at syllable margins except homorganic
coda clusters (i.e. combination of nasal+ obstruent). This is formalised in the OT analysis

through the constraint ranking in (34).

(34) Constraint ranking: Syllable Phonotactics in MP
{*COMPLEXONSET *COMPLEXpLace-ones), MAX, IDENTpLace] *COMPLEX
[PLACE-copal} >> {DEP,*COMPLEX°PA}

In stress assignment, stress falls on final superheavy or penult heavy syllables in MP. A short
vowel in an open stressed syllable in the input is lengthened to meet the stress rule in MP.
This is seen in MP words which have cognates in Urdu which contain a short vowel
(e.g./dv.kan/ URDU >[ds.'ka: n] MP ‘shop’). In terms of OT analysis, MP stress can be

analysed through the constraint ranking in (35).
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(35) Constraint ranking: Stress Assignment in MP
{FtBin, SWP, NonFinc} >> AlignR>> {IDENT [iong-v}, Parse-c}

After establishing the grammar of MP native phonology in terms of constraint ranking, in
the next chapter | present the generalisations and OT analysis for English loanwords into
MP at the prosodic level (i.e. syllable phonotactics and stress) for monolinguals (ML). This
will show whether ML conform to the native MP phonology in the adaptation of syllable

phonotactics and stress assignment in MP loanwords or whether they conform to the source
language phonology.
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6 Loanword Adaptation in MP-Monolinguals

6.1 Introduction

This chapter accounts for adaptation patterns of syllable structure and stress system
in MP loanwords spoken by monolingual speakers (‘ML’ hereafter). In addition, the
loanword adaptation patterns at prosodic level (i.e. syllable and stress) are analysed within
the OT framework. The current chapter will explore whether the adaptation patterns of
syllable phonotactics and stress system conform to the native (MP) phonology or whether
we need another grammar to account for these adaptation patterns in ML. This chapter is
particularly important as it is the first study of its kind. No previous study has focused on the
adaptation patterns at prosodic level in MP loanwords from the perspective of ML.

The chapter is organized as follows: Section 6.2 briefly reviews the background of
syllable phonotactics and stress assignment cross-linguistically, including the phonemic
inventory and syllable structure of the target/source language, i.e. English, with a focus on
complex onsets and codas in syllable margins. Section 6.3 describes the syllable
phonotactics of the source language (English) to better understand the adaption patterns in
MP loanwords produced by ML. Section 6.4 focuses on syllable phonotactics of English
loanwords in MP and presents generalisations related to consonant clusters at their syllable
margins (i.e. onset and coda position). Section 6.5 provides generalisations regarding
loanword adaptation patterns for stress assignment in ML. Section 6.6 and 6.7 presentan OT
analysis of loanword adaptation patterns for syllable phonotactics and the stress system in
ML respectively. Lastly, section 6.8 wraps up the analysis of loanwords at prosodic level for

ML and attempts to answer the questions posed earlier in this section.

6.2 Cross-linguistic Syllable phonotactics and Stress system in loanwords
Languages may vary in their syllable phonotactics. Therefore, when a recipient
language borrows lexical items from a donor language, the word in the recipient language
may undergo certain segmental adjustments through different processes. These processes
include epenthesis, deletion, substitution, etc. For instance, English loanwords are heavily
borrowed into other languages. English allows onset segments (which can go up to three
consecutive consonants as in street), vowels (short, long) and coda segments (sometimes
three and even up to four consecutive consonants as in prompts, attempts. According to Beel
and Fedler (2013), when English loanwords with an onset cluster are borrowed into Turkish,
the onset cluster is broken up by inserting an epenthetic vowel between the consonants to
conform to the native Turkish phonology (e.g. /trein/ - [tiren] ‘train’). Similarly,

Kenstowicz (2007) observes that Fijian has a syllable structure which permits a single onset
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segment followed by a single vowel i.e. CV but can never have a coda segment. Thus, when
Fijian borrows English words with syllable type CVVC such as ‘bus’, it avoids a coda
consonant by word-final epenthesis as in [basi], to make the word conform to the native
phonology.

Similarly, in adaptation patterns of stress system, Kang (2010) argues that stress
languages are stricter in the maintenance of their native stress rules than the tone languages.
The repair strategies which are used to make an input permissible on their native phonology
can be at the segmental level, via deletion, alteration or vowel lengthening. For example,
when a Spanish loanword enters the basilect of Huave (cf. Davidson & Noyer, 1997;
Broselow, 2009), stress is maintained on the same syllable as in the input by deletion of
segments, for instance, /gara’bato/spanish ‘h00K’ changes into [gara bat] Huave; this is needed
because in Huave stress is related to syllable weight which is dependent on the presence or
absence of a coda consonant rather than vowel length. Kang (2010) also explains that if
loanwords in the borrowing language (native) show faithful preservation of the stress
position of the source language (SL) without any segmental alteration or importation, it may
be because the input language (native) has more direct contact with the SL (see Kubozono,
2006 for English into Japanese; Kubozono, 2007 and Lee, 2005 for English into South
Kyungsang Korean).

In this chapter, I will discuss the adaptation patterns for syllable phonotactics and
stress assignment in MP loanwords used by ML. | will analyse whether the adaptation
patterns at prosodic level (i.e. syllable phonotactics and stress assignment) conform to the
native MP grammar or whether a separate grammar is needed to account for the loanword
adaptation patterns. As a background to the discussion of English loanwords in MP, it is
important to first know about the phonemic inventory and syllable phonotactics of English.
The following subsections will show the consonantal inventory of English, as well as the

syllable phonotactics of English.

6.2.1 Consonantal Inventory of English

In English, there are twenty-four consonants which are grouped into five categories
based on manner of articulation namely: plosives, which include /p, b, t, d, k, g/, nasals /m,
n, 1/, fricatives /f, v, 0, 9, s, z, [, 3, h/, affricates /tf, d3/ and approximants (also known as
semivowels) /I, r, j, w/. The chart below (Table 6.1) represents consonants in Received
Pronunciation (RP) as reported by Roach (2004:240).
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Table 6.1 Consonants in British English (RP), Roach (2004:240)

I ks
c o
= 3 3 2 _ —
S ) s = ® | - =
= 2 5 = B 2 3 &
m | ) < a & > [G)
Plosives p b t d k g
Affricate o d3
Nasal m n n
Fricative f v 6 0 sz [ 3 h
Approximant w 1 i
Lateral I

The consonantal chart shows that in English, place and manner help to distinguish different
consonants. Furthermore, there is only a two-way contrastive distribution of phonemes
(consonants) i.e. voiced or voiceless phonemes. There are also unaspirated phonemes, which
are allophonic rather than phonemic, for example [p"], as in [p"1l] ‘pill” and [p] as in [spil]

‘spill’ are the allophones of phoneme /p/.

6.3 Syllable Phonotactics of English
English syllable structures can be classified as simple and complex depending on the

number of consonants before and after a vowel.

6.3.1 Onset Phonotactics in English

According to McCully (2009) in English, no onset position can be filled with the
voiced post-alveolar /3/ and alveolar-nasal /n/.
6.3.1.1 Complex Onset Clusters in English

Complex onset clusters are permitted in English. According to McCully (2009),
consonants are divided into classes’ based on the degree of openness of the vocal tract, and
the sequences permitted in complex onset clusters depend on the degree of openness of the
vocal tract. The less open consonants occur at the left margin as the first consonant (C1) of
the sequence cluster and the more open consonants occur as the second consonant (C2) of
the sequence cluster. In English, complex onset consonant clusters (both segments) belong
to non-identical classes. The second consonant (C2) of the sequence cluster belongs to a

class which is at least one class higher than the first consonant (C1) of the sequence in

’McCully (2009) has constructed the classes of the consonants based on the places and manners of articulation
and labelled them numerically, where Class1= plosives, Class 2=Affricates, Class 3=Fricatives, Class 4= nasal
stops and Class 5=approximants.
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sonority, except /s/ which behaves irregularly in terms of phonotactics. For example, /plert/
‘plate’ where /p/ belongs to class-1 and /I/ belongs to class-5 respectively. Both consonants
in the cluster sequence belong to non-identical classes.

Moreover, there are some exceptions in the sequence of complex onset clusters. In
C1 of the consonant cluster any obstruent except /v, 8, z, 3/ can be present, while the second
consonant (C2) must not be a voiced obstruent. However, it can be a liquid or a glide, for
example, /flop/ ‘flop’, /kri:m/ ‘cream’ and /mju:zik/ ‘music’. There are further specifications
in which /t, d, 8/ combined with /I/ are non-permissible onset clusters. Occurrence of an
affricate is also prohibited in a complex onset cluster. A three-consonant cluster obligatorily
begins with the sound /s/ which is shown below in Table 6.2.

Table 6.2 Examples of s(C) r patterns in English

s(C)r cluster example gloss
a /sl + It/ + 1/ [stron/ strong
b sl + It/ + ljl Istju:dant/ student

c sl +Ipl +1j, 1,1/ [dispju:t/, /spleefl, Ispri/ splash

d Isl + Ikl +1j, 1, w/ Iskju:/, Iskru:/, Iskwi:z/ skew, screw, squeeze

6.3.2 Coda Phonotactics in English

McCully (2009) describes that in English any consonant can appear in coda position
except /j, w, h/.
6.3.2.1 Complex Coda in English

Complex codas are permissible in English with certain limitations. In the case of a
complex coda, the second consonant must not be /n/, /3/, or /0/. Likewise, /lg / is also not a
permissible coda cluster type in English. In case of a nasal consonant which is part of the
complex coda, non-nasal consonants must be homorganic with the following segment. For
example, in word ‘paint’, both the consonants /n/ and /t/ in the coda position are homorganic,
i.e. alveolar. English also allows /m, n, |, r/ as syllabic consonants which appear in coda
position. Among these syllabic consonants, the most common are /n/, /I/ and /r/ (syllabic /r/
only features in rhotic dialects). In certain phonological conditions, syllabic consonants may
fill a vowel gap in its absence in a syllable. In other words, a consonant can form a syllable
on its own without any help of vowel, for example, bottle /ba:tl/, button /batn/, where bold

and underlined /I/ and /n/ behave as a vowel to fill the vowel slot or gap.

6.3.3 Syllable Templates in English
McMahon (2002) reports that in English two or three consonants (and sometimes, in
limited cases, up to four consonants) are allowed as a cluster in both onset and coda positions.

The number of syllables in a word is typically one, two or three, as in ‘go’, ‘poster’,
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‘vaseline’, but can (in principle though rarely) go up to twelve syllables, as in
‘antidisestablishmentarianism’. Overall, there can be up to three consonants in the onset (e.g.
[sprinz] ‘springs’) and up to four in coda (e.g. [siksOs] ‘sixths’). Onset and coda consonants
are largely independent of each other.

In the next section, | present the generalisations regarding the loanword adaptation
patterns for syllable phonotactics in ML which will later be formalised within OT in section
6.6.

6.4 Syllable phonotactics of English loanwords in ML

The pronunciation of English loanwords depends on amount of exposure to the
source language (English) for an MP speaker. In this chapter I will investigate how syllable
phonotactics of MP operate in English loanwords produced by MP speakers who are
classified as monolinguals (ML), i.e. who have little or no exposure to English. In the data
set of MP loanwords, syllable structures that are permissible in the source language (English)
but are illicit in MP may undergo phonotactic adjustments to conform to the syllable
phonotactics of native phonology (MP). The focus of analysis here is on consonant clusters
in word-initial and final position in MP loanwords. It is also important to mention that only
adaptation at the phonotactic (syllable) level is focused here rather than the segmental

alterations.

6.4.1 Generalisations on Onset Phonotactics in ML

Table 6.3 Onset consonant cluster in ML

Input(English) ML gloss

6.3a Onset consonant clusters in word-initial position with an epenthetic vowel /i/. (07/269)
/tju:b/ [tu:b] tube

/mju:.zik/ [mr.ju:.zok] music

/blu:/ [bil.ju:] blue

6.3b Onset consonant clusters in word-initial position with an epenthetic vowel /a/.(262/269)
Iplot/ [pa.la:t] plot

/blok/ [ba.la:k] block

/braend/ [ba.rand] brand

/Kris.tal/ [ka.rs.tal] question

IKro.kri/ [ka.rak.ri] crockery

Igla:s/ [go.la:s] glass

[flat/ [fo.lae:t] flight

/Braut [tho.ra:t] threat
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Iskval/ [os. ku:l] school

/smal/ [os.ma:l] smell
Ispret/ [sop.re:] spray
Ister.fon/ [0s.te:.fon] station
[spar.si/ [0s. pee:.si] spicy
ftreek.tor/ [to.reek.tor] tractor
ftro.li/ [to.ra:.li] trolley
[drarvar/ [do.rae:.vor] driver

As discussed earlier, the source language (English) allows onset consonant clusters
in word-initial position (see section 6.3.1.1). In contrast, in MP, consonant clusters are not
tolerated in word-initial position. Therefore, when an English word (mono-morphemic) with
an onset consonant cluster in a word-initial position is introduced in MP, the cluster is not
maintained in ML (as shown in 6.3a &6.3b). The onset phonotactics in ML can be generalised

as follows:

1a) Onset consonant cluster are prohibited in word-initial position. This requirement

is met via the process of epenthesis.

There are two types of epenthetic vowels used by ML, one is context-dependent, and
the other is a context-free, default vowel. There are 7 out of 269 items in word-initial position
in ML where /1/ is used as an epenthetic vowel (see 6.3a) to break up an obstruent or nasal
/m, n/ + glide /j/ consonant cluster. Elsewhere, there are 262 out of 269 items where the
schwa /o/ is used as a default vowel as shown in 6.3b. An epenthetic vowel breaks up the
onset cluster as in [da.rae:.var]m ‘driver’, [ta.ra:.li]ue ‘trolley’ in order to conform to the

native MP phonology in ML.
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6.4.2 Coda Phonotactics of MP Loanwords in ML

Table 6.4 Coda clusters in word-final position in ML

Input (English) ML gloss
6.4a homorganic coda cluster: nasal+ obstruent
/keemp/ [kaemp] camp
/pernt/ [pé:nt] paint
/pavnd/ [pond] pound
/bent// [bant/] bench
Itfends/ [tfeends] change
/baenk/ [bank] bank
ftrast/ [to.ra:.sat] trust
/print/ [ pa.rint] print
6.4b /s/or lateral+ obstruent

1oust/ [ro:.sat] roast
[fauld/ [fo:. Iad] fold
6.4c Non-homorganic coda clusters with an epenthetic vowel
/help/ [hee:.lop] help
/milk/ [mi:.lak] milk
Isilk / [si:.lok] silk
[self/ [see:.lof] self
Igalf/ [ga:1of] gulf
[solv/ [sa:lov] solve
Ister.fon/ [sa.'te:fon] station
[film/ [fi:.lom] film
/ma:sk/ [ma:.sok] mask
[s1.lekt/ [sa.l:.kat] select
/boks/ [bak.ss] box
[[xft/ [J1:.fat] shift
[gift/ [gi:.fot] gift
/balb/ [ba.lob] bulb

Recall the coda phonotactics generalisations in MP in which only a homorganic coda
cluster with the combination of ‘nasal+obstruent’ is legitimate (see section 5.2.4). Now, if
we analyse the loanword data in ML, we see that the examples shown in 6.4a typically
respect the MP coda phonotactics, so far. The data in 6.4b indicates that even if a source
word consonant cluster partially respects the core principle of coda phonotactics operative
in MP, that is, to be homorganic, yet there is a difference in the coda cluster combination
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(not a nasal + obstruent); therefore, ML break up the coda cluster with an epenthetic vowel
as in [ro:.sot] ‘roast’. Similarly, ML do not tolerate a non-homorganic coda cluster which is
also broken up by an epenthetic vowel [ma:.sok] ‘mask’ (as shown in 6.4c). Based on these
observations of coda phonotactics drawn in Table 6.4, the following generalisation can be

made:

1b) ML do not allow non-homorganic coda clusters in word-final position. This
requirement is enforced by the insertion of an epenthetic vowel /a/ as in [mi:.lok]

‘milk’ [si:.lok] silk’ or [ma:.sak] ‘mask’.

So far then, there is an influence of the native (MP) syllable phonotactics on loanwords
produced by ML. In the next section, | will present the generalisations for stress system in

ML which will be later analysed in OT analysis in section 6.6.

6.4.3 Stress Assignment: MP loanwords in ML
The data presented in table (6.5) is based on the corpus data for ML.

Table 6.5 Stress Assignment in MP loanwords in ML

Input (English)

ML

gloss

6.5a There is no conflict in the output between the native (MP) stress rules and source word.

Iri. fjuz/ [rof.'ju:z] refuse
/"pab.lik/ ['pab.lak] public

Pattern ‘A’  /'krp.kri/ [ka. rak.ri] crockery
fa."pen.diks/ ['peen.das] appendix
/d1."s1.30n/ [da."si:.30N] decision
/'e.trs/ ['lee:.tas] lettuce
/"tro.li/ [to.'ra:.li] trolley
/'pe.pal ['pe:.par] pepper

6.5b. ML ignore the stress patterns of the source word(English)

Pattern‘B’ /1. plar/ ['rop.la1] reply
/' ster.drom/ [so.te:. drom] stadium
/'eem.bju.lans/ [om.bo. leens] ambulance
/' glukous/ [gsl. ko:Z] glucose
/"vaek.siin/ [vak. sin] vaccine
/"hos.pr.tal/ [has.pa. ta:1] hospital
[fem. pu:/ ['Jeem.pu] shampoo
/'st.lin.da/ [sa.'len.doar] cylinder

Note. A, B shown in ML stand for the following:
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‘A’ there is no conflict between source stress position and in loanwords. Stress position in source
word conforms to the native MP phonology; ‘B’ source stress position is ignored to conform to the
native MP stress rules

Table 6.5 shows that there are two types of stress patterns (i.e. 6.5a-b) in the loanword
data of ML. The first stress pattern ‘A’ shows that there is no conflict between where the
stress falls in the source input (i.e. English) and where the stress falls in the output in the MP
loanword, because stress position in the source word already meets the rules of native MP
phonology. However, the second stress pattern ‘B’ in the loanwords works opposite to the
pattern ‘A’. In pattern ‘B’ stress falls on the syllable in the output which conforms to the
native MP phonology but as a result moves the stress away from the position it held in the
source form (English).

Based on the data in pattern A and B in table 6.5, the stress patterns for MP loanwords in
ML can be summarise as in (2):
2) Generalisations on stress assignment in ML

a) Stress the super-heavy final syllable.

b) In the absence of 2a, stress the penult heavy syllable

c) Stress is not assigned on open penult syllable (CV).

The generalisations outlined in 2a-2c are reflected in both Pattern ‘A’ and ‘B’. The Pattern
‘A’ does not violate the native MP phonology (as repeated in table 6.6).

Table 6.6 Stress assignment: Pattern ‘A’ in ML

Input(English) ML gloss
a. L('S) H('S)

r.' fjuz rof. juiz refuse
b. H (S) H L(S)

on. 'klu:d on.ka.'lu:d include
c. (HH (H)H

‘pab.lik ‘pab.lok public
d L(H)S (H)H

a.'pen.diks ‘paen.das appendix
e. L(L)H L ('"H)H

dr.'sr.3on da.’si:.30n decision
f. (L)H (‘'H)H

'le.tis lee:.tos lettuce

Note. The symbol ‘L’ shows light syllable, ‘H’ is used for heavy syllable and ‘S’ for superheavy
syllables hereafter.

The examples in table 6.6 show that the position of stress in the input (English) has
already met the stress rules of native MP phonology. However, in some cases there are some
segmental or phonotactic adjustments have been taken place in the output to avoid conflict
with the native (MP) phonology. For example, the vowel of the penult syllable may be
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lengthened to make a heavy penult syllable, as in [ 'la:.tos] ‘lettuce’. As a result, stress in the
resultant output matches the position of stress in the source form (i.e. English) and it also
does not violate the native MP stress rules (i.e. stress on a light syllable is avoided). In
comparison with pattern ‘A’, pattern ‘B’ describes adaptation patterns which ignore the
position of stress in the source words (i.e. English). It means that ML do not retain stress in
the position held in the source word but strictly follow the stress patterns which conform to

the native MP phonology.

Table 6.7 Stress assignment: Pattern ‘B’ in ML

Input(English) ML gloss
(‘H)S H('S)

‘glu:.kovz gol.'’ko:z glucose
('L)HL L(H)H

‘st.lin.do so.'l&n.dar cylinder
(H) S H ('S)

'vaek.sin vaek. 'si:n vaccine

Table 6.7 shows stress pattern ‘B’ where the stress is assigned to conform to the
native MP phonology by placing the stress on a final superheavy syllable as in [gal. ko:z]mL
‘glucose’ or on a penult heavy syllable as in [sa.'l&n.dar]me ‘cylinder’. Overall in ML, the

stress patterns ‘A’ and ‘B’ in loanwords do not violate the native MP stress rules.

6.4.4 Interim Summary

The data illustrated above (sections 6.4.2 and 6.4.3) suggest that in English
loanwords in MP, consonant clusters are not allowed in word-initial and -final position
except for homorganic coda clusters. Similarly, stress surfaces only on final superheavy
syllables or on penult heavy syllables in ML. ML thus follow the native MP phonology in
the adaptation patterns of MP loanwords; they prohibit any illicit consonant cluster by the
process of epenthesis in syllable phonotactics, and stress is assigned by shifting the stress
(where necessary) to either a final superheavy or penult syllable. In the next section, I will
provide an OT analysis of the generalisations set out above for syllable phonotactics (see
section 6.4.1 & 6.4.2). The OT analysis for stress assignment (see section 6.4.3) will follow

in section 6.6.

6.5 Syllable Phonotactics of MP loanwords in ML: OT Analysis

This subsection analyses the adaptation patterns related to syllable structure in MP
loanwords produced by ML within the OT framework. The OT analysis will show the extent
to which loanwords produced by ML conform to the phonotactic constraints of the borrowing
language (MP) and thus to the native MP phonology. Note that for the OT analysis of ML
loanwords, | use the same constraints as for MP (see section 5.3.2).
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6.5.1 Syllable Phonotactics in ML: OT analysis
The generalisations for MP loanwords drawn from the ML data set are reproduced here in

(3) for convenience:

3) Generalisations for syllable phonotactics in ML

Input ML gloss

3a. Onset clusters are not allowed in word-initial position

[ tro.li/ [to.ra:.1i] trolley

Igla:s/ [ga.la:s] glass

/ Kro.kri/ [ ka.rak.ri] crockery

3b. homorganic coda clusters are allowed in word-final position in ML
/keemp/ [keemp] camp

/print/ [ pa.rint] print

3c. hon-homorganic coda clusters are banned in the word-final position via epenthesis

/milk/ [mi:.lak] milk

Isilk / [si:.lok] silk

/ma:sk/ [ma:.sak] mask

The generalisation in (3a) shows a ban on onset consonant clusters in word-initial
position. This is achieved by inserting an epenthetic vowel between the consonants forming
the cluster in the source word. Note that here the input assumed for ML is the native-like
pronunciation of the source word (i.e. English). According to ‘Richness of the base’ (ROTB)
principle, different inputs should not affect the ability of the algorithm to demonstrate the
overall ranking of the language (Prince & Smolensky, 1993; 2004). ROTB posits that
systematic differences between in languages arise solely from different constraint rankings,
not from different inputs. In principle therefore, this entails that whether an input is native-
like (e.g. English pronunciation) or non-native-like (e.g. Pakistani English), it does not affect
the ability to show an overall ranking and supporting arguments for the language.

In OT terms, the ban on the onset clusters which do not share the place of articulation
in word-initial position suggests the dominance of the markedness constraints *COMPLEX
rpLace-ons] and COMPLEX ONSET gver the faithfulness constraint DEP in ML. Since no deletion
occurs to avoid an onset cluster, no ranking argument can be shown among *COMPLEX
rpLace-ons, COMPLEX ONSETand MAX. In addition, in this example no violation of IDENT
[PLACE] Occurs in the optimal candidate. The ranking argument in this context can be seen

below in tableau (4).
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(4) COMPLEX ONSET, *COMPLEX [PLACE-ONS], MAX, IDENT [PLACE]>>DEP

I I I
g | |
N A I
b2 I
s 121 1
/ tro.li/ X o g
g g | 12
2 12 iz iz .
L
© 19 13 1o |4
a.~> [to.ra.li] : : : *
T i i i
b, [tra.li] YR EEEREA L
c. [tra.li] W | | L
d.  [ra.li] ! P T L
1 1 1

The tableau (4) shows that the winning candidate 4a violates a low ranked constraint
DEP. The losing candidate 4b satisfies DEP but it violates high ranked constraints
COMPLEX °NET *COMPLEX [pLace-onseT] and IDENT ppiace). The losing candidate 4c
obeys DEP but at the cost of violating the high ranked constraint *COMPLEXONSET, Note
that the losing candidate 4c complies with the constraint *COMPLEX [pLace-onseT]. The
losing constraint 4d violates MAX to obey a DEP constraint. Since we know that onset
clusters are not allowed in word-initial position (see in 3a above), | assume that the same
generalisation applies in word-medial position. Thus, if a potential onset cluster appears in
word-medial position, the first consonant of the cluster will in fact be syllabified in the coda
position of the preceding syllable and the second consonant of the sequence will be syllabied
in the onset position of the following syllable (e.g. /kro.kri/eng 2 [ka.rak.ri] mc ‘crockery’).
The constraint ranking for this word is shown below in tableau (5).
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(5) COMPLEX ONSET *COMPLEX PLAace-ons], MAX, IDENT pLacej>>DEP

I I |
R
1 3 I [
. E 1 5 1 1
Ikro.kri / 2 1 < 1 I
) 1 = 1 1 _
x 1 X 1 LG}
MR I T
d |i 1 1 =
S |§ 1 1
s 15 xiE |s
© 12 a1sa2 |1&
a.~>[ ka.rak.ri] : : : *
b. [Krakrd] s ey 11 L
c.  [Kakii] wobw Bww T
d. [Kakri] wobw el L

The tableau (5) shows that the winning candidate 5a violates the low ranked
constraint DEP. A losing candidate 5b obeys DEP but at the cost of high ranked constraints
COMPLEX ONSET and *COMPLEX [pLace-ons]. Similarly, losing candidates 5¢ and 5d obey
low ranked constraint, i.e. DEP but they violate COMPLEX ONSET *COMPLEX [pLacE-oNs],
MAX (in 5c&5d) and IDENT [pLacg (in 5¢ only).

Based on the ranking arguments shown above in tableaux (4 & 5), it can be safely
generalized that ML do not allow onset consonant clusters in word-initial and medial
positions. This indicates that in loanwords ML conform to the native MP phonology by
adhering to the same constraint ranking for onset phonotactics as in MP which is shown
below in the Hasse diagram in (6).

(6) Hasse diagram: onset phonotactics in ML.:

COMPLEX ONSET *COMPLEX [pLace-ons) MAX  IDENT [pLACE]

DEP
The above diagram (6) shows the same constraint ranking which prevails in the
native MP phonology regarding onset phonotactics. In terms of coda phonotactics, ML allow
only homorganic coda clusters as shown above in (3b). For instance, in the word [keemp]
‘camp’, the coda cluster is allowed because both consonants /m/ and /p/ are bilabial and share

the same place of articulation. Thus, in terms of OT, the winning candidate 7a (in below)
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obeys *COMPLEX [pLace-copa] by violating *COMPLEX ©9PA, Therefore, in this context
(i.e. presence of homorganic coda cluster), a harmonic bounding effect is expected in the OT
analysis. A constraint ranking of homorganic coda clusters in the word-final position is

shown below in tableau (7).

7) {MAX, IDENT ppLace], *COMPLEX pLace-copaj}>> {DEP, *COMPLEX ©°PA}

I I I
1 1 1
I 1z I
<
A N
/keemp/ I 18 [
p I
y X X
1 o 1 1
13 Y =
= 1o 1 o
X 1% 15 |= 13
S 15 a9 |® a9
a. > [keemp] ! | s
b, [kee.mos] P = I
c. [keem] *W : : iL
d. [kemo] awo = T
[kee.so] awo ew = T
f. [kems] B I~

In tableau (7), candidate 7a is the winner; it violates *COMPLEX “°PA yet maintains
a homorganic coda cluster in word-final position. The losing candidate 7b is faithful to
*COMPLEX ©OPA put at the expense of changing the place feature of the final coda
consonant from bilabial /p/ to alveolar /s/ and by inserting an epenthetic vowel, thus,
causing a violation of DEP and IDENTpLacg). Similarly, the losing candidate 7c obeys
*COMPLEX “OPA put at the cost of deletion and violates a high ranked constraint MAX.
The losing candidate 7d violates the high ranked constraints MAX and IDENT [pLacg] tO
satisfy a low ranked constraint, i.e. *COMPLEX ©9PA, Likewise, the losing candidate 7e
obeys *COMPLEX “OPA at the cost of high ranked constraints MAX, IDENT pLacg]. It also
violates DEP. Lastly, the losing candidate 7f shows no constraint ranking because of
harmonic bounding by the more general constraint, i.e. *COMPLEX ©9PA of the more
specific constraint, i.e. *\COMPLEX [pLace-copa]. Since *COMPLEX [pLace-copa] IS not
violated in the winning candidate 7a, this suggests that it is a high ranked constraint. Note
that tableau (7) does not yet provide a ranking argument between *COMPLEX [pLACE-coDA]

and DEP; this will be shown in the next tableau (8). If a non-homorganic coda cluster
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appears in the source form in word-final position, then an epenthetic vowel /o/ is inserted
to break up the coda cluster (as shown in3c). For instance, in the words [mi:.1ak] mL ‘milk’
or [si:.lak] mL ‘silk’ the consonants /I/ and /k/ are non-homorganic (i.e. alveolar and velar),
therefore, an epenthetic vowel is inserted to break up the potential coda cluster. The

constraint ranking in this context is shown below in tableau (8).

(8) {MAX, IDENT ppLacg], *COMPLEX pLace-copa} >> {DEP, *COMPLEX C°PA}

I !
<
| 1 2 |
o
s} <
| 1 < 18
1 12 10
AT B
Imulk/ 13 oy 1
ic 1% | 1%
2 13 18 |a 18
= |9 |§<) a)] |§<)
a. 2 [mi:. lok] : : e :
b, [milK] ! B E
i i i
c. [mil] *W! i L i
d. [nl] WoWo L

The tableau (8) shows that the winning candidate 8a violates the DEP constraint. T
losing candidate 8b is faithful to the DEP constraint but at the cost of allowing a non-
homorganic coda cluster in word-final position and thus violates *COMPLEX [pLace-copa],
as well as *COMPLEXCOPA, The losing candidate 8c obeys DEP at the cost of deletion of
the coda consonant and thus violates the MAX constraint which is a high ranked constraint.
The losing candidate 8d is faithful to DEP but at the cost of high ranked constraints MAX
and IDENT [pLacg].

In another word, such as ‘roast’ (see 6.4b), the coda cluster is homorganic, because
/sl and /t/ both belong to the same place of articulation i.e. alveolar, but is still broken up by
ML. In native MP phonology, we do not have any evidence for this type of combination,
which is homorganic but does not match the preferred native MP combination of
nasal+obstruent. This shows us a case where the native phonological rules as applied to
loanwords allow us to clarify the specifics of the native phonology. That is, why, despite [st]
being homorganic does ML break this cluster with an epenthetic vowel (e.g.
[10ust/-=>[ro:.sat]). In chapter 5 (section 5.2.4.1) it was shown that MP allows coda clusters
with certain conditions: first, only homorganic coda clusters are allowed, and second, the

coda cluster must appear in a certain combination of consonant types, i.e. nasal + obstruent.
97



Therefore, in order to conform to the native MP phonology, ML do not allow a coda cluster
[st] in the word ‘roast’ thus, insertion of an epenthetic vowel i.e. [ro:.Sat]mL ‘roast’ takes
place. Since /st/ partially fulfils the native MP coda condition, i.e. to be homorganic but it
violates the certain combination, i.e. nasal + obstruent. In terms of OT, the production of
word [roast] violates the high ranked markedness constraint *COMPLEX [pLACE-copA],
therefore, it is not considered as an optimal candidate in ML. The ‘roast’ example shows that
the correct definition and implementation of *COMPLEX [pLace-copa] is that it allows
maximum one Place feature in the coda (rather than allowing more than one Place feature
so long as it is the same place of articulation). This in turn implies that in MP nasal
consonants don’t have a separate place feature of their own and can thus appear in a coda

with another consonant and not violate *COMPLEX [pLAcE-copa].

Together tableaux 7-8 capture the generalisations related to coda phonotactics (as
shown in 3b-3c) in ML and can be shown in a Hasse diagram as in (9):

(9) Hasse diagram: coda phonotactics of MP loanwords in ML.:

*COMPLEX (pLace-coba] MAX  IDENT ppLAcE]

DEP, *COMPLEX CODA

The above Hasse diagram (9) matches the constraint ranking for the coda phonotactics of
native MP phonology. The tableau (10) below presents an overall constraint ranking of
syllable phonotactics of MP loanwords in ML.
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(10)*CO MP LEXONSET,*CO MPLEX [PLACE-ONS], MAX, IDENT [pLACE],*COM PLEX [PLACE-CODA]

>> {DEP, *COMPLEX €%}

I I I I I
[ [ [ [ [
1 [ [ 1 < [
1 2 [ [ 1 3 [
B DR A
[ w
Iprint/ g 12 I 12 13
S 1 = I 1 _ 1= 13
X 1 X 1 1 &1 X 1 X
L ] Ww 1 I < 1 W ] Ww
= 17 [ 1 =17 15
o [a |‘_—' I o I o
2 : = : X : z 1 2 |2
S 13 1< %8 Jm 18
X = X = = = = = X &) = X
a.~>[ pa.rnnt] i | I I * | *
b. [print] Wolwo ] : : L i
i i i i i i
c. [pring] *W i *W i i *W i *W L i *
d. [pr.not] WKW : : * L
i i i i i
e. [pr] *W !*w !*W !*W i L !L
f. [br] WKW [PW W L P L
g. [ba.r.ns] : : *W : *W : ** : L
h. [pa.rng] : : : * : * * : *

The tableau (10) shows that the winning candidate [pa.rint] (i.e. 10a) violates the low
ranked constraints *COMPLEX ©OPA and DEP. The constraint ranking in 10 formalises the
fact that ML do not allow any type of onset cluster in word-initial position. Likewise, ML do
not allow any non-homorganic coda clusters in word-final position. These requirements are
met via epenthesis, rather than by deletion or by changing the features of the segments in the
optimal outputs. This shows that *COMPLEX®"T *COMPLEX [pLace-ons), MAX, IDENT
rrLace] are all high ranked constraints in ML. Also note that the winning candidate (10a)
allows homorganic coda clusters in word-final position and thus conforms to the native MP
syllable rules. Therefore, *COMPLEX [pLace-copa] 1S high ranked constraint in the ranking (in
tableau 10). Since the winning candidate 10a allows homorganic coda cluster, it also
violates *COMPLEX ©OPA The overall constraint ranking for the syllable phonotactics in

ML (as illustrated in tableau 10) can be drawn in a Hasse diagram as in (11).
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(11) Hasse diagram of loanwords by ML.:

COMPLEX ONSET *COMPLEX PLAace-ons] MAX  IDENT [pLace] *COMPLEX [pLAcE-

CODA]

DEP, *COMPLEX COPA

The Hasse diagram (11) in above gives us an overall constraint ranking of syllable
phonotactics for the loanword patterns shown in the corpus data for ML. This constraint
ranking exactly matches the ranking for native MP syllable phonotactics as shown above
(also see section 5.4.1). This suggests ML conform strictly to the native MP Phonology. The
constraint ranking shown in the Hasse diagram in (11) was re-checked through OTSoft
(version 2.5: Hayes, 2017). This method confirmed that the proposed ranking is correct for
the ML data set for syllable phonotactics (see Appendix XIllI), and thus that the proposed

ranking for MP native phonology is correct also.

6.6 Stress Assignment of English loanwords in ML: OT analysis

In the section 6.4.3, it was shown that there are two stress patterns ‘A’ & ‘B’ observed
in ML. These stress patterns show that ML remain faithful to the native MP stress rules and
do not show any variation in stress assignment in loanwords. This suggests that the stress
assignment patterns of the native grammar are displayed in MP loanwords produced by ML.
In terms of OT analysis, | will show the constraint ranking for stress patterns in ML in section
6.6.1.
6.6.1 Stress Pattern A&B: OT Analysis

The stress adaptation patterns ‘A’ & ‘B’ (as shown in Table 6.5) can be analysed
using the native MP constraint ranking, as shown below in tableaux (12-13). Pattern ‘A’ is
where stress in the input (in English) is already on the final superheavy or penult heavy
syllables (see 6.5a), therefore, it does not violate the native (MP) stress rules and remains in

the same position in the word in the output in ML. Pattern ‘A’ is shown through tableau (12).
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(12) FtBin, SWP, NonFinc, IDENT [iong] >>AlignR, IDENT [iong-v], Parse-c

I I I I
1 1 1 1
/'le.tis/ : : : T :
I 1 1 £ 1
1 1€ | 1E 1o
f= PN i c 1z 1 o
g 115 |2 110 1 ¢
L 1 1z < 12 1 £
1o I I I I
a. 2 (lee:).tes i i * i * i *
b. (le.t)<s> FW L L i L
c. (le. us) w T hw o T
d (e)(w)<s> | *w 1wl L o I

In tableau (12), the observed surface form in the corpus is the candidate (12a). To
maintain stress on the penult, the vowel is lengthened and thus the winning candidate 12a
violates the constraints AlignR, IDENT [iong-v] and Parse-c. Conversely, the losing candidates
12 (c &d) demonstrate the ranking of FtBin, SWP , NonFinc (in 12c only) over AlignR,
IDENT piong-v and Parse-c in loanwords, as was also found in native MP words; the losing
candidate (12b) demonstrates the ranking of SWP over Align R, IDENT [iong-vj and Parse-c
only. The tableau (12) does not yet provide a ranking argument among Align R, IDENT [iong-
v] and Parse-c, therefore, we need another tableau (13) which will show the ranking among

them.

(13) FtBin, SWP, NonFinc >> AlignR>> {IDENT [iong-v], Parse-c}

I I I
1 1 = 1
/' glu: kovz/ : : . g :
1 e Jlx JE Vo
MEREE ER FRE:
Eiz12 |z 1o f
a.~gol.(‘ko:)<z> : : * : *
b. (‘gol).(koz) aw 7 O
c. (gol)-(‘ko:z) T * 1L
d. (go)(koz) gy Ty 3
e. (o) ko)<z> SRETR = I
[ | [ | [ |

The tableau (13) shows that the optimal candidate 13a satisfies all the high ranked
constraints and violates the low ranked constraint IDENT [iong-vj and Parse-c. The losing
candidate 13b obeys the low ranked constraints, i.e. IDENT [iong-vj @and Parse-o but it violates
FtBin and Align R. We have already learned from tableau (12) that Align R is lower in
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ranking than FtBin, SWP, NonFinc. However, the losing candidate 13b shows us that Align
R is higher in constraint hierarchy than IDENT [iong-vj and Parse-c. The losing candidates 13c
and 13d obey IDENT [1ong-vj (Only 13d) and Parse-c but at the cost of high ranked markedness
constraints NonFinc (in candidate 13c only), FtBin, SWP and Align R in 13d. Likewise,
candidate 13e satisfies Parse-c but at the expense of high ranked constraints, i.e. FtBin and
SWP. The constraint ranking in tableau 13 is an example of stress pattern ‘B’. This shows
that ML resists keeping stress in the position that it holds in the input (English) and thus
strictly obeys the MP native stress grammar by placing stress on superheavy final syllable
and thus does not match the stress position of source word (English). Together tableaux 12-
13 show that stress patterns ‘A’ and ‘B’ reflect the constraint ranking of native MP
phonology in ML (i.e. {FtBin, SWP, NonFinc}>>AlignR>>{ IDENT iong),Parse-c}). This

can be reflected in a Hasse diagram as in (14) below.

14) Hasse diagram of stress patterns ‘A’ and ‘B’ in ML

Ft-Bin SWP NonFinc

AlignR

I DENT [long-v] Parse'G

The constraint ranking as shown in the Hasse diagram in (14) was re-checked through
OTSoft (version 2.5: Hayes, 2017). This method confirmed that the proposed ranking is
correct for the ML data set of stress system (see Appendix XI), and thus that the proposed

ranking for MP native phonology is correct also.

6.7 Chapter Summary

This chapter closely examines the syllable phonotactics and stress assignment of
English loanwords in the MP and offers a comprehensive analysis of syllable phonotactics
and stress assignment within the theoretical framework of OT. The loanword adaptation
patterns at the prosodic level (i.e. syllable phonotactics and stress) show that ML do not
violate the native MP phonology. The constraint rankings in syllable phonotactics and stress
assignment (as shown in Hasse diagram 11 and 14) in ML show strict adherence to the
constraint hierarchy of native MP phonology, which is repeated here in 15 and 16

respectively.
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15) Syllable phonotactics: MP = ML

*COMPLEX (T *COMPLEX [prace-ons), MAX, IDENT [prace], *COMPLEX [prace-

cooa>> {DEP, *COMPLEX “°**}
16) Stress Assignment: MP = ML

{FtBin, SWP, NonFinc} >> AlignR>> {IDENT {iong-v], Parse-c}

By using the same constraints and the same ranking in their adaptation patterns (as
illustrated in 15 &16), ML show complete integration of loanwords into the native MP
phonological structure. In the next chapter (7), | will analyse to what extent MP-English late-
bilingual speakers (LB) show similarity and/or differences in the adaptation patterns of
syllable phonotactics and stress assignment in MP loanwords. The subsequent OT analysis
will provide an answer to the question whether LB behave like ML in their loanword
adaptation patterns at the prosodic level or display a separate grammar, which is different

from the native MP grammar.
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7 Loanword Adaptations in MP-English Late Bilinguals

7.1 Introduction

This chapter presents the adaptation patterns at the prosodic level (i.e. syllable
phonotactics and stress assignment) in MP loanwords as used by Late Bilinguals (LB
hereafter). The question posed in this chapter is whether the constraint ranking (in OT
analysis) in LB loanword adaptation patterns (at the prosodic level) conforms to the native
grammar or has a different grammar special to the loanword adaptation patterns. This chapter
is organised as follows. Section 7.2 presents the data and the generalisations found in
loanword adaptation patterns of syllable phonotactics and stress assignment in LB. This is
followed by section 7.3 in which the OT analysis of the adaptation patterns of syllable
phonotactics is presented. Similarly, section 7.4 presents the OT analysis of the adaptation
patterns of stress assignment in LB. Section 7.5 concludes the overall discussion of the

chapter.

7.2 Loanword Adaptation Patterns at prosodic level in LB

This section presents the generalisations about syllable phonotactics and stress
assignment of MP loanwords in LB. These generalisations will be later formalised within
OT framework in section 7.3 &7.4 respectively.
7.2.1 Loanword Adaptation patterns of onset phonotactics in LB
The following MP loanwords show how onset clusters in word-initial position undergo
adaptation in LB.

Table 7.1 Onset consonant cluster in the word-initial position in LB

Input (English) LB gloss
7.1a Onset consonant clusters with an epenthetic vowel /1/ (7/269)
/tju:b/ [trju:b] tube
/mju:.zik/ [Mmrju:.zok] music
/blu:/ [brl.ju:] blue
7.1b onset clusters with an epenthetic vowel /o/ (241/269)
Iplot/ [pa.la:t] plot
/blok/ [ba.la:k] block
[Kristal/ [ka.ris.tal] question
Ikro.kri/ [ka.rak.ri] crockery
Igla:s/ [ga.la:s] glass
/Brout / [tho.ra:t] throat
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/smal/ [os.ma:1] smell

[sterfon/ [os.te:.fan] station
[spar.si/ [sa.par.si] spicy
Iskval/ [so.ku:l] school

7.1c Onset consonant clusters /tr/, /dr/without an epenthetic vowel in word-initial
position (21/269)

ftrak/ [trok] truck
Itreektor/ [treek.tor] tractor
ftroli/ [tra:.li] trolley
[drarva/ [drar.var] driver
/dop/ [dra:p] drop

Table 7-1 shows the following generalisations in relation to onset phonotactics:

1a) Onset consonant clusters are not allowed (as shown in 7.1 a & b) except the
specific onset cluster /tr/ and /dr/ (as shown in 7.c)

The source language (English) allows onset consonant clusters in word-initial position,
however, the outputs in LB suggest that onset consonant clusters (except /tr, dr/) must
undergo adaptation. This requirement is met via the process of epenthesis. There are two
types of epenthetic vowels used in adaptation patterns of syllable phonotactics in LB; one is
context-dependent and the other is a context-free, default vowel. There are 7 out of 269
tokens in word-initial position in LB where /1/ is inserted as an epenthetic vowel (see 7.1a)
to break up an obstruent or nasal /m, n/ + glide /j/ consonant cluster. Elsewhere, there are
241 out of 269 tokens where a schwa /o is used as a default vowel, as shown in 7.1b.
However, there are 21 out of 269 tokens in the corpus where a complex onset /tr/ and /dr/
has been maintained in word-initial position in LB as shown in 7.1c. In contrast with LB,
recall that all onset clusters including /tr, dr/ undergo adaptation in ML (see section 6.4.1)
with an epenthetic vowel inserted to break up the consonant cluster to conform to the native

(MP) phonology (e.g. [ta.ra:.li] mL ‘trolley”).
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7.2.2 Coda Phonotactics in LB
The following data show the loanword adaptation patterns of coda clusters in word-final

position in LB.

Table 7.2 Coda clusters in word-final position in LB

Input (English) LB gloss
7.2a homorganic coda cluster: nasal+ obstruent
/keemp/ [kaemp] camp
/peint/ [pé:nt] paint
/pavnd/ [pond] pound
/da:ns/ [dans] dance
/bentf/ [bant(] bench
/tfemnds/ [tfends change
/baenk/ [bank] bank
7.2b homorganic coda clusters: obstruent + obstruent
[1o0st/ [rost] roast
/insalt/ [on.salt] insult
[fauld/ [fold] fold

7.2¢ Non-homorganic coda clusters with an epenthetic vowel
/help/ [hee:.lop] help
/miulk/ [mi:.lok] milk
[self/ [see:.lof] self
[solv/ [sa:.lov] solve
[film/ [fi:.lom] film
[soft/ [sa:.fat] soft

[Irft/ [li-fat] lift

7.2d Non-homorganic coda clusters without an epenthetic vowel
/ma:sk/ [mask] mask
[s1.lekt/ [sa.laekt] select
/boks/ [baks] box

[[ift/ [ift] shift
[grft/ [grft] gift
/balb/ [balb] bulb
[stlk/ [s1lk] silk
[galf/ [galf] qulf

The data in Table 7.2 show the following generalisation in connection with coda

phonotactics in LB:
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1b) All types of homorganic coda clusters are allowed but there is variable adaptation

of source word containing non-homorganic coda clusters in word-final position.

The examples in 7.2a (in table 7.2) reflect native (MP) coda phonotactics as we have seen
so far (i.e. homorganic clusters allowed in a certain combination, i.e. nasal + obstruent). In
contrast, the data in 7.2b indicate that LB allow other types of coda clusters in word-final
position. Alongside consonant clusters which hold to the core principle of coda phonotactics
operative in MP, to be homorganic, the difference comes in other types of coda cluster
combination (i.e. obstruent + obstruent as in [rost] s ‘roast’) which is disallowed in MP.

The data in 7.2c appear to show that a consonant cluster with a non-homorganic
combination in coda position is not tolerated in LB. In these cases, an epenthetic vowel /of
is used to resolve an illicit (non-homorganic) coda cluster combination as in [mi:.laK] L&
‘milk’ and thus conform to the native MP phonology. The examples in 7.2c therefore still
show an influence of the native (MP) phonotactics in adaptation patterns of coda
phonotactics in LB. However, we see that in 7.2d, LB retain the non-homorganic coda cluster
from the source word which is an illicit combination in MP as [silk] (g ‘silk’. The adaptation
patterns in 7.2c and 7.2d have essentially the same structure (i.e. same coda cluster types e.g.
/Ik/) but have different surface representations as an output in LB, e.g. [mi:laK] L8
‘milk’~[silk]Ls ‘silk’ or [see:.lof] ‘self” ~[galf] ‘qulf’’.

There are two possible scenarios which might explain this variation in coda
phonotactics. The first is related to the particular properties of individual lexical items, such
as frequency or some phonological property, due to which e.g. [s&:.lof] ‘self”” may be
pronounced in this way by all LB, MP speakers. Alternatively, the variation may be due to a
speaker’s individual linguistic characteristic to retain illicit coda cluster and thus pronounce
e.g. [galf] ‘gulf’. We cannot fully diagnose the source of this variation in the adaptation
patterns within coda phonotactics from this corpus data. For the purposes of the present
study, | am going to treat these adaptation patterns of syllable phonotactics as pockets of
intra-speaker variation (that is, following the second scenario), in order to explore whether
a phonological approach to loanword phonology, specifically couched in OT, can account
for this type of variation.

Note also that | do not have an independent evidence for the syllabification of onset
clusters in word-medial position. For instance, the word ‘actress’ can be syllabified as
[ekt.ros] ~ [ek.tras]. As a native MP speaker my intuition is that the syllabification is
[eek.tras]. This follows from the phonological facts also, since /kt/ as a coda cluster in word-
final position is not permitted, whereas /tr/ is an acceptable onset cluster in LB, therefore, it
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can be retained as an onset cluster in word-medial position. Similarly, the word ‘crockery’
can be syllabified as [ka.rak.ri] ~[ka.ra.kri] but we know that /kr/ is illicit onset cluster in
MP, therefore, /kr/ is banned in word-medial position. I will thus apply the same native MP
rule in the word ‘crockery’ and will syllabify it as [ka.rak.ri].

7.2.3 Stress Assignment in English loanwords by LB

In this section | investigate whether stress patterns in LB conform to the MP stress rules or
retain stress in the position that it holds on the source word (English) and thus violates the

native (MP) phonology.

Table 7.3 stress patterns of English loanwords in LB

Input (English) LB gloss
7.3a Pattern A: There is no conflict between source stress(English) and output
inLB
fri fju:z/ [rof. " ju:z] refuse
/"pab.lik/ ['pab.lok] public
/'kro.kri/ [Ka. rak.ri] crockery
/in'klu:d/ [on.ka. Tu:d] include
/3. pen.diks/ ['paen.dos] appendix
/d1."s1.300/ [da."siz.30N] decision
/'e.trs/ ['lae:.tas] lettuce
/'tro.li/ ['tra:.li] trolley
/'pe.pal ['pe:.par] pepper
7.3b Pattern B: LB ignores the stress patterns of the source input (i.e. English)
/' glu:.kouvz/ [gal. 'ko:Z] glucose
[feem. pu:/ [ feem.po] shampoo
/im. " pres/ ['omp.rees] impress
/'st.lmn.da/ [so.'1&n.dor ] cylinder
7.3c

Pattern C: LB follow the stress pattern of the source language (English)

/1.’ play/ [rop. la1] reply
/'ster.drom/ [0s. te:.drom] stadium
/'&em.bju.lans/ [‘@m.bu:..lens]  ambulance
/'veek.si:n/ ['veek.siin] vaccine
/"hos.pr.tal/ ['hos.pa.ta:l] hospital
I1ks pel/ [oks. peel] expel
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LB show three types of adaptation patterns of stress which are labelled as A, B & C
in Table 7.3 (a-c). The first stress pattern ‘A’ are cases where there is no conflict in the
position of stress assignment in the source input and the output in LB. The stress falls on a
syllable in the source word which already meets the rules of native MP phonology, with
stress on a superheavy final syllable or penult heavy syllable. There are some items in which
the stressed vowel is lengthened (e.g. /'le.tis/ >[l2e:.tos] g ‘lettuce’) in pattern ‘A’ to

conform to the MP phonology.

The other two patterns ‘B’ and ‘C’ are opposite to each other in terms of stress
assignment in the adaptation patterns. In pattern ‘B’ stress falls on the syllable in the output
to conform to the native MP stress rules and thus it (pattern ‘B’) and in so doing does not
match the position of stress in the source form (English) by shifting the stress to another
syllable, i.e. superheavy or penult (e.g. /'glu:.kovz/->[gol. ko:z] L8 ‘glucose’). However, the
last pattern, i.e. pattern ‘C’, shows a violation of native MP stress rules by allowing stress
on a light syllable or on the antepenult syllable to match the position of stress in the source
word, i.e. English (e.g. /' vaek.si:n/—> [ vaek.si:n]g ‘vaccine’).

Stress patterns A & B in LB are like ML. Both patterns (A & B) do not violate the
native MP stress rules. However, the additional stress pattern ‘C’ in LB violates the native
stress rules. Since we know that ML strictly follow the native MP stress rules (see section
6.4.3), therefore, ML do not show any item with stress pattern ‘C’ which violates native MP
phonology. This can be seen in Table 7.4.

Table 7.4 Stress assignment: Pattern ‘C’ LB items with ML equivalents for comparison

SL(English) LB ML gloss
('H)S L(H)S LH(S)

a. 'ster.drom sa.'te:.drom as.ter.'drom stadium
(‘H)S (H)S (H) ()

b. ‘vek.sin 'veek.si:n vok.'si:n vaccine
(HLH HLS HL(S)

c. 'hos.prtal ‘has.pa.ta:l hos.pa. ta:l hospital

The pattern ‘C’ in examples (a-C) in table 7.4 show that LB violate native MP stress
rules by ignoring the MP treatment of syllable weight and stress position. For example, in
the word ['has.pa.ta:1] s “hospital’ stress falls on the antepenult syllable, ignoring the final

superheavy syllable, and thus violates the native MP stress rule. In comparison with LB, ML
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follow the native MP stress rules and stress falls on the final superheavy syllable, i.e.
[has.pa."ta:1] mL. The presence of stress pattern ‘C’ in LB and absence in ML show a difference
between LB and ML. In LB, the presence of stress pattern ‘B’ & ‘C’ in examples [gal. ko:z]
e ‘glucose’~ ['vaek.si:n] g ‘vaccine’ echoes the variation in adaptation patterns of coda
phonotactics (as shown above in 7.2.2) where we have structurally identical patterns which
have two different surface representations as an output, e.g. [se&:.lof] s ‘self’ ~[galf] LB
‘gulf’’. Again, this variation in the treatment of structurally parallel words could be due to a
property of the words, such as their frequency. My intuition as a native speaker suggests that
it is a speaker dependent characteristic however, and — in line with the approach taken to
variation in phonotactics - | am going to treat these cases (stress pattern B~C) as a pocket of

intra-speaker variation.

7.2.4 Interim Summary

Having presented the analysis of the data, | can summarise the findings by stating
first that LB do not allow onset consonant clusters in word-initial position except /tr/, /dr/.
Nevertheless, in coda phonotactics, LB show variation in adaptation patterns by allowing
non-homorganic coda clusters (e.g. [mi:.lok] L& ‘milk’ ~ [silk] 1 ‘silk’). This contrasts with
ML (see chapter 6) who hold to the native (MP) phonotactics throughout the adaptation
patterns by not allowing any onset consonant clusters (including /tr/, /dr/) as in [da.rae:.var]mL
‘driver’, [ta.ra:.li] m ‘trolley’; the same is the case with non-homorganic coda clusters which
are rescued by an insertion of an epenthetic vowel /o/ (e.g. [mi:.Iak] mL ‘milk’ and [si:.Iak] mL
‘silk’). In summary, the presence of onset clusters (i.e. /tr/, /dr/) and non-homorganic coda
clusters in LB and the absence of these adaptation patterns in ML shows difference between
LB and ML. Regarding stress assignment in MP loanwords, the presence of stress patterns A
& B in LB shows that LB conform to the native stress rules. However, the presence of pattern
‘C’ in LB indicate a violation of the native MP stress rules and in this way, LB behave
differently from ML. The presence of stress patterns ‘B’ and ‘C’ simultaneously (e.g.
[gol.'’ko:z]Ls ‘glucose’ ~ ['vak.sin]is ‘vaccine’) is further evidence of variation in
adaptation patterns within LB. Based on all these generalisations shown in the adaptation
patterns in LB, in the next sections, | will show the OT analysis of syllable phonotactics and

stress assignment.

7.3 Syllable Phonotactics in LB: OT analysis
In this section, | will analyse the data within the OT framework. The data are divided into

onset and coda phonotactics. This ultimately leads us to determine how LB adaptation
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patterns in MP loanwords can be modelled. In addition, it shows whether LB use same
grammar as ML or have a different grammar from ML.

7.3.1 Onset Clusters in LB: OT analysis

I will repeat the generalisation related to onset clusters present in word-initial position in
LB (from section 7.2).

2) Onset clusters are not allowed in word-initial position except /tr, dr/.

Input (English) LB gloss
[tro.1i/ [tra:.li] trolley
[drarva/ [drar.vor] driver

The generalisation in (2) shows that LB allow some onset clusters containing /tr/ and/
dr/ in word-initial position. Theconsonants in the onset clusters /tr/ and /dr/ share the same
place of articulation (i.e. alveolar). In terms of OT, this means that COMPLEX [pLAcE-oNs]
continues to rank high in this context. Since these onset clusters are retained in word-initial
position, there is no violation of DEP. However, these onset clusters (i.e. /tr, dr/) violate

another constraint *COMPLEX ONSET. This is shown in tableau 3(in below).

(3) {*COMPLEX pLace-ons}, MAX, IDENT [pLacg], DEP}>>*COMPLEX ONSET

z L
=z
2 I I I _
Q 1 1 1 b
= o 5
: x I 18 >
o 1 e o
= B 1> >
o) 12 1o 15 o)
P 1s 1o 145 £
e I I I
a.~> [tra..li] i i i *
b. [tra:.l] * : : * : *
c. [ra.li] i*W : : L
d. [to.ra:.li] : : § W

In tableau (3), the winning candidate 3a violates *COMPLEX °NSET by allowing
onset cluster /tr/ in word-initial position. The losing candidate 3b violates *COMPLEX

pLace-ons] and IDENT [pLacg) by changing /t/ = [t] due to which the two consonants in the
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onset cluster [tr] do not share the same place features®. Candidate 3b has also a violation of
the constraints *COMPLEX °NSET, The next losing candidate 3c deletes /r/ from onset cluster
/tr/ to obey *COMPLEX ONSET and it violates a high ranked constraint MAX. The losing
candidate 3d satisfies *COMPLEX ONSET by inserting an epenthetic vowel between onset

cluster and thus violates a high ranked constraint DEP.

We also know from the above generalisation in (2) that LB do not allow any other
onset clusters (except /tr, dr/) and this requirement is met via an epenthetic process. In this
way LB conform to the native MP phonology and behave like ML. This translates into the
tableau 4 (below).

(4) *COMPLEX ppLace-ons] MAX, IDENT ppiace>>DEP>>*COMPLEXONSET

7 I
b
i I .
S I 2
< | g <
IKro.kri/ wo | 3 w
= I« 1 = =
O I < I W & @)
 1s 189 g |¥?
a.>[ko.rak.ri] | | *
b. [Krakrd] ST ! L =
c.  [kak] wo w B T *
d. [kakrd] w aw | L *

In tableau (4), the winning candidate 4a violates DEP to avoid a non-homorganic
onset cluster in word-initial position. Candidate 4b is ruled out because it violates
*COMPLEX [pLace-ons) and it also violates *COMPLEXONSET py allowing a non-
homorganic onset cluster. However, from the tableau (3) we already know that
DEP>>*COMPLEX®NSET, The losing candidate 4c obeys DEP but at the cost of high ranked
constraint MAX. Similarly, the losing candidate in 4d satisfies DEP and violates another
high ranked constraint IDENT [pLacej. Now the question arises, how is it that LB have a
different grammar than ML in onset phonotactics? Recall that ML are more restrictive in not
permitting any onset clusters including /tr/, dr/ in word-initial position (see section 6.4.1,

tableau 4). In contrast, LB permit the onset cluster /tr, dr/in word-initial position and so

8 Note that the definition of *COMPLEX [PLACE] adopted here entails assuming that /tr/ is linked to a
single place feature.
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behave differently than ML. In terms of OT, *COMPLEX®NSET and DEP are re-ranked (see
above in tableau 3&4).

Together tableaux 3 & 4 show that in onset phonotactics, LB show a different grammar from
ML by reranking of the constraints COMPLEX®NSET and DEP. This is shown in an example
via Hasse diagram in 5a & 5b respectively.

5a) LB:/tro.li/=>[tra.li] ‘trolley’ 5b) ML :/tro.li /2 [te.ra..li] ‘trolley’
*COMPLEXWT [PLACE] COMPLEXONSET *COMPLEX ppLace-ons) *MAX, IDENT ppace)
DEP
DEP
*COMPLEXONSET

Note that the placement of DEP differs in 5a and 5b in relation to COMPLEXCNSET
whereas* COMPLEX [pLace-ons], continues to rank higher in both ranking orders (i.e.5a&b).
LB and ML differ in relative placement of DEP in relation with *COMPLEX ONSET, This
reranking of the relevant constraints (i.e. DEP, *COMPLEX ON°ET) show that the LB
loanword grammar for onset clusters is different than that of ML.

7.3.2 Coda Clusters in LB: OT analysis

I will repeat the generalisation on coda phonotactic in LB (see also section 7.2.2).

The data will be analysed within OT to show the full constraint ranking in LB.
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6) Homorganic coda clusters are allowed but there is variable adaptation of source word

containing non-homorganic coda clusters in word-final position.

Input LB gloss
6a. /kemp/ [keemp] camp
/leend/ [leend] land
6b.  /milk/ [mi:lak] milk
[self/ [see:.lof] self
[film/ [fi:.lom] film
6c. /mask/ [mask] mask
Istlk/ [stlk] silk
Igalf/ [galf] gulf
/balb/ [balb] bulb

The data in 6a show that LB allow homorganic coda clusters (e.g. [keemp] s ‘camp’) and

shows a constraint ranking in tableau (7).

(7) *COMPLEX [pLace-copal, MAX, IDENT [pLace;>> DEP,*COMPLEX €OPA

I I I
1 1 1

< |

<

S 1 1 1

i | |

O

S I 13
/keemp/ < : : o : 9%

Wy I3 i

e 1 e | g

=

3 13 18 |z 13

X L= 1 a @) X
a. >[kemp] | ! s
b. [kee.mos] H W w L
c. [kaem] : *W : : L
d. [kee. mo] W WL
e. [ke.so] Bew ™ Bw w T
f. [kems] * ! I~ I~

In tableau (7), the winning candidate7a shows that *COMPLEX [pLace-copay is high

ranked constraints than *COMPLEX®°PA, Now turning to the data in 6b, non-homorganic

coda clusters are also not permitted in LB and thus these (non-homorganic) coda clusters are

repaired by inserting an epenthetic vowel /a/ between the coda consonant clusters. In terms
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of OT, it means that DEP ranked below *COMPLEX [pLace-copaj. This is shown in tableau
(8).

8) *COMPLEX [pLace-copal, MAX, IDENT [pLace;>>DEP, *COMPLEX €9PA

I I I
1 1 1
1 1 1
P i
S 1 I I
Imilk / e | |
< 1 [ 13
e |
nEl 1< I3
d 2] s
S Ix 12 |, 123
© 1S 1o |81
a. > [ mi:.1ok] | | o
b.  [milk] ~ 1 : e
c.  [nilo] P T=w L TT

In comparison with ML, LB permit some non-homorganic coda clusters in word-final
position and in these cases thus violate the native MP phonology (as shown above in 6c).
The presence of the two adaptation patterns 6b and 6¢ shows variation within the adaptation
patterns of coda phonotactics in LB for structurally parallel words (e.g. [mi:.lak] g ‘milk’ ~
[silK]ie “silk’). The cases involving violation of native MP coda rules require a different

constraint ranking which is shown in (9).

9) MAX, IDENT pLacg], DEP>>*COMPLEX [pLace-coba *COMPLEX €OPA

] ] I
1 1 1
1 1 — 1
P 2 1
T
I I 318
/silk/ 1T 1 < 15
12 1 N
1 2 1 4 1 1
1= | o 1o
115 1s (313
L
S 10 1% o9
a. >[s1lk] I I = 1
1 1 1
., I I I
b. [si:.1ak] i i *W L i L
c. [sil] *Wi i EL
d.[ivlet] *\W\ :*W :**W L =L
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The tableau (9) shows that the winning candidate 9a violates *COMPLEX [pLAcE-
copa] and *COMPLEX ©©PA to be faithful to the input. Candidate 9b is ruled out because it
violates DEP. The losing candidate 9c obeys the constraint *COMPLEX [pLace copa) and
*COMPLEXCCPA by deleting the final consonant /k/ of the coda cluster and thus violates
MAX. The losing candidate 9d satisfies *COMPLEX pLace copa] and *COMPLEXCCPA put
at the cost of high ranked constraint MAX. Similarly, the losing candidate 9d obeys the low
ranked constraints*COMPLEX [pLace copa] and *COMPLEX ©©PA put it violates all high
ranked faithfulness constraints MAX, IDENT [pLacejand DEP.

Together tableaux 8 & 9 show partial ordering of constraint set DEP and *COMPLEX°PA
in LB which I will repeat here in 10 (a&b).

10) Partial ordering of the constraints (DEP, *COMPLEX®°P4) in LB:

10a) LB1: /mulk / >[mi:.lok]Le ‘milk’ 10b) LB2: /silk/ > stlK]is silk’

*COMPLEX pLace.cooa) MAX  IDENT pprace MAX IDENT ppLace; DEP

DEP, *COMPLEX COPA *COMPLEX [pLace-copa), *COMPLEX €©PA

The partial constraint ranking orders (as shown in tableau 10a &10b) show that in
coda phonotactics, LB has a variable grammar. This variation in the coda phonotactics in LB
could be because some speakers in LB are in an earlier stage of the bilingual language
continuum. They do not (yet) permit non-homorganic coda clusters (e.g. milk / >[mi:.lok].s
‘milk’) and can be labelled as LB1. However, some other speakers in LB who are more
advanced in their exposure to the source language (English) and further along the bilingual
continuum, permit non-homorganic coda clusters. They are labelled as LB2. Now, | will

summarise an overall variation in syllable phonotactics in LB1 and LB2 in Table 12.
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Table 7.5 Full constraint ranking of syllable phonotactics in LB1 and LB2

7.5a) LB1: syllable phonotactics

Input gloss Output Constraint ranking

ftro.li/ trolley [tra:.li]

/kro.kri/ crockery [ke.rak.ri] *QOMPLEX[PLACE.ONs],MAX,| ENT[pLACE]*COMPLEX

/kemp/  camp [keemp] AATFCD
Imilk/ milk [mi:.lok] 8

" DEP,*COMPLEX oA
[s1lk/ silk [si:.1ak]

*COMPLEXONSET
7.5b) LB2: syllable phonotactics
ftrodi/  trolley  [tra.li] *COMPLEX prace-ons, MAX, IDENT prace]
/kro.kri/  crockery [ko.rak.ri]
/kemp/  camp [keemp]
/milk/ milk [milk] DEP

Ikl silk [s11K] /

*COMPLEXONSET*COMPLEX (pLace-copa), *COMPLEX

CODA

The constraint rankings as shown in the Hasse diagrams in (11 a&b) were re-checked
through OTSoft (version 2.5: Hayes, 2017). This method confirmed that the proposed
ranking is correct for the data set for syllable phonotactics in LB (see Appendix VII). In the
next subsection, | investigate for stress patterns whether the constraint ranking conforms to

native MP phonology or displays a different grammar for LB.
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7.4 Stress assignment in MP loanwords in LB: OT analysis
The generalisations for stress assignment in adaptation of MP loanwords in LB are the

following:

11a) Pattern A: There is no conflict between the source and native stress assignment.
Stress falls on the final superheavy syllable or in the absence of a superheavy syllable on

a penult heavy syllable (with vowel lengthening if needed).

Input (English) LB gloss
Iri fju:z/ [rof."ju:z] refuse
/d1."s1.30n/ [da.’si:.30N] decision
/"le.tis/ [lae:.tas] lettuce

11b) Pattern B: LB ignores the stress patterns of the source input (i.e. English) to

conform to the native stress rules

/'glu:. kevz/ [gal.'ko:Z] glucose
[feem. pu:/ [ feem.po] shampoo
/'st.lin.da/ [sa.'len.dor] cylinder

11c) Pattern C: LB follow the stress pattern of the source language (English) and

ignores the native stress rules.

/'ster.drom/ [0s. te:.drom] stadium
/'veek. si:n/ ['veek. si:n] vaccine
/"hos.pr. tal/ ['has.pa. ta:l] hospital

The generalisations in 11a and 11b show that LB follow the native MP stress rules

by permitting stress on a final superheavy or otherwise on penult syllables. However, it is
also noted that LB display the stress pattern ‘C’. In pattern ‘C’, LB violate the native (MP)
stress rules and maintain stress in the output to be faithful to the surface representation of
the source word (English). This pattern (i.e. C) is absent in native MP and consequently in
ML.
In terms of OT analysis, | will analyse the stress patterns A and B in section 7.4.1. In these
patterns (i.e. A &B), there is no conflict in the phonology of LB with the native MP
phonology. After that in another section 7.4.2, 1 will show the constraint ranking in Pattern
‘C’. The presence of pattern B~C shows variation in the stress patterns within LB. Also note
that the pattern ‘C’ is the only stress pattern which is absent in ML and it shows the difference
between ML and LB.
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7.4.1 Stress Pattern A & B in LB: OT analysis

The stress adaptation patterns A & B (shown in 11a & 11b) in LB reflect the same
productions as ML. These stress patterns (i.e. A & B) can be analysed within the native MP
grammar (i.e. constraints) as shown in the tableaux (12-13) below. As mentioned in 11a in
‘Pattern A’, the source position of stress remains the same in the loanwords in LB, though
in the case of a penult light syllable, the vowel is lengthened to conform to the native MP

stress phonology; this is reflected in tableau (12).

12) FtBin, SWP, NonFinc >>AlignR, IDENT [iong-v}, Parse-o

I I I I
1 1 1 = 1
| I I 12
O =
/'le.t1s/ : : Is o : i : o
S g = 5 15 18
T E 5 E 2 < EQ E g
a. >('le:).tos I I * I * I *
b. (‘le.tn)<s> *W W L jL P L
¢. (lz:).(to)<s> W ! ! ~ o
d. () ( to)<s> W w1 L o
e. (Ie).(t1s) W ! Pw o To T

In tableau (12), the observed surface form in the corpus is the candidate (12a). The
losing candidates 12 (¢ & d) demonstrate the violation of high ranking of FtBin (in 12c and
12d) and SWP (in 12d only) over AlignR (in 12d only) IDENTiong; and Parse-o(12c
and12d) in loanwords, as in native MP words; however, the losing candidate (12b)
demonstrates the ranking of FtBin, SWP over Align R, IDENTiong-vj and Parse-c. Lastly, the
losing candidate 12e obeys Align R, IDENTiong-vj and Parse-c but at the cost of FtBin and

NonFinc.

Similarly, the stress patterns which are shown under pattern ‘B’ strictly obey native
(MP) stress grammar by placing stress on superheavy final syllable otherwise on penult and
thus violate the stress position of source word (English). The constraint ranking for Pattern

‘B’ is shown in tableau (13)
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(13) {FtBin, SWP, NonFinc}>>AlignR>> {IDENT [iong-] ,Parse-c}

I I I
1 1 1
I I = 1
1 1 2 1
. 1 1 o 2 1
/'glu: kovz/ I (= x E 19
£ 1o IE 5 |G | 3
| > = < e 1 &
2> gol.(ko)<z> : | 1
b. (goD.(ko)<z> | *W | ! “w L fC
c. (ghkoyz |*w | ! = TL
A (goko)<z> | MW W wo L
1 1 1

The tableau (13) shows that the optimal candidate 13a satisfies all the high ranked
constraints and violates low ranked constraint IDENT [iongv; and Parse-c. The losing
candidate 13b obeys IDENT [iong-vj @and Parse-c but at the cost of high ranked markedness
constraint FtBin and AlignR. The losing candidate 13b shows AlignR>> IDENT f[iong+] ,
Parse-c. Similarly, losing candidates 13c and 13d obey IDENT fiong; (in 13d only) and
Parse- o (in 13c and 13d) but at the cost of high ranked markedness constraints FtBin (in 13c
and 13d) and SWP, Align R in 13d.

Together tableaux 12& 13show that stress patterns ‘A’ & ‘B’ reflect the constraint ranking

of native MP phonology in LB. This can be reflected in a Hasse diagram as in 14.

14) Hasse diagram of stress patterns ‘A’ and ‘B’ in LB

FtBin, SWP, NonFinc

AlignR

IDENT piong-v] Parse-c

The constraint ranking as shown in the Hasse diagram in (14) was re-checked through
OTSoft (version 2.5: Hayes, 2017). This method confirmed that the proposed ranking is
correct for the MP loanword data set of stress patterns (A & B) in LB (see Appendix IX).
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7.4.2 Stress Pattern ‘C’ in LB: OT analysis
Now, recall the Pattern ‘C’ which is observed in the productions of some loanwords
in MP by LB. These examples can be analysed by introducing a loanword phonology specific

constraint, MATCH Stress (Davidson and Noyer, 1997) as shown below:

15a) MATCH Stress: Stress falls on the same vowel in the source word as in the
loanword.
15b) Implementation: Assign one violation mark, if the stress falls on another vowel
in the loanword than it does in the source word.

The example in (16) demonstrates that in pattern ‘C’ MATCH Stress is highly ranked.

(16) Stress Pattern ‘C” in LB only

| | | | |
| | | 1 1
| | | 1 1
| | | 1 1
-
J'vaeksion/ T g P2
veek.si:n C g,
cisie 2| 12
< 2 ;3 = = L] %)
s lglzgtz]lg 1aolgs
a.~>('vak).(si:)<n> : : : * : :
b. (veek).('si:)<n> *\W : : : L : :
c. (vaek).(‘si-)<n> STV2 N B R IR B

In tableau (16) the winning candidate (16a) satisfies all high ranked constraints (i.e.
MATCH, FtBin, SWP, NonFincy and thus violates the low ranked constraints Align R.
However, the losing candidate 16b satisfies a low ranked constraint Align R but at the
expense of ignoring the source stress. This is a violation of the high ranked markedness
constraint MATCH.

Recall that LB show variation within the MP loanword data where structurally
parallel cases produce different outputs: [gol.'ke:z]ie ‘glucose’~[ vak.si:n] g ‘vaccine’.
Therefore, it is not possible to derive stress patterns ‘B’ + ‘C’ within the same grammar.
Pattern ‘C’ requires a grammar in which MATCH outranks AlignR (as shown in 16a) to
keep the source form intact, but pattern ‘B’ requires a grammar in which AlignR outranks
MATCH to conform to the native MP phonology. | will use the same constraint ranking as
shown in Hasse diagram (14) but I will add the MATCH constraint to show the variation

between pattern B and C (as shown in 17a below).
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(17) Stress Pattern ‘B’ (including MATCH Stress)

I I I
1 1 1
/'vek.sin/ E E T E
I 12 e |E1e |5
g Iz !ls |2 |y tg |<
T ' 1=z | |12 '8 |5
a.> (vaek).('si)<n> | | | *
b.( veek).(si:)<n> | | *W :
c.(vaek).('si;)<n> : ! W : L

In tableau (17) the optimal candidate 18a violates MATCH constraints. Note that in
contrast to pattern ‘C* where MATCH is high ranked (see tableau 17), MATCH is low in
ranking in pattern ‘B’. The losing candidate 17b obeys low ranked constraint MATCH by
shifting stress to conform to the source form. This violates Align R in this case. Likewise,
the losing candidate 17c obey MATCH, but at the cost of high ranked constraint Align R. In
the tableaux (16& 17) Align R changes place with respect to MATCH constraint.

In summary, it is possible to explain the adaptation patterns (i.e. A & B) of stress in
MP loanwords in LB through the native MP grammar and constraint ranking, FtBin, SWP,
NonFinC >>AlignR>> IDENTiong-v}, Parse-c. However, the difference between ML and LB
can be seen via tableaux (16 &17) in which there is re-ranking of constraints (i.e. MATCH
and Align R) for some words. In tableau 16 for pattern ‘C’, MATCH is higher in ranking
than Align R and we get MATCH>>Align R. However, in tableau 17 for Pattern ‘B’, Align
R is higher in ranking than MATCH. Therefore, the constraints rank as Align R>> MATCH,
which conforms to the native MP phonology. Overall, there is variation in the stress patterns
(e.g. Pattern B~ Pattern C). | will split LB into LB1 and LB2 which show pattern B and
pattern C respectively (as shown in 18) and are checked in OTSoft (see Appendix IX).
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18) Variation in stress patterns

LB1=Pattern A& B LB2=Pattern C
FtBin SWP NonFinc FtBin SWP NonFinc MATCH
AlignR

AlignR IDENT [iong-v] Parse-o

IDENT fiong] Parse-c MATCH

7.5 Chapter Summary
This chapter shows the adaptation patterns of established MP loanwords observed in

the LB portion of the corpus. The data analysis at prosodic level (syllable phonotactics and
stress) shows that LB have a different grammar in loanwords than native MP, and thus also
different to the grammar of ML. For instance, in the adaptation patterns of syllable
phonotactics in LB show an influence of foreign input, i.e. English. For example, in onset
phonotactics, LB allow onset cluster /tr, dr/. In term of OTs, in MP *COMPLEX [pLAcE-oNs]
is a high ranked constraint. Since LB allow place-sharing onset clusters in word-initial
position, therefore, COMPLEX ™ is demoted in the LB grammar and DEP promoted above
*COMPLEX®NSET which is shown below in 19:

19) Constraint reranking for onset /tr, dr/ to show the difference between LB and ML

{*COMPLEX[pLACE-ONS], % ONSEF  1>>{DEP,...} >>*COMPLEXONSET

The presence vs prohibition of non-homorganic coda clusters in word-final position
(i.e. [sa:.1of]e ~ [golf]Le ‘gulf’) shows variation within the adaptation patterns in LB and
divides LB into LB1 and LB2. In terms of OT, this suggest that LB have two partial ranking

orders as mentioned earlier (see Table 7.5) and | will repeat them here in (20 a & b)
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20a) LB1: /milk / = [mi:.lok].g ‘milk’: *COMPLEX [pLace-copa>>DEP ,*COMPLEXCOPA

20b) LB2: /silk/ > [ silk]is ‘silk’: DEP>>*COMPLEX (pLace-copa), *COMPLEX COPA

This partial ordering of the relevant constraints only {*COMPLEX “°PA DEP} (in 20 a &
b) can be used to model the fact that LB display a variable grammar in the adaptation patterns

of syllable phonotactics in MP loanwords.

Likewise, in LB the stress patterns A and B show the same constraint ranking as ML
and this constraint ranking also conforms to the native MP phonology (i.e. stress the super
heavy syllables, otherwise stress falls on the penult heavy syllable). Thus, there is no conflict
in stress assignment between SL (English) and TL (MP) in the patterns A and B, in ML and
LB. However, variation occurs due to the presence of pattern ‘C’ in the stress assignment in
LB which results from a conflict between the position of stress placement in SL (English)
and the requirements of MP native phonology. In terms of OT, a new constraint MATCH
Stress is needed to account for the adaptation pattern ‘C’ in MP loanwords produced by LB.
In other words, pattern ‘C’ cannot be modelled within the native MP grammar (i.e. FtBin,
SWP, NonFinc>>AlignR>> IDENT [iong-v], Parse-c). Pattern ‘C’ needs a new constraint
MATCH. This new constraint shows that LB display some influence of the source language
(English) in adaptation patterns (for some words) and thus MATCH>>AIignR in Pattern C
cases. Consequently, LB violate the native MP stress rules (i.e. AlignR >>MATCH) for some
words and show a different grammar than ML in the adaptation of stress patterns in

loanwords in some cases.

In chapter 8, we investigate data from an early bilingual speaker to see whether this speaker
uses the same (native) phonology or needs a different grammar to account for native MP

words and loanword adaptation patterns at prosodic level.
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8 Loanword Adaptations in MP: A Case Study of Early-
Bilingual speaker

8.1 Introduction

This chapter investigates the loanword adaptation patterns of syllable phonotactics
and stress assignment for an early-bilingual MP-English speaker (EB hereafter). The EB
speaker who is presented here as a case study is a speaker who is born and raised in the UK.
Therefore, her exposure and level of L2 (English) proficiency is far higher than any another
MP speaker category of LB. I show here that variation in the adaptation patterns between LB

and EB is due to re-ranking of constraints.

This chapter is organised as follows: section 8.2 presents the patterns of syllable
phonotactics and stress assignment of native MP phonology spoken by EB. Since EB was
born and raised in the UK, this work is needed as a preliminary, to confirm whether the
grammar of as MP spoken in the UK is the same as that of MP spoken in Pakistan. Therefore,
section (8.2) addresses this issue. The next section 8.3 presents the generalisations for
adaptation patterns of syllable phonotactics and stress assignment in loanwords produced by
EB. Section 8.4 provides an OT analysis of the adaptation patterns of syllable phonotactics
and stress assignment in EB. Lastly, section 8.5 shows an overview of the adaptation patterns
(at prosodic level) in EB and then an overview of the variation in adaptation patterns present
at prosodic level in the full range of MP speaker groups investigated in the current research,
i.e. ML, LB and EB.

8.2 Data Analysis: Does EB (PF-04) speak MP?

In Bradford, young people of Pakistani origin speak a range of different Pakistani regional
languages (or dialects) at the same time as English. Therefore, it is important to check
whether EB definitely speaks MP, and whether her MP grammar is similar or different to
that of MP as spoken in Pakistan. In the following section, I will investigate the syllable
phonotactics and stress patterns of native (MP) words produced by EB to understand whether
EB conforms to MP or not. This will also help to understand the phonology of loanword
adaptation patterns in EB.
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8.2.1 Syllable Phonotactics in MP as spoken by EB

In terms of syllable phonotactics, EB conforms to the native MP phonology by allowing only
homorganic coda clusters in word-final position, and no word-initial onset clusters, as shown
in the table (8.1).

Table 8.1 Syllable phonotactics of MP words produced by EB

EB gloss

8.1a absence of consonant clusters in word-initial position
[pa. ran.tha] fried bread

[ba.'ra:t] wedding reception

[ka. le:.d3i] liver

[go.'1a:b] rose

[s9.'ra:.ns] pillow

[25.'1a:.ba] socks(plural)

8.1b only homorganic coda clusters are allowed in word -final position

['pand] bundle
['p3nd3] five
['13ng] colour

Recall from chapter 5 that in MP phonology as spoken in Pakistan onset consonant
clusters are not allowed in word-initial position. Also, only coda consonant clusters which
share the same place of articulation (i.e. homorganic) with certain combination (i.e. nasal +
obstruent) are allowed. In Table 8.1, EB reflects the native MP phonology by not allowing
onset consonant cluster in word-initial position (as shown in 8.1a).She only allows
homorganic coda clusters in word-final position (as shown in 8.1b). This indicate that in her
MP EB conforms to the same grammar of syllable phonotactics as MP spoken in Pakistan.

The next section shows stress assignment in MP as spoken by EB.

8.2.2 Stress assignment in MP: Data analysis of EB

We know from the previous discussion (see chapter5) that in MP, stress is sensitive
to syllable weight, i.e. superheavy or heavy syllables, and is restricted to final two syllables
of the word, thus blocking stress placement farther to the left in the word. EB also shows the

same set of possible native (MP) stress patterns, as transcribed below.
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Table 8.2 Stress assignment in EB

8.2a stress the super-heavy final syllable.

EB gloss

[bs.'ra:;o] wedding reception
[dor. ba:r] shrine

[ka. ' mi:Z] shirt

[ga.1a:b] rose

[so. buin] soap

8.2b in the absence of (8.2a), stress falls on the penult heavy syllable otherwise

['tos.bi] rosary
['an.da] eqg
[pa. ran.tha] fried bread

8.2c vowels in open penult syllables are long

['so: ti] stick
[s9.'ra:.na] pillow
['tfa:.val] rice

In table 8.2, EB assigns stress on a final superheavy syllable (e.g. [dor. ba:r]es
‘shrine’) or penult heavy syllable (e.g. ['tes.bi]es ‘rosary’). She does not assign stress on any
light syllable. She displays only long vowels in open penult syllables and does not place
stress in antepenult position (e.g. [Se. ra:.na]es ‘pillow’). Together 8.2a - 8.2¢ show that EB
conforms to the same grammar for stress patterns as that seen in native MP phonology as

spoken in Pakistan.

8.2.3 Interim Summary: MP lexical words in EB

Table 8.3 Summary: syllable phonotactics and stress patterns in MP produced by EB
MP lexical Words EB MP phonology
(Y MP/ xMP)

8.3a Syllable Phonotactics

Onset clusters

word- initial position not permitted v

Coda clusters

word-final position only homorganic clusters permitted v

8.3b Stress Assignment
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final super-heavy syllable always stressed if present v

<

penult heavy syllable stressed if no final super-heavy

penult light syllable never bear stress v

In table 8.3a, it is shown that EB follows the syllable phonotactics of native MP as
spoken in Pakistan by not allowing onset consonant clusters in word-initial position. She
only allows coda consonant clusters which share the same place of articulation. Similarly,
8.3b shows that EB assigns stress only on a superheavy final syllable. However, in the
absence of superheavy final syllable, stress falls on next heavy syllable from the right end,
i.e. penult heavy syllable to conform to the native MP phonology. The table 8.3 confirms
that EB speaks MP with the same grammar as that for MP speakers in Pakistan, with respect

to syllable phonotactics and stress assignment.

8.3 Loanword Adaptation patterns in EB

The following sections (8.3.1 & 8.3.2) will investigate loanword adaptation patterns
and present the generalisations for syllable phonotactics and stress patterns produced by EB.
Since we know that EB is born and raised in the UK, she has access to the native input forms
of the source language (i.e. British English) for loanwords. The loanword adaptation patterns
will show whether she conforms to native (MP) phonology or shows influence of the source
language. The analysis of adaptation patterns will also indicate that to what extent EB
behaves similarly or differently to ML and LB in loanword adaptation patterns, who only

have access to non-native source input forms (i.e. Pakistani English).

8.3.1 Adaptation patterns of syllable phonotactics in EB

I will investigate whether some or all of the adaptation patterns of syllable
phonotactics undergo phonotactic adjustments to conform to the native MP phonology for
EB. This section sets up the EB generalisations related to syllable phonotactics of MP

loanwords which will be analysed in OT in the section 8.4.1.
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8.3.1.1 Onset phonotactics in MP loanwords produced by EB

Table 8.4 Onset consonant clusters in MP loanwords produced by EB

Input EB gloss
8.4a Onset consonant clusters are epenthesised in word-initial position (8/18)
Iplert/ [pho. lert] plate
/'prin.to/ [pa. rin.tor] printer
/'blen.da/ [ba. leen.dar] blender
/'brerslat/ [ba. res.10?] bracelet
/"bro.ka.li/ [ba. rok.li] broccoli
/'krrkit/ [ 'kir.kat] cricket
/kri:m/ [Ka. ri:m] cream
Islip/ [sa.'lip] slip

8.4b Onset consonant clusters are maintained in word initial position (10/18)
/bli:tfl ['bli:tf] bleach
/'tro.li/ ['tro.1i] trolley
/'drar.va/ ['drar.vo] driver
/'kju:.kam.bo/ [ 'kju:.kam.boar] cucumber
Igla:s/ [‘gla:s] glass
/'sku:.ta/ ['sku:.tar] scooter
/spu:n/ ['spun] spoon
Ispret/ ['sprei] spray
/'ster.droam/ ['ste:.drom] stadium
[flask/ ['flask] flask

Table 8.4a shows that there are 8 out of 18 tokens where onset cluster is not
maintained by EB. This requirement is enforced by the process of epenthesis and the vowel
/al is inserted between the two consonants as in [ba. rok.liJes ‘broccoli’. One explanation for
not maintaining the source onset cluster would be that onset consonant clusters are not
allowed in the native language (MP) of the speaker. However, the examples in 8.4b
contradict this. There are 10 out of 18 tokens where onset consonant clusters in word-initial

position are allowed, as in ['gla:s]es ‘glass’.

8.3.1.2 Coda phonotactics in MP loanwords produced by EB

The dataset (in table 8.5) show the generalisations for coda phonotactics in EB.
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Table 8.5 Coda clusters in word-final position produced by EB

Input EB gloss

8.5a homorganic coda clusters are maintained in word-final position
/sink/ [sigk] sink

/hand/ [hand] hand
/in"gerdz.mont/ [on. gedz.mint] engagement
/'stju:.dont ['stu:.dont™] student
/"e.In.font/ ['a.li.fant] elephant
/'te.ra.rst/ ['tee.ra.rist] terrorist

8.5b non-homorganic coda clusters are also maintained in word-final position

Itfiks/ [tfiks] cheeks
/mask/ [mask] mask
/boks/ [boks] box
Igift/ [grft] gift

The pattern in 8.5a shows that EB allows coda clusters which share the same place
of articulation (i.e. homorganic). Recall that in native MP phonology only homorganic coda
consonant clusters with certain combination (i.e. nasal +obstruent) are allowed in word- final
position. EB does not permit only certain combinations of coda cluster, however. For
example, in [ 'tae.ra.rist] es ‘terrorist’ coda cluster /st/ share the same place of articulation,
i.e. alveolar, bBut, both consonants are obstruent which violate the native coda combination
rule (i.e. nasal+ obstruent). Indeed, 8.5b shows that EB also allows non-homorganic coda
clusters and thus violates native MP phonology in loanwords more generally. The next
section investigates whether MP syllable structure restrictions govern the placement of stress
in loanwords produced by EB.

8.3.2 Stress Assignment in loanword adaptation patterns in EB
In this section, I will set out the generalisations of stress assignment in adaptation

patterns which will be analysed within the OT framework in section 8.4.2.

8.3.2.1 Data analysis of stress assignment in EB

There is a set of 40 English loanwords in which stress placement is analysed. The
stress patterns are labelled in the same way as for ML and LB, i.e. using patterns A, B, and
C. The stress pattern ‘A’ denotes that there is no conflict in the stress assignment between
the native MP phonology and source language (English). The stress in the source form falls
in a position that happens to already meet the native MP (i.e. stress on the superheavy

syllable or in the absence of a superheavy syllable the penult is stressed). Pattern ‘B’ also
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meets the native MP stress rules by ignoring the position of stress in the source form of the

word (English). Lastly, Pattern ‘C’ shows that stress falls on the same syllable which is

stressed in the input form (English), but it breaks the native MP stress rules.

Table 8.6 Stress assignment in MPL produced by EB

Input EB gloss
8.6a  Pattern ‘A’ (25/40): stress in SL (English) already follows MP phonology
/ba'Tu:n/ [ba.' Tun] balloon
/"ba:.skit/ ['bas.ki] basket
/'par.lat/ ['parls] pilot
[d31. ra:f/ [d3a. ra:f] giraffe
/'dok.ta/ ['dak.tor] doctor
/'drar.va/ ['drar.vo] driver
/' sku:.to/ ['sku:.tor] scooter
/'lar.bri/ ['la1.bri] library
/"bro.ka.li/ [ba. rok.1i] broccoli
/"blen.do/ [ba.'len.do] blender
/"krr.kit/ ['kir.kat] cricket
8.6b  Pattern ‘C’ (14/40): SL stress wins by ignoring native (MP) stress rules
/"ber.bi ['be.bi] baby
/'le. tis/ [ee.tas] lettuce
/'te.ra.rist/ ['tee.ra.rist] terrorist
/"eem.bja.lons/ ['am.bu.lans] ambulance
/'st.lin.da/ ['sa.lin.dor] cylinder
/"hos.pr.tal/ ['hos.pa.ta:l] hospital
/'ster.drom/ ['ste: diom] stadium

The examples in 8.6a (above) show that there are 25 out of 40 tokens where stress is

realised as Pattern ‘A’. Here EB satisfies both native MP phonology and also the position of

stress in the source form (English). For example, in the SL (English), stress is assigned

already either on the superheavy final syllable as in [ba.'lu:n]es ‘balloon’ or on the penult

heavy syllable as in ['bas.ki] es ‘basket’. However, in some cases EB does some structural

adjustments in a syllable to conform to the native phonotactics. For instance, an epenthetic

vowel breaks up the potential onset cluster in [ba.'rok.li] eg ‘broccoli’ in word-initial

position, and the /k/ is syllabified in the coda position of preceding syllable, which serves

two purposes: this makes the penult syllable heavy, so it can bear stress, and it avoids
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creation of an onset consonant cluster, to meet the native syllable phonotactics. As a result,
EB assigns stress to the same syllable as in the input (English) but no violation of native MP

phonology occurs either.

There was one token in the data where EB realises a word according to pattern ‘B’,
i.e. [ fam.p"u:] ‘shampoo’. In this one token EB ignores the stress pattern of the source form

and instead conforms to the native MP phonology.

Figure 8.1 Spectrogram and pitch trace of the one EB token of pattern ‘B’
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The token ['fam.p"u:] ‘shampoo’ can be seen in Figure 8.1 which shows the pitch

trace and spectrogram. Finding phonological variation in only one token can be considered
as potentially due to frequent usage of this particular word in native MP used by EB. At the
same time, having only one example in the whole data set suggests Pattern B should not be

generalised as a stress pattern that EB uses (i.e. it is not a productive pattern).

On the other hand, there are 14 out of 40 tokens where EB realises stress Pattern ‘C’,
ignoring the native MP phonology with respect to syllable weight and position. For instance,
in the token [ 'tee.ra.rist] eg ‘terrorist’ stress falls on the light antepenult syllable to conform

to the stress assignment of English source form and thus violates the native MP stress rule.

8.3.3 Interim Summary: Syllable Phonotactics in EB

An overview of syllable phonotactics shows that EB varies from LB by allowing
more types of onset clusters and all types of non-homorganic coda clusters at syllable
margins (i.e. word-initial and final position). In this sense EB behaves in a more English-

like manner than LB. It also differs from ML who strictly conforms to the native MP
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phonology by not allowing any type of onset clusters and illicit coda clusters in word-initial
and final position respectively. In the stress assignment, we know from the previous
discussions (see chapter 6 & 7) that ML conforms to the native MP phonology by allowing
the stress patterns ‘A+B’. In contrast, LB allows an additional stress pattern ‘C’ which
violates the native stress rules, and thus LB have ‘A+B+C’. Contrary to both ML and LB, EB
has only the stress patterns ‘4+C’ which means that EB is faithful at all times to the source
form and thus violates the native (MP) stress rules, when necessary. This is further evidence

that EB behaves in a more English-like manner than LB.

8.4 Syllable Phonotactics in EB: OT analysis

In the following section, | will analyse the generalisations of syllable phonotactics
within OT framework. The OT analysis will model the grammar of EB and will show
whether EB needs a native MP phonology or another grammar to account for the loanword

adaptation patterns.

8.4.1 OT analysis of EB Onset phonotactics

Based on the generalisations from the data set (as shown in table 8.4) EB shows
variation in the adaptation patterns of onset phonotactics. There are some tokens where EB
breaks up onset clusters by inserting an epenthetic vowel into the cluster to conform to the
native (MP) grammar. This can be seen in tableau 1 (below).
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1) {*COMPLEX pLace-ons], *COMPLEX ONSET MAX, IDENT pLace}>> DEP

T
12 [ [
A
m '::) 1 I
_ 2 T I
/'bro.ko.lil 5 & ! 1
n TR 15
d
2 2o i |s
e 1P 1= 19 A
a.>[bo. rok.i] I I I x
b. ['brokoli] woobwo | I L
c. [ro.koli] Woopw o bw L
d. ['bro. to.li] woopw bw bw L

EB permits homorganic onset clusters /tr, dr/ in word-initial position and thus behaves like

LB which is shown in tableau 2.

2) {MAX, IDENT [pLacg], DEP}>>*COMPLEX ONSET *COMPLEX [pLacE-ONS]

1 1 1
I I I
. ' 2
I I . I3
/oliztfl : : o) : <
1 - I N 1>
1 ¢ I Xy
I3 I _ -
e I T 1z
x 1=z | = 1=
< 1w & @) 1 O
= 12 o | 19
a.~> [bli:tf] | | 0
b.  [ba.li:tf] : A R
c. [pi:tf] Wopwo | L L
] ] ]

Tableau 2 shows that EB allows homorganic onset cluster (i.e. /tr/), therefore, there

is no insertion of an epenthetic vowel takes place to break the onset cluster.
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There is a partial ordering of the relevant constraints (i.e.*COMPLEX®NSET DEP)
and we get DEP as a high ranked constraint and *COMPLEX®"* is demoted as a low ranked
constraint (i.e. DEP>>*COMPLEXONSET),

Together tableau 1 & 2 show the partial ordering of the mutually unranked constraint set,

i.e. {*COMPLEX°NSET DEP} and we get two partially ranked constraint orders which I will
repeat here again in 3a&b:

3) EB=: Onset phonotactics
a) /'bro.ka.li/~>[ba. rok.li]ee:

{*COMPLEX ONSET *COMPLEX [pLace-ons], MAX, IDENT ppLace }>>
DEP

b) //bli:tfl>[bli:t[]es :
{MAX, IDENT [pLacg], DEP}>>*COMPLEX ONSET *COMPLEX [pLACE-
ONS]
The constraint rankings in 3 (a & b) show that EB behaves for onsets like LB does for codas,
in displaying a variable grammar which varies between native MP phonology and the source

language (English) which is shown in the Hasse diagrams in 4a and 4b respectively:

4) Onset Phonotactics in EB

4a) onset phonotactics in EB 4b) onset phonotactics in EB

IDENT pLacey DEP *COMPLEX ppLace-ons) MAX, IDENT [pLACE]

NN/

*COMPLEX pLace-ons) *COMPLEXONSET

*COMPLEXONSET

8.4.2 Coda phonotactics in EB: OT analysis
Contrary to LB, EB does not show any variation in coda phonotactics but allows all
types of coda clusters including non-homorganic coda clusters. She violates the native MP

phonology by maintaining non-homorganic clusters in word-final position (as shown in table

135



8.5b). In comparison with LB and ML, she has a different grammar which is shown in tableau
S:
(5) Coda phonotactics in EB:

{MAX, IDENT [pLacg]), DEP}>> {*COMPLEX [pLace-copa), *COMPLEX “°PA}

[s1lk/

IDE NTpLACE]
*P*COMPLEX [pLACE-CODA]

MAX

DEP

a. 2>[silk]

b.  [si.lok]
[s11] *W
[i.1at] *W

*W

o

| |

Tl F[ T *lkcompLexcooa |

o

The winning candidate 5a shows that in EB there is a re-ranking of constraints; the
faithfulness constraints are promoted to be higher ranked than the markedness constraints.
This shift in constraint ranking between markedness and faithfulness suggest that EB
conforms to the phonotactics of the source form and thus violates the native MP phonology.

Now, in tableau 6, I will show the full constraint ranking of syllable phonotactics in EB.
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6) Overall ranking argument of syllable phonotactics in EB:

{MAX, |DENT [PLACE], DEP}>> {*COMPLEX [PLACE—ONS], *COMPLEXONSET, *COMPLEX
[PLACE-CODA], *COMPLEX CODA}

I I I I I
i i i i i
[ [ [ 1
. L 1E
AR
AR A
g 21 1w IS
Mlask/ PS o1 [E oY Y gy
e s 1@ 1ao1a
x 1= 1 S 1= 1= 1=
<18 1@ |33 13 18
> 2 40 O 1% 1 %X 1%
a.>[ flask] | | = 11
! ! ! ! !
| I 1 I I
b. [fa.lask] i WL Ly i
! ! ! ! !
c. [fo.la:.soK] : WL gL gL gL
! ! ! ! !
d. [fo.la:s] W | WL gL gL gL
! ! i i i
e. [fo.la:z] wi*w J*w L |t |r |t
i i

The tableau (6) shows that the winning candidate 6a obeys all high ranked constraints
MAX, DEP and IDENT [pLacg) but at the cost of allowing non-homorganic consonant
clusters at the syllable margins. This is a violation of *COMPLEX [pLACE-ONS],
*COMPLEXONSET - *COMPLEX [pLace-copa) and *COMPLEXCOPA constraints. This
tableau (6) shows the overall ranking for syllable phonotactics in EB where faithfulness
constraints are promoted as high ranked constraints and markedness constraints are demoted
as low ranked constraints. The demotion of markedness constraints shows an influence of

source language in EB which I will show in a Hasse diagram as in (7) below:
7) Hasse diagram Constraint ranking of syllable phonotactics in EB

MAX IDENT [PLACE] DEP

*COMPLEX [PLACE—ONS] *COMPLEXONSET *COMPLEX [PLACE—CODA] *COMPLEX cobA
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Now recall the adaptation patterns of syllable phonotactics in LB where there is a partial
ordering of constraints which | will repeat here in (8).

8) Constraint ranking of syllable phonotactics in LB
*COMPLEX [pLace-ons, MAX, IDENT prace>>DEP>>*COMPLEXCNSET *COMPLEX
[PLACE-CODA], *COMPLEXCOPA

By comparing (7) with (8), in EB, the adaptation patterns of syllable phonotactics are
more faithful to the source language which is shown by an extensive reranking of the
constraints. Thus, EB display a different grammar in loanwords which shows more an
English-like pronunciation than LB. The proposed ranking for syllable phonotactics in EB
(as shown in tableau 6) was verified through OTSoft (version2.5: Hayes, 2017) and this
method confirms the proposed ranking of syllable phonotactics for MP loanwords in EB (see
Appendix VII). Now in the following subsection, | will investigate the adaptation patterns
of stress assignment based on the generalisations drawn above (see section 8.3.2.1). The OT
analysis will show whether the adaptation patterns can be explained using the native MP

grammar or whether they also need a different grammar in EB.

8.4.3 Stress Assignment in EB: OT analysis

As we know from section (8.3.2.1) EB violates the native stress rules by allowing
stress pattern ‘C’. EB varies from ML and LB in a sense that it does not display stress pattern
‘B’ (except for one token which we set aside). Note that pattern ‘B’ stands for the stress rules
which obey the native (MP) stress rules. We know that in MP, stress is sensitive to syllable
weight, i.e. stress the superheavy or heavy syllables and it is restricted to the final two
syllables of the word thus blocking stress placement farther to the left in the word. The
presence of Pattern C violates the native MP stress rules. In terms of OT, it shows that in EB
a loanword specific constraint, MATCH Stress, is a high ranked constraint which is shown

in tableau 9.
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9) {MATCH, FtBin, NonFinc, IDENT fiong} >> {SWP, Align R, Parse-6}

L0 I I

I 113 I I

/"hos.pr.tal/ : : : 5 : :
T 12 1 & le 1o
< !'m 1< 1 L 12> I &
SIE 12103 1% g
a. 2 ('has).pa. ta:l i i i i * i e
b. hos.pa.('ta:)<I> *W | H § W i L i
¢.(hos).(po)-( ) A e T T T TL

In tableau (9), the optimal candidate 9a satisfies all high ranked constraints, i.e.
MATCH, FtBin, NonFinc, IDENT fiong-vj and violates low ranked constraints, i.e. Align R
and Parse-6. However, the losing candidates 9b and 9c obey low ranked constraints Align R
(in 9b and 9c) and Parse-6 (in 9c only) but at the cost of high ranked constraint MATCH (in
9b,9c¢), FtBin (in 9c only) and IDENT iong+j (in 9b and 9c). Similarly, we know that EB
violates the native MP stress rule by ignoring the SWP constraint, therefore we need another

tableau (10) to show the full constraint ranking.

10) {MATCH, FtBin, NonFinc, IDENT piongv1} >> {SWP, Align R, Parse-6}

I I I I I
A
/'le.t1s/ S
S 1. 1& 1t e § o
Eoor s s g e 1518
< 12 18 14 2 1= 15
a. 2>('le.tr)<s> i i i * i i
1 1 1 1 1
b. (le).('tis) W W W] L H
1 1 1 1 1
C. ('l&).(to)<s> : *W : : *W oL : * :
1 1 1 1 1
d. (le:).tos H H R
1 1 1 1 1

The winning candidate 10a shows that MATCH, FtBin, NonFinc and IDENT [iong-v]
are high ranked constraints over SWP. The losing candidate 10b obeys SWP but at the
expense of high ranked constraints MATCH, FtBin and NonFinc. Similarly, the losing
candidates 10c and 10d obey SWP but violate high ranked constraints FtBin (in 10c only)
and IDENT [iong-vj (in 10c and 10d).
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The overall picture of stress adaption of English loanwords in MP is shown in a Hasse

diagram as in 11:

11) Hasse diagram of stress system in EB

MATCH FtBin NonFinc IDENT {iong-v]

SWP Align R Parse-6

As we know that EB realises only two stress patterns, i.e. A, C. It means that EB
displays a different grammar to be faithful to the source (English) than LB and ML. The
proposed ranking for stress assignment in EB (as shown in Hasse diagram 11) was verified
through OTSoft (version2.5: Hayes, 2017) which confirms the proposed ranking of stress
system for MP loanwords in EB (see Appendix IX).

8.5 Chapter Summary: Loanword adaptation patterns in EB
The following table 8.7 shows the loanword adaptation patterns of syllable phonotactics and

stress patterns and present the comparison among ML, LB, and EB.

Table 8.7 Syllable phonotactics and stress assignment in MP loanwords produced by EB

Adaptation ML LB EB
patterns

Onset phonotactics MP MP (except /tr,dr/) MP~SL
Coda phonotactics MP MP~SL SL
Stress patterns A+B A+B+ C A+C

Table 8.7 shows that there are differences in the adaptation patterns of syllable
phonotactics and stress assignment among ML, LB, and EB. The first column in Table (8.7)
shows that ML strictly follow the native MP phonology in the adaptation patterns of syllable
phonotactics and stress patterns in MP loanwords. Next appears the LB who have greater
exposure to the source language (English) than ML. LB also do not allow onset clusters
except /tr,dr/. However, they (LB) show variation in the adaptation patterns of coda
phonotactics by permitting some non-homorganic coda clusters but not others. In the same

vein, they (LB) permit an illicit stress pattern ‘C” in some loanwords, but not others, and thus
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display a different grammar from ML. Since LB do not always violate the native MP
phonology, they therefore show a variable grammar which is modelled via partial ordering
of constraints.

Lastly, EB behaves differently than LB. In syllable phonotactics, EB allows more
types of onset clusters in word-initial position. Similarly, all non-homorganic coda clusters
are permitted in word-final position. In onset phonotactics, unlike LB (which allows
homorganic onset clusters, i.e. /tr, dr/ only), there is an inconsistency in adaptation patterns
in onset clusters by EB. For example, [pha. leit] ez ‘plate’ ~ ['bli:tf] es ‘bleach’ contain the
same syllable shape (i.e. CCVVC) in the source word but the onset cluster is broken up in
the first instance (i.e. [pha. 'lert] es) whereas it is maintained in the latter (['bli:tf]es ). In terms
of OT, there is a reranking of constraints in syllable phonotactics which shows EB has a
different overall grammar than LB, and also displays a variable grammar for onsets which is
again modelled via partial ordering of constraints.

In the next chapter, I will summarize the main findings of all the chapters and discuss
what we learn from the overall patterns of adaptation patterns across different speaker groups

and reflect on the modelling of this variation in OT with some theoretical discussion.
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9 Discussion

9.1 Introduction

This chapter summarizes the main findings of the thesis. The aim of this thesis is to
account for the phonological adaptation of English loanwords in Mirpur Pahari to better
understand Mirpur Pahari phonology and contribute to phonological theory. The
phonological variations in the adaptation patterns of MP loanwords at prosodic level are
modelled within OT. The central tenet of the thesis is that phonological variation at
intraspeaker level can be modelled within the phonologically informed production model
using the OT framework. In this chapter we revisit the role of orthographic influence in the
loanword adaptation patterns is as a potential factor to explain restrictions on the range of
observed grammars in comparison to the full set of possible grammars predicted in a factorial
analysis of MP loanword adaption patterns for syllable phonotactics and stress assignment.

This chapter is organised as follows. Section 9.2 presents a summary of the main
findings of the study, and section 9.3 reports the results of a factorial typology analysis of
the OT constraints used in the current work to capture the scope of variation observed in MP
loanwords. The orthographic influence in loanword phonology is mentioned as a potential
limiting factor in the adaptation patterns. Section 9.4 draws the main conclusions by setting

out the main contributions, significance and also the limitations of the study.

9.2 Summary of basic findings: Effect of bilingualism

In MP phonology, consonant clusters are not allowed at onset or coda position except
for homorganic coda clusters in a certain combination, i.e. nasal + obstruent in word-final
position (e.g. [kond] mp ‘backbone’, [bang] mp ‘bangle’). In loanword adaptation patterns of
syllable phonotactics (see chapter 6, 7 & 8), ML (monolinguals) do not allow onset clusters
in word-initial position (e.g. [ta.ra:..li] m ‘trolley’). Only homorganic coda clusters are
allowed in word-final position in ML (e.g. [kemp] ‘camp’) and non-homorganic coda
clusters in word-final position are not allowed (e.g. [mi:.loK]me ‘milk’ [si:.lok]me silk”).
Consonant clusters at both syllable margins (onset and coda) are banned and repaired via the
process of epenthesis. Thus, the adaptation patterns in the corpus of ML are restricted
throughout by the constraints of native (MP) phonology.

In contrast, LB (late bilinguals) do not allow most onset clusters but permit /tr, dr/
in word-initial position (e.g. [tra:.li].g ‘trolley”). In terms of coda phonotactics, there is some
variable adaptation of structurally parallel coda clusters within LB (e.g. [mi:.laK]is ‘milk’,
[silK]e “silk’). In comparison with LB, EB (the early bilingual) maintains even more types

of onset clusters in word-initial position on the surface representation (e.g. [tro.li] es
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‘trolley’, [bli:tf]les ‘bleach’, [gla:s]es ‘glass’), though some structurally parallel onset
clusters are broken up in loanwords (e.g. [p"a. leit]es ‘plate’). Note that there do not seem to
be specific types of onset clusters in EB which are banned or accepted, rather it seems to be
free variation. For codas, EB goes farther away from MP and allows all types of coda clusters
permitted in English and thus violates the native MP phonology (e.g. [milk]es ‘milk’ [silk]es
‘silk’, [Jift] es ‘shift’).

The presence of non-native onset clusters and variable adaptation of coda clusters in
LB. and the presence of all types of coda clusters in EB are clearly related to the key external
factor of level of bilingualism, since both speaker categories (LB and EB) have more
exposure to the source language (English) than ML do.

Overall, however, we observe a restriction on the adaptation of syllable phonotactics,
namely that MP speakers show an onset-coda asymmetry. Although the rate of modification
of clusters varies across all three speaker categories (ML, LB and EB), within each speaker
group onset clusters are always modified more (i.e. are more restricted and less English like)
than coda clusters.

Table 9.1 the adaptation patterns of syllable phonotactics in MP loanwords

Onset clusters Coda Clusters

MP  Very restricted (i.e. none) Partially allowed (homorganic)

ML  Very restricted (i.e. none) Partially allowed (homorganic)

LB Partially allowed (only homorganic /tr,dr/) Partially allowed (variable adaptation)
EB Partially allowed (variable adaptation) Unrestricted (English-like)

Table (9.1) shows that in MP loanwords, the extent of modification of onset clusters
is always more than in coda clusters. The corpus data of adaptation patterns of all categories
of speakers (ML, LB and EB) show that (almost) all onset clusters are repaired at least some
of the time through the process of epenthesis whereas coda clusters are less modified (LB)
or even not modified at all (EB) in the surface representation (output). Thus, the repair
process (epenthesis) which is used to modify illicit clusters at syllable margins always affects
one edge (onset) more than the other (coda) and thus shows consistent onset-coda asymmetry
at syllable margins in MP loanwords.

This onset-coda cluster asymmetry is reminiscent of the presence of phonological
universals of syllable markedness and appears to constrain the effect of bilingualism on
variation in the adaptation patterns in MP loanwords. The goal of this thesis is to model
loanword phonology in OT,; the final step is thus to check whether OT captures this onset-

coda asymmetry across observed grammars. In the next section, | discuss how a factorial
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typology analysis in OT predicts all possible and impossible grammars using the proposed
constraint set and argue that it captures the onset-coda asymmetry by conforming to the

grammars predicted by the OT analysis of syllable phonotactics in MP loanwords.

9.3 Factorial Typology of MP loanwords

According to Prince & Smolensky (1993/2004), constraints (CON) are universal and
constraint rankings (permutations) make one language different from other. A factorial
typology is therefore an important feature of OT because it shows every permutation of
CON, each of which is a possible grammar predicted by some constraint set. In the current
study, the purpose of performing a factorial typology of constraint sets is to develop
predictions about all the possible and impossible grammars of MP loanword adaptation and
compare these grammars to the rankings (or grammars) which | have shown in the MP
loanwords in the previous chapters (see chapter 6, 7 & 8). For the factorial typology, | have
used the output of OT Soft, produced as a by-product of checking the constraint ranking of
each grammar of MP loanwords mentioned in the previous chapters (see chapter 6, 7 & 8).
OTSoft computes the factorial typology over the relevant constraint set and reports all

possible input-output mappings for the MP loanwords predicted by the analysis.

9.3.1 Factorial Typology for syllable phonotactics

In the investigation of factorial typology of syllable phonotactics of MP loanwords, | ran
OTSoft over the set of seven constraints which are used in the previous chapters 6, 7, 8
(.6 *COMPLEXONSET - *COMPLEX [pLace-onser, MAX, IDENT  [pLacg, DEP,
*COMPLEXCCPA *COMPLEX [pLace-copa))-With 7 constraints, there are 7! =5040
logically possible rankings. OTSoft finds 27 possible grammars in the output sets
(grammars) shown in table (9.2). Note that in Table (9.2), I have only mentioned how the
input words are produced as an output; the constraint rankings for each output set/grammar
can be seen in Appendix (XII).
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Table 9.2 Factorial typology of MP loanwords in OT software

Inputs | /kemp/ /malk/ /kro.kri/ [tro.li/ [silk/ Possible grammars in
‘camp’ ‘milk’® ‘crockery’ ‘trolley’ ‘silk’ MPL

Output sets

a. [keemp] [mi:.Iok] | [ko.rak.ri] [tora:li] | [sii.lok] | =ML

b. [keemp] [mi:.Iak] | [ko.rak.ri] [tra:.li] [si;.lok] | =LB

C. [kaemp] [mi:lok] | [ka.rak.ri] [tra..li]

d. [keemp] [mi:.Iok] | [ko.rak.ri]

e.

f. [keemp] [mi:.lok] | [kra.kri] [tra:.li]

g. [kaemp] [mi:.lok] | [kra.kri]

h.

I. [kaemp] [milk] [ka.rak.ri] [tra:.li] [stlk] =LB

J- [kaemp] [milk] [ka.rak.ri] [tra:.li]

k. [keemp] [mrlK] [Ka.rak.ri] [s1lK]

. [keemp] [mrlK] [Ka.rak.ri]

m. [kaemp] [milk] [kra.kri] [tra:.li] [stlk] =EB

n. [keemp] [milk] [kra.kri] [tra:.li]

0. [keemp] [milk] [kra.kri] [stlk]

p. [kaemp] [milk] [kra.kri]

g. [mi:lok] | [ko.rak.ri] [torali] | [si:lokK]

r. [mi:.Iok] | [ko.rak.ri] [tra:.li] [si:.lak]

s. [mi:.Iok] | [ko.rak.ri] [tra:.li]

t. [mi:.Iok] | [ko.rak.ri]

u. [mi:.lok] | [kra.kri]

V. [mi:.lok] | [kra.kri]

w. [mi:lok] | [kra.kri]

X. [milk] [ka.rak.ri]

y. [milk] [ka.rak.ri]

z. [milk] [kra.kri]

zz. [milk] [kra.kri]

Note. Red shading indicates an excluded output set involving deletion of segments at syllable
margins (i.e. onset and coda). Grey shading shows remaining grammars which are not observed in

MP loanword corpus
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Table 9.2 shows 27 re-rankings which are predicted to yield possible grammars or
output sets. When we look at the output sets closely, we find that four grammars are the ones
observed in MP loanwords in the thesis, as shown in the output sets in (a), (b), (i) and
(m).These output sets confirm the same grammars as shown in previous chapters (6, 7 & 8)
for syllable phonotactics. For example, the output set (a) has the same patterns which are
shown in ML: onset and non-homorganic coda clusters are banned in word-initial and -final
position respectively. The output sets (b) and (i) modify the marked structures in onset
position by banning onset clusters (except homorganic onset cluster /tr/) like LB and show
the variation in the adaptation patterns of coda clusters in word-final position between LB1
and LB2. According to my intuitions, as represented in the corpus after grammaticality
judgement checks with other native speakers, LB speakers do show variation in coda
phonotactics and display the variable grammar which is predicted in the grammars in (b) and
(i). The output set (m) maintains all the marked structures (onset and coda clusters) and
shows the constraint ranking which was predicted for EB (see chapter 8). These four
grammars (a, b, i, m) predict the same grammars which are shown in the thesis data.

Now, we turn to the other 23 rankings which are shown in table (9.2). We can see
that out of these 23 output sets, there are 21 output sets which show deletion of some
segments either in onset or coda position, which are not observed in the MP loanword data.
The corpus data is based on my intuitions and what | hear, and | have not heard MP speakers
deleting segments in loanwords (i.e. to repair consonant clusters at syllable margins). When
| did grammaticality judgement checking, no one said to me that they would rather delete
segments. Similarly, in the data collection with EB, EB never deleted any segments at
syllable margins. There were a few cases of single coda deletion (e.g. /brerslot/>
[brer.sla]es ‘bracelet’), but no cases of cluster simplification at syllable margins were found
in the EB data.

Why deletion is completely ruled out in the 21 rankings in MP loanwords? It could
be that some kind of faithfulness constraint is missing, which is universally highly ranked.
The point of the OTSoft approach is that phonology cannot rule out segment deletion as a
loanword repair strategy, because if it is part of phonology, it will be reranked (assuming the
proposed constraint set). Therefore, it must be an external factor which is not part of the OT
analysis or the phonology which rules out deletion in MP loanwords. The MP loanwords
analysed are real words, not nonsense words, and I suggest that it is probably the orthography
which is playing a role in the adaptation patterns. That is, MP speakers heavily rely on Urdu
orthography while learning English in schools. They have seen MP loanwords either in Urdu
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or English; therefore, they prefer to be faithful to the orthography. For example, a word such
as “driver’ is written in Urdu script as L' 3 (transliterated as <draivar>) in which each

grapheme is represented as shown below

(1)  /driver/> s 3

<d> S>3
<r> 2>
<ai> >l (aliftya)
v> D
<r> >

This example shows that an MP speaker who wants to make sure each of the letters
in the target word is phonetically represented or pronounced is likely to preserve both /d/
and /r/ in word-initial position. Thus, I suggest that these 21 rankings are ruled out in MP
loanwords due to an external factor (orthography) which does not favour the deletion of

segments.

This leaves two output sets () & (h) which OT predicts as possible grammars, but

which are not observed in the thesis data; these are repeated in table 9.3 (below).

Table 9.3 possible grammars in LB but not observed in LB corpus data

Inputs | /keemp/ /milk/ /kro.kri/ [tro.li/ [silk/ Onset-coda
‘camp’ ‘milk’ ‘crockery’ ‘trolley’ ‘silk’® asymmetry

Output sets

e. [keemp] [mi:.lak] | [kra.kri] [tra:.1i] [sir.lok] | %

h. [kaemp] [milk] [ka.rak.ri] [torali] | [silK] 4

OT predicts one grammar in the rankings where the onset-coda asymmetry is
violated. Output set (e) contradicts the onset-coda asymmetry in that it maintains all onset
clusters but only homorganic codas. The output set (h) allows all coda clusters but breaks all

onset clusters by vowel insertion.

The output (h) is consistent with the onset-coda asymmetry and plausibly falls in the
continuum of LB speech. My intuitions are that LB speakers could manage this output set
(h), which did not occur to me before, but it is arguably a part of a continuum of variation in
which they are managing non-homorganic coda clusters but not (yet) the onset clusters; we
could label it as LBo. Thus, the output set (h) which is predicted by OT is plausibly possible
and could be related to the speaker’s competence or level of exposure to the target language.

In contrast, my intuition is that the output set (e) is not plausible. It sounds unnatural in MP
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loanwords to retain onset clusters while breaking up coda clusters; the more likely possibility
would be the other way around, i.e. LB speakers might manage non-homorganic coda

clusters, but not maintain the onset clusters.

The coda-onset asymmetry is modelled in OT by the fact that there is a constraint
ONSET which penalises the presence of onsets and its corresponding coda constraint is the
reverse of it, i.,e. NOCODA which penalises the absence of codas; the asymmetry is
hardwired into OT (Prince & Smolensky, 1993/2004). Thus, OT models this language
universal within its constraint set and it is shown in the definition of these constraints
(ONSET, NOCODA). Therefore, | reran the OTSoft analysis by adding the basic onset and

coda constraints in to the existing constraints set of the syllable phonotactic constraints.

With 9 constraints, there are 9! =362880 logically possible rankings. In these
rankings, there are 35 different unique output sets which are the different predicted possible
grammars as shown in table (9.4). Here in the table, I only mention the possible words

produced as an output; the constraint rankings can be seen in appendix XIII.

Table 9.4 Factorial typology of MP loanwords with 9constraints

Inputs /keemp/ /malk/ /kro.kri/ | ftro.li/ Istlk/ Possible grammars
‘camp’ ‘milk’ ‘crockery’ | ‘trolley’ ‘silk’ in MP loanwords
Output sets
[keemp] [mi:.lok] | [ke.rak.ri] | [tra:.li] [si:.lak] =LB;
[keemp] [mi:.lok] | [ke.rak.ri] | [tora:.li] | [si:.lok] =ML

[keemp] [mi:.Iok] | [kra.kri] [tra:.1i] [si:.lok]

[keemp] [mi:.Iok] | [kra.kri] [torarli] | [si:loK]

[keemp] [milk] [ka.rak.ri] | [tra:.li] [s1lk] =LB,
[keemp] [milk] [ka.rak.ri] | [te.ra:.li] | [silk]

[keemp] [mulk] [ka.rak.ri] [s1lK]

[keemp] [mulk] [kra.kri] [tra:.li] [s1lK] =EB
[keemp] [malKk] [kra.kri] [tora:li] | [stlk]

[keemp] [milK] [kra.kri] [s1lK]

[kaemp] [ka.rak.ri] | [tra:.li]

[kaemp] [ka.rak.ri]

[keemp] [kra.kri] [tra:.li]

[keemp] [kra.kri]

[kee.mas] | [mi:.lok] | [ke.rak.ri] | [tra:.li] [si:.1ok]
[kee.mas] | [mi:.lok] | [ke.rak.ri] | [to.ra:li] | [si:.loK]
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i
o

kra.kri] [to.ra:.1i]
[kra.kri]

[kee.mas] | [mi:.lok] | [kra.kri] [tra:.1i] [si:.laK]
[kee.mas] | [mi:.lok] | [kra.kri] [to.ra:li] | [sii.lok]
[mi:.lok] | [ko.rak.ri] | [tra:.li] [si:.lak]
[mi:.lok] | [ke.rak.ri] | [tera:.li] | [si:.lok]
[mi [kra.kri] [tra:.1i] [si:.laK]

[ka.rak.ri] | [tra:.li]

L

[kra.kri]

[tra:.li]

[kra.kri]

[to.ra:.li]

[mi:.lak] [ka.rak.ri] | [tra:.li] [si:.lak]
[mi:.lok] | [ke.rak.ri] | [tera:.li] | [si:.lok]
[mi:.lok] | [kra.kri] [tra:.1i] [si:.1aK]
[mi: [kra.kri] [to.ra:.li] | [si:
[ka.rak.ri] | [tra:.li]
[ka.rak.ri] | [to.ra:.li]

LN

Note. Red shading indicates deletion of segments and orange shading indicates a change of place
features of segments (consonants) at syllable margins. Grey shading shows the remaining
grammars which are not observed in the MP loanword corpus

Table 9.4 shows 35 possible rankings in which four output sets (1, 2, 5, 8) reflect the same
grammars which are displayed in the chapters (6, 7, 8). In the output sets (1) & (5), OT
predicts the onset-coda asymmetry which are the equivalent of the LB1 and LB2 grammars
(see chapter 7). Similarly, the output sets (2) and (8) show the grammars seen in ML and EB
respectively (see chapters 6 & 8). However, the OT factorial typology also predicts other
grammars, which are not captured in the corpus data. Setting aside all output sets which
allow for segment deletion or substitution, which could plausibly be dispreferred due to
effects of orthography (as before), we are still left with four grammars (shaded in grey),

some of which violate onset-coda asymmetry (namely, 3 and 4).

Although in my data there is a strong onset-coda asymmetry in patterns of variation in
adaptation of MP loanwords, a factorial typology run on the constraints used in the OT
analysis does not predict this asymmetry, and instead predicts more variation along the LB
continuum. It is beyond the scope of this study to analyse loanword adaptation patterns in

terms of developmental language acquisition, but we may hypothesisethat these output sets
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show the different types of learners along the continuum of L2 acquisition among LB
speakers.

The factorial typology predicts grammars in which there is reranking of some
constraints (MAX and IDENTpLacgp); but in our thesis data, we know that deletion of
segments or changing the place features of segments were not considered favourable repair
strategies, therefore, MAX and IDENTpLace) remain high ranked constraints in MP
loanwords (see chapters 7 & 8). This suggests the influence of orthography in adaptation
patterns because MP speakers learn English via Urdu or English orthography depending on
the level of the learner, as discussed above. Thus, in the above table (9.4), the remaining 27
output sets violate MAX and IDENT pLacg], therefore, these rankings in the outputs are set
aside and considered as impossible grammars in MP loanwords. According to my data, onset
clusters are more restricted than coda clusters in the adaptation patterns in MP loanwords.
However, it also looks like the factorial typology in OT predicts at least one grammar which

violates the onset-coda asymmetry, contrary to what | have observed in my corpus.

One factor which may explain the variation (in terms of onset-coda asymmetry) in
adaptation patterns is the variation in the mode of input, and specifically, when one input is
a spoken borrowing while the other is a written borrowing (Smith 2006). In the realm of
loanword phonology, some scholars argue that the L2 experience of the listener could affect
interpretation of the written versus spoken input to loanwords and cause variation in the
outputs (e.g. Bundgaard-Nielsen et al. 2011; Kwon 2017; Nomura and Ishikawa 2018; Kang
& Schertz, 2017). Another point of view is that the perceptual strategies could affect the

input to spoken borrowings only, not written ones (Smith 2006).

9.3.2 Factorial Typology for stress assignment

Now we turn to probe the factorial typology of stress assignment in the adaptation
patterns of MP loanwords. There are seven constraints related to the stress system (i.e. FtBin,
SWP, NonFinc, AlignR, IDENT [iong+j, Parse-6, MATCH) which were run in OTSoft. We
have received 7! =5040 logically possible permutations in which 21 are possible output sets
(grammars) as shown in Table 9.4.
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Table 9.5 Factorial typology of MP loanwords with 7 constraints

gal.( 'ko:)<z>

('veek).(sir)<n>

(‘gal).( ko:)<z>

(‘veek).(si))<n>

('pab).lak

('lee:).tos

Inputs | /'glu:.kovz/ /'veek.si:n/ /" pab.lik/ /'1e.tis/ Possible grammars
‘glucose’ ‘vaccine’ ‘public’ ‘lettuce’ in MPL
Output sets
gal.( 'ko:)<z> (veek). ('si:)<n> (‘pab).lak ('le:).tas ML
gal.( 'ko:)<z> (veek). ('si:)<n> (‘pab).lak ('le.tr)<s> LB1
gal.( 'ko:)<z> (veek). ('si)<n>
gal.( 'ko:)<z> (veek). ('si:)<n>

LB2

(‘gal).( ko:)<z>

(‘veek).(si))<n>

('pab).lak

(‘gal).( ko:)<z>

(‘gal).( ko:)<z>

(‘gal).( ko:)<z>

(‘gal).( ko:)<z>

("gal).(ko:)<z>

('veek). (si:)<n>

('veek). (si:)<n>

(veek). ('si)<n>

(veek). ('si)<n>

(veek). ('si)<n>

(‘pab).(la)<k>

('pab). lak

('pab).( la)<k>

("gal).(ko:)<z>

(veek). ('si)<n>

('le.tr)<s>

e

EB

Note. Red shading shows stress patterns which are not acceptable in MP. Grey colour shows the
remaining grammars which are not observed in the MP loanword corpus.

Table 9.5 shows the possibility of 21 grammars. The possible output patterns in (a,

b, h, i) show the same grammars which are predicted in the previous chapters 6, 7 & 8. ML

are reflected in output set ‘a’ which conform to the native MP stress rules by restricting the

stress to the final superheavy or penult heavy syllables. Since there is variation in the

adaptation patterns of LB, therefore, LB1 shows the output set ‘b’ which is more influenced

by native stress rules and have stress Pattern ‘A’ and ‘B’. Whereas, LB2 is shown by an

output set ‘h’ which is more influenced by the source form and shows the stress pattern ‘A’

and ‘C’. Similarly, the output set ‘i’ displays patterns which conform to the phonology of
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the source language, in other words, which show stress pattern ‘C’. Apart from these four
grammars, there are also other eight predicted output sets (i.e. e, f, k, m, n, o, g, s) which can
be possible grammars but are not observed in the corpus data of LB. These eight output sets
are in my view plausible depending on the learners’ level in LB speech continuum. The
remaining eight output sets are in my view not possible grammars. These output sets (c, d, g,
i, I, p, r, t, u) violate NonfinalityC in some words but not in others predicting variable
implementation of consonant extrametricality. Finally, some output sets (t, u) violate the
language specific stress rules by assigning the stress to the final light (CV) syllable.

Although, it is beyond the scope of this study to test the predictions made here, |
propose that the variation in stress assignment in possible output sets (grammars) may also
be due to orthographic influence. Many studies (e.g. Arciuli & Cupples, 2006; 2002; Repetti,
1993; Davis and Kelly, 1997; Kemp et al. 2009; Buffington, 2013) reported the orthographic
influence on stress assignment. In the context of MP loanwords, as already noted, in the
public sector of the educational system in Mirpur, English is taught via the Urdu writing
system, which is different from the English alphabetic system. Therefore, MP learners who
have less exposure to the source language, tend to learn loanwords more via a grapheme-to-
phoneme correspondence strategy than adaptations under oral conditions and this is a
common behaviour reported in loanword adaptation processing (see also Vendelin and
Peperkamp, 2006). The LB1 speakers who are in an initial stage of their LB speech
continuum are less familiar with the grapheme regulations of the source language and may
rely on its written form, along their knowledge of native MP stress rules, and thus assign
stress on final syllable. In the example in Table 9.6 below, a vowel symbol intervenes
between /v/and /k/ in ‘vaccine’, but not between /g/ and /I/ in ‘glucose’. To support this, |
have noticed that speakers who are advanced learners of English (LB2, EB) and who do have
some knowledge of the source language and are familiar with standardisation that regulates
how graphemes in the source language are to be pronounced (e.g. vowels), do follow the
standard rules of the stress system of source language and ignore the native stress rules, once

they encounter the source form for loans (as shown in table 9.6).
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Table 9.6 Orthographic representation of MP loanwords

Input outputs Vowel Urdu Orthographic
representation representation
LB1 LB2, EB
a. | /'veksiin/ | [veek.'si:n] ['vaek.sin] <¢g >>lxl < Sy >
‘vaccine’
b. | /'gluzkovz/ | [gol. ko:Z] ['gol.ko:z] <s >/ < 35858 >
‘glucose’

In the loanword literature, many scholars argue that orthography plays a role in
shaping phonological representation. Indeed, Taft (2006:75) argues that the orthographic
influence would only make sense for alphabetically scripted languages. It is possible that
bilinguals whose native orthographic system is not purely alphabetic (e.g. Persian-Arabic
script used in MP) may phonologically process the words of an alphabetically scripted
language in a non-optimal manner. We can suggest that OT Soft predicts more possible
grammars than observed in the previous chapters can be due to an impact of an orthographic
information during pronunciation. Since, this study is not designed in a way to capture the
orthographic influence on the loanword adaptation patterns, nevertheless | suggest that
orthography plays a crucial role in MP loanword adaptation patterns, especially in placing
restrictions on the outputs which are not observed in the thesis data but are captured in the
factorial typology at the prosodic level (i.e. syllable phonotactics and stress system), and this

can be explored in the future research.

9.4 Conclusions
A number of conclusions can be drawn from the current work. First, phonological

variation in loanword adaptation patterns both within and between speaker groups can be
modelled within a phonologically informed OT framework. However, typological variation
in terms of language universals in syllable phonotactics (e.g. onset-coda asymmetry) cannot
be fully modelled within a phonological model. Nevertheless, exploration of this variation
strongly suggests that orthography influences the phonological variation at the prosodic level
in MP loanwords. Overall, the thesis supports the notion that modelling of phonological
variation in loanword adaptation patterns within an OT framework is effective in generating

hypotheses for further empirical research.

9.4.1 Limitations of the Study
There are number of key limitations in this study which I will describe below:
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oo It does not investigate loanword adaptation at the segmental level which could help

us to identify the role of phonetic details and expand the theoretical scope further.

oo Data could have been collected in more controlled way by systematically varying
some of the external factors mentioned in this study (i.e. level of bilingualism and

orthography).

oo Ideally, it would have been possible to collect production data to investigate the
pronunciation of the loanwords and or to use loanwords extracted from natural
conversations from each category of MP speakers mentioned in corpus data (i.e. ML,
LB & EB).

However, the thesis was successful in identifying an overriding research question for future
research, which would be to test whether or not adaptation patterns in production data do or
do not violate the onset-coda asymmetry pattern seen in the corpus data used here, based on

speaker intuitions.
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10. Appendices

Appendix | : Information Sheet

UNIVERSITY W

DEPARTMENT OF
LANGUAGE AND
LINGUISTIC SCIENCE

Heslington, York, YO10 5DD, UK
Email:ss1681@york.ac.uk

INFORMATION SHEET
PLEASE KEEP THIS INFORMATION SHEET AND A SIGNED COPY OF THE CONSENT FORM
FOR YOUR RECORDS

You are invited to take part in a research study. Before you decide whether to participate it
is important for you to understand why the research is being done and what it will involve.
Please take the time to read the following information carefully. If there is anything you do
not understand, or if you want more information, please ask the researcher.

Title of study: A Phonological Analysis of English loanwords in Mirpur Pahari: In the
framework of Optimality Theory.

Researcher: Sehrish Shafi

What is the research about?

Mirpuri Pahari is a dialect of Western Punjabi, spoken in Mirpur, Pakistan. A large
proportion of the Pakistani heritage community in the UK are originally from this region,
having moved to the UK from the 1960s onwards. The Mirpuri language has thus been in
contact with English for many years, and many Mirpuri speakers in Pakistan speak or learn
English. This research is about the sound structures of Mirpur Pahari and about the effects
of contact between English and Mirpur Pahari.

Who is carrying out the research?

Sehrish Shafi, under the supervision of Dr Sam Hellmuth, at the University of York.

Who can participate?

All participants must be fluent native speakers of Mirpuri Pahari with no hearing or speaking
difficulties. Please do not participate if you are not a fluent native speaker of Mirpuri Pahari
or if you have hearing or speaking difficulties.

What does the study involve?

After filling in a written questionnaire to provide some background information about
yourself, you will be asked to do three tasks in Mirpuri: a picture naming task, a picture
description task and a reading task. We will record your voice as you are speaking, using a
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microphone which you wear on your head. There will be no video recording. After that we
will ask you to take a vocabulary quiz, written in English. The whole session will take
approximately 30-45 minutes to complete.

Do | have to take part?

You do not have to take part in the study. If you do decide to take part you will be given
this information sheet to keep and will be asked to sign two copies of the consent form
(one copy is for you to keep). If you decide to take part you will still be free to withdraw
without giving a reason, even during the session itself. If you withdraw from the study, we
will destroy your data and will not use it in any way.

What are the possible risks of taking part?

There is no risk involved while carrying out this study.

Are there any benefits to participating?

You will be participating in linguistic research that will help linguists better understand the
Mirpuri language, as it is spoken in the UK.

What will happen to the data | provide?

The data you provide will be used alongside the data of other participants to build up a
picture of how English words are pronounced in Mirpuri. Your data will be stored securely
in the University of York, Department of Language and Linguistic Science.

What about confidentiality?

Your identity will be kept strictly confidential. No real names will be used in any
presentations or publications or in my dissertation.

Will I know the results? Individual results will not be given but if you are interested in the
group results, you can contact to the researcher (see below).

Contact Information:

Sehrish Shafi

Department of Language & Linguistic Science, University of York
Email:ss1681@york.ac.uk

Supervisor:

Dr Sam Hellmuth

Department of Language & Linguistic Science, University of York
Email: sam.hellmuth@york.ac.uk
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Appendix I1: Consent Form

Phonological Analysis of English loanwords in Mirpur Pahari:
Optimality Theory

Lead researcher: Sehrish Shafi

Consent form

In the framework of

This form is for you to state whether or not you agree to take part in the study. Please read
and answer every question. If there is anything you do not understand, or if you want more

information, please ask the researcher.

Have you read and understood the information leaflet about the
study?

Have you had an opportunity to ask questions about the study
and have these been answered satisfactorily?

Do you understand that the information you provide will be held
in confidence by the research team, and your name or identifying
information about you will not be mentioned in any publication?
Do you understand that you may withdraw from the study at any
time before the end of the data collection session without giving
any reason, and that in such a case all your data will be
destroyed?

Do you understand that the information you provide may be kept
after the duration of the current project, to be used in future
research on language?

Do you agree to take part in the study?

Do you agree to excerpts from your audio recordings being used
in presentations or in teaching by the researchers, without
disclosing your real name?

(You may take part in the study without agreeing to this).

Do you agree to the researcher’s keeping your contact details
after the end of the current project, in order that s/he may contact
you in the future about possible participation in other studies?
(You may take part in the study without agreeing to this).

Your name (in BLOCK letters):

Yes No 3

Yes O No O

Yes No 3

Yes O No O

Yes O No O
Yes No 3

YesO No 3O

YesO No 3O

Your signature:

Researcher’s name:

Date:
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Appendix I11: Language Background Questionnaire
University of York

Department of Language and Linguistic Science

Research Leader: Sehrish Shafi

Research Supervisor: Dr Sam Hellmuth
Project Title: A Phonological Analysis of Mirpur Pahari

Language Background Questionnaire

Personal Information

Year of Birth:

Gender:

Place of Birth:

Nationality:

Language Background Information

Please indicate which countries you have lived in (including the UK).

Country From (Age) To (Age)

2. In Mirpur (Pakistan), what is the name of your village /city in Mirpur?

Mirpur: Name of city/village(Mirpur)

City Village

3. What is the name of the village/town, where your relatives live?

Mirpur: Name of city/village(Mirpur)

City Village

4. Have you got an education? If yes then please tell us at what level of education you have
reached and where you studied?

Education Country(where you obtained your
education)
Yes /No If yes, please tell us your highest | e.g. Pakistan ,UK

gualification)

5. Please indicate all the languages that you regularly speak and your fluency on the scale
from 1-3 level where level 1 is for Beginners and level 3 is for native or near native
fluency.
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Language

Fluency

1.(beginner) 2.Intermediate level 3.(native or near-native)

6. What is your first language? Tick the boxes below (as many as needed) for the language(s)
you speak while communicating with your family at home.

Language(s)

Tick here

Mirpuri

Punjabi

Urdu

English

Other

7. How long have you been living in your current place/address, and what groups of people
(that is, from which ethnicity, such as British, Asian-British or other) are settled around you
in your borough/ current location?

Current area of residence Duration of living at | Ethnicity of People living in your

current address area.( Tick under the relevant boxes)

British | British- Asian | others

8. How many hours do you work and what language(s) do you speak most at your work

place?

Nature of job

Working hour (per day/week) | Language(s) spoken at work
place

9. How many close friends of yours belong to a different ethnicity from yours?

Number of friends(close) Ethnicity (friends)

10. How often do you visit Pakistan (more specifically to Mirpur)and how long do you stay
there and for what purpose?

Frequency of | Duration Purpose
visit of stay
To attend To visit | Just for
functions relatives | holiday/business/shopping
(wedding/other)

11. On your visit to Mirpur (Pakistan), in which language do you communicate with your
relatives /people there?
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12. Which TV programs (Pakistani & British) do you watch on a regular basis in your free

time?

Pakistani TV-Programs

British TV-Programs

13. Which music do you listen while driving or in your leisure time?

English Music | Bollywood Music | Punjabi/regional-Folk | Other( music)

Music(Pakistani)

14. What do you call these English words (given below) in your first language?

No.s

Questions

Answers

1.

What word do you use for soap in your language?

2.

What word do you use for mouth in your language?

3.

What word do you use for son-in law (daughters
husband) in your language?

4.

What word do you use for father in law (husbands
father) in your language?

What word do you use for children in your
language?

What word do you use for shawl/scarf in your
language?

What word do you use for curry in your language?

What word do you use for green and red colour in
your language?

What word do you use for door in your language?

What word do you use for sweetmeat given on
happy occasions like wedding or childbirth?

What word do you use for ‘come here’ in your
language?
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Appendix IV: Published list of MP words (Pert & Stow, 2006)

Target word Mirpuri  Punjabi Urdu
1.  boy mora monda Iacka
2. nose naek naek na:kh
3. water pani pani pani

4.  flower phol phol phul

5. hat toupi toupi toupi
6. milk dud dud dud

7. ear keen keen kan

8.  clothes kapaget  kapagér kapger
9. banana kerla keila kerla
10. chicken kokari kokori morgi
11. soap sabon sabon sabon
12. clean sa.f sa.f sa.f
13. lion Jear Jear Jear
14, key dzabi dzabi dzabi
15. dish/pot/meal Andi handi handi
16. crying rovna ronda o raha hea
17. egg Anda anda Anda
18. eyeleyes ®kl/ekia  akt/aka ank/3nke
19. elephant &thi &thi heethi
20. flour ata ata ata
21. glasses enka enka enok
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Appendix V: List of MP words

MP words gloss
1. [po.'ran.tha] fried bread
2. [bs.'ra:,‘g] wedding reception
3. [ke.'le:.d3i] liver
4.  [go.'la:b] rose
5. [sa.'ra:.ns] pillow
6. [zo.'la:.ba] socks(plural)
7. ['tuk.ri] basket
8.  [ga.'la:b] rose
9. [dor. bar] shrine
10. [Ko. mi:z] shirt
11. [sa.'bu:n] soap
12.  ['tfa:.val] rice
13.  ['tes.bi] rosary
14. ['an.da] eqg
15. ['I3pg.ri] mortar
16. ['dend] tooth
17.  ['p3nd3] five
18. ['rdng] colour
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Appendix VI: List of English loanwords in MP

target gloss target gloss
1. | /plett/ plate 24. | /'pa.fjlum/ perfume
2. | /'prin.to/ printer 25. | /m. spek.to/ inspector
3. | /'blen.da/ blender 26. | /sink/ sink
4. | /'brerslot/ bracelet 27. | /hand/ hand
5. | /'bro.ka.li/ broccoli 28. | /in'gerdz.mont/ | engagement
6. | /'krrkit/ cricket 29. | /'e.lrfant/ elephant
7. | /krim/ cream 30. | /'te.ra.rst/ terrorist
8. | Islip/ slip 31. | /tfiks/ cheeks
9. | /bliitfl bleach 32. | Imask/ mask
10. | /'tro.1i/ trolley 33. | /boks/ box
11. | /'drar.va/ driver 34. | [gift/ gift
12. | /'kjur.kam.ba/ | cucumber | 35. | /9'la:m/ alarm
13. | /gla:s/ glass 36. | /ba'lu:n/ balloon
14. | /'sku:.to/ scooter 37. | /'ba:.skit/ basket
15. | /spu:n/ spoon 38. | /'parlat/ pilot
16. | /sprer/ spray 39. | /d3r. ra:f/ giraffe
17. | /'stju:.dont student 40. | /'dok.to/ doctor
18. | /'ster.drom/ stadium 41. | /'ber.bi baby
19. | /'em.bja.lons/ | ambulance | 42. | /'te.ra.rist/ terrorist
20. | /in.tor."dju:s/ | introduce | 43. | /'st.lin.do/ cylinder
21. | /kom. pju:.ta/ | computer | 44. | /"hos.pr.tal/ hospital
22. | [Iam. bre.lo/ umbrella | 45. | /[fam pu:/ shampoo
23. | /'lar.bri/ library 46. | /'le.tis/ lettuce
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Appendix-VII

Factorial Typology: Syllable Phonotactics

1. Constraints

Full Name Abbr.
1. COMPLEX ONSET COMP ONSET
2. *COMPIpLACE-ONS] *COMPpLACE-ONS]
3. MAX MAX
4. IDENT [pLACE] IDENT [pLACE-cODA]
5. DEP DEP
6. *COMPLEX [pLace-copa] | *COMP[pLACE-coDA]
7. *COMPLEXCOPA *COMP COPA

All rankings were considered.
Immediately below are reports on individual patterns generated.

2. Summary Information

With 7 constraints, the number of logically possible grammars is 5040.

There were 27 different output patterns.
Forms marked as winners in the input file are marked with >.

/lkeempl//
/Imilk/ /
Ikro.kri//
Iitro dill
IIsulk/l

Ilkeempl/
IImialk/ /
[lkro.kri//
Itro.li//
IS

Ilkeempl/
IImalk/ /
IIkro.kri//
Itro dil]

IIstlk//

Ilkeempl/
IImialk/ /
lkro.kri//
Itro.li//
IS

Ilkeempl/
IImialk/ /

Output #1
>[keemp]
>[mi: .19K]
>[ka.rak.ri]
>[ta.ra:.li]
>[si: .19K]
Output #5
>[keemp]
>[mi: .lok]
[kra.kri]
[tra:.li]
>[si: .lok]
Output #9
>[kaemp]
[milk]
>[ka.rak.ri]
[tra:.1i]

[s11k]
Outpu#l3
>[kaemp]
[milk]
[kra.kri]
[tra:.li]
[s1lK]
Outpu#l7
[keem]
>[mi: .1oK]

Output #2
>[keemp]
>[mi: .19K]
>[ka.rak.ri]
[tra:.li]

>[si: .1oK]
Output #6
>[keemp]
>[mi: .1ok]
[kra.kri]
[tra:.li]
[s1l]
Output #10
>[kaemp]
[milk]
>[ka.rak.ri]
[tra:.li]

[s11]
Outpu#14

>[kemp]
[milk]
[kra.kri]
[tra:.1i]
[s1l]
Outpu#18
[keem]
>[mi: .l1ak]

Output #3
>[kaemp]
>[mi: .19K]
>[ka.rak.ri]
[tra:.li]

[s11]
Output #7
>[keemp]
>[mi: .lok]
[kra.kri]
[ra:.li]

[stl]
Output #11
>[kaemp]
[milK]
>[ka.rak.ri]
[ra:.li]

[s11k]
Outpu#l5
>[keemp]
[milk]
[kra.kri]
[ra:.li]
[s1lK]
Outpu#19
[keem]
>[mi: .1aK]

Output #4
>[keemp]
>[mi: .19K]
>[ka.rak.ri]
[ra:.1i]

[s1l]
Output #8
>[keemp]
[milk]
>[ka.rak.ri]
>[to.ra:.li]
[stlK]
Outpu#12
>[kaemp]
[milk]
>[ka.rak.ri]
[ra:.1i]

[s11]
Outpu#16

>[keemp]
[milk]
[kra.kri]
[ra:.li]
[stl]
Outpu#20
[keem]
>[mi: .1aK]
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[lkro.kri// >[ka.rak.ri] >[ka.rak.ri] >[ka.rak.ri] >[ka.rak.ri]

[tro.li/l >[ta.ra.li] [tra:.li] [tra:.li] [ra:.1i]

Istlk/l >[si: .1ok] >[si: .lok] [s1l] [s11]
Outpu#2l Outpu#22 Outpu#23 Outpu#24

Ilkeempl// [keem] [keem] [keem] [keem]

IImilk/ / >[mi: .lok] >[mi: .lok] >[mi: .lok] [milK]

IIkro.kri// [kra.kri] [kra.kri] [kra.kri] >[ka.rak.ri]

[tro.li/] [tra:.li] [tra:.li] [ra:.li] [tra:.li]

Istlk/l >[si: .1ok] [s1l] [s1l] [s1l]
[kra.kri] Outpu#26 Outpu#27

Ilkeempl// [keem] [keem] [keem]

IImilk/ / [milk] [milK] [milk]

IIkro.kri// >[ka.rak.ri] [kra.kri] [kra.kri]

IItro.li// [ra:.li] [tra:.li] [ra:.li]

Istlk/l [stl]

3. List of Winners

The following specifies for each candidate whether there is at least one ranking that derives
it:

IMtroliff:

[[to.ra:.li]] | Y€S
[[tra:.li]] | YeS
[[ra:.li]]: | yes
[[tra:.li]] | no
lsilkif: |

[[keemp]] | yes
[[keem]] yes
[[kaems]] no

[[si:.lok]] | Y€S
[[s11k]] yes
[[sil]] yes
[[i:.1at]] no

[[mi:.lok]] | Yes

[[m1lK]] yes
[[n.Io]] no

[[ka.rak.ri]] | yes
[[kra.kri]] yes
[[ka.kri]] no
[[kra.ki]] no

4. T-orders
The t-order is the set of implications in a factorial typology.

If this input has this output, then this input has this output

ltro il [[toraclil]  // krakrill  [[ko.rak.ri]]
lsikil [[sizlok]]  /imulk// [[miloK]]
lsilkil [[sik]] // kempl/  [[kemp]]
st/ [[sk]]  Mmdk// [[malk]]
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Nothing is implicated by these input-output pairs:

[ keemp/  —>[keemp]
[ keemp/ —>[kem]
Ikeemp/ > [keems]
/milk/ > [mi:.lok]
/milk/ > [milk]
Istlk/ - [s1l]

[ kro.kri/ = [kra.ki]
ftro.lif > [tra:.li]
ftro.lif > [ra..li]
ftrolil - > [tra:.li]
/milk/ > [ni.ls]
Isilk/ > [i:.lat]

Input Candidate

/keemp/  [kemp]
/keemp/ [kaem]
/kemp/ [kems]
/milk/ [mi:.lok]

/kro.kri/  [Ka.rak.ri]
/kro.kri/  [kra.kri]
/kro.kri/  [ka.kii]
/kro.kri/  [kra.ki]

/milk/  [milk] ftrodi/  [tra:.li]
/milk/  [ni.lo] ftrodi/  [ra:.li]
[silk/ [s1] ftroi/  [tra:.li]
Istlk/ [i:.1at]

5. Complete Listing of Output Patterns
OUTPUT SET #1:

These are the winning outputs. - specifies outputs marked as winning candidates in all the input

file.
Il kemp// = [keemp]
[muk// > [mi:.loK]
Il kro.krill = [ka.rak.ri]
Itrodi /I >[tara:li]
Isdkil >si:.lok]

Grammar:
Stratum #1
COMPLEX onset [= COMP onset ]
*COMP [place-ons] [= *COMP[place-ons]]
MAX [= MAX]
IDENT [place] [= IDENT [place]]
*COMPLEX [place-coda] | [= *COMP[place-coda]]
Stratum #2
DEP [= DEP]
*COMPLEX coda [= *COMPcoda]
OUTPUT SET #2:

llkeemp// > [keemp]
Hmilk// > [mi:.lok]
Ilkro.kri/l > [ka.rak.ri]
Iitro dill > [tra:.li]
lIstk/l - > [si:.lok]
Grammar:

Stratum #1

*COM P[PLACE-ONS]

[= *COMP[PLACE-ONS]]

MAX [= MAX]
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IDENT [PLACE] [: IDENT [PLACE]]
*COMPLEX [PLACE-CODA] [= *COMP[PLACE—CODA]]
Stratum #2
DEP [= DEP]
*COMPLEX 0 [= *COMP <]
Stratum #3
COMPLEX *1 [= COMP ]
OUTPUT SET #3:
Il keemp// > [kemp]
Amdkl > [misloK]

I kro.kri/l = [ka.rak.ri]
Iitro dilf > [trawli]

lsilk/ 1 > [s1l]
Grammar:
Stratum #1
*COMPI—EX[PLACE-ONS] [: *COM P[PLACE-ONS]]
IDENT[pLACE] [: IDENT [PLACE]]
*COMPLEX [PLACE-CODA] [: *COM P[PLACE-CODA]]
Stratum #2
DEP [= DEP]
Stratum #3
MAX [= MAX]
Stratum #4
*COMPLEX ONSET [: *COMP ONSET]
*COMPLEX ©0PA [= *COMP ©°°4]
OUTPUT SET #4:
llkemp/l > [kemp]
[Imilk/ [ > [mi:lokK]
Il kro.kri/ll = [ka.rak.ri]
[Itro.lif/ = [ra:.li]
[Is1lk/ 2>[si1l]
Grammar:
Stratum #1
*COMPLEX onset [= *COMP onset ]
*COMP[place-ons] [= *COMP[place-ons]]
IDENT [place] [= IDENT [place]]
*COMPLEX [place- [= *COMPIplace-coda]]
coda]
Stratum #2
DEP [= DEP]
Stratum #3
MAX [= MAX]
Stratum #4
*COMPLEX coda [= *COMP coda]
OUTPUT SET #5:
Ilkemp/l > [keemp]




fmadki/ > [mizloK]
Iikro.kri/l > [kra.kri]
Itrodill S[tra:.li]
lsilki | > [siz.loK]

Grammar:
Stratum #1
MAX [= MAX]
IDENT[place] [= IDENT [place]]
*COMPLEX [place-coda] | [= *COMP[place-coda]]
Stratum #2
DEP [= DEP]
*COMPLEX coda [= *COMPcoda]
Stratum #3
COMPLEX onset [= *COMP onset ]
*COMP[place-ons] [= *COMP]place-ons]]
OUTPUT SET #6:

/' kemp// > [keemp]
Mmik/ 1 > [mi:lok]
Il kro.kri/l > [kra.kri]
Mo difl > [tracli]
IIstlk/ / - [sil]

Grammar:
Stratum #1
IDENT [place] [= IDENT [place]]
*COMPLEX [place-coda] [= *COMP|[place-coda]]
Stratum #2
DEP [= DEP]
Stratum #3
*COMP[place-ons] [= *COMP]place-ons]]
MAX [= MAX]
Stratum #4
COMPLEX onset [=*COMP onset ]
*COMPLEX coda [= *COMP coda]
OUTPUT SET #7:

/' kemp// > [keemp]
IImilk// > [mi:.loK]

Il kro.kri/l > [kra.kri]

Mol > [racli]
skl > [sil]

Grammar:
Stratum #1
IDENT [place] [= IDENT[place]]
*COMPLEX [place-coda] | [= *COMP[place-coda]]
Stratum #2
DEP [= DEP]
Stratum #3
COMPLEX onset [= COMPonset]
*COMP[place-ons] [= *COMP[place-ons]]
Stratum #4
MAX [= MAX]
Stratum #5
*COMPLEX coda [= *COMPcoda]
OUTPUT SET #8:
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/I keemp// > [keemp]
Hmilk// - [milk]
Il kro.kri/l = [ka.rak.ri]
Itro di/] = [to.ra:li]
ISUY - [silk]

Grammar:
Stratum #1
*COMPLEX onset [= *COMP onset ]
*COMP[place-ons] [= *COMP]place-ons]]
MAX [= MAX]
IDENT [place] [= IDENT][place]]
Stratum #2
DEP [= DEP]
Stratum #3
*COMPLEX [place-coda] [= *COMP][place-coda]]
*COMPLEX coda [= *COMP coda]
OUTPUT SET #9:

Il kemp//  >[kemp]
Hmalk/ / > [milk]

Il kro.kri/l  >[ka.rak.ri]

Mol Strali]
st/ 1 S[silK]

Grammar:
Stratum #1
*COMP[place-ons] [= *COMP][place-ons]]
MAX [= MAX]
IDENT [place] [= IDENT [place]]
Stratum #2
DEP [= DEP]
Stratum #3
*COMPLEX onset [= COMP onset ]
*COMPLEX [place-coda] [= *COMPIplace-coda]]
*COMPLEX coda [= *COMP coda]
OUTPUT SET #10:

Il keemp/l > [kaemp]
[Imalk// -2 [milk]

Il kro.kril/l > [ka.rak.ri]
Iftro.li// - [tra..li]
IIstlk/l = [s1l]

Grammar:
Stratum #1
*COMP[pIace—ons] [: *COMP[pIace—ons]]
IDENT [place] [= IDENT place]]
Stratum #2
DEP [= DEP]
Stratum #3
*COMPLEX [place-coda] [: *COMP[pIace—coda]]
Stratum #4
MAX [= MAX]
Stratum #5
*COMPLEX onset [: *COMPOHSBI]
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| | *COMPLEX % | [= *COMP ©%]

OUTPUT SET #11:

//kempl// > [keemp]
Hmalk// - [milk]

Il kro.kril/l = [ka.rak.ri]
Iftro.li// - [ra.li]
ISUY 2> [silK]

Grammar:
Stratum #1
*COMPLEX onset [:*COMP onset ]
*COMP[pIace—ons] [= *COMP[pIace—ons]]
|DENT[p|ace] [= |DENT[p|ace]]
Stratum #2
DEP [= DEP]
Stratum #3
MAX [= MAX]
Stratum #4
*COMPLEX [place-coda] [= *COMP[pIace-coda]]
*COMPLEX % [= *COMP ©%]
OUTPUT SET #12:

/I kemp/l > [keemp]
[Imalk/ / =2 [milk]

Il kro.kri/l > [ka.rak.ri]
[itro.lil/ 2 [ra..li]
IIstlk/ / - [s1l]

Grammar:
Stratum #1
*COMPLEX onset [: *COMP onset ]
*COMP[pIace—ons] [: *COM P[place—ons]]
|DENT[p|ace] [: |DENT[pIace]]
Stratum #2
DEP [= DEP]
Stratum #3
*COMPLEX [place-coda] [: *COM P[place—coda]]
Stratum #4 MAX [= MAX]
Stratum #5
*COMPLEX % [= *COMP *%]
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OUTPUT SET #13:

llkeemp// > [keemp]
Imulki/ > [mulk]
llkro.krill > [kra.kri]
itro.lil/ > [tra: li]
lslk// > [s1lK]
Grammar:
Stratum #1
MAX [= MAX]
|DENT[p|ace] [= |DENT[p|ace]]
DEP [= DEP]
Stratum #2
COMPLEX onset [: *COMP onset]
*COMP[pIace-ons] [= *COMP[pIace-ons]]
*COMPLEX [place-coda] [= *COMP[pIace-coda]]
*COMPLEX *% [= *COMP*%]
OUTPUT SET #14:
/I kemp/l > [keemp]
Hmidk/ /> [milk]
Il kro.kri/l = [kra.kri]
[itro.lil/ - [tra..li]
Hsilk/ /> [si]
Grammar:
Stratum #1
IDENT [place] [= |DENT[p|ace]]
DEP [= DEP]
Stratum #2 *COMP[p|ace.ons] [= *COMP[p|ace.ons]]
*COMPLEX [place-coda] [= *COMP[pIace-coda]]
Stratum #3
MAX [= MAX]
Stratum #4
COMPLEX onset [= COMPomet]
*COMPLEX coda [= *COMP co%q]
OUTPUT SET #15:
llkeemp// > [keemp]
fmikl > [milk]
llkro.kri/l > [kra.kri]
o dilf - [ra..li]
Hsilkil > [s1lK]
Grammar:
Stratum #1
IDENT[pIace] [: IDENT[pIace]]
DEP = DEP]
Stratum #2
*COMPLEX onset [: *COMP onset]
*COM P[place—ons] [: *COMP[pIace—ons]]
Stratum #3
MAX [= MAX]
Stratum #4
*COMPLEX [place-coda] [= *COMP[pIace-coda]]
*COMPLEX c0da [= *COMP 0]
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OUTPUT SET #16:

/I keemp/l > [keemp]
IImiulk// > [milk]
Il kro.krill > [kra.kri]
itro.lil/ - [ra..li]
IIstlk// > [sil]

Grammar:

Stratum #1
IDENT place] [= IDENT place]]
DEP [= DEP]

Stratum #2
*COMPLEX onset [= *COMP °™set]
*COMPipiace-ons] [= *COMPpiace-ons]]
*COMPLEX [place-coda] [: *COMP[pIace-coda]]

Stratum #3
MAX [= MAX]

Stratum #4 *COMPLEX ¢oda [= *COMP ©%]

OUTPUT SET #17:

llkemp/l > [keem]
IImiulk/ / - [mi:.lok]
Il kro.kri/l = [ka.rak.ri]
Iftro.lil/ - [tora:.li]
S 2 [si:.lok]

Grammar:
Stratum #1
*COMPLEX onset [= *COMP onset ]
*COMP[place-ons] [= *COMP[place-ons]]
IDENT [place] [= IDENT [place]]
*COMPLEX [place-coda] | [= *COMP[place-coda]]
*COMPLEX coda [= *COMP coda]
Stratum #2
MAX [= MAX]
Stratum #3
DEP [= DEP]
OUTPUT SET #18:

// keemp//  >[keem]
//milk// 2 [mi:.lak]
// kro.kri// —>[ksa.rak.ri]
//tro.li// - [tra:.li]
//stlk// 2> [si:.lak]

Grammar:

Stratum #1 *COMP[place-ons]

[= *COMP[place-ons]]

IDENT [place]

[= IDENT [place]]

*COMPLEX [place-coda]

[= *COMP]place-coda]]

*COMPLEX coda [= *COMP coda]
Stratum #2

MAX [= MAX]
Stratum #3

DEP [= DEP]
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Stratum #4

*COMPLEX onset

[= *COMPonset ]

OUTPUT SET #19:

// keemp// —>[keem]
//malk// > [mizlak]

// kro.kri// = [ka.rak.ri]

//troli//  >[tra:li]
//sik// > [sil]

Grammar:

Stratum #1

*COMP[place-ons]

[= *COMP]place-ons]]

IDENT [place]

[= IDENT [place]]

*COMPLEX [place-coda]

[= *COMP|place-coda]]

*COMPLEX coda [= *COMP coda]
Stratum #2

DEP [= DEP]
Stratum #3

MAX [= MAX]

Stratum #4 *COMPLEX onset

[= *COMP onset]

OUTPUT SET #20:

// keemp//  >[keem]
//milk// =2 [mi: .1ak]
// kro.kri// —>[ka.rak.ri]
//tro.li// 2[ra:.li]
//s1lk// 2> [s1l]

Grammar:
Stratum #1
*COMPLEX onset [=*COMP onset ]
*COMP[place-ons] [= *COMP]place-ons]]
IDENT [place] [= IDENT [place]]
*COMPLEX [place-coda] | [= *COMP[place-coda]]
*COMPLEX coda [= *COMP coda]
Stratum #2
DEP [= DEP]
Stratum #3
MAX [= MAX]
OUTPUT SET #21:
// keemp//  >[kaem]
//milk// =2 [mi:.lak]
// kro.kri// —>[kra.kri]
//tro.li// > [tra:.li]
//s1lk// > [si:.lak]
Grammar:
Stratum #1

IDENT [place]

[= IDENT [place]]

*COMPLEX [place-coda]

[= *COMP]place-coda]]

*COMPLEX coda

[= *COMP coda]
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Stratum #2
MAX [= MAX]
Stratum #3
DEP [= DEP]
Stratum #4
*COMPLEX onset [= *COMP onset]
*COMP[place-ons] [= *COMP]place-ons]]
OUTPUT SET #22:
I keemp//  >[kem]
[Imulk// =>[mi:.1ak]
Il kro.kri// > [kra.kri]
Iitro.lif/ —>[tra:.li]
IIstlk// > [s1l]
Grammar:
Stratum #1
IDENT [place] [= IDENT [place]]
*COMPLEX [place-coda] | [= *COMP[place-coda]]
*COMPLEX coda [= *COMP coda]
Stratum #2
DEP [= DEP]
Stratum #3
*COMP[place-ons] [= *COMP]place-ons]]
MAX [= MAX]
Stratum #4
*COMPLEX onset [=*COMP onset]
OUTPUT SET #23:
llkemp/l  >[kem]
[Imalk// —>[mi:.lok]
Il kro.kri/l > [kra.kri]
[tro dil] 2>[ra:.li]
IIstlk// > [sil]
Grammar:
Stratum #1
IDENT [place] [= IDENT [place]]
*COMPLEX [place-coda] | [= *COMP[place-coda]]
*COMPLEX coda [= *COMP coda]
Stratum #2
DEP [= DEP]
Stratum #3
*COMPLEX onset [=*COMP onset]
*COMP[place-ons] [= *COMP[place-ons]]
Stratum#4 | MAX [= MAX]
OUTPUT SET #24:
Ilkemp/l  —>[kem]
[Imulk// > [milk]
llkro.kri//  —=>[ka.rak.ri]
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Mol Strali]
skl S[sil]

Grammar:
Stratum #1
*COMP[place-ons] [= *COMP]place-ons]]
IDENT [place] [= IDENT [place]]
Stratum #2
DEP [= DEP]
Stratum #3
*COMPLEX [place-coda] | [= *COMP[place-coda]]
*COMPLEX coda [= *COMP coda]
Stratum #4
MAX [= MAX]
Stratum #5
*COMPLEX onset [=*COMP onset]
OUTPUT SET #25:

llkemp/l  >[kem]
[malk/ > [milk]
llkro.kril/l  >[ka.rak.ri]
Iitro dill - >[ra:.li]
IIstlk// > [sil]

Grammar:
Stratum #1
*COMPLEX onset [=*COMP onset]
*COMP[place-ons] [= *COMP[place-ons]]
IDENT [place] [= IDENT [place]]
Stratum #2
DEP [= DEP]
Stratum #3
*COMPLEX [place-coda] | [= *COMP[place-coda]]
*COMPLEX coda [= *COMP coda]
Stratum #4
MAX [= MAX]
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OUTPUT SET #26:

llkeemp// >[kaem]
Hmiulk// > [milk]
Hkro.kri/l  >[kra.kri]
Iitro. il > [tra:.li]
ISUY > [s1l]

Grammar:
Stratum #1
IDENT [place] [= IDENT [place]]
DEP [ = DEP]
Stratum #2
*COMP[place-ons] [= *COMP]place-ons]]
*COMPLEX [place-coda] | [= *COMP[place-coda]]
*COMPLEX coda [= *COMP coda]
Stratum #3
MAX [= MAX]
Stratum #4
*COMPLEX onset [=*COMP onset ]
OUTPUT SET #27:

llkemp/l  —>[kem]
IImilk// > [milk]
llkro.kri/l > [kra.kri]
Iftro.lil/ >[ra:.li]
IIstlk// > [sil]

Grammar:

Stratum #1
IDENT [place] [= IDENT [place]]
DEP [= DEP]

Stratum #2
*COMPLEX onset [=*COMP onset]
*COMP[place-ons] [= *COMP[place-ons]]
*COMPLEX [place-coda] | [= *COMP[place-coda]]
*COMPLEX coda [= *COMP coda]

Stratum #3
MAX [= MAX]
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Appendix-VIII

Factorial Typology-Syllable Phonotactics with Onset-Coda Constraints

1. Constraints

Full Name Abbr.
1. COMPLEX ONSET COMP ONSET
2. *COMPLEX|pLACE-ONS] *COMPpLACE-ONS]
3. MAX MAX
4. IDENT [pLACE] IDENT [pLACE]
5. DEP DEP
6. *COMPLEX [pLACE-cODA] *COMP[pLACE-CODA]
7. *COMPLEX €0PA *COMP COPA
8. ONSET ONS
9. NOCODA NOCODA

All rankings were considered. Summary results appear at end of file.
Immediately below are reports on individual patterns generated.

2. Summary Information

With 9 constraints, the number of logically possible grammars is 362880.
There were 35 different output patterns.

Forms marked as winners in the input file are marked with >.

Output #1 Output #2 Output #3 Output #4
Il keempl/ >[kaemp] >[kaemp] >[keemp] >[kaemp]
IImiulk/ / >[mi: .lok] >[mi: .lok] >[mi: .loK] >[mi: .1oK]
Il kro.Kkrill >[koa.rak.ri] >[koa.rak.ri] [kra.kri] [kra.kri]
[itro il >[tra:.li] [to.ra:.li] >[tra:.li] [to.ra:.li]
IIstlk/ / >[si: .1oK] >[si: .1oK] >[si: .1oK] >[si: .1oK]
Output #5 Output #6 Output #7 Output #8
Il keempl/ >[kaemp] >[kaemp] >[kaemp] >[kaemp]
Iimilk/ / [milk] [milk] [milK] [milk]
Il kro.kri/l >[ka.rak.ri] >[ka.rak.ri] >[ka.rak.ri] [kra.kri]
[itro i/ >[tra:.li] [to.ra:.li] [ra:.li] >[tra:.li]
IIstlk/ / [stlk] [stlk] [s1lk] [stlk]
Output #9 Output #10 Output #11 Output #12
Il keemp// >[keemp] >[keemp] >[keemp] >[keemp]
IImiulk/ / [milk] [milk] [mil] [mil]
Il kro.kri/l [kra.kri] [kra.kri] >[ka.rak.ri] >[ka.rak.ri]
Iftro dil] [to.ra:.li] [ra:.li] >[tra:.li] [ra:.1i]
IIstlk/ / [stlk] [stlk] [s11] [s11]
Output #13 Output #14 Output #15 Output #16
Il keempl// >[keemp] >[keemp] [kae.moas] [kee.moas]
IImulk/ / [mil] [mil] >[mi: .1oK] >[mi: .1oK]
I kro.kri/l [kra.kri] [kra.kri] >[ka.rak.ri] >[ka.rak.ri]
Iftro dil] >[tra:.li] [ra:.li] >[tra:.li] [ta.ra:.1i]
IIstlk/ / [s11] [s11] >[si: .lok] >[si: .loK]
Output #17 Output #18 Output #19 Output #20
Il keemp// [kee.mas] [kee.mas] [kaem] [keem]
[Imalk/ / >[mi: .lakK] >[mi: .lakK] >[mi: .1oK] >[mi: .1oK]
I kro.kri/l [kra.kri] [kra.kri] >[ka.rak.ri] >[ka.rak.ri]
Iftro.di/] >[tra:.li] [to.ra:.1i] >[tra:.li] [to.ra:.1i]
IIstlk/ / >[si: .1oK] >[si: .1oK] >[si: .1ok] >[si: .1oK]



Il keempl/
[Imalk/ /
Il kro.krill
[ftro.li//
IIstlk/ /

Il keempl/
Iimilk/ /
Il kro.krill
[tro dil]
IIstlk/ /

Il keempl/
IImiulk/ /
Il kro.kri/l
Itro.lil/
IIstlk/ /

Il keempl/
IImiulk/ /
Il kro.kri/l
Iftro.lil/
IIstlk/ /

Output #21
[keem]
>[mi: .loK]
[kra.kri]
>[tra:.li]
>[si: .loK]
Output #25
[keem]

[mal]
[kra.kri]
[ra:.1i]

[s11]
Output #29
[kae.mo]
>[mi: .lak]
[kra.kri]
[to.ra:.1i]
>[si: .lok]
Output #33
[kae.mo]
[mi: .Io]
[kra.kri
>[tra:.li]

[si: .19]

3. List of Winners
The following specifies for each candidate whether there is at least one ranking that derives it:

Output #22
[keem]

[mil]
>[ka.rak.ri]
>[tra:.li]
[s11]
Output #26
[kee.ma]
>[mi: .lak]
>[ka.rak.ri]
>[tra:.li]
>[si: .lIoK]
Output #30
[kae.mo]
[mi: .19]
>[koa.rak.ri]
>[tra:.li]

[si: .19]
Output #34
[kae.mo]
[mi: .Io]
[kra.kri
[to.ra:.li]
[si: .19]

Output #23
[keem]

[mil]
>[ka.rak.ri]
[ra:.li]

[s11]
Output #27
[kee.ms]
>[mi: .loK]
>[ka.rak.ri]
[to.ra:.li]
>[si: .Iok]
Output #31
[kae.mo]
[mi: .15]
>[ka.rak.ri]
[to.ra:.li]
[si: .19]
Output #35
[kae.mo]
[mi: .Io]
[kra.kri
[ra:.li]

[si: .19]

Il keempl//

[kro.kri//

IIs1lk/l

[[keemp]] yes [[ko.rak.ri]] | yes [[si:.1aK]] | yes

[[kee.mas]] | yes [[kra.kri]] yes [[stlKk]] yes

[[keem]] yes [[ka.kri]] no [[s11]] yes

[[kee.ma]] yes [[kra.ki]] no [[si:.Ia]] | yes

[[kee.so]] no [[i:.Iat]] | no
[[keems]] no
Hmalk// [ltro.di/l

[[mi: .Iok]] | yes [[tra:.1i]] yes

[[mi1lK]] yes [[ta.ra:.li]] yes

[[mal]] yes [[ra:.l1i]] yes
[[mi: .19]] yes [[tra:.1] no
[[ni.la]] no

4. T-orders

The t-order is the set of implications in a factorial typology.
If this input has this output, then this input has this output
/] keemp//

// keemp//
//mIlk/ /

[[kee.mds]] //mIlk// [[mi:.lok]]
[[kee.mds]] //silk// [[si:.19k]]
[[mislok]]  //silk//  [[si:l9K]]
//mIlk/ [/ [[milk]] //kemp// [[keemp]]
//mllk// [[milk]] //stik// [[sTIK]]
//mllk// [[mil]] [/sTk// - [[sTH]]

Output #24
[keem]

[mal]
[kra.kri]
>[tra:.li]
[s1l]
Output #28
[kee.ma]
>[mi: .lak]
[kra.kri]
>[tra:.li]
>[si: .lok]
Output #32
[kee.mo]
[mi: .19]
>[ka.rak.ri]
[ra:.1i]

[si: .19]
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//miIlk// [[mi:.19]] //keemp// [[kee.m3]]

//mllk/ / [[mi.18]] //s1lk//  [[si:.I9]]
//s1k/ / [[si:.19k]] //mIlk// [[mi:.I9k]]
//suk/ [/ (Isilkll - //keemp//  [[keemp]]
//suk/ [/ (lsilkll  //mIlk//  [[mIIK]]
//s1Ik/ [ [[sIi] //mIlk/ /[ [[mIl]]
//s1lk/ / ([si:.1I2]] //kemp// [[kee.m3]]
//s1lk/ / ([si:1®]] //mIlk// [[mi:.19]]

Nothing is implicated by these input-output pairs:

/keemp/ - [keemp] /[ kro.kri/ 2 [ka.rak.ri]
/keemp/ - [kaem] / kro.kri/ = [kra.kri]
/keemp/ - [kee.ma] /[ kro.kri/ = [ka.kri]
/kaemp/ - [kee.s9] / kro.kri/ = [kra.ki]
/kaemp/ > [keems] /milk/ - [ni.ls]
Jtroldi/ = [tra:.li] [silk/ = [i:.lat]
Jtro.li/  >[ta.ra:.li]

Jtroldi/ 2> [ra:.li]

/tro.li/ > [tra:.li]

Input Candidate

[kaemp/ [keemp] /kro.kri/ [ka.rak.ri]
[kaemp/ [keem] /kro.kri/ [kra.kri]
[kaemp/ [kee.ma] /kro.kri/ [ka.kri]
/kaemp/ [kae.sa] /kro.kri/ [kra.ki]
[kaemp/ [keems] /milk/ [ni.lI3]
/tro.li/ [tra:.li]  /s1lk/ [i:.Iat]
/tro.li/ [ta.ra:.li]

/tro.li/ [ra:.li]

/tro.li/ [tra:.li]

5. Complete Listing of Output Patterns

OUTPUT SET #1:

Il kemp/l  —>[kemp]
Hmulk/ / > [mi:.lak]
Il kro.kril/l  >[ka.rak.ri]
[ftrolif/ > [tra:.li]
st/ / > [si:.lok]
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Grammar:

Stratum #1
*COMP[place-ons] [= *COMP[place-ons]]
MAX = MAX]
IDENT [place] [= IDENT [place]]
*COMPLEX [place-coda] | [= *COMP[place-coda]]
ONSET [= ONS]

Stratum #2
DEP [= DEP]
*COMPLEX coda [= *COMP coda]
NOCODA [= NOCODA]

Stratum #3
*COMPLEX onset [=*COMP onset ]

OUTPUT SET #2:

I/l ' keemp// > [keemp]
Hmalk// 2> [mi:.lak]
Ikro.kri/l > [ka.rak.ri]
Mo diff - >[ta.ra.li]
ISUY > [si:.lok]

Grammar:
Stratum #1
*COMPLEX onset [=*COMP onset ]
*COMP[place-ons] [= *COMP][place-ons]]
MAX [= MAX]
IDENT [place] [= IDENT [place]]
*COMPLEX [place-coda] | [= *COMP[place-coda]]
ONSET [= ONS]
Stratum #2
DEP [= DEP]
*COMPLEX coda [= *COMP coda]
NOCODA [= NOCODA]
OUTPUT SET #3:
/' kemp/l  >[kemp]
[Imalk// —>[mi:.lok]
Il kro.kri/l  —>[kra.kri]
Iftro i/l >[tra:.li]
[Istlk/l > [si:.lak]
Grammar:
Stratum #1
MAX [= MAX]
IDENT [place] [= IDENT [place]]
*COMPLEX [place-coda] | [= *COMP[place-coda]]
ONSET [= ONS]
Stratum #2
DEP [= DEP]
*COMPLEX coda [= *COMP coda]
NOCODA [= NOCODA]
Stratum #3
*COMPLEX onset [=*COMP onset ]
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| *COMP[place-ons]

| [= *COMP]place-ons]]

OUTPUT SET #4:
llkemp/l  >[keemp]
[Imulk// —>[mi:.1ak]
Il kro.kri/l  —>[kra.kri]
Iitro.lif/ >[ta.ra:.li]
Ilstlk/ / 2> [si:.1aK]
Grammar:
Stratum #1
MAX [= MAX]

IDENT [place]

[= IDENT [place]]

*COMPLEX [place-coda]

[= *COMP[place-coda]]

ONSET

[= ONS]

Stratum #2
*COMPLEX coda [= *COMP coda]
NOCODA [= NOCODA]
Stratum #3
*COMPLEX onset [=*COMP onset ]
*COMP[place-ons] [= *COMP][place-ons]]
Stratum #4 DEP [= DEP]
OUTPUT SET #5:
llkemp/l  >[kemp]
[Imulk// 2> [milk]
llkro.kri/l  —>[ka.rak.ri]
[ftro i/l >[tra:.li]
IIstlk// 2> [s1lKk]
Grammar:
Stratum #1
*COMP[place-ons] [= *COMP[place-ons]]
MAX [= MAX]
IDENT [place] [= IDENT [place]]
ONSET [= ONS]
Stratum #2
DEP [= DEP]
NOCODA [= NOCODA]
Stratum #3
*COMPLEX onset [= *COMP onset]
*COMPLEX [place-coda] | [= *COMP[place-coda]
*COMPLEX coda [= *COMP coda]
OUTPUT SET #6:
//kemp//  >[kemp]
//milk// 2> [milk]
// kro.kri// —>[ks.rak.ri]
//tro.li// -2 [ta.ra:.li]
//stlk// 2> [s1lk]
Grammar:
Stratum #1
*COMPLEX onset [=*COMP onset ]

*COMP[place-ons]

[= *COMP]place-ons]]
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MAX [= MAX]
IDENT [place] [= IDENT [place]]
ONSET [= ONS]
Stratum #2
DEP [= DEP]
NOCODA [= NOCODA]
Stratum #3
*COMPLEX [place-coda] | [= *COMP[place-coda]]
*COMPLEX coda [= *COMP coda]
OUTPUT SET #7:
Ilkemp/l  >[kemp]
[Imalk// 2> [milk]
Il kro.kri/ll > [ka.rak.ri]
Iftro il >[ra:.li]
[Istlk/l 2> [s1lk]
Grammar:
Stratum #1
*COMPLEX onset [=*COMP onset ]
*COMP[place-ons] [= *COMP]place-ons]]
IDENT [place] [= IDENT [place]]
ONSET [= ONS]
Stratum #2
DEP [= DEP]
Stratum #3
MAX [= MAX]
NOCODA [= NOCODA]
Stratum #4
*COMPLEX [place-coda] | [= *COMP[place-coda]]
*COMPLEX coda [= *COMP coda]
OUTPUT SET #8:
/' kemp/l  >[kemp]
/Imalk/ / —>[milk]
Il kro.kri/l  >[kra.kri]
[ftro dil] > [tra:.li]
[Istlk/l 2> [si1lk]
Grammar
Stratum #1
MAX [= MAX]
IDENT [place] [= IDENT [place]]
DEP [= DEP]
ONSET [= ONS]
Stratum #2
*COMPLEX onset [=*COMP onset ]
*COMP[place-ons] [= *COMP]place-ons]]
*COMPLEX [place-coda] | [= *COMP[place-coda]]
*COMPLEX coda [= *COMP coda]
NOCODA [= NOCODA]
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OUTPUT SET #9:

Il ' kemp//  —>[keemp]
[Imalk/ / 2> [milk]
I/l kro.kri/l  >[kra.kri]
[tro dil] > [to.ra:.li]
[Istlk/l 2> [s1lK]
Grammar:
Stratum #1
MAX [= MAX]
Stratum #2
NOCODA [= NOCODA]
*COMPLEX onset [= *COMP onset ]
*COMP[place-ons] [= *COMP]place-ons]]
Stratum #4
DEP [= DEP]
Stratum #5
*COMPLEX [place-coda] | [= *COMP[place-coda]]
*COMPLEX coda [= *COMP coda]
OUTPUT SET #10:

I/l ' keemp// > [keemp]
Imadk/ 1 > [milk]
Il kro.kri/l  —>[kra.kri]

Iftro il >[ra:.li]
[Istlk/l 2> [s1lK]
Grammar:
Stratum #1
IDENT [place] [= IDENT [place]]
DEP [= DEP]
ONSET [= ONS]
Stratum #2
*COMPLEX onset [= *COMP onset ]
*COMP[place-ons] [= *COMP|[place-ons]]
NOCODA [= NOCODA]
Stratum #3
MAX [= MAX]
Stratum #4 *COMPLEX [place-coda] | [= *COMP[place-coda]]
*COMPLEX coda [= *COMP coda]
OUTPUT SET #11:
/l keemp//  —>[kemp]
[Imulk/ / >[mil]
Il kro.kri/l  >[ka.rak.ri]
/itroldifl > tra.li]
IIstlk/ / 2> [sil]
Grammar:
Stratum #1
*COMP[place-ons] [= *COMP][place-ons]]
IDENT [place] [= IDENT [place]]
*COMPLEX [place-coda] | [= *COMP[place-coda]]
ONSET [= ONS]
Stratum #2
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DEP [= DEP]
Stratum #3
MAX [= MAX]
NOCODA [=NOCODA]
Stratum #4
COMPLEX onset [= COMP onset ]
*COMPLEX coda [= *COMP coda]
OUTPUT SET #12:
Il keemp//  —>[kemp]
[milk/ [ >[mil]
Il kro.kri/l  =>[ka.rak.ri]
Iftro il >[ra:.li]
Ilstlk/ / > [sil]
Grammar:
Stratum #1
*COMPLEX onset [= *COMP onset ]
*COMP[place-ons] [= *COMP]place-ons]]
IDENT [place] [= IDENT [place]]
*COMPLEX [place-coda] | [= *COMP[place-coda]]
ONSET [= ONS]
Stratum #2 DEP [= DEP]
Stratum #3 MAX [= MAX]
NOCODA [= NOCODA]
Stratum #4 *COMPLEX coda [= *COMP coda]
OUTPUT SET #13:
/' kemp/l  >[kemp]
[Imalk/ / —>[mil]
I/l kro.kri/l  >[kra.kri]
[tro dil] > [tra:.li]
IIstlk/ / —>[sil]
Grammar:
Stratum #1
IDENT [place] [= IDENT [place]]
DEP [= DEP]
*COMPLEX [place-coda] | [= *COMP[place-coda]]
ONSET [= ONS]
Stratum #2
*COMP[place-ons] [= *COMP[place-ons]]
MAX [= MAX]
NOCODA [= NOCODA]
Stratum #3
COMPLEX onset [= COMP onset ]
*COMPLEX coda [= *COMP coda]
OUTPUT SET #14:
/' kemp/l  >[kemp]
IImiulk/ / >[mil]
Il kro.kri/l > [kra.kri]
Iftro dil] > [ra:.li]
IIstlk/ / > [sil]
Grammar:

| Stratum #1




IDENT [place] [= IDENT [place]]
DEP [= DEP]
*COMPLEX [place-coda] | [= *COMP[place-coda]]
ONSET [= ONS]

Stratum #2
COMPLEX onset [= COMP onset ]
*COMP[place-ons] [= *COMP][place-ons]]
NOCODA [= NOCODA]

Stratum #3
MAX [= MAX]

Stratum #4
*COMPLEX coda [= *COMP coda]

OUTPUT SET #15:

/I keemp//  —>[kee.moas]
Imilk/ [ >[mi:.lok]
Il kro.kri/l > [ka.rak.ri]
Iitro dilf - >[tra:.li]
lIstlk/ [ > [si:.loK]

Grammar:
Stratum #1
*COMP[place-ons] [= *COMP][place-ons]]
MAX [= MAX]
*COMPLEX [place-coda] | [= *COMP[place-coda]]
*COMPLEX coda [= *COMP coda]
ONSET [= ONS]
Stratum #2 IDENT [place] [= IDENT [place]]
DEP [= DEP]
NOCODA [= NOCODA]
Stratum #3 *COMPLEX onset [=*COMP onset ]
OUTPUT SET #16:

Il keemp//  >[kae.mas]
Hmiulk/ / > [mi: .lok]
Il kro.krill > [ko.rak.ri]
[ftro dil] 2> [tara:.li]
st/ / 2 [si: .1oK]

Grammar:
Stratum #1
COMPLEX onset [= COMP onset ]
*COMP[place-ons] [= *COMP|[place-ons]]
MAX [= MAX]
*COMPLEX [place-coda] | [= *COMP[place-coda]]
*COMPLEX coda [= *COMP coda]
ONSET [= ONS]
Stratum #2 IDENT [place] [= IDENT [place]]
DEP [= DEP]
NOCODA [= NOCODA]
OUTPUT SET #17:

/I ' kemp//  —>[kae.mas]
Iimiulk/ / =2>[mi: .1oK]
I/l kro.kri/l  >[kra.kri]
[tro i/l > [tra:.li]
IIstlk/ / 2> [si:.lok]
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Grammar:

Stratum #1
MAX [= MAX]
*COMPLEX [place-coda] | [= *COMP[place-coda]]
*COMPLEX coda [= *COMP coda]
ONSET [= ONS]
Stratum #2
IDENT [place] [= IDENT [place]]
DEP [= DEP]
NOCODA [= NOCODA]
Stratum #3 | COMPLEX onset [= COMP onset ]
*COMP[place-ons] [= *COMP]place-ons]]
OUTPUT SET #18:
/' kemp//  >[kee.moas]
IImiulk/ / =>[mi: .1oK]
Il kro.kri/l  >[kra.kri]
[tro dil] > [ta.ra:.li]
IIstlk/ / 2> [si: .1oK]
Grammar:
Stratum #1
MAX [= MAX]
*COMPLEX [place-coda] | [= *COMP[place-coda]]
*COMPLEX coda [= *COMP coda]
ONSET [= ONS]
Stratum #2
IDENT [place] [= IDENT [place]]
NOCODA [= NOCODA]
Stratum #3
COMPLEX onset [= COMP onset ]
*COMP[place-ons] [= *COMP[place-ons]]
Stratum #4 | DEP [= DEP]
OUTPUT SET #19:

Il keemp//  >[kem]
IImiulk/ / >[mi: .lok]
I kro.kri/l > [ka.rak.ri]

[tro dil] > [tra:.li]
Ilstlk/ / 2> [si: .1oK]
Grammar:

Stratum #1
*COMP[place-ons] [= *COMP]place-ons]]
IDENT [place] [= IDENT [place]]
*COMPLEX [place-coda] | [= *COMP[place-coda]]
*COMPLEX coda [= *COMP coda]
ONSET [= ONS]

Stratum #2 MAX [= MAX]

Stratum #3 DEP [= DEP]

Stratum #4 COMPLEX onset [= COMP onset ]
NOCODA [= NOCODA]
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OUTPUT SET #20:

Il ' kemp//  >[kaem]
IImiulk/ / —>[mi: .1oK]
I/l kro.kri/ll > [ka.rak.ri]
[tro dil] 2> [to.ra:.li]
IIstlk/ / - [si:.1oK]
Grammar:
Stratum #1
COMPLEX onset [= COMP onset ]
*COMP[place-ons] [= *COMP]place-ons]]
IDENT [place] [= IDENT [place]]
*COMPLEX [place-coda] | [= *COMP[place-coda]]
*COMPLEX coda [= *COMP coda]
ONSET [= ONS]
Stratum #2 MAX [= MAX]
Stratum #3 DEP [= DEP]
Stratum #4 NOCODA [= NOCODA]
OUTPUT SET #21:
Il keemp//  >[kem]
IImiulk// >[mi: .loK]
Il kro.kri/l > [kra.kri]
[ftro i/l >[tra:.li]
[Istlk/l 2> [si: .1oK]
Grammar:
Stratum #1
IDENT [place] [= IDENT [place]]
*COMPLEX [place-coda] | [= *COMP[place-coda]]
*COMPLEX coda [= *COMP coda]
ONSET [= ONS]
Stratum#2 | MAX [= MAX]
Stratum #3 | DEP [= DEP]
Stratum #4 COMPLEX onset [= COMP onset ]
*COMP[place-ons] [= *COMP[place-ons]]
NOCODA [=NOCODA]
OUTPUT SET #22:
/' kemp//  ->[kem]
IImiulk/ / >[mil]
Il kro.kri/l  >[ka.rak.ri]
[tro dil] > [tra:.li]
IIstlk/ / 2>[sil]
Grammar:
Stratum #1
*COMP[place-ons] [= *COMP]place-ons]]
IDENT [place] [= IDENT [place]]
*COMPLEX [place-coda] | [= *COMP[place-coda]]
*COMPLEX coda [= *COMP coda]
ONSET [= ONS]
Stratum#2 | DEP [= DEP]
Stratum #3 MAX [= MAX]
NOCODA [= NOCODA]
Stratum #4 COMPLEX onset [= COMP onset ]
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OUTPUT SET #23:

Il kemp//  >[kem]
IImiulk/ / >[mil]
Il kro.kri/l  >[ka.rak.ri]
[tro dil] - [ra:.li]
IIstlk/ / > [s1l]
Grammar:
Stratum #1
COMPLEX onset [= COMP onset ]
*COMP[place-ons] [= *COMP]place-ons]]
IDENT [place] [= IDENT [place]]
*COMPLEX [place-coda] | [= *COMP[place-coda]]
*COMPLEX coda [= *COMP coda]
ONSET [= ONS]
Stratum #2 | DEP [= DEP]
Stratum #3 | MAX [= MAX]
NOCODA [= NOCODA]
OUTPUT SET #24:
Il keemp//  >[kaem]
[Imalk/ / —>[mil]
/I kro.kri/ll  >[kra.kri]
[ftro dil] > [tra:.li]
IIstlk/ / > [s1l]
Grammar:
Stratum #1
IDENT [place] [= IDENT [place]]
DEP [= DEP]
*COMPLEX [place-coda] | [= *COMP[place-coda]]
*COMPLEX coda [= *COMP coda]
ONSET [= ONS]
Stratum #2 *COMP[place-ons] [= *COMP|place-ons]]
MAX [= MAX]
NOCODA [= NOCODA]
Stratum #3 COMPLEX onset [= COMP onset ]
OUTPUT SET #25:
I keemp//  >[kem]
[Imalk/ / =>[mil]
Il kro.kri/l  >[kra.kri]
[ftro dil] > [ra:.li]
IIstlk/ / > [sil]
Grammar:
Stratum #1
IDENT [place] [= IDENT [place]]
DEP [= DEP]
*COMPLEX [place-coda] | [= *COMP[place-coda]]
*COMPLEX coda [= *COMP coda]
ONSET [= ONS]
Stratum #2 COMPLEX onset [= COMP onset ]
*COMP[place-ons] [= *COMP[place-ons]]
NOCODA [= NOCODA]
Stratum #3 MAX [= MAX]
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OUTPUT SET #26:

/I keemp//  —>[kee.ma]
[Imalk/ / —2>[mi:.lok]
I/l kro.kri/ll > [ka.rak.ri]
[tro dil] > [tra:.li]
IIstlk/l 2> [si:.loK]
Grammar:
Stratum #1
*COMP[place-ons] [= *COMP][place-ons]]
IDENT [place] [= IDENT [place]]
*COMPLEX [place-coda] | [= *COMP[place-coda]]
*COMPLEX coda [= *COMP coda]
ONSET [= ONS]
Stratum #2 MAX [=MAX]
Stratum #3 NOCODA [= NOCODA]
Stratum #4 DEP [= DEP]
Stratum #5 COMPLEX onset [= COMP onset ]
OUTPUT SET #27:
/l keemp//  >[kee.ma]
IImiulk/ / 2>[mi:.lok]
Il kro.kri/l  >[ka.rak.ri]
[tro.lil/ 2> [to.ra:.li]
IIstlk/ / 2> [si:.lok]
Grammar:
Stratum #1
COMPLEX onset [= COMP onset ]
*COMP[place-ons] [= *COMP|[place-ons]]
IDENT [place] [= IDENT [place]]
*COMPLEX [place-coda] | [= *COMP[place-coda]]
*COMPLEX coda [= *COMP coda]
ONSET [= ONS]
Stratum #2 MAX [= MAX]
Stratum #3 NOCODA [= NOCODA]
Stratum #4 | DEP [= DEP]
OUTPUT SET #28:
/' kemp//  >[ke.ma]
IImiulk/ / > [mi:.lok]
Il kro.kri/l  >[kra.kri]
[tro dil] > [tra:.li]
IIstlk/ / 2> [si:.lak]
Grammar:
Stratum #1
IDENT [place] [= IDENT [place]]
*COMPLEX [place-coda] | [= *COMP[place-coda]]
*COMPLEX coda [= *COMP coda]
ONSET [= ONS]
Stratum #2 MAX [= MAX]
Stratum #3 NOCODA [= NOCODA]
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Stratum #4 *COMP[place-ons] [= *COMP[place-ons]]
DEP [= DEP]
Stratum #5 COMPLEX onset [= COMP onset ]
OUTPUT SET #29:
/' keemp//  >[ke.ma]
[Imalk/ / = [mi:.lak]
Il kro.kri/l  >[krakri]
[tro dil] 2> [to.ra:.li]
Ilstlk/ / 2> [si:.loK]
Grammar:
Stratum #1
IDENT [place] [= IDENT [place]]
*COMPLEX [place-coda] | [= *COMP[place-coda]]
*COMPLEX coda [= *COMP coda]
ONSET [= ONS]
Stratum #2 MAX [= MAX]
Stratum #3 NOCODA [= NOCODA]
Stratum #4 COMPLEX onset [= COMP onset ]
*COMP[place-ons] [= *COMP]place-ons]]
Stratum #5 DEP [= DEP]
OUTPUT SET #30:
/' kemp// —>[ke.ms]
[Imalk/ / —2>[mi:.lo]
Il kro.kri/l  >[ka.rak.ri]
[tro.lil/ > [tra:.li]
[Istlk/l 2> [si:.l9]
Grammar:
Stratum #1
*COMP[place-ons] [= *COMP[place-ons]]
IDENT [place] [= IDENT [place]]
*COMPLEX [place- [= *COMP|[place-coda]]
coda]
*COMPLEX coda [= *COMP coda]
ONSET [= ONS]
Stratum #2 NOCODA [= NOCODA]
Stratum #3 MAX [= MAX]
DEP [= DEP]
Stratum #4 COMPLEX onset [= COMP onset ]
OUTPUT SET #31:
/' kemp//  >[keae.ma]
IImilk// >[mi:.ls]
Il kro.kri/l  >[ka.rak.ri]
Iftro dil] 2> [to.ra:.li]
/Is1lk/ / >[si:.l9]
Grammar:
Stratum #1
COMPLEX onset [= COMP onset ]

*COMP[place-ons]

[= *COMP]place-ons]]

IDENT [place]

[=IDENT [place]]

*COMPLEX [place-coda]

[= *COMP[place-coda]]
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*COMPLEX coda [= *COMP coda]
ONSET [= ONS]
Stratum #2 | NOCODA [= NOCODA]
Stratum #3 | MAX [= MAX]
Stratum #4 | DEP [= DEP]
OUTPUT SET #32:
/l kemp//  >[keae.ma]
[Imalk/ / —>[mi:.19]
Il kro.kri/l  >[ka.rak.ri]
[tro dil] >[ra:.li]
[Istlk/l 2> [si: .19]
Grammar:
Stratum #1
COMPLEX onset [= COMP onset ]
*COMP[place-ons] [= *COMP]place-ons]]
IDENT [place] [= IDENT [place]]
*COMPLEX [place-coda] | [= *COMP[place-coda]]
*COMPLEX coda [= *COMP coda]
ONSET [= ONS]
Stratum #2 NOCODA [= NOCODA]
Stratum #3 DEP [= DEP]
Stratum #4 MAX [= MAX]
OUTPUT SET #33:
/I keemp//  >[keae.ma]
[Imulk/ / >[mi: .15]
I/l kro.kri/l  >[kra.kri]
[tro dil] > [tra:.li]
Is1lk/ / >[si: .Ia]
Grammar:
Stratum #1
IDENT [place] [= IDENT [place]]
*COMPLEX [place-coda] | [= *COMP[place-coda]]
*COMPLEX coda [= *COMP coda]
ONSET [= ONS]
NOCODA [= NOCODA]
Stratum #2 *COMP[place-ons] [= *COMP|place-ons]]
MAX [= MAX]
DEP [= DEP]
Stratum #3 COMPLEX onset [= COMP onset ]
OUTPUT SET #34:
/I kemp//  >[ke.ma]
[Imulk/ / 2>[mi: .15]
/I kro.kri/l  >[kra.kri]
[tro dil] >[to.ra:.li]
/Is1lk/ / 2>[si: .Ia]
Grammar:
Stratum #1

IDENT [place]

[= IDENT [place]]

*COMPLEX [place-coda]

[= *COMP][place-coda]]

*COMPLEX coda

[= *COMP coda]

ONSET

[= ONS]
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NOCODA [= NOCODA]
Stratum #2 COMPLEX onset [= COMP onset ]
*COMP[place-ons] [= *COMP]place-ons]]
MAX [= MAX]
Stratum #3 DEP [= DEP]
OUTPUT SET #35:
/I keemp//  >[kee.mos]
[Imilk/ / - [mi: .I9]
Il kro.kri/l > [kra.kri]
[itro.lil/ >[ra:.li]
Is1lk/ / > [si: .19]
Grammar:
Stratum #1
IDENT [place] [= IDENT [place]]
*COMPLEX [place-coda] | [= *COMP[place-coda]]
*COMPLEX coda [= *COMP coda]
ONSET [= ONS]
NOCODA [= NOCODA]
Stratum #2 COMPLEX onset [= COMP onset ]
*COMP[place-ons] [= *COMP]place-ons]]
DEP [= DEP]
Stratum #3 MAX [= MAX]
Appendix IX

Factorial Typology : Stress System

1. Constraints

Full Name Abbr.
1. FtBin FtBin

2. SWP SWP

3. NonFinc NonFinc
4. AlignR Align R

5. IDENT fiong-v] IDpiong-v]

6. Parse-syllable Parse-syll
7. MATCH MATCH

All rankings were considered.
Summary results appear at end of file.
Immediately below are reports on individual patterns generated.

2. Summary Information
With 7 constraints, the number of logically possible grammars is 5040.
There were 21 different output patterns.
Forms marked as winners in the input file are marked with >.

/1" glu:.kovzl//

/I'veek.si:n//

Output #1
>gol.('ko:)<z>
(veek).('si:)<n>

Output #2
>gol.('ko:)<z>
(veek).('si:)<n>

Output #3
>gol.('ko:)<z>
(veek).('si)<n>

Output #4

>gol.('ko:)<z>

(veek).('si)<n>
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II'pob.lok//
IMe.tisl]

II'glu: .kovz//
II'veek.si:n//
II'pab.1ak//
e tis//

II'glu: .kavz//
II'veek.si:n//
II'pab.1ak//
e tis//

II'glu: kovz//
/I'vaek.si:n//
II'pab.lok//
Il'e.tisl]

II'glu: .kavz//
/I'vaek.si:n//
II'pab.lok//
/I'le.t1s//

II'glu: .kovz//
II'veek.si:n//
II'pab.1ak//
e tis//

>("pab).lok
>('lee:).tos
Output #5
>goal.('ko:)<z>
(veek).('si:)<n>
(‘pab).(lo)<k>
(‘lee:).(to)<s>
Output #9

('gal).(ko:)<z>
>("veek).(si:)<n>
>("pab).lok
(le.tr)<s>
Output #13
('gal).(ko:)<z>
>(‘veek).(si:)<n>
(pab).(17)<k>
(‘lee:).(to)<s>
Output #17
(gal).(ko:)<z>
(veek). ('si:)<n>
(‘pab).(lo)<k>
(le.tr)<s>
Output #21
('gal).( ko:)<z>
(veek).('si:)<n>
(pab).('lo)<k>
(l€).(trs)

3. List of Winners
The following specifies for each candidate whether there is at least one ranking that derives

>("pab).lok
(le.t?)<s>
Output #6
>goal.('ko:)<z>
(veek).('si:)<n>
(pab).(‘lo)<k>
(le.tr)<s>
Output #10

('gal).( ko:)<z>
>('veek).(si:)<n>
>("pab).lok
(Ie).('tis)
Output #14
('gal).(ko:)<z>
(veek).(?si:)<n>
>("pab).lok
>("lee:).tos
Output #18
(gal).(ko:)<z>
(veek).('si:)<n>
(‘pab).(lo)<k>
(Ie).('t1s)

>("pab).lok

(le).('trs)
Output #7
>gol.('ko:)<z>
(veek).('si:)<n>
(pob).(‘lo)<k>
(le).('t1s)

Output #11

('gal).( ko:)<z>
>('veek).(si:)<n>
(‘pab).(lo)<k>
(‘le.tr)<s>
Output #15
'g?l).(ko:)<z>
(veek).('si:)<n>
>("pab).lok
(‘le.tr)<s>
Output #19
(‘gal).(ko:)<z>
(veek). ('si:)<n>
(‘pab).(la)<k>
(lee:).(to)<s>

it:
//'glu:kavz// //'pab.lak//
[gal.('ko:)<z>] yes [("pab).lak] yes
[('gal).(ko:)<z>] yes [("pab).(Ia)<k>] yes
[('ga).(ko:)<z>] no [(pab).('ls)<k>] yes
//'vaek.si:n// //'le.t1s//
[('vaek).(si:)<n>]: yes [('lee:).tas] yes
[(vaek).('si:)<n>] yes [('le.tr)<s>] yes
[veek. ('si:)<n>] no [(l€).("t1s)] yes
[("lee:).(ta)<s>] yes
[(le).("tr)<s>] no

4. T-orders

The t-order is the set of implications in a factorial typology.

If this input has this output, then this input has this output

//'glu: .kavz// [gal.('ko:)<z>]

//'vek.si:n// [(vaek). ('si:)<n>]

//'vaek.si:n// [('veek).(si:)<n>] //'glu: kavz// [('gsl).(ko:)<z>]

//'pab.lak// [(pab).('la)<k>] //'veek.si:n//
//'pab.Iak//

//'le.t1s//

[(‘1ee:).tas]

[(veek).('si:)<n>]
[(‘pab).Isk]

(‘pab).(lo)<k>
(le).('trs)
Output #8
('gal).(ko:)<z>
>('veek).(si:)<n>
>("pab).lok
>('lee:).tis
Output #12

(‘'gal).( ko:)<z>
>('veek).(si:)<n>
(‘Ppab).(la)<k>
(le).('trs)
Output #16
((g?1).(ko:)<z>
(veek).('si:)<n>
>("pab).lok
(le).(trs)
Output #20
('gal).(ko:)<z>
(veek).('si:)<n>
(pab).(lo)<k>
(le.tr)<s>
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//'le.t1s//

[("Nae:).(ta)<s>]

//'pab.lak//

Nothing is implicated by these input-output pairs:

/'glu: kavz/ -->('gal).(ko:)<z> /'pab.lak/ --> ('pab).lak

/'glu: kavz/ -->('ga).(ko:)<z>

/'veek.si:n/ --> (vaek).('siz)<n>
/'vaek.si:n/ --> vaek.('si:)<n>

['le.tis / -->
['le.tis / -->

('le.tr)<s>
(l€).('tzs)

['le.tis/ > (lg).(‘tr)<s>
Input Candidate

/'glu: .kevz/ ('gsl).(ko:)<z>
/'glu: kavz/ ('ga).(ko:)<z>
['vaek.si:n/  (vaek).('si:)<n>
['vaek.si:n/ vaek.('si:)<n>
['le.tis/ ('le.tr)<s>
['le.tis/ (lg).("tzs)
['le.tis/ (le).("tr)<s>

/'pab.lak/ --> ('pab).(Ia)<k>

/'pab.lak/ ('pab).lak
/'pab.lak/  ('pab).(la)<k>

5. Complete Listing of Output Patterns

OUTPUT SET #1:

//'glu: .kavz// 2> gal.(‘’ko:)<z>
//'vaek.si:n//  >(vaek).('si:)<n>

[("pab).(Ia)<k>]

//'pab.lak//  >('pab).lak
//'le.t1s// 2>('lee:).tas
Grammar:
Stratum #1
FtBin [= FtBin]
SWP [= SWP]
NonFinC [= NonFinC]
Stratum #2 Align R [= Align R]
Stratum #3 IDENT[long-v] [= ID[long-v]]
Parse-syllable [= Parse-syll]
MATCH [= MATCH]
OUTPUT SET #2:
//'glu:.kevz// >gal.('ko:)<z>
//'veek.si:n// 2> (vaek).('si:)<n>
//'pab.lak// - ('pab).lak
//'le.t1s// 2>('le.tr)<s>
Grammar:
Stratum #1
FtBin [= FtBin]
NonFinC [= NonFinC]
Stratum #2 Align R [= Align R]
Stratum #3 SWP [= SWP]
IDENT[long-v] [= ID[long-v]]
Parse-syllable [= Parse-syll]
MATCH [= MATCH]
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OUTPUT SET #3:
//'glu: .kouzll - gal.('ko:)<z>
II'vek.si:n/l = (veek).('si?)<n>
II'pab.lak// =2 ('pab).lak

e sl 2 (le).('trs)
Grammar:
Stratum #1 SWP [= SWP]
Stratum #2 Align R [= Align R]
Stratum #3 FtBin [= FtBin]
NonFinC [= NonFinC]
IDENT[long-v] [= ID[long-v]]
MATCH [= MATCH]
Stratum #4 Parse-syllable [= Parse-syll]
OUTPUT SET #4:
//'glu:.ksvz// >gal.('ko:)<z>
//'vek.si:n// 2> (vaek).('si:)<n>
//'pab.lak//  2>('pab).(la)<k>
//'le.t1s// 2>(lg).('t1s)
Grammar:
Stratum #1 SWP [= SWP]
Stratum #2 Align R [= Align R]
Stratum #3 NonFinC [= NonFinC]
IDENT[long-v] [= ID[long-v]]
Parse-syllable [= Parse-syll]
MATCH [= MATCH]
Stratum #4 FtBin [= FtBin]
OUTPUT SET #5:
/" glu: kovzll —>gol.('ko:)<z>
II'veksi:n/l - > (vek).('si)<n>
II'pab.lak// > ('pab).(lo)<k>
e tisll >(l2:).(to)<s>
Grammar:
Stratum #1
SWP [= SWP]
NonFinC [= NonFinC]
Stratum #2 Align R [= Align R]
Stratum #3 IDENT[long-v] [= ID[long-v]]
Parse-syllable [= Parse-syll]
MATCH [= MATCH]
Stratum #4 FtBin [= FtBin]
OUTPUT SET #6:

//'glu:.kavz// > gal.('ko:)<z>

//'vaek.si:n//  —>(veek).('si:)<n>
//'pab.lak//  >(pab).('la)<k>
//'le.t1s// 2 ('le.tr)<s>
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Grammar:

Stratum #1
NonFinC [= NonFinC]
Align R [= Align R]
Stratum #2 FtBin [= FtBin]
SWP [= SWP]
IDENT[long-v] [= ID[long-v]]
Parse-syllable [= Parse-syll]
MATCH [= MATCH]
OUTPUT SET #7:
/" glu: kovz/l >gal.('ko:)<z>
I'veksi:n/l > (vek). (‘si?)<n>
II'pab.lok// > (pab).(lo)<k>
II'e.tis// > (le).('ts)
Grammar:
Stratum #1 Align R [= Align R]
Stratum #2 SWP [= SWP]
IDENT[long-v] [= ID[long-v]]
Parse-syllable [= Parse-syll]
Stratum #3 FtBin [= FtBin]
NonFinC [= NonFinC]
MATCH [= MATCH]
OUTPUT SET #8:
//'glu: kovzll  >(gal).( ko:)<z>
II'veksi:n/l - >('vek).(si:)<n>
/I'pab.lok// =>('pab).lak
II'e.tis// >('le:).tes
Grammar:
Stratum #1 FtBin [= FtBin]
SWP [= SWP]
NonFinC [= NonFinC]
MATCH [= MATCH]
Stratum #2 Align R [= Align R]
IDENT[long-v] [= ID[long-v]]
Parse-syllable [= Parse-syll]
OUTPUT SET #9:
/I'glu: kovz/l  >('gal).( ko:)<z>
II'vek.si:n/l - >('vek).(si:)<n>
II'pab.1ok// > ('pab).lak
II'e.tis// 2> (le.tr)<s>
Grammar:
Stratum #1 FtBin [= FtBin]
NonFinC [= NonFinC]
IDENT[long-v] [= ID[long-v]]
MATCH [= MATCH]
Stratum #2 SWP [= SWP]
Align R [= Align R]
Parse-syllable [= Parse-syll]
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OUTPUT SET #10:

//'glu:.kavzll —>('gal).( ko:)<z>
II'vek.si:n/l  >('veek).(si:)<n>
I'pab.1ak// > ('pab).lok

e tis// 2> (le).('t1s)
Grammar:
Stratum #1 SWP [= SWP]
IDENT[long-v] [= ID[long-v]]
Stratum #2 FtBin [= FtBin]
NonFinC [= NonFinC]
MATCH [= MATCH]
Stratum #3 Align R [= Align R]
Parse-syllable [= Parse-syll]
OUTPUT SET #11:
/I"glu:.kovzll —>('gal).(ko:)<z>
II'veksi:n/l - >(vaek).(si:)<n>
II'pab.lok// > ('pab).(la)<k>
e sl 2 (le.tr)<s>
Grammar:
Stratum #1
NonFinC NonFinC]
IDENT[long-v] ID[long-v]]
Parse-syllable Parse-syll]
MATCH [= MATCH]
Stratum #2 FtBin [= FtBin]
SWP [= SWP]
Align R [= Align R]
OUTPUT SET #12:
/I'glu: kovzll  >('gal).(ko:)<z>
II'veksi:n/l > (vaek).(si:)<n>
II'pab.lok/l > (pab).(lo)<k>
e sl > (le).('trs)
Grammar:
Stratum #1
SWP [= SWP]
IDENT[long-v] [= ID[long-v]]
Parse-syllable [= Parse-syll]
Stratum #2 FtBin [= FtBin]
NonFinC [= NonFinC]
MATCH [= MATCH]
Stratum #3 Align R [= Align R]
OUTPUT SET #13:

//'glu:.kavz// 2> ('gal).( ko:)<z>
//'vek.si:n// >('vaek).(si:)<n>
//'pab.lak//  =>('pab).(la)<k>
//'le.t1s// 2> ('le?).(ta)<s>
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Grammar:

Stratum #1
SWP [= SWP]
NonFinC [= NonFinC]
Parse-syllable [= Parse-syll]
MATCH [= MATCH]
Stratum #2
FtBin [= FtBin]
Align R [= Align R]
IDENT[long-v] [= ID[long-v]]
OUTPUT SET #14:
//'glu: kovzll  >('gal).(ko:)<z>
II'veksi:n/l - > (vek).('si:)<n>
II'pab.lakl/  >('pab).lok
Il'e.tisl/ > (lee:).tos
Grammar:
Stratum #1
FtBin [= FtBin]
SWP [= SWP]
NonFinC [= NonFinC]
Stratum #2 IDENT[long-v] [= ID[long-v]]
Parse-syllable [= Parse-syll]
Stratum #3 Align R [= Align R]
Stratum #4 MATCH [= MATCH]
OUTPUT SET #15:
/I'glu: kovzll  >('gal).(ko:)<z>
II'vek.si:n/l > (veek).('si:)<n>
/I'pab.1ak// > ('pab).lak
/' tsl/ 2> (le.tr)<s>
Grammar:
Stratum #1
FtBin [= FtBin]
NonFinC [= NonFinC]
IDENT[long-v] [= ID[long-v]]
Stratum #2 SWP [= SWP]
Align R [= Align R]
Parse-syllable [= Parse-syll]
Stratum #3 MATCH [= MATCH]
OUTPUT SET #16:
/I'glu: kovzll >('gol).(ko:)<z>
II'vek.si:n/l - =>(veek).('si:)<n>
II'pab.lak//  >('pab).lak
e tisl/ > (le).('t1s)
Grammar:
Stratum #1
SWP [= SWP]
IDENT[long-v] [= ID[long-v]]
Stratum #2
FtBin [= FtBin]
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NonFinC [= NonFinC]
Align R [= Align R]
Stratum #3
Parse-syllable [= Parse-syll]
MATCH [= MATCH]
OUTPUT SET #17:
//'glu: kovzll —=>('gal).(ko:)<z>
II'vek.si:n/l > (veek).('si)<n>
II'pab.lok/l  >('pab).(la)<k>
e tisl/ 2> (le.tr)<s>
Grammar:
Stratum #1
NonFinC [= NonFinC]
IDENT[long-v] [= ID[long-v]]
Parse-syllable [= Parse-syll]
Stratum #2 FtBin [= FtBin]
SWP [= SWP]
Stratum #3 Align R [= Align R]
Stratum #4 MATCH [= MATCH]
OUTPUT SET #18:
//'glu:.kavz// —>('gal).( ko:)<z>
//'vek.si:n//  2>(vak). ('si?)<n>
//'pab.lak// 2>('pab).( Is)<k>
//'le.t1s// 2> (lg).('t1s)
Grammar:
Stratum #1
SWP [= SWP]
IDENT[long-v] [= ID[long-v]]
Parse-syllable [= Parse-syll]
Stratum #2 FtBin [= FtBin]
NonFinC [= NonFinC]
Align R [= Align R]
Stratum #3 MATCH [= MATCH]
OUTPUT SET #19:
//'glu:.kavz// —>('gal).(ko:)<z>
//'vek.si:n//  >(vaek).('si:)<n>
//'pab.lak// -2>('pab).(la)<k>
//'le.t1s// 2> ('lae:).(t?)<s>
Grammar:
Stratum #1
SWP [= SWP]
NonFinC [= NonFinC]
Parse-syllable [= Parse-syll]
Stratum # FtBin [= FtBin]
Align R [= Align R]
IDENT[long-v] [= ID[long-v]]
Stratum #3 MATCH [= MATCH]
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OUTPUT SET #20:
/' gluzkovzll  >('gol).(ko:)<z>

II'vek.si:n/l - —=>(veek).('si:)<n>
/I'pab.lok// = (pab).(lo)<k> (actual)
e tis// 2 (le.tr)<s>
Grammar:
Stratum #1
NonFinC [= NonFinC]
IDENT[long-v] [= ID[long-v]]
Parse-syllable [= Parse-syll]
Stratum #2 FtBin [= FtBin]
Align R [= Align R]
Stratum #3 SWP [= SWP]
MATCH [= MATCH]
OUTPUT SET #21:
//'glu:.kavz// >('gsl).( ko:)<z>
//'vek.si:n//  >(vaek). ('siz)<n>
//'pab.lak// ->(pab).('la)<k> (actual)
//'le.t1s// 2> (lg).('t1s
Grammar:
Stratm #1
IDENT[long-v] [= ID[long-v]]
Parse-syllable [= Parse-syll]
Stratum #2 Align R [= Align R]
Stratum #3 SWP [= SWP]
Stratum #4 FtBin [= FtBin]
NonFinC [= NonFinC]
MATCH [= MATCH]
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Appendix 10

Corpus: English Loanwords into Mirpur Pahari (MP)

Gloss
abortion

abroad
abstract
academy
access
accommodation
account
accurate
achievement

. action

. active

. actress

. address

. adjust

.admin

. admission

. adopt

. advantage

. advertisement

. advise

. aeroplane

. affair

. afford

. aged

. agency

. agent

. aggressive

. agreement

.aid

.alarm

. allergy

. allowance

. almond

. alternative

. ambulance

. america

. ankle

. answer

. ant

. antique

. anxiety
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Input(English)
/a'boa:.fon/
/2'bro:d/

/" a&eb.straekt/
/a'kee.do.mi/
/"eek.ses/

/a.kom.o"der.fon/

/a'kaont/
/"&k.jo.rat/
/a'tfi:v.mont/

/"&k.fon/

/" &k.trv/
/" &k.troas/
/5. dres/

/a."d3Ast/
/'@&d.mim/

/eed 'm1.fon/

/o' dopt/

/ad'va:n.tidz/
/ad'v3:.t1s.mont/

/od'varz/
/'ea.ra.plem/
/2. fea/

/2. fo:d/
/erdzd/
/'er.dzon.si/
/'er.dzont/

/a'gre.stv/

/3. griz.mant/

/exd/
/o'la:m/

/"e.la.d3i/

/o' lavans/
/'a:.mand/
/ol't3:.na.trv/
/'@m.bja.lons/
/a.'me.rr.ka/
/" en.kal/
/'a:n.so/
lent/

/en'ti:k/

/e&en zarit.i/

Monolinguals(ML)
[ 'ba:r.fon]

|b9. 'ra:d|

‘ 'keed.mi ‘

| 'k6nt|

[ tfi:v.mit]
['aek.fon]
[‘ek.tov]
[ et.ros]
['eed.ros]
ad. dzast

[od 'mr:.fon]

dait

[ feor]
[ 'fo:t]

[ 'dzeen.si]

[Tnt]

['la:.rom]
[ 'lor.zi]
['1ons]

[om.bo. '13ns]
[om. 11:.k9]

[ 'on.sor]

[on'ti:k]

Late Bilinguals (LB)
['ba:r.fon]
[ab. ra:d]
[ab.sa. traekt]
[0'kaed.mi]

[ ok.sa&s]
[ka.mo. de:.fon]
[o kavnt]

[e. ko:.ret]
[2.t[i:v.mit]
[‘aek.fon]
[‘ek.tv]

[ ek.tros]
['eed.ros]

[od. d3ast]
['eed.mon]
[eed mr.fon]
[o'dapt]
[od'va:n.tad3]
[ed.vor. tiz.mit]
[od ' vais]
[e@.ro.pa.'lemn]
[o. ferr]

[2. fo:d]
['e:.dzad]
[9.'d3on.si]
["e:.d3ant]
['og.re.s1v]
[@g. ri:.mint]
[e:d]
[o']la:.rom]

[9. lor.d3i]
[0'1ads]
['al.mond]

[ol tor.ne.trv]
['@em.bo.lons]
[0. ' maer.ko]

[ "@n.kol]

[ 'an.sor]

[ant]

[on'ti:k]
[on'zar.ti]
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42,
43.
44,
45.
46.
47.
48.
49.
50.
51.
52.
53.
54,
55.
56.
57.
58.
59.
60.
61.
62.
63.
64.
65.
66.
67.
68.
69.
70.
71.
72.
73.
74.
75.
76.
77.
78.
79.
80.
81.
82.
83.
84.
85.
86.
87.

apartment
appeal
appendix
apple
application
apply
appointment
apparatus
approach
april
argue
army
arrest
artist
assignment
assistant
associate
asthma
attitude
attention
attraction
aunt
authentic
authority
automatic
average
award
baby
back

bag
bakery
balance
ball
balloon
banana
band
bandage
bangle
bank
barrister
base
basket
battery
battle
beard
beauty

/o'pa:t.mont/
/o'pi:l/

9. pen.diks
/"a&.pal/
/eep.1'ker. [on/
/2. plar/

/o' pomt.mont/
/a&.pa 'rer.tos/
/3. pravtf/
/"er.pril/
/'a:g.ju/
/"a:.mi/
/a'rest/

/" a:.tist/

/o' sam.mont/
/a."s1s.tont/
/a.'sou.si.ert/

/" &s.mo/
/"e.trtfu.d/
/a'ten. fon/

/o'trek. fon/
/a:nt/

/5. Ben.tik/
/a:."0p.11.ti/
/a:.ta. ' mee.tik/
/'e@.va.ridz/

/o'wo:d/
/'ber.bi
/beek/

/baeg/

/"ber.ka.ri/
/'bee.lons/
/ba:l/

/ba. 'lu:n/
/ba'na:.na/
/baend/
/"baen.didz/
/"baen.goal/
/baenk/
/'bee.r1s.to/
/bers/
/'ba:s.kit/
/'bee.ta.ri/
/'bee.tal/
/brad/
/"bju:.ti/

['pa't mit]
[ pi:l]

| iaen .das |

[op.l1'ke:.[on]
["ap.la1]

| iu: ‘'went.mit |

[op. To:tf]

| 'si.rael |

[ar.mi]
[ ree:.sot]
["ar.tos]

'seen.mit

[o.t1. tu:d]
[ 'ten.fon]

|t9 ‘rek. isn|

[ then.tok]
[ 'tha:.ti]

| 2.to. meet.tak |

‘wa:d]
[ 'be:.bi]

[bae:g]

[ 'bek.ri]
[ 'beae:.los]
[ba:l]

[ba. lu:n]
[ba'na:.na]
[baend]

[ 'ben.dod3]
[ 'been.gal]
[b&nk]

[ba. ri:s.tor]
[be:s]

[ 'ba:s.kat]

[ 'beet.ri]

[ 'bu:.ti]

[a'pa:t.mfnt]
[o'pi]

[ peen.dos ]
[‘e:.pal]
[ep.l1'ke:. fon]
[op. lai]

[op wailt.mit]
[op. Te:.tos]
[op. TO:tf]
[‘@p.ral]
["ar.gu:]
['ar.mi]
[o'raest]
["ar.tist]

[9. sam.mit]
[9. s1s.tont]
[9.'su:.si.e:t]
['9s.tho.ma]
[‘@.tr.tud]
[o'ten.[on]
[o'trek. [on]
[ant]

[o. theen.tik]
[o. thar.ti]
[a:.to. mae.tik]
['@v.rod3]
o'wa:d]

[ 'be:.bi]
[bae:k]
[bae:g]

[ 'bek.ri]

[ bae.lons]
[ba:l]

[ba. lu:n]
[ba'na:.na]
[baend]

[ 'ben.dad3]
[ 'been.gal]
[bznk]

[ 'bee.r1s.tor]
[be:s]

[ 'ba:s.kat]

[ beet.ri]

[ 'bae.tal]
[bror]

[br. ju..ti]
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88.
89.
90.
91.
92.
93.
94.
95.
96.
97.
98.
99.

100.
101.
102.
103.
104.
105.
106.
107.
108.
109.
110.
111.
112.
113.
114.
115.
116.
117.
118.
119.
120.
121.
122.
123.
124.
125.
126.
127.
128.
129.
130.
131.
132.
133.

bed
behaviour
belief
bench
bike
bill
bin
biology
bird
birmingam
birth
biscuit
bite
black
blade
blame
blank
blanket
blast
bleach
blend
blender
blind
block
blood
blue
blush
board
boat
body
boil
bold
bomb
bond
bonus
book
border
boss
botany
bottle
bottom
bowl
box
boy
boycott
bracelet

/bed/

/b her.vjo/

/br'li:f/
/bentf/
/baik/
/bil/
/bm/

/bar'p.lo.dzi/

/b3:d/

/'b3:.mi.om/

/b3:0/
/'bis.kit/
/bait/
/blaek/
/blexd/
/bleim/
/blaenk/
/"blaen.kit/
/bla:st/
/bli:tf/
/blend/
/'blen.da/
/blaind/
/blok/
/blad/
/blu:/
/blaf/
/bo:d/
/baut/
/"bo.di/
/boil/
/bavld/
/bpm/
/bond/
/'bov.nas/
/buk/
/'bo:.do/
/bos/
/'bo.ta.ni/
/'bo.tal/
/'bo.tom/
/bavl/
/boks/
/bor/
/'bor.kot/
/'brer.slat/

[bae:d]

| ‘bev. i9r|

[bant/]
[ba:k]
[bi:]

‘b1n|

[bor.mr.'ga:m]

[ 'bor.rot"]

|bIS. 'ku:t|

[ba. lae:k]
[ba.'le:t]
[ba.'lee:m]

| ba.’ laéiyk |

[ba.'la:s]
[ba. li:tf]
[ba.lzend]
[ba. leen.dor]
[ba.'l&end]
[ba.'la:k]
[ba.la:t]

[ 'bil.ju:]
[ba.'la:f]
[bo:t]
[bo:t]

[ 'ba:.di]

[ bu..wel]
[bo:.lad]
[bom]
[band]

[ 'bo:.nos]
[bu:k]

[ 'ba:.dor]
[ba:s]

[ 'bo:.tal]

[ 'bak.sa]

[ 'bar.kat]
[ba. raes.lot]

[bzed]

[bo hev.jor]
[ba. li:A]
[baent/]
[baik]

[bil]

[bin]

[ba.ja. lo:.d3i]
[bord]
[bor.mr.'ga:m]
[bort’]

[ 'bis.kat]
[bart]

[ba. lae:k]
[ba.'le:d]
[ba.'le:m]
[ba. l&enk]
[ba. leen.koat]
[ba. last]
[ba. li:tf]
[ba.lend]
[ba. leen.dor]
[ba. laind]
[ba. la:k]
[ba.la:d]

[ 'bil.ju:]
[ba.'la:f]
[bo:d]

[bo:t]

[ 'ba:.di]

[ 'bu:.wail]
[bold]
[bomb]
[band]

[ 'bo:.nos]
[bu:k]

[ 'ba:.dor]
[ba:s]

[ 'ba:t.ni]

[ ba:.tal]

[ ba:.tom]
[bauvl]
[baks]

[ 'bu:.wai]

[ 'bar.kat]
[ba. raes.lot]
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134.
135.
136.
137.
138.
139.
140.
141.
142.
143.
144,
145.
146.
147.
148.
149.
150.
151.
152.
153.
154.
155.
156.
157.
158.
159.
160.
161.
162.
163.
164.
165.
166.
167.
168.
169.
170.
171.
172.
173.
174.
175.
176.
177.
178.
179.

bracket
brain
branch
brave
bread
break
breast
brick
bridal
bride
bridge
bright
brilliant
british
broach
broad
broccli
brother
brown
brush
brutal
bubble
budget
builder
bulb
bun
bundle
bunglow
bunk
burger
bus
business
busy
butter
cabbage
cake
calculator
calendar
camel
camera
camp
cancer
candidate
candy
capacity
card

/"bree.kit/
/brem/
/bra:ntf/
/brerv/
/bred/
/breik/
/brest/
/brik/
/'brar.dal/
/brard/
/bridz/
/brart/
/"bril.jont/
/'brrtif/
/bravtf/
/bro:d/
/'bro.ka.li/
/'bra.0a/
/bravn/
/biaf/
/'bru:.tal/
/"bA.bal/
/"ba.d31t/
/'bil.do/
/balb/
/ban/
/"ban.dal/
/"bAy.gol.ov/
/bagk/
/'b3:.ga/
/bas/
/"biz.nis/
/'br.zi/
/"ba.ta/
/"kee.bidz/
/kertk/
/"keel.kja.ler.to/
/'kee.lin.do/
/'kae.mal/
/'keem.ro/
/keemp/
/'keen.so/
/'keen.dr.dert/
/'kaen.di/
/ko'pee.sa.ti/
/ka:d/

[ba. reek.kot]
[ba. re:n]

|b9. 'rénti |

[ba. ree:d]
[ba. re:k]
[ba. ree:.sot]
[ba. 1i:k]
[ba. ree:.dal]
[ba. ree:t]
[bo. 11:d3]

|b9. 'rae:t|

[ba. 1i:.taf]
[ba. ro:tf]
[ba. ra:t]

[ 'ba.rok.li]
[ba. rod.dor]
[ba. ro:n]

|'bu:.r9H

['bab.bal]

['bal.lab]
[bond]

[ 'bon.dal]
['bang.la:]

[ 'bar.gor]
[bos]

[ 'b1z.nos]
[ 'bi:.zi]

[ 'bat.tor]

[ke:k]
[ko.ku. le:.tor]
[ka. laen.dor]

[ ' kem.ro]
[kemp]
[ 'keen.sor]

[ko'paes.ti]
[ka:t]

[ba. ree.kot]
[ba. remn]
[ba. rant/]
[ba.'re:v]
[ba. ree:d]
[ba. re:k]
[ba. reest]
[ba. 1i:k]
[ba. rar.dal]
[ba. rard]
[boa. 11:d3]
[bo. rart]
[ba. 11l.jont]
[ba. 1i:.taf]
[ba. ro:tf]
[ba. ra:d]
[ 'ba.rok.li]
[ba. rad.dor]
[ba. ro:n]
[ bu..rof]
[ba. ru:.tal]
[ 'ba:.bal]
[ 'ba.d3ot]
[ 'bil.dor]
[balb]
[bond]
[ 'bon.dal]
['bang.la:]
[b3pk]
[ 'bar.gor]
[bos]
[ 'biz.nos]
[ 'bi:.zi]
[ 'bat.tor]
[ 'kee:.bad3]
[ke:k]
[ 'kel.ku:.le.tor]
[ko. laen.dor]
[ 'keem.mol]
[ 'keem.ro]
[kaeemp]
[ 'kaen.sor]
[ 'keen.dr.de:t]
[ 'ken.di]
[ko'paes.ti]
[ka:d]

204



180.
181.
182.
183.
184.
185.
186.
187.
188.
189.
190.
191.
192.
193.
194.
195.
196.
197.
198.
199.
200.
201.
202.
203.
204.
205.
206.
207.
208.
209.
210.
211.
212.
213.
214.
215.
216.
217.
218.
219.
220.
221.
222.
223.
224.
225.

care
career
carpet
case
castle
cat

catch
catering
ceilling
celebrity
centre
chain
chair
chalk
challenge
champion
chance
change
chapter
charge
chart
chase
check
cheeks
cheese
chest
chicken
children
chilli
choclete
choice
christmas
church
cigerret
cinema
circuit
city
claim
clap
clause
clay
clean
clear
clearance
clerk
clever

/kea/
/ka'r1o/
/'ka:.prt/

/kers/
/'ka..sal/
Ikaet/
/keetf/
/'ker.ta.rm/
/'si:.lm/
/sL.'leb.r1.ti/
/"sen.to/
/tfem/
/tfea/
/tfark/
/"tfee.lindz/
/"tfem.pi.on/
/tfa:ns/
/tfeindz/
/"tfep.to/
/tfa:dz/
tfa:t/
/tfers/
/tfek/
/tfiks/
Itfi:z/
/tfest/
/'tf1.km/
/'tfil.dron/
/'tf1li/
/"tfok.lat/
/tfors/
/'kris.mos/
/t3:tf/
/s1.ga. ret/
/'sm.o.mo/
/'s3:.kat/
/'s1.ti/
/klerm/
IKlep/
/klo:z/
/kler/
/Kli:n/
/klra/
/'kl1a.rans/
/kla:k/
/'kle.va/

['tfok.let]
[ 'tfur.vees]
[ka. r18.m1s]
['tfor.rotf]

[ 'sty.rot]
['sel.ma]

[ 'sor.kat]
['si.ti]
[ko.'lee:m]
[ka.'lee:p]

[ka. li:n]
[ kil.jor]
[ko. li:.ros]

[ka. la:k]

ke:r [keor]
I

[ 'ka:r.pat] [ 'ka:r.pt]
[ke:s] [ke:s]

[ 'kee:.sal]
[keet] [keet]
[keetf] [keet[]

[kot. ring] [ keet.ring]
‘silr ['si:.limg]
I 1.
[ 'sen.tor] [ 'sen.tor]

[tfe:n] [tfen]
[tfe:r] [tfe:r]
[tfa:k] [tfa:k]
tfz. 13nd [ 'tfee.lond3]
e
[tfans] [tfans]
[tf@nds] [t/end3]
[ 'tfop.tor] [ 'tfeep.tor]
[ 'tfa:.rod3] [tfard3]
tfa:t [tfa:t]
R —
tfek [tfek]
[tfiks]
['tfee:.sat] [tfest]

['ti:.kon] ['tfi:.kon]
[ 'tf1l.dron]
[tfi:.1i]

[ 'tfak.let]

[ 'tfu:.vais]
[ka. r18.m15]
[tfort[]

[ 'sig.rat]
['s&en.mo]

[ 'sor.kat]

[ 'si.ti]
[ko.'le:m]
[ka.'lee:p]
[ko.'la:z]
[ka.'le:]

[ka. li:n]
[ka. l1or]
[ka.'li:.rons]
[ko.'la:k]
[ko. lee.vor]
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226.
2217.
228.
229.
230.
231.
232.
233.
234.
235.
236.
237.
238.
239.
240.
241.
242.
243.
244,
245.
246.
247.
248.
249.
250.
251.
252.
253.
254.
255.
256.
257.
258.
259.
260.
261.
262.
263.
264.
265.
266.
267.
268.
269.
270.
271.

click

client
climax
clinic

clip

clock

close

cloth

cloud

coat

coffee
college
colonel
colour
combine
commercial
compass
competent
complaint
complete
compliment
computer
concelar
concentrate
conclusion
conditional
conditioner
conductor
conference
confidence
confirm
connection
consession
construction
contact
continent
contract
contrast
convince

copy
coriander

corner
correct
corruption
cosmetic
cotton

/klik/
/'klar.ant/

/"klar.maeks/

/" klr.nik/

/klip/

/klok/

/klavz/

/klpb/

/klavd/

/kaut/
/"ko.fi/
/'ko.l1d3/

/'k3:.nal/
/'ka.la/

/kom'bain/

/ka'ms:.[al/
/'kam.pas/
/"kom.p1.tont/
/kom plemt/

/kom'pli:t/

/"kom.plr.mont/

/kom. pju:.to/

/kon'si:.lor/
/"kon.san.trert/

/kon klu:.3on/

/kon'dr1.fa.nal/

/kon'd1.fa.nar/
/kan'dak.to/
/"kon.fa.rans/
/"kon.fi.dons/
/kon'f3:m/
/ka'nek. fon/
/kon'se.fon/
/kon'strak. fon/

/"kon.taekt/
/"kon.tr.nont/

/"kon.traekt/
/'kon.tra:st/
/kan'vins/

/"ko.pi/

/kp.ri. @&n.do/

/'ko:.na/

/ka. rekt/

/ka'rap.fon/

/kpz ' me.tik/
/"ko.ton/

[ko. lirk]

[ko. lae:.mos]
[ko. li:.nak]
[ko'li:p]

[ko. la:k]
[ko. lo:Z]
[ko. la:th]

[ko:t]

[ 'ka:.fi]

[ ka:.lad3]
[ 'kor.nal]
[ 'kal.lor]

[ko'mar. [al]

[ ' komp.le:n]
[ 'komp.li:t]

[kom. ‘pu:.tor]

[kon'dif.nar]
[kon teek.tor]
[kon.fa. rans]

[kon'for.rom]
[ko'nzk.fon]
[kon'se:.fon]

[kon. teek.kot]

[kant. reek.kot]
[kant. ra:s]
[kon'vens]
['kam.pi]

[ ka:r.nor]

[ko'rop.[on]
[kas mae:.tok]
[ 'ka:.ton]

[ko.'li:k]
[ko. lart]
[ko. lar.moks]
[ko. li:.nak]
[ko'li:p]
[ko. la:k]
[ko. lo:Z]
[ko. la:th]
[ko. lavd]
[ko:t]

[ 'ka:.fi]

[ ka:.lad3]
[ 'kor.nal]

[ 'kal.lor]
[kom bain]
[ko'mar. [al]

[ 'kom.pas]

[ 'kom.p1.tont]
[ ' komp.le:n]
[komp 'li:t]

[ 'komp.lr.mont]
[komp. ju:.tor]
[kon 'si:.lor]

[ 'kon.son.tre:t]
[kon.ka. lu:.30n]
[kon'dif.nal]
[kon'dif.nar]
[kon'dok.tor]

[ 'kan.fo.rons]

[ 'kan.fi.dens]
[kon'form]
[ko'nzk.fon]
[kon'se:.fon]
[kons trok. [on]
[ 'kon.taekt]

[ 'kon.tr.neent]

[ 'kon.treekt]

[ 'kon.tra:st]
[kon'vens]

[ ka:.pi]

[ko.ri. @n.dor]
[ ka:r.nor]

[ka. raekt]
[ko'rop.[on]
[kas 'mee:.tok]
[ 'ka:.ton]
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272.
273.
274.
275.
276.
277.
278.
279.
280.
281.
282.
283.
284.
285.
286.
287.
288.
289.
290.
291.
292.
293.
294.
295.
296.
297.
298.
299.
300.
301.
302.
303.
304.
305.
306.
307.
308.
309.
310.
311
312.
313.
314.
315.
316.
317.

council
country
coupon
courage
course
cousin
crack
crawl
cream
credit
cricket
crockery
Cross
crowd
crown
cry
crystal
cucumber
culture
cumin
currency
curtain
cushion
custard
custom
cycle
cylinder
damage
dance
dark
darling
data
deal
death
debate
debit
decent
decision
decline
defeat
definition
demand
dentist
deposit
desert
design

/"kaovn.sal/
/'kan.tri/
/'ku..pon/
/'ka.ridz/
/ko:s/
/'ka.zan/
Ikreek/

/ kio:l/
/kri:m/
/'kre.dit/
/"kri.kit/
/'kro.kri/
/krps /
/kravd/
/kravn/
/krar/
/'kr1s.tal/

/'kju:.kam.ba/

/"kal.tfo/
/'kjur.min/
/'ka.ron.si/
/'k3:.toan/
/'kuv.fan/
/"kas.tad/
/"kA.stom/
/'sar.kal/
/"s1.lm.da/
/'dee.midz/
/da:ns/
/da:k/
/'da:.lm/
/'der.to/
/di:l/

/ded/
/dr'bert/
/'de.brt/
/'di:.sont/
/d1."s1.390/
/dr'klam/
/dr' fit/
/de.fi'n1.fon/
/dr.'ma:nd/
/"den.tist/
/d1."po.z1t/
/'de.zot/
/dr’ zamn/

[ 'kon.sal]
['kant.ri]
[ 'ko:.pon]

[ 'ko:.ros]
[ 'ka:.zon]
[ka. ree:k]

[ko. ri:m]

[ kir.kat]
[ko. rak.ri]
[ko. ra:s]

[ka. 118.t01]

[ 'kol.tfor]

[ka. ron.si]
[ kor.ton]
[ 'ku:.fon]
[ 'kos.tad]
[ 'kos.tom]
['saek.kol]

[s9. len.dor]
['dee:.mad3]

/'da:.nas/
[ 'da:.rok]

[di:]]
[dee: ']

[do. 'mand]
[ deen.tos]
[do. pa:.zot]

[do'zae:n]

[ 'kavn.sal]
[ 'kon.tri]

[ 'ko:.pon]

[ 'kor.rad3]

[ 'kors]

[ 'ko.zon]
[ko. ree:k]
[ko.'ra:1]
[ko. ri:m]
[ko. ree.dot]
[ kir.kat]
[ko. rak.ri]
[ko. ra:s]
[ko. ravd]
[ka. ravn]
[ko. rar]
[ka. 118.t0l]
[ko. kom.bor]
[ 'kal.tfor]
[k1.'ju:.mon]
[ka. ron.si]
[ kor.ton]

[ 'ku:.fon]

[ 'kos.tad]

[ 'kos.tom]

[ 'sar.kol]
[s9. leen.dor]
['de.mad3]
[dans]
[dark]

[ 'dar.lim]
['de:.to]
[di:]]
[dee:t]
[do'be:t]
['dee:.bat]
['di:.sont]
[do. si:.30n]
[ 'dok.lam]
[do'fi:t]

[dee.fi'ne:.Jon]

[do. 'mand]
['deen.tos]
[do. pa:.zot]
['dee:.zat]
[do'zam]
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318.
319.
320.
321.
322.
323.
324.
325.
326.
327.
328.
329.
330.
331.
332.
333.
334.
335.
336.
337.
338.
330.
340.
341.
342.
343.
344,
345.
346.
347.
348.
349.
350.
351.
352.
353.
354.
355.
356.
357.
358.
359.
360.
361.
362.
363.

dessert
detail
dialogue
dictionary
digital
dinner
director
dispose
distance
district
divide
division
divorce
doctor
dodge
dog
dollar
donkey
donor
double
doubt
down
drama
drawer
drawing
drink
driver
drop
drum

dry

dust
duty
eagle
earth
gasy

eat
economics
effort
€99

ego
elastic
election
electronics
elementary
elephant
embarras

/dr'z3:t/
/'di:.terl/
/'dar.a.lpg/
/'dik.fa.na.ri/
/'dr.dz1.tal/
/"dr.no/
/dar'rek.tor/
/dis'pavz/
/"drs.tons/
/"dis.trikt/
/dr'vard/
/d1.'vi.39n/
/dr'vo:s/
/"dok.to/
/dodz/
/dpg/
/'do.lo/
/"don.ki/
/'dov.nar/
/"da.bal/
/daovt/
/davn/
/'dra:.mo/
/dro:(r)/
/'dro:.am/
/drmk/
/'drar.vo/
/drop/
/dram/
/dra1/
/dast/
/'d3u.ti/
/'i:.gal/
/3:0/
/"1:.z1/
it/

/1:.ka. no.miks/

/"e.fot/
/eg/
/'1:.gav/

/1. lees.tik/
/i."lek.fon/

/r.1ek. tro.niks/

/e.l1' men.ta.ri/
/"el.r.fant/
/im'bae.ras/

I [deezort]
[do.'te:]]
[ 'dar.]lak]

[di. d3i:.tal]
[ 'di:.nor]
[do'reek.tor]

[do'vee:d]
[da. vi:.3on]

[ 'dak.tor]
[da:d3]

[da:g]
[ 'da:.lor]

['do:.nor]
['dob.bal]

[do:n]
[do'ra:.mo]

[da. reeng]
[da. rInk]
[do.'lee:.vor]
[do. ra:p]
[do. raim]

['dib.ti]

['1:.zi1]

[ok. na:.mos]
["eef.fot]

[2g]

['laf.tok]
['leek.fon]
[leet. ra:.nos]
[o.]1'mit.ri]
[0.11. feent]

[di:.tel]

[ 'dar.lag]
['dik.fa.no.ri]
[ 'di.dz1.tal]

[ 'di:.nor]

[dar rek.tor]
[dos po:z]

[ 'dis.tons]

[ "dis.trok]
[do'vaid]

[da. vi:.3on]
[da1 ' vors]

[ dak.tor]
[da:d3]

[da:g]
['da:.lor]

[ 'don.ki]
['do:.nor]

[ dab.bal]
[davt]

[davn]

[ 'dra:.ma]
[dra:r]

[do. raig]
[drink]
['dree:.vor]
[do. ra:p]
[drom]

[drar1]

[dost]

['du:.ti]
['1:.gal]

[art"]

['1:.z1]

[i:t]

[ik. na:.moks]
['e:.fot]

[eeg]

['1:.go]
['las.tok]

[0.' 12k, on]
[o.]ek. tra.noks]
[e.11'min.tri]
[ '@.l1.feent]
[om 'bae:.ros]



364.
365.
366.
367.
368.
3609.
370.
371.
372.
373.
374.
375.
376.
377.
378.
379.
380.
381.
382.
383.
384.
385.
386.
387.
388.
380.
390.
391.
392.
393.
394,
395.
396.
397.
398.
390.
400.
401.
402.
403.
404.
405.
406.
407.
408.
400.

embroidery
employee
enemy
engagement
engine
engineer
england
english
enjoy
entry
eraser
error
essay
establishment
europe
exam
examination
expel
experience
expire
extra

eye

fabric

face
factor

fake

fame
famous
fan

fancy
fantastic
farm
farmer
fast

fat

father

fax

fee

feel

field

fight
figure

film

filter

final
finger

/im'bror.da.ri/
/im'plor.i:/
/'e.na.mi/
/in"gerd3.mont/

/"en.dzm/

/en.d31 nio/

/'m.glond/

/' m.glf/
/m. dzo1/
/"en.tri/
/1'rer.zo/
/"er.o/

/'es.et/
/1."staeb.l1f.mont/
/'jua.rap/
ng. zem/

/1g.zem.1. ner.fon/

/1k'spel/
/1k. sp1a.rions/
/1k." sparor/
/"ek.stro/

/a1/

/' feb.rik/

/fers/

/' fek.to/
/feik/
/fetm/

/' fer.mas/
[fen/
/' feen.si/

/feen'taes.tik/
/fa:m/

/' fa:.ma/

/fa:st/
[Tt/
/'fa:.0o/
[feks/

/fi:/

/fi:l/
/fi:1d/
/fart/

/' fr.go/
/film/

/' fil.ta/
/'far.nal/
/' fiy.gor/

['ge:d3.mit]
[ '.d3zon]
[on.d31 nior]
['ong.leend]
['mg.lof]

[ en.tri]
[ re:.zor]

['jo:.rop]
[9g. zaim]

['os. pael] [ok.sop.pl]

['os.px:r]

[fe:s]

[ fee:.mos]
[feen]
[ feen.si]

[farm]
[ fa:r.mor]

[fee: kos]
[fi:s]

[fi:1]

[ fii.lad]
[fee:t]
['fig.gor]
[ fi:.lom]
[fil.tor]

[ feen.nal]

['fin.gor]

[omb 'rar.dri]

[ ‘omp.la1]
['@:.ni.mi]
[on'ge:d3.mint]
[ 'm.d3zon]
[on.d31 nior]
['ong.leend]
['mg.laf]

[on. d3u:.vae]
[ en.tri]

[ re:.zor]
[er.or]
['es.se]

[9s. teb.lof.mit]

['jo:.rop]
[9g. zeem]

[9g.zee.mI. ne:.[on]

[1ks peel]
[eks. ‘pi..rions]
[oks. paror]
[ &ks.tro]
[ar]

[ feeb.rok]
[fe:s]

[ feek.tor]
[fe:k]
[fe:m]
['fe:.mos]
[feen]

[ feen.si]
[fonta:s.tok]
[faim]

[ 'fa:r.mor]
[fast]

[fee:t]
['fa:.dor]
[feeks]
[fi:s]

[fi:1]

[fi:1d]

[fart]

[ 'fi..gor]

[ 'fi:.lom]

[ fil.tor]

[ 'far.nal]

['fig.gor]
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410.
411.
412.
413.
414.
415.
416.
417.
418.
419.
420.
421.
422.
423.
424.
425.
426.
427.
428.
429.
430.
431.
432.
433.
434.
435.
436.
437.
438.
439.
440.
441.
442.
443.
444,
445,
446.
447.
448.
449.
450.
451.
452.
453.
454,
455.

finish
fire

fish

fit

fix

flag
flash
flask
flat
flaw
flight
flirt
flop
flow
flower
flu

fold
folder
folk
food
form
formula
forward
fracture
frame
fridge
frock
frog
front
frozen
fruit
function
furniture
gallery
game
garage
garden
garlic
gas
gender
general
generator
genuine
geometry
gift
ginger

/[ finaf/
/fars/

/fif/
/fit/
/fiks/
[fleeg/
Mlef/

/" flask/
[fleet/

/ fla:/
/flart/
/fl3:t/
/flop/
/flav/
/flavs/

/flu:/

/fould/

/" foul.do/
/favk/
/wud/
/form/

/" formjou.lo/
fo:.wad

/' fraek.tfo/

/f1etm/

/frid3/
/faok/

/frog/
/frant/
/" frav.zon/
/fruzt/
/" fagk.fon/

/' f3:.n1tfo/
/'gee.la.ri/
/gemm/
/'ge.ra:3/
/"ga:dan/
/'ga:.lik/

/gaes/
/'dzen.do/
/'dze.na.ral/

/'dzen.rer.to/
/'dzen.ju.mn/

/d3i.'D.ma.tri/
/gift/
/'d3zm.d3zor/

[ fi:.ngf]
[feer]
[fi:f]
[fi:t]

[ 'fi:.kos]

[fo.la:f]
[fo.'la:s]

|f9. 'lae:t|

[fo. lee:t]
[fo.la:t]
[fa. la:p]

[fo.'la:.vor]
[ fil.lu:]

[ fo:.lad]

[ fol.dor]

[wu:d]
[faim]

[fa. reek.tfor]
[fo. re:m]

[fo. 11d3]
[fo. ra:k]

[fa.'r3nt]
[fo.'ro:.zon]
[fa. 1u:t]

[ fapgk.fon]

[for. ni: .tisr]

[gee:m]
[go. ra:d3]
[ 'gar.don]
[ 'gar.lok]

[(I;ae:s]

[ 'd3or.nal]
[d3on. re:.tor]
['d3en.von]
[d3o ' maet.ri]

[ 'gi:.fot]

[ fi:naf]

[farr]

[fi:f]

[fit]

[fiks]

[fo.'lee:g]

[fa.'lef]

[fo. lask]

[fo. lae:t]

[fa.']a:]

[fo. lart]

[fo. lort]

[fa. la:p]

[fa.'lo:]

[fo.'la:.vor]

[fo. lu:]

[fold]

[ fol.dor]

[fo:k]

[wu:d]

[faim]

[ far.mu:.19]

[ far.wad]

[fa. reek.tfor]

[fo. re:m]

[fo. 11d3]

[fo. ra:k]

[fo.'ra:g]

[fa.'r3nt]

[fo.'ro:.zon]

[fo. ru:t]

[ fapgk.fon]

[ for.ni.tfor]

['geel.ri]

[ge:m]

[go. ra:d3]

[ 'gar.don]

[ 'gar.lok]

[g&:s]

[ 'dzeen.dor]

[ 'd3or.nal]

[d3on. re:.tor]

['d3een.von]

[d3o ' mae.tri]

[grft]

[ 'd3m.d3or]
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456.
457.
458.
459.
460.
461.
462.
463.
464.
465.
466.
467.
468.
469.
470.
471.
472.
473.
474.
475.
476.
477.
478.
479.
480.
481.
482.
483.
484.
485.
486.
487.
488.
489.
490.
491.
492.
493.
494,
495.
496.
497.
498.
499.
500.
501.

girraffe
glass
glitter
global
gloss
glove
glow
glucose
glue

goal

goat
golden
golf
government
grammar
grape
grass
green
grey
grocery
gross
group
guarantee
guidance
gum
gymnastics
hair

hall

hand
hang
hard
harsh
head
health
heart
heavy
helicopter
hello
help
herbal
hero
hide
hockey
holder
home
horn

/d3i. ra:t/

/gla:s/
/'gli.to/

/'glav.bal/

/glos/

/glav/

/glav/

/' glu: kovz/

/gla:/

/gavl/

/gaut/

/"govul.don/

/golf/

/' ga.von.moant/

/'gre.mo/

/grerp/

/gras/

/grin/

/gret/

/'grav.sar.i/

/gravs/

/gru:p/

/gee.ron. ti:/

/'gar.dons/

/gam/

/d31mm. 'na.stiks /
/hea/

/ho:l/
/heend/
/haey/
/ha:d/

/ha:f/

/hed/

/hel6/

/ha:t/

/"he.vi/
/"he.l1.kop.tor/

/he'lov/

/help/
/"h3:.bal/

/"h1a.rov/

/haid/

/"ho.ki/

/"haul.do/
/hovm/

/hon/

I (dsi. ra: fe]
[go.'la:s]
[go. li:.tor]

[go.'la:s]
['gal.lav]

[gol. ko:Z]
[ 'gil.ju:]
[go:1]
[go:t]

[ 'gol.don]
[ 'ga:.lof]

[ 'go:r.mit]

[go. 1iin]
[ 'gor.re:]

[go. Tu:p]
[go. ron.ti]

[he:r]
[ha:1]
[haend]
[haeng]
[ha:t]
[‘ha:.rof]
[hee:d]

[ heel.loth]
[ha:t]

[ 'hee:.vi]
[ha.l1. kap.tor]
[ 'hee:.lo:]
[ 'hee:.lop]
[ 'har.bal]
[ 'hi:.ro]
[hart]

[ 'ha: ki]

[ 'hol.dor]
[ho:m]

[ 'ha:.ron]

[go.'la:s]
[go. li:.tor]
[go.'lo:.bal]
[go.'la:s]
['gal.lav]
[go.'lo:]
[gol. ko:Z]
['gilju:]
[go:1]
[go:t]
['gol.don]
[galf]

[ 'go:r.mit]
[go. re:.mar]
[go. rep]
[go. ra:s]
[go. 1iin]
[go. re:]
[go. rais.ri]
[go. ra:s]
[ga. Tu:p]
[go. reen.ti]
[ 'gar.dons]
[gam]
[d3om. 'nas.tok]
[he:r]

[ha:1]
[haend]
[h&ng]
[ha:d]
[har[]
[hee:d]
[heelg?]
[ha:t]

[ hee:.vi]

[ 'hee.lr.kap.tor]
[hae'lo:]
[heelp]

[ 'har.bal]

[ hi:.ro]
[haid]

[ 'ha: ki]

[ 'hol.dor]
[ho:m]
[harn]
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502.
503.
504.
505.
506.
507.
508.
500.
510.
511.
512.
513.
514.
515.
516.
517.
518.
5109.
520.

521.
522.
523.
524.
525.
526.
527.
528.
529.
530.
531
532.
533.
534.
535.
536.
537.
538.
539.
540.
541.
542.
543.
544,
545.
546.
547.

horror
horse
hospital
hostel
hot

hour
house
hurry
husband
ice

idea
impact
important
impress
in
include
income
industry
infection

influence
information
injection
ink
inspector
install
instruction
insult
insurance
interior
internal
Introduce
invitation
invite
invoice
iron

item
jacket
jam
jealous
jelly
jewellery
job

join

joke
journal
journey

/"ho.rar/
/ho:s/
/"hos.pr.tal/
/" hos.tal/
/hot/

/ava/
/havs/
/"ha.ri/
/"haz.bond/
/a1s/
/a1."dra/
/'1m.paekt/
/1m'po:.tont/
/1m'pres/
/m/

/m. klu:d/
/'m.kam/
/'m.da.stri/
/m’fek. fon/

/'m.flu.ons/
/.o 'mer. fon/
/. dzek.[on/
/mk/
/. spek.to/
/. sto:l/
/in"strak. fon/
/'m.salt/
/m'’[3:.rans/
/in't1a.riar/
/in't3:.nal/
/in.tra’dzu:s/
/. vt 'ter. fon/
/in"vart/

'In.VoIs
/aton/
/'ar.tom/

/' dzee kit/
/dzem/
/'dze.las/
/'dze.li/
/'dzu..ol.ri/
/dzob/
/d3o1mn/
/dzovuk/
/'d33:.nal/
/'d33:.ni/

[ 'ha:.ros]
[has.pa. ta:l]
[ 'has.tol]
[ha:t]

[ho:s]

[hos. band]
[ees]
['®d.ja]

[ ‘omp.raes]
[m]

[on.ka. lu:d]
[ 'm.kom]
['dos.ti]
[on'faek.fon]

[on.for 'me:.[on]

[on. d3aek. [on]
[ink]

[ons. pak.tor]
[ons. ta:l]

[ons 'tok. [on]
[on. sal.lat]
[on'f0:.ros]

[on'tar.nal]
[m.tor du:s]
[m.v1'te:.fon]

[on'vee:t]
[‘on.vee:s]
['e:.ron]
[‘e:.tom]

[ d3ee:.tok]

I [ hacror]

[hars]

[ hos.pa.ta:l]
[ 'has.tal]
[ha:t]
["ar.vor]
[havs]

[ hor.ri]

[ ' haz.bond]
[a1s]

[a1.'d1o]

[ ' 1m.paekt]
[om 'pa:.t3nt]
[tmp ‘raes]
[m]

[m.ka. lu:d]
[ 'm.kom]

[ ‘on.dos.tri]
[on'faek.fon]

['on.fa.lu.ans]

[m.for'me:.fon]

[m. dzaek.fon/
[ink]

[ms. peek.tor]
[ms. ta:1]
[mstrok. fon]
[ on.salt]
[on'[o:.rons]
[m'tr.r1or]
[on'tar.nal]
[m.tor du:s]
[m.v1'te:.[on]
[on'vart]
['m.vars]
['ar.ron]
['ar.tom]

[ d3ee: . kot]
dzem]
‘dze:.1os]
‘dzee.1i]
‘d3u:l.ri]
dza:b]
dzan]
[d30:k]

[ dzor.nal]
[ 'd3or.ni]

[
[
[
[
[
[
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548.
549.
550.
551.
552.
553.
554,
555.
556.
557.
558.
550.
560.
561.
562.
563.
564.
565.
566.
567.
568.
5609.
570.
571,
572.
573.
574.
575.
576.
S77.
578.
579.
580.
581.
582.
583.
584.
585.
586.
587.
588.
5809.
590.
591.
592.
593.

judge
juice
jumbo
jumper
junior
junk
justice
kettle
key
kick
kid
Kidney
kill
king
Kitchen
knife
knitting
knot
know
knowledge
label
labortary
lace
ladder
lady
land
language
large
last
laugh
laundry
law
lawyer
layer
lazy
leader
lecture
left

leg
lemon
lesson
letter
lettuce
libral
library
licence

/dzad3/
/dzu:s/

/'dzam.bav/

/'dzam.pa/
/'dzu..ni.o/
/dzank/
/'dzas.t1s/
/'ke.tal/
/ki:/

/kik/

/kid/
/'kid.ni/
/kal/

/kmy/
/'kri.tfon/
/marf/
/'n1.tiy/
/not/

/mav/
/'np.lid3/
/'ler.bal/

/la'bor.a.tar.1/

/lers/

/lee.da/
/'ler.di/

/leend/

/'len.gwidz/

/Mla:d3/

/a:st/

Na:f/
/'lo:n.dri/

Nlo:/

/'lor.o/

/ lera/
/'ler.zi/
/'li..do/

/'lek.tfo/

[leeft/

/leg/

/'le.mon/

/'le.san/
/'le.to/

/'le.t1s/

/'lr.ba.ral/

/'la1.bri/
/'lar.sons/

[d3eds3]

[diu:s]

[ 'dzom.por]
[ d3u:.n1or]
[d35nk]

[ d39s.tos]
[ 'kee:.tol]
[Kki:]

[kik]

[kid]

[ 'kid.ni]
[Kkil]

IKing/

[ 'ki:.tfon]
[nae:f]

[n1. tigk]
[na:t]

/'na:.ladz/
['le:.bal]
/19" bat.ri/
[lee:s]
['lee:.dor]
['le:.di]
[leend]

[ 'leeng.wod3]

['la:.rod3]
['la:.sot]

['1and.ri]
[la:]
['la:.jor]
[le:r]
['le:.zi]
['li:.dor]
['lek.tfor]
[lee:.fot]
[leek]
['lee:.mon]
['lee:.son]
['lee:.tor]
/'lee:.tos/

[ 'lib.rol]
['leeb.ri]
[la1.'sans]

[d3ed3]
[d3zu:s]

[ 'dzom.bo]
[ 'dzom.por]
[ d3u:.n1or]
[d33nk]

[ d39s.tos]
[ kee:.tol]
[Kki:]

[kik]

[kid]

[ 'kid.ni]
[kil]

IKing/

[ 'ki:.tfon]
[narf]

[ ni:.timg]
[na:t]

[no:]

[ na:.lod3]
['le:.bal]
[lo'bo:.tri]
[le:s]
['lee:.dor]
['le:.di]
[leend]

[ 'leeng.wod3]

[lard3]
[last]
[la:f]
['lan.dri]
[la:]
['la:.jor]

[ le:r]
['le:.zi]
['li:.dor]
[leek.tfor]
[leeft]
[leeg]
['lee:.mon]
['lee:.son]
['lee:.tor]
['lee:.tos]

[ 'Tib.rol]
['larb.ri]
['lar.sons]
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594.
595.
596.
597.
598.
590.
600.
601.
602.
603.
604.
605.
606.
607.
608.
609.
610.
611.
612.
613.
614.
615.
616.
617.
618.
619.
620.
621.
622.
623.
624.
625.
626.
627.
628.
629.
630.
631.
632.
633.
634.
635.
636.
637.
638.
639.

life

lift

light
like
lilac
limit
line
linguistics
link

lion
liquid
literature
little
load
location
lock
locket
looking
lord
lorry
loser
lost
lottery
loundge
lucky
luggage
lunch
lung
lust
luxury
machine
magic
mail
major
manage
management
mandate
manger
mango
mansion
manual
map
march
margin
marker
market

/larf/
/ift/
/lart/
/latk/
/'lar.lok/
/' lL.mit/
/lam/
/ lm. gwis.tiks/
/igk/
/'lar.on/
/" lik.wid/
/'Intra.tfo/
/'1.tal/
/lovd/
/1av. ker. fon/
/Iok/
/"lok.1t/
/"o kiy/
No:d/
/'lo.ri/
/'Tu:.za/
/lost/
/'Ip.ta.ri/
/lavndz/
/'1a.ki/
/'1a.g1d3/
/Iantf/
/Ian/
/Iast/
/'1ak Ja.ri/
/ma’ [in/
/'mae.d3zik/
/meil/
/'mer.dzo/
/'mae.nidz/
/'me.nid3.mant/
/'maen.dert/
/'mem.d3o/
/'maen.gou/
/'maen.fon/
/'maen.ju.ol/
/maep/
/ma:tf/
/'ma:.dzm/
/'ma:.ko/
/'ma:.kit/

[lee:f]
['i:.fat]
[lee:t]
[lee:k]
['lee:.1ok]
['li:.mot]
[lee:n]

[link]
['lee:n]

[ Tik.wat]
[lot. 're:.tfor]
['i:.tal]
[lo:t]
[1a.'ke:.fon]
[la:k]
['la:.kot]

[la:t]
['la:.ri]

['lat.ri]

[lant/]
['lok ki]

[13ntf]
[15ng]

[ma'fin]
[ 'mee:.d30k]

[ 'me:.d3or]
[ 'mee:.nad3]
[ma. ne:d3.mit]

[moa. ne:.d3or]
['m&n.go]

[ ‘'maen. rn]

[ 'ma:.rotf]
[ 'mar.d3on]
[ 'mar.kol]
[mar. ki:t]

[larf]

[1rft]

[lart]

[laik]
['lar.lok]
['li:.mot]
[lamn]

[ ligg. wis.tiks]
[lik]
['lam]

[ Tik.wad]
[la. tre.tfor]
['i:.tal]
[lo:d]

[lo. ke:.Jon]
[la:k]
['la:.kot]
[Tu:.king]
[la:d]
['la:.ri]
['Tu:.zor]
[last]
['la:.tri]
[lant/]
['lok.ki]

[ log.gad3]
[13nt/]
[13ng]

[lost]
['log.30.11]
[ma'fin]

[ 'mee:.d3ok]
[me:1]

[ 'me:.dzor]

[ 'mae:.nad3]
[ 'ma.nad3.mint]
[ 'maen.dot]

[ 'mae.ne.d3or]
['mn.go]

[ 'meen. fon]
[ ' maen.val]
[meep]
[mart/]

[ 'mar.d3on]
[ 'mar.kor]

[ 'mar.kit]
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640.
641.
642.
643.
644.
645.
646.
647.
648.
649.
650.
651.
652.
653.
654.
655.
656.
657.
658.
659.
660.
661.
662.
663.
664.
665.
666.
667.
668.
669.
670.
671.
672.
673.
674.
675.
676.
677.
678.
679.
680.
681.
682.
683.
684.
685.

marks
marriage
married
mask
master
match
material
matter
mattress
mature
maximum
mayor
meaning
measurement
medal
media
medicine
meeting
melon
member
menu
message
metal
middle
mike
military
milk
million
minimum
minister
minor
minute
mirror
miscartiage
missile
mistake
mix
mobile
model
modern
molecule
money
monitor
monkey
monthly
moon

/ma:ks/
/'meeridz/
/'mae.rid/
/mosk/
/'ma.:.sto/
/meetf/
/ma’tia.ri.al/
/'mae.to/

/' maet.ras/
/ma’tfus/
/'mak.sr.mom/
/me:/
/'mi:.nm/
/'me3.0.mont/
/'me.dal/
/'mi:.di.o/
/'me.d1.son/
/'mi:.tm/
/'me.lon/
/'mem.ba/
/'men.ju./
/'me.s1d3/
/'me.tal/
/'mr.dal/

/ maik/
/'mulr.ta.ri/
/mulk/
/'mil.jon/
/'m1.nr.mom/
/'mi.nis.tor/
/'mar.noa/

/' mr.nit/
/'mr.ra/
/'mis . kee.ridz/
/'mur.sail/
/mr’steik/
/miks/
/'mav.bail/
/'mp.dal/
/'mo.dan/
/"mol.r.kju:l/
/'ma.ni/
/'mo.nr.to/
‘man.ki
/'man.0li/
/mu:n/

[ 'ma:.rok]

[ 'mae:.rod3]
[ mae:.rot]

[ ‘'ma:.sok]

[ ‘'mas.tor]
[meetf]

|m9'ti:.rsl|

‘ ‘maet.ras |

[ 'maj.jor]

[mo. 3or.mit]
[ ' mae:.dal]

| 'mi:d.ia|

[mi. tink]

[ ‘'mim.bar]
[ 'mi:.nu]
[ ' me:.sotf]

[ 'mi:.dal]
[mae:k]

[ 'mi:.1ok]

['mll.i'en]

[ma. nis.tor]

[ 'mi:.nat]

[moa. ze:1]
[mos 'te:k]
[ 'mi:.kos]
[ma. bee:l]
[ 'ma:.doal]
[ 'mad.ron]

[ ‘'mon.ni]
[ma. ni:.tor]
[ 'man.ki]

[ 'manth.1i]
[mu:n]

[maks]
[ ' mae:.rod3]
[ ' mae:.rod]
[mask]
[ ‘'mas.tor]
[meetf]
[ma'ti:r.jal]
[ mae:.tor]
[ ' maet.ros]
[ma'tfo:r]
[ ' maek.sr.mom]
[ 'me:.jor]
[ 'mi:.ning]
['ma.30r.mint]
[ ' mae:.dal]
[ 'mi:d.ja]
[ ' ma.di.son]
[ 'mi:.timg]
[ ' me:.lon]
[ ‘' mam.bar]
[ ' men.ju:]
[ ' mae:.sod3]
[ ' me:.tol]
[ 'mi:.dal]
[mark]
[ 'mil.tri]
[ 'mi:.1ok]
[ 'mil.jon]
[ 'mr.nr.mom]
[ma. nis.tor]
[ ‘'mar.nor]
[ 'mi:.nat]
[ 'mi:.ror]
[mis. 'kee:.rod3]
[ 'mi:.zail]
[mis te:k]
[miks]
[ 'mo:.bail]
[ 'ma:.dal]
[ 'mad.ron]
[ma.l1. 'ku:1]
[ 'mon.ni]
[ 'ma:.n1.tor]
[ 'moan.ki]
[ 'mangh.11]
[mu:n]
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686.
687.
688.
689.
690.
691.
692.
693.
694.
695.
696.
697.
698.
699.
700.
701.
702.
703.
704.
705.
706.
707.
708.
709.
710.
711.
712.
713.
714.
715.
716.
717.
718.
719.
720.
721.
722.
723.
724.
725.
726.
727.
728.
729.
730.
731.

morning
mosque
mother
mountain
mouse
mouth
movie
mug
murder
muscle
mushroom
music
nail
name
narrow
national
nature
naughty
neck
necklace
needle
negative
negotiate
nervous
net
neutral
nice
niece
night
nomination
normal
notice
novel
number
nurse
nursery
objection
ocean
offence
offer
office

oil
omlette
onion
open
operation

/'mo:.niy/
/mosk/
/'mA.0a/
/'maovn.tm/
/mauvs/
/maub/
/'mu:.vi/
/mag/
/'m3:.do/
/'mA.sal/
/'maf.rum/
/'mju:.zik/
/meil/

/merm/
/'na&.rov/
/'ne&.[a.nal/
/'ner.tfor/
/'no:.ti/
/nek/
/'nek.las/
/'ni:.dal/
/'ne.ga.trv/
/ma’gou. fi.ert/
/'n3:..vos/
Inet/
/'nju:.trol/
/nars/

/ni:s/

/mart/
/np.mi. ner.fon/
/'no:.moal/
/'nov.trs/
/'no.val/
/'nam.ba/
/n3:s/
/'n3:.s9.ri/
/ab'dzek.fon/
/"avu.fan/

/o' fens/
/'vf.a/
/'p.fis/

/o1l/
/'pm.lat/

/' an.jon/
/"du.pan/
/o.pa. rer.fon/

IR [ ma:rning]

‘ma:.saok

[ mu:.vi]
[mog.ga]

[ ‘'mas.sal]

[ma. ju:.zok]
[ne:l]

[na:m]

[ ne:.ro]

[ naef.nal]

[nae:k]

[ naek.los]
['ni:.dal]

[ neg.tov]

[ nor.vas]
[nz:t]
[ nu:t.ral]
[n&:s]

[nze:t]

[na.mr. ne:.fon]

[ na:r.mol]
[ no:.tos]

[ ndm.bor]
[nor.ros]

[ nar.sa.ri]
[ob’'d3aek.fon]

[ "af.for]
['af.fos]

[a1l]
['am.let]

['0:.pon]
[pa.'re:.fon]

[mask]

[ 'ma:.dor]

[ ‘'mavn.ten]
[mavs]
[maogh]

[ mu:.vi]
[mag]

[ ‘'mor.dor]

[ 'mas.sal]

[ maf.ruim]
[mr. ju:.zok]
[ne:l]
[ne&e:m]

[ ne:.ro]

[ naef.nal]

[ ne:.tfor]

[ na:.ti]
[nae:k]

[ naek.los]

[ ni:.dal]

[ nee.go.trv]
[n&e'go:.fet]
[ nor.vas]
[neet]

[ nu:.tral]
[nais]

[ni:s]

[nart]
[na.mr. ne:.[on]
[ na:r.mal]
[ no:.tos]

[ na:.val]

[ ndm.bor]
[nors]

[ nor.sa.ri]
[ob'd3aek.fon]
['0:.Jon]
[o'feens]

[ "af.for]
['af.fos]
[a1l]
['am.let]

[ 'on.jon]
['0:.pon]
[op.'re:.Jon]
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732.
733.
734.
735.
736.
737.
738.
739.
740.
741.
742.
743.
744.
745.
746.
747.
748.
749.
750.
751.
752.
753.
754.
755.
756.
757.
758.
759.
760.
761.
762.
763.
764.
765.
766.
767.
768.
769.
770.
771.
772.
773.
774.
775.
776.
777.

opinion
opportunity
opposite
optical
option
orange
order
ordinance
original
orphan
out
oven
over
pack
package
packet
pad
paint
painter
palace
paper
park
parliament
parlour
parrot
part
party
passanger
passport
patch
patient
payment
peace
peak
peanut
pedal
pedistal
peg
penalty
pencil
pendant
pending
penny
pension
peper
percent

/3. pr.njon/
/op.o'tfu:.na.ti/
/'v.pa.zit/
/"op.tr.kal/
/"op.fon/
/'p.rmd3z3/
/"or.de/
/'9:.dr.nons/
/a'r1d3.9.nal/
/"a:.fon/
/avt/

/" Av.on/
/"au.va/
Ipaek/
/"pee.kidz/
/'pee.kit/
/paed/
/pemt/
/'pem.ta/
/'pee.lis/
/'per.pa/
/pa:k/
/"pa:.lr.mant/
/'pa:.lor/
/'pee.rat/
/pa:t/
/pa:.ti/
/"pae.son.dzor/
‘pa:s.po:t
/peetf/
/'per.font/
/'per.mant/
/pi:s/

/pi:k/
/'pi..nat/
/'pe.dal/
/'pe.dis.tal/
/peg/
/'pe.nal.ti/
/'pen.sal/
/'pen.dont/
/"pen.diy/
/'pe.ni/
/'pen.fan/
/'pe.pa/
/pa’sent/

[a. po:.z1t]

['ap.Jon]
[0:.'rand3]
["a:.dor]

[ '11d3.n9l]
['a:r.fon]
[o:t]
[‘ov.von]
[ov.var]
[pae:K]

[ pe:.katf]
[ pee:.tok]
[pae:t]
[paent]

[ peen.tor]
[ pee:.los]
[ 'pe:.par]
[ 'pa:.rok]

[ 'pa:r.lor]

[pa:t]

['ia:r.ti]

[ 'pa:s.bot]
[peet/]
[pe.’ font]
[ pe:.mit]

]
[ii:k]
[ pee:.dal]
[po. dis.tal]

[pa. nal.ti]
[ peen.sal]

[peen. ting]
[ pe:.ni]

[ peen.fon]
[ 'pe:.par]
[par. 'sant]

[0.'pin.jon]

[o.par'tfun.ti]

[a. po:.z1t]

[ ap.tr.kal]

['ap.fon]

[ '0:.rand3]

['a:.dor]

['a:.dr.nos]

[0. 11d3.n0l]

['a:r.fon]

[avt]

[‘ov.von]

[0:.vor]

[pae:K]

[ pee:.kad3]

[ pae:.kot]

[pee:d]

[pent]

[ pen.tor]

[ pae:.los]

[ pe:.par]

[park]

[ 'par.li.mint]

[ 'pa:.lor]

[ pae:.raot]

[pa:t]

[ pa:r.ti]

[pa.'sin.d3or]

[ 'pa:s.pot]

[pet/]

[ 'pe:.Jont]

[ pe:.mint]

[pi:s]

[pik]

[ 'pi:.not]

[ pee:.dal]

[ pee.dis.tal]

[pee:g]

[pee. nol.ti]

[ peen.sal]

[ pen.dat]

[ peen.ding]

[ pee:.ni]

[ peen.fon]

[ pe:.par]

[par. 'sant]
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778.
779.
780.
781.
782.
783.
784.
785.
786.
787.
788.
789.
790.
791.
792.
793.
794.
795.
796.
797.
798.
799.
800.
801.
802.
803.
804.
805.
806.
807.
808.
8009.
810.
811.
812.
813.
814.
815.
816.
817.
818.
819.
820.
821.
822.
823.

percentage
perfect
performance
perfume
period
permission
person
personality
petition
petrol
pharmacy
philosophy
phone
photo
piano

pick
pickle
picture
pigeon
pillow
pilot

pin

pink

pipe

pistol
plain
planet
plant
plaster
plastic
plate
player
please
pledge
pliers

plot

plug
plumber
pocket
poet
poetry
point
poison
police
policy
polish

/pa’sen.tid3/
/'p3..fekt/
/pa'fo..mons/
/'p3..fjum/
/'pra.riad/
/pa'mi.fon/
/'p3:.son/

/p3:.s2. n&e.la.ti/

/pa.'t1.fon/
/'pet.ral/
/'fa:.ma.si/
/1. 1p.sa.f1/
/foun/
/' fou.tov/
/pi’ &.nov/
/pik/
/"pr.kal/
/' pik.tfo/
/'pr.dzen/
/"pr.lov/
/'par.lot/
/pm/
/pmk/
/paip/
/'pis.tal/
/plem/
/"plae.n1t/
/pla:nt/
/"pla:.sto/
/"plee.stik/
/plert/
/"pler.a/
/pli:z/
/pleds/
/plaroz/
/plot/
/plag/
/'pla.ma/
/"po.kit/
/'pav.it/
/"pav.Ltri/
/pomt/
/'por.zon/
/pa.’lizs/
/"po.lLsi/
/"po.l1f/

[por. son.ted3]
[por.’ faek.kot]
[por'fa:.mos]

[por. son.ted3]

[ por.faekt]
[por'fa:.mos]

[por. fum] [ par.fijuim]
[ pirjoat] [ pir.jad]
[por 'mi:.[on] [por 'mi:.[on]
[ por.son] [ por.son]
[por.sa. neel.ti] [por.sa. neel.ti]
[pa.'ti:.fon] [pa.'ti:.fon]
[ pat.rol] [ pee.trol]
[far. 'me:.si] [ far.me:.si]
[fo. las.f1] [fo. las.fi]
[fun] [fun]
[ 'fo:.tu] [ 'fo:.to]
I (po ja.no]
1:k [p1k]
L — o
‘pik.tfor [ pik.tfor]
[ 'pi:.lo]
[ pae:.lot] [ parlat]
[pmn] [pmn]
[pink] [pink]
[p:p] [paip]
[ 'pif.tal] [ 'pis.tal]
[pa.'le:n] [po.'lem]
E I (ro e o
[pa.lant] [pa.lant]

[pa. los.tor]
[pa. laf.tok]

[pa.'la:s.tor]
[pa. las.tik]

[pa.'le:t] [pa.'le:t]
[pa.'leir] [pa.'le:.jor]
[pa.'li:z] [pa.'li:z]
I [po. le:ds)

[pa.'la:s] [pa.'larr]
[pa.'la:t] [pa.'la:t]
[po.'la:g] [pa.'log]
[pa.'lom.bor] [pa. lom.mor]

[ 'pa:.kot]

['port]

[ por.tri]

[ pu:.waint]

[ 'por.zon]
[pa.'li:s] [pa.'li:s]
[pa. li:.si] [ 'pa:.lisi]
['pa:.laf] ['pa:.lif]
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824.
825.
826.
827.
828.
820.
830.
831.
832.
833.
834.
835.
836.
837.
838.
830.
840.
841.
842.
843.
844,

845.
846.
847.
848.
849.
850.
851.
852.
853.
854.
855.
856.
857.
858.
859.

860.
861.
862.
863.
864.
865.
866.
867.
868.
869.

poll
pollution
poor
popular
porch
portion
position
positive
possible
post

pot
potato
pound
powder
prayer
precious
pregnant
president
press
pretty
price
primary
prince
principal
printer
private
prize
problem
process
produce
product
production
profession
professor
profile
profit
program
progress
project
prominent
promote
promotion
proper
proton
provide
province

/pavl/

/pa’lu:.fon/
/pvd/
/'po.pja.lo/
/pa:tf/
/'po:.fon/

/pa.'z1.fon/

/'po.za.trv/
/'po.s1.bal/

/pavst/

/pot/

/pa 'ter.tov/
/pavnd/
/'pav.do/

/prea/
/'pre.fas/

/"preg.nont/
/'pre.z1.dont/
[prees/

/"priti/
/prais/
/'prar.mar.i/

/prins/
/'prin.st.pal/

/'prin.to/
/'prar.vot/
/praiz/
/'pro.blom/
/'prav.ses/
/pra.'d3u:s/
/"pro.dakt/
/pra.'dak.fon/

/pra. fe.fon/
/pra‘fe.so/
/"prov.fail/
/"pro.fit/

/'prav.grem/

/'prav.gres/
/'pro.dzekt /

/'pro.m1.nont/
/pra’mout/
/pra.' mau. fon/
/'pro.pa/

/"prav.ton/
/pra‘vaid/

/'pro.vins/

[po:1]

[pa. pu:.lor]
[ po:.ratf]
[ po:r.Jon]
[pa.'zi:.fon]
[ pa:z.tv]
[pa.si:.bal]

‘ io:.sst'

[pond]

‘ io:.dar‘

[pa. raeg.nat]
[pa.ree.z1. dont]
[pa.'ree:s]

[pa.'ree:s]

[pa. reem.ri]
L ]

[pa.reen. 'si:.pal]

[pa. rin.tor]

[pa.re. ve:t]

[pa.'re:z]

[pa. 'rab.lom]

[pa.'ra:.sa&s]

[por.'du:s]

[por.'fz:.fon]
[por. fz:.sor]
[por. fail]

[pa. ra:.fot]

[po. roy.ram]
[po.'rag.ros]
[pa.ra. dze: .kot]

[par ' mo:t]

[por. ' mo:.[on]
[pa. ra:.por]

[iar. ‘v t]

[po:1]
[po'lu:.Jon]
[ pu:.wor]
[pa. pu:.lor]
[port/]

[ po:r.Jon]
[po. zi:.Jon]
['pa:.zitiv]
[ pa:.s1.bal]

[post]

[pa:t]
[po'te:.to]
[paund]

[ pav.dor]

[pa. reor]

[pa. ri:.f10s]
[pa. reeg.nont]
[pa. 'ree.z1.dont]
[pa.'ree:s]

[pa. ri:ti]

[po. raiz]

[pa. rarm.ri]
[pa.'1ins]

[pa. rm.s1.pal]
[pa. rin.tor]
[pa. rar.vet]
[pa. 'raiz]

[pa. 'rab.lom]
[pa.'ra:.s&s]
[por.'du:s]
[pa.'ra:.dokt]
[pa.ro. dok.fon]
[pa.ro. fae:. fon]
[pa.ro. fae:.sor]
[pa. ro:.fail]
[pa.'ra:.fot]
[pa. rog.ram]
[po.'rag.ros]
[po. ra:.d3zaekt]
[pa. ra:.mr1.nont]
[par ' mo:t]

[por. mo:.[on]
[pa. 'ra:.par]
[pa.'ro:.tan]
[pa.ro: 'vaid]

[pa.'ro:.vins]
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870.
871.
872.
873.
874.
875.
876.
8717.
878.
879.
880.
881.
882.
883.
884.
885.
886.
887.
888.
8809.
890.
891.
892.
893.
894.
895.
896.
897.
898.
899.
900.
901.
902.
903.
904.
905.
906.
907.
908.
909.
910.
911.
912.
913.
914.
915.

provision
public
publicity
publish
pudding
pump
puncture
punishment
purple
purse
pyjamas
quality
quarter
query
question
quick
rabbit
race

rack
racket
rank

rat

rate
recent

red

refuse
rehearsal
reject
relax
remover
rent
repeat
reply
report
reputation
request
requirement
research
rest
restaurant
restriction
result
revenue
revision
rich

rifle

/pro’vi.3on/

/"pab.lik/
/pabl1.sa.ti/
/"pab.11f/
/'pu.dmm/
/pamp/

/' pank.tfo/

/"pA.nif.mont/
/'p3..pal/
/p3:s/
/pr'dza:.moz/
/' kwo.l1.t1/

/" kwo:.to/

/' kwra.ri/

/"' kwes.tfon/
/kwik/
/'ree.bit/
/rers/

Ireek/

/'ree.kit/

/renk/

Ireet/
/rert/
/'ri:.sont/

Ired/

/r1. fjuiz/
/r3."'h3:.s0l/
/r1 dzekt/
/1’ leeks/
/r1. ' mu:.vo/
Irent/

/r1. pi:t/
/r1."plar/
/r1'pa:t/
/rep.jo ter. fon/

/r1. ' kwest/
/r1. ' kwara.mant/
/r1's3:tf/
Irest/

/'res.tront/
/r1'strik. fon/
/11 ZAlt/

/'re.va.nju:/

/T1."v1.30n/
/ritf/
/'rar.fal/

I [pa.ro.'vit.zon]

[ pab.lok] [ pab.lak]
[pob'li:.s1.ti]
[ 'pab.1af] [ pab.laf]
[pu:. tik] [ pu:.tmg]
[pamp] [pamp]
[ peen.tfor] [ papgk.tfor]
[pa. nif.mit]
[ por.pal] [ por.pal]
[por.ras] [poars]
[po'dza:.ma] [po'd3a:.ma]
[ko. wal.t1] [ko. wal.t1]
[ko. wa:.tor] [ko. wa:.tor]
[ko. we:.ri]
[ka. ' Waos.tfon] [ka. ' Was.tfon]
[ko.wi:k] [ko.wi:k]
[ ree:.bat]
[re:s] [re:s]
[ree:k] [ree:k]
[ 'ree:.tok] [ 'ree:.kot]
[reenk] [reenk]
[reet] [reet]
[ 're:t] [ 're:t]
D (i sont]
[reed] [reed]
[rof. ju:z] [rof. ju:z]
[r1. hor.sal]
[ro'd3e: .kat] [ro'd3zaekt]
[ro'lae:.kos] [ro'leks]

[rom. bu:.vor]
[rent]

[ra. pi:t]

[ 'rop.lar]
[ro'po:t]

[rok. wee:.sot]
[rok. waer.mit]
[ro'sar.rotf]

[ 'ree:.sot]

[ro'zal.1at]

[ra.'vii3on]

[r1tf]
[ 'ree:.fal]

[ro.'mu:.var]
[rent]

[ra. pi:t]

[ 'rop.lar]
[ro'po:t]
[ree.po. te:.Jon]
[rok. waest]
[rok. warr.mit]
[ro'sart/]
[reest]

[rees. tu:.ront]
[ros trik.[on]
[r1'Z0lt]

[ reev.niju]
[ra.'vii3on]
[rrtf]

[ 'rar.fol]
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916.
917.
918.
919.
920.
921.
922.
923.
924.
925.
926.
927.
928.
929.
930.
931.
932.
933.
934.
935.
936.
937.
938.
939.
940.
941.
942.
943.
944.
945.
946.
947.
948.
949.
950.
951.
952.
953.
954.
955.
956.
957.
958.
959.
960.
961.

right
ring
risk
river
road
roast
robot
rocket
role
root
route
royal
rubber
ruler
run
safe
salary
sale
salt
salute
sauce
save
scan
scarf
scary
scenery
scholar
school
science
scooter
scope
score
screen
screw
scrutiny
search
season
seat
second
secondary
secret
secretary
section
sector
security
select

/rart/
[t/
/r1sk/
/'rL.va/

/roud/
/100Sst/
/'rou.bot/
/'ro.kit/
/raul/

/ru:t/

/ru:t/
/ro1al/

/'ta.ba/

/'ru:.lo/
/ran/
/serf/
/'see.la.ri/
/se1l/

/solt/

/sa." lu:t/
/sa:s/
/serv/
Iskaen/
/ska:t/

/'skea.ri/

/'si:..na.ri/

/"sko.lor/

/skuval/

/sarons/

/'sku:.to/

/skavp/

/sko:/

/skri:n/

/skau:/
/"skru:.tr.ni/
/s3:tf/

/'si:.zon/

/si:t/

/'se.kond/

/'se.kon.dri/
/"si: krat/
/'sek.ra.tor.i/
/'sek.fan/
/"saek.to/

/st'kjua.ra.ti/
/s1.'lekt/

I fra

[ring]
[ 'ri:.s0k]

[ro:t]
[ '1o:.s0t]
[ro.'bo:t]
[ 'ra:.kot]
[ro:1]

]
o

[ 'rob.bat]

[ron]
[se:f]

[ 'sel.ri]
[se:]]
['sa:.lot]

[sev]
[sa. kae:n]
[os. ka:f]

[ 'siin.ri]
[os. ka:.lor]
[sa. ku:l]
[s&ns]

[9s. ku:.tor]
[9s. ko:p]
[9s. ko:r]
[sok. riin]

[ 'sok.ru:]

['si;.zon]
[si:t]
[sa.'kint]

[ 'sek.fon]
[ 'saek.tor]
[so'ko:.ti]
[s9. le: kat]

[rmg]

[ 'ri:.sok]

[ 'rii.vor]
[ro:d]
[rost]
[ro.'bo:t]

[ 'ra:.kit]
[ro:1]

[ru:t]

[ru:t]

[ra1l]

[ 'rab.bor]
[ Tu:.lor]
[ron]

[se:f]

[ 'sel.ri]
[se:]]

[salt]

[sa. lu:t]
[sa:s]
[sev]

[sa. kae:n]
[os. ka:f]
[sa. ke:.ri]
[ 'siin.ri]
[os. ka:.lor]
[sa. ku:l]
[samns]

[sa. ku:.tor]
[s9. ko:p]
[9s. ko:r]
[sok. riin]
[ 'sok.ru:]
[sok. ru:t.ni]
[sortf]
['si:.zon]
[si:t]
['see.kand]
[s9. keen.dri]
['si:k.rot]

[ 'seek.tri]

[ 'sek.fon]
[ 'saek.tor]
[so'ko:r.ti]
[sa. laekt]
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962.
963.
964.
965.
966.
967.
968.
969.
970.
971.
972.
973.
974.
975.
976.
977.
978.
979.
980.
981.
982.
983.
984.
985.
986.
987.
988.
989.
990.
991.
992.
993.
994.
995.
996.
997.
998.
999.

1000.
1001.
1002.
10083.
1004.
1005.
1006.
1007.

self
semester
senior
sentence
serious
servant
service
settle
sex
shadow
shake
shame
shampoo
sharpner
shawl
shift
shoot
shop
shoping
short
shoulder
show
signal
signature
silk
silver
singer
single
sink
sister

sit

SiX

skin
skip
skirt
skull
slate
slice
slide
slim

slip
slow
small
smart
smell
smile

[self/
/s1'mes.ta/
/'si:.ni.o/
/'sen.tons/
/'s10.11.98/
/'s3:.vant/
/'s3:.v1s/
['se.tal]
/seks/
/' Jee.dov/
/ferk/
/ferm/
/feem pu:/
/' fa:.pa.na/
/fa:l/
/fift/
/fut/
/fop/
/' fo.piy/
/fo:t/
/" foul.do/
/fau/
/"s1g.nal/
/'s1g.ne.tfo/
/s1lk/
/'s1l.vo/
'si.or
/'s1y.gal/
/sink/
/'s18.to/
/s1t/
/s1ks/
/skin/
/skip/
/sk3:t/
/skal/
/slett/
/slars/
/slard/
/slim/
Islip/
/slav/
/smo:1/
/sma:t/
/smel/
/smail/

[ 'sa:.lof]
[so'mees.tor]
[ 'si:n.jor]

[ 'si:r.jos]
[sar.'vant]
[ 'sor.vas]
[ 'sa:.tal]

[Jek]
[Je:m]

[ fem.po:]
[ fa:p.nar]
[fa:1]
[f1:.fat]

[Ja:p]
[Ja:. pmg]
[fa:t]

[ 'fol.dor]
[Jo:]

| ' SIi.nel |

[ 'si:.lok]
['s1l.vor]
[ 'sm.gor]
[ 'sm.gal]
[sipk]

[ 's1s.tor]
[s1t]
['si:.kos]
[ os.kin]

[sa.'le:t]

[so.lat]
[so.'li:m]
[sa.'li:p]
['sal.lo:]
[sa.'ma:l]
[9s. ' ma:t]
['os.meel]
[0s. me:1]

[self]

[so ' mees.tor]
[ 'si:n.jor]
[son. t&ns]
['si:r.jos]
['sor.vant]
[ 'sor.vas]

[ 'sa:.tal]
[saeks]

[ fe:.do]
[Jek]
[Je:m]

[ fem.pu:]
[ fa:p.nar]
[fa:1]

[Jft]

[Ju:t]
[Ja:p]
[Ja:.pmg]
[fa:t]

[ 'fol.dor]
[Jo:]

[ 's1g.nal]

[ 'sog.ne:.tfor]

[ 'si:.lok]

[ 'sil.vor]
[ 'si.gor]
[ 'sm.gal]
[sink]

[ 's1s.tor]
[s1t]
[siks]

[ os.kim]

[ os.kip]
[9s. kort]
['os.kal]
[sa.'le:t]
[sa.'lais]
[sa.laid]
[so.li:m]
[sa.'li:p]
[sa.'lo:]
[sa.'ma:l]
[9s. ' ma:t]
['os.meel]
[sa. ' mail]
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1008.
1009.
1010.
1011.
1012.
1013.
1014.
1015.
1016.
1017.
1018.
10109.
1020.
1021.
1022.
1023.
1024.
1025.
1026.
1027.
1028.
1029.
1030.
1031.
1032.
1033.
1034.
1035.
1036.
1037.
1038.
10309.
1040.
1041.
1042.
1043.
1044.
1045.
1046.
1047.
1048.
1049.
1050.
1051.
1052.
1053.

snake
snow
soap
social
society
socket
socks
sofa
soldier
solid
solve
sorry
sound
soup
source
space
spare
sparrow
speak
special
specialist
spectrum
speech
speed
spicey
sponsor
spoon
spray
spread
squeez
stadium
stage
stain
stair
stamina
stamp
stand
standard
star
start
state
station
stationary
status
steal
step

/sneik/
/snav/
/soup/
/'squ.fal/
/sd'sar.it.i/
/"sp.kit/
/spks/
/"savu.fa/
/'soul.dzo/
/"sp.l1d/
/splv/
/'sp.ri/
/savnd/
/su:p/
/sa:s/
/spets/
/spea/
/'spee.rov/
/spi:k/
/'spe.fal/
/"spe.fa.list/
/"spek.trom/
/spi:tf/
/spi:d/
/"spar.si/

/' sppn.sa/
/spun/
/spret/
[spred/
/skwi:z/

/' ster.drom/
/sterdz/
/stem/
/stea/
/'stee.m1.na/
[stemp/
[steend/
/'steen.dad/
/sta:/
/sta:t/
/stert/
/'ster.fon/
/'ster.fo.na.ri/
/'ster.tas/
/sti:l/

[steep/

I [os. neik]
[ 'son.no]
[su:p]

[ 'so:.Jal]

[ 'sa:.kat]
[sa:.kos]
[ 'so:.fe]

[ 'sa:.lad]

[ 'sa..ri]
[sond]
[su:p]

[ 'so:.ros]
[9s. pe:s]

[9s. pi:t]
[s9. par.si]

[9s. pan.sor]

[ 'sop.re:]

['sai.raed]

[os.te:. diom]
[os. te:tf]

[9s. teemp]
[9s. taend]
[9s. ton.dor]
[0s. ta:r]
[0s. ta:t]
[9s. te:t]
[os.'te:.Jon]

[sa.'te:.tas]
[sa.'ti:1]
['os.teep]

[sa. no:]
[so:p]
['so:.Jal]
[so'sar.ti]

[ 'sa:.kat]
[saks]

[ 'so:.fe]

[ 'sol.dzor]
['sa:.lad]
[salv]

[ 'so:.ri]
[saund]
[su:p]

[sors]

[9s. pe:s]
[sa. pe:r]
[s9. pa:.ro]
[sa. pik]

[ 'spee:.[al]
[os. pae:.fa.list]
[sa. pek.trom]
[os. pi:t/[]
[9s. pi:d]
[9s. par.si]
[s9. pan.sor]
[sa. pun]

[ 'sop.re:]

[ 'sop.red]
[sok. wi:Z]
[9s. te:.diom]
[os. te:d3]
[sa.'te:n]
[sa.te:r]

[sa. teem.no]
[9s. teemp]
[9s. teend]
[so. teen.dor]
[0s.ta:r]

[0s. ta:t]

[9s. te:t]

[9s. te:.Jon]
[9s. tef.na.ri]
[sa.te:.tas]
[sa. ti:]]
['os.tep]
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1054.
1055.
1056.
1057.
1058.
1059.
1060.
1061.
1062.
1063.
1064.
1065.
1066.
1067.
1068.
10609.
1070.
1071.
1072.
1073.
1074.
1075.
1076.
1077.
1078.
1079.
1080.
1081.
1082.
1083.
1084.
1085.
1086.
1087.
1088.
10809.
1090.
1091.
1092.
1093.
1094.
1095.
1096.
1097.
1098.
1099.

stick
sticker
stitch
stock
stone
stool
stop
store
storey
story
straight
strange
straw
strawberry
street
strict
strike
string
strip
strong
structure
student
studio
study
stunt
style
subject
submit
sugar
suggestion
suit
summary
sun
supply
surf
surgeon
surgery
survey
sweat
sweater
sweet
swell
switch
system
table
tablet

/stik/
/"str.ka/
/stitf/

/stok/
/stoun/
/stu:l/
/stop/
/sto:/

/'stor.ri/
/'sto.ri/
/strert/
/stremdz/

/stro:/
/"stro:.bar.i/

/stri:t/
/strikt/
/straik/
/stri/
/strip/
/stron/

/' strak.tfo/
/'stju:.dont/
/'stju:.di.ov/

/'sta.di/

/ stant/

/starl/
/"sab.dzaekt/
/sob 'mit/

/" fu.go/
/sa'd3zes.tfon/
/su:t/
/'sA.ma.ri/
/san/
/sa'plar/
/s3:1/
/'s3:.d3on/

/'s3:.d39.11/
/'s3:.ver/

/swet/

/"swe.ta/
/swi:t/
/swel/

/switf/
/"s18.tom/
/"ter.bal/

/"taeb.lat/

['ss tik]
[9s. ti:.kor]

['ss tik]
[9s. ti:.kor]

— ['os.t1t]

[9s. tak]

[9s. ta:p]
[9s.'to:r]
[9s. to:.11]
[9s. to:.11]

[sot. k]

[sa.tu:. dont]
[9s. tu:.d10]
[9s. tod.di]

[0s. tae:]]

[ fu:.gor]

[su:t]

[san]

[ 'sop.la1]
[sor.rof]

[ 'sor.dzon]

[so. wee:.tor]
[sa. Wit]

[su:tf]
['s1s.tom]
['te:.bal]

[9s. tak]
[9s. tuin]
[sa. tu:l]
[sa.'ta:p]
[9s. to:r]
[9s. to:.11]
[9s. to:.11]
[sat. re:t]
[sot. 'reend3)]
[ os.tra:]

[9s. ta:b.ri]
[sot. ri:t]

[ 'so.trik]
[sat. raik]
[9s. tring]

[ 'sot.rip]
[9s. trong]
[sat. rok.tfor]
[s9. tu:.dont]
[9s. tu:.d10]
[sa. to.di]

[ so.tont]
[s9. ta1l]
[sab. dzaekt]
[ 'sob.mit]

[ fu:.gor]
[so'd3e:.tfon]
[su:t]

[ 'som.ri]
[san]

[ 'sop.la1]
[sorf]

[ 'sor.dzon]

[ 'sor.dzo.ri]
[ 'sor.ve:]
[sa. wee:t]
[so. wae:.tor]
[sa. ' Wi:t]
[sa. ' wee:l]
[su:tf]
['s1s.tom]
['te:.bal]

[ 'teb.lot]
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1100.
1101.
1102.
1108.
1104.
1105.
1106.
1107.
1108.
1109.
1110.
1111.
1112.
1113.
1114,
1115.
1116.
1117.
1118.
11109.
1120.
1121.
1122.
1123.
1124,
1125.
1126.
1127.
1128.
1129.
1130.
1131.
1132.
1133.
1134.
1135.
1136.
1137.
1138.
1139.
1140.
1141.
1142.
1143.
1144,
1145.

tailor
tall
tank
target
tassel
taste
teach
technique
technology
tennis
term
terrorist
theater
theory
thermos
thigh
thin
third
thought
thread
threat
throat
ticket
tiger
tight
tin
tissue
title
toast
toffee
toilet
tomato
tonic
tonsil
tooth
topic
torture
tour
towel
town
trace
tractor
trade
traffic
tragedy
train

/"ter.lo/
/to:1/
/teenk/
/"ta.grt/
/"tae.sal/
/terst/
/ttf/
/tek 'ni:k/

/tek'no.la.d31/

/'te.n1s/
/t3:m/
/"te.ra.rist/
/'O10.tor/
/" O10.11/
/'03:.mas/
/Bar/
/0m/
/03:d/
/0a:t/
/Ored/
/Oret/
/Braut /
/" trkat/
/'tar.gor/
/tart/
/tin/
/'t fu:/
/"tar.tal/
/toust/
/"to.fi/
/"tor.lat/
/ta'ma..tov/
/"to.nik/
/"ton.salz/
/tu:0/
/"to.pik/
/"tor.tfo/
/ twa/
/taval/
/tavn/
/trets/
/"traek.to/
/ trerd/
/"trae.fik/
/"tree.dzo.di/
/tremn/

[ te:.lor] [ te:.lor]

[ta:]] [ta:1]

[teenk] [teenk]

[ 'tar.got] [ 'tar.got]

[ tos.sal] [ tee:.sal]

['te:.sat] [test]
[ti:tf]

[tok ‘nal.d3i]

[ tee:.nos]
[torm]

[tee. T1St] [ te.ro.rist]
[ the:.tor]
[tha. jur.ri]
[thor.'ma:s] ['thor.mas]
N
[tin]
[thod] [thord]
I [
tho. 'ree:d [tha. ree:d]
[tho. ree:t]
[tha.'ra:t |
['ti:.kot] [ 'ti:.kot]
[ 'tar.gor] [ 'tar.gor]
[tee:t] [tart]
[tiin] [tmn]
['ti:.fu] ['ti:fu]
I — o
[to:.sot] [tost]
['ta:.fi] ['ta:.fi]
['tee:.lot] [ 'tar.lot]
[to'ma:.to]
[ 'to:.nik]
[ 'tan.sor] [ 'tan.sor]
[tu:g']
[ 'ta:.pak] [ 'ta:.pak]
[ 'ta:r.tfor] ['ta:r.tfor]
[ tu:.var]
['ta:.val] ['ta:.val]
[tavn]
[to.'re:s] [tre:s]
[to. reek.tor] [ 'treek.tor]
[ tre:d]
[to. ree:.fok] ['tree:.fik]
[ 'tree.d30.di]
[to. re:n] [tremn]

[teek na.lo.d3i]
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1146.
1147.
1148.
1149.
1150.
1151.
1152.
1153.
1154,
1155.
1156.
1157.
1158.
1150.
1160.
1161.
1162.
1163.
1164.
1165.
1166.
1167.
1168.
11609.
1170.
1171.
1172.
1173.
1174.
1175.
1176.
1177.
1178.
1179.
1180.
1181.
1182.
1183.
1184.
1185.
1186.
1187.
1188.
1189.
1190.
1191.

transfer
translation
trap

trash
travel
treat

tree

trifle
triple
trolley
trophy
trouble
truck
trunk
tube
tuition
tulip
turbine
turmeric
turtle
type

tyre
umbrella
uncle
university
vacancy
vacant
vaccine
valley
valve
van
variety
varnish
vein
ventilator
venue
verbal
video
village
vocabulory
volume
volunteer
vomit
waist
wallet
war

/treens '13:/
/trenz'ler.fon/
[treep/
/treef/
/"trae.val/
/tri:t/

/tri:/
/"trar.fal/
/'trr.pal/
/"tro.1i/

/" trav.fi/

/'tra.bal/
/trak/

/trank/

/ tju:b/
/tfu:.'1.fon/
/"tju:.lip/
/'t3:.bam/
/'t3:.ma.rik/
/'t3:.tal/
/tatp/

/tata/

/am. bre.lo/
/" an.kal/
/ju:.n1.'v3:.sa.ti/
/'ver.kan.si/
/'ver.kont/
/'vaek.si:n/
/'vee.li/
Iveelv/
Iven/

/va'rara.ti/
/'va:.ntf/

/vem/

/'ven.tr.ler.tor/
/'ven.ju:/
/'v3:..bal/

/ "vi.drov/

/'vi.lidz/
/va'keeb.jo.la.ri/

/'vol.ju:m/
/vp.lon'tra/

/"vo.mit/

/weist/

/'wo.l1t/

/wa:/

[to. rans.for]

[to. ree:.val]
[to. ri:t]

[ ta. ree:.fal]
[to. ri:.pal]
[to. ra:.li]

|t9. 'ra:.ﬁ|

[to'ra:k]

[tu:p]
[tfo. viifon]
‘tulr

[tee:p]
[te:r]

[ "@n.kal]
[jun. ros.ti]

[veek. siin]

[va:l]
[veen]
[vo'rae:.ti]
['var.naf]
[vae:n]

['wa:.lot]

[ 'trans.for]
[trans'le:.[on]
[treep]

[treef]

[ tree:.vol]
[tri:t]

[tri:]

[ trar.fal]

[ tri.pal]
[tra:.li]

[ tra:.fi]

[ tro.bal]
[trok]

[tronk]

[ t. ju:b]

[tfo. viifon]

[ tu.lip]

[ 'tor.bain]
[tor. ' mae:.r1k]
[ 'tor.tal]
[taip]

[tarr]

[om. re:.1o]

[ 'on.kal]
[ju:.nr vors.ti]
[va. keen.si]

[ 'vee.kont]

[ 'veek.siin]
['vee:.li]
[va:l]

[veen]
[vo'rar.ti]

[ 'var.naf]
[vem]

[ 'ven.trle:.tor]
['ven.ju:]

[ 'var.bal]

[ 'vid.ju]
['vii.lod3]
[vo'kaeb.la.ri]
[ 'val.jom]
[va.lon tior]

[ 'vo.mit]
[west]
['wa:.lot]
[wair]
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1192.
1193.
1194,
1195.
1196.
1197.
1198.
1190.
1200.
1201.
1202.
1203.
1204.
1205.
1206.
1207.
1208.
12009.
1210.
1211.
1212.
1213.
1214,
1215.
1216.
1217.
1218.
12109.

ward
warden
warm
warranty
wash
waste
watch
water
wax
weak
wealth
week
well
west
wet
white
whole
wife
winner
woman
wood
word
worry
worth
wrinkle
wrist
wrong
zebra

/wa:d/
/'wo:.don/
/wo:m/
/"wo.ran.ti/
/wof/
/weist/
/wot//
/"'wo:.to/
Iweeks/
/wi:k/
/welb/
/wik/
Iwel/
Iwest/
Iwet/
/wart/
[hovl]
[warf]
['w1.no]
/'wu.man/
/wu:d/
/w3:d/
/"WA.ri/
/wa:0/
/'rm.kal/
/r1st/
/roy/
/'zeb.ra/

[wa:t] [wa:d]
[ 'war.don] [ 'war.don]
[ 'wa:.rom] [warm]
[wa. ron.ti] [wa. ron.ti]
[waif] [waf]
I [west]
[wa:tf] [wa:tf]
['wa:.tor] [ 'wa:.tor]
['wee:.kos] [weeks]
wik [wik]
L —
wik [wik]
[weel]
[weest]
[weet]
[wee:t] [wait]
[ho:1] [ho:1]
[wee:f] [waif]
[ 'wiinar]
[ 'wu:.mon]
[wu:d]
[word]
[ 'war.ri]
[wort']
[ '1m.kal]
[r1st]
[rang] [rang]
[ 'zeb.ro] [ 'zeb.ro]
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Abbreviations

AJ&K Azad Jammu and Kashmir

SSBE Southern Standard British English

C consonant

EB MP-English ‘early bilingual” speaker in this study
FT Factorial Typology

H heavy syllable

km Kilometres

L light syllable

*L losing candidate

LB educated MP-English ‘late bilingual’ speakers in this study
LBQ Language Background Questionnaire

L1 recipient/borrowing language

L2 source language/ donor

MP Mirpur Pahari

MPL English loanwords in Mirpur Pahari

ML uneducated MP-‘monolingual’ speakers in this study
oT Optimality Theory

P&D Planning and Development

PF-04 female participant

PE Pakistani English

POC Partial Ordering Constraint

PP Poonch Pahari

RCD Recursive Constraint Demotion

RP Received Pronunciation

S superheavy syllable

SL Source Language

228



TL

Target language

\ vowel
W winning candidate
> optimal candidate
<6> syllable node
M mora
syllable boundary
stressed syllable
vowel lengthening
<C> extrametrical element
* ungrammatical form
~ alternate forms
= equivalent
+ non-equivalent
/1 Input/underlying representation
[] Output/surface representation
rising tone
' falling tone

neutral or medial tone
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