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Abstract

Ultrafast ultrasound imaging using plane waves has advanced a myriad
of novel ultrasound imaging methods such as ultrafast contrast-enhanced
imaging and shear wave elastography. However, due to the lack of trans-
mission focusing and the beam steering operation in plane wave imaging
(PWI), the presence of clutter noise on the B-mode image is unavoidable.
The reduction of clutter noise is expected to increase the image contrast
and spatial resolution, the two main criteria in ultrasound medical B-mode
imaging for better diagnosis. Researchers have looked into this problem in
depth and proposed many solutions. Many of the proposed solutions come
with trade-offs. Attenuating the clutter noise may reduce the frame rate
(FR), broaden the main lobe or increase the overall computational com-
plexity. Thus, an advanced solution is warranted, with which reducing the
clutter noise will not affect the FR and the image quality can be improved

with a low computational complexity.

In this thesis, the clutter noise problem has been tackled with various ap-
proaches, the first implementing a new filtered delay multiply and sum
(FDMAS) beamforming technique, the second being a new compounding
method based on autocorrelation and the final being a new version of un-
sharp masking (UM) filter. In FDMAS, the optimization of the imaging
point step in lateral direction has been investigated. By calculating the re-
ceived echoes with a smaller imaging point in the lateral direction, it helps
to lower the side lobe levels and improve the lateral resolution of B-mode
images. The proposed compounding method that is based on the autocor-
relation process has proved effective to reduce clutter noise even with a very

low number of compounding angles. The modified version of the UM filter



suites ultrasound B-mode imaging and it provides promising results grant-

ing the improved image contrast and resolution without compromising the
FR.

The benefit of reducing clutter noise on the B-mode image was demon-
strated with its application to contour segmentation. Attenuating clutter
noise not only speeded up the segmentation process but also benefited the
measurement accuracy of the intima media thickness, which has the poten-
tial to add diagnostic value for the early detection of stokes, among other

vascular diseases.
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Chapter 1

Introduction

In conventional ultrasound medical imaging, the sequential line-by-line scanning mode
has been used to produce a B-mode image for clinical use since the 1970s Bradley (2008).
With this imaging paradigm, the frame rate (FR) is dependent on the imaging depth,
the number of focusing points and the field of view. The unavoidable disadvantage of
this conventional image formation method is hence the limited FR. For example, a FR
only up to 60 Hz can be achieved for an image with a 5-cm depth and 256 beamformed
lines Bercoff (2011). This low FR is the main obstacle for the emerging applications such
as ultrafast contrast imaging, shear wave elastography and ultrafast Doppler imaging
Montaldo et al. (2009); Tanter & Fink (2014). The minimum FR needed for tracking
the transient mechanical vibrations is 1000 Hz Tanter & Fink (2014). This is beyond the
capability of the conventional line-by-line scanning mode. Another main issue imposed
by the conventional focused beam transmission is the high pressure produced at the
focal point. Although this will be beneficial to increase the SNR but the downside is
that the focused beam can burst the microbubbles in contrast imaging Tanter & Fink
(2014). Contrast agents can be disrupted by acoustic wave at low pressures Tanter &
Fink (2014). Thus, to solve these issues, researchers have turned to ultrafast imaging.
Instead of transmitting focused beams, ultrafast imaging spreads acoustic energy over
multiple pulses by using a lower peak negative pressure (PNP) for each transmission.
Better image quality can be obtained by preserving the survival rates of microbubbles
as PNP is the determinant to microbubble destruction.

In ultrafast imaging, instead of sequential focused beams, a single plane or diverging

wave with a lower PNP is transmitted to insonify the entire region of interest (ROI)



Tanter & Fink (2014). With a speed of sound of 1540 m/s, this allows a FR up to
25,000 frames per second at 30 mm depth. In reception, the backscattered echoes
from a single transmission are synthetically focused point-by-point to form a B-mode
image. Plane wave imaging (PWI) is one of the techniques frequently used in ultrafast
imaging. Although ultrafast PWI has been adopted for clinical applications, such for
shear wave elastography (SWE) which has been used to measure the tissue elasticity
but the main issues that still need attentions are the poor contrast ratio (CR) and low
spatial resolution Bercoff (2011). In SWE the resolvable resolution in lateral direction
is only 1 mm. High contrast imaging will be beneficial for identifying small anechoic
cysts inside the breast tissue region Guo et al. (2018). High CR and spatial resolution
obtained with CPWI will also be beneficial for measuring more accurately the intima-
media thickness inside the common carotid artery. This is because the border between
the intima, media and adventitia will be better defined Gaarder & Seierstad (2015).
The poor CR and low spatial resolution in PWI originate from several sources. Clutter
noise is a general terminology given for a set of noise that is present during imaging
and beamforming processes. These include side lobes, grating lobes, axial lobes, edge
waves, off-axis scattering and phase aberration Lediju et al. (2008); Montaldo et al.
(2009); Tranquart et al. (1999). Due to the lack of transmit focusing, clutter noise is
integrated during beamforming, resulting in a low-SNR image in PWI. The two most
prominent ways to deal with this problem are applying coherent compounding and
advanced beamforming techniques Matrone et al. (2016); Zeng et al. (2013).

Spatial coherent compounding is a technique where echoes from multiple steered
plane waves are summed to form a relatively high-resolution B-mode image compared
to that from a single plane wave. By using compounding, speckle noise is smoothened,
clutter noise is reduced, and spatial resolution of the final B-mode image is improved.
However, the improved image quality comes at the cost of reduced FRs. Another
solution proposed to improve the B-mode image quality is by applying advanced beam-
forming techniques instead of conventional delay-and-sum (DAS). This thesis focuses
on the reduction of clutter noise in coherent PWI (CPWI) by using advanced com-
pounding and beamforming techniques, with the aim of improving image contrast and

resolution.
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Beamforming is known as one of the most important aspects in ultrasound B-mode
imaging. The main objective of beamforming is to spatially focus the reflected signal
from the imaged medium. The computation-effective nature of DAS beamforming
makes it a popular option for ultrasound medical imaging Zhou et al. (2013). However,
DAS by its own fails to eliminate clutter noise Lediju et al. (2008); Moubark et al.
(2016). Clutter noise that is inherent with DAS is one of the main reasons that cause
the poor CR and low spatial resolution which could negatively affect the diagnostic
results. Considerable work has been conducted to overcome the clutter noise issue with
DAS by using transmit and receive apodization, F-number and spatial compounding.
Both apodization and F-number are known to degrade the lateral resolution (LR)
Zhang et al. (2016). A number of new beamforming techniques such as Minimum
Variance(MV) and short-lag spatial coherence also have been introduced to deal with
the clutter noise problem faced by DAS Holfort et al. (2009); Zhao et al. (2017).

MYV is an adaptive beamforming technique which has been widely studied in the
ultrasound imaging field. It has been successfully demonstrated that MV outperforms
conventional DAS beamforming by producing higher spatial resolution, less clutter
noise and improved contrast ratio Chen et al. (2013). The working principle of MV is
the same as DAS. However, in DAS a fixed weight scale is applied to the predefined
apodization windows whereas in MV, the weight scale for the apodization windows is
calculated according to received RF signals. The computational complexity (CC) is a
major drawback of MV Sakhaei (2015). This is mainly because the received aperture
needs to be divided into several smaller overlapping subapertures in order to perform
subarray averaging. The high CC is an issue in real-time ultrasound imaging. Many
researchers proposed solutions to reduced the CC in MV. Delami et al. uses the pre-
viously optimized weight vector for one point as the initial weight vector for the new
neighboring point Deylami & Asl (2018). By doing this, it can improve the convergence
speed and decrease the total CC in MV. On the other hand, embedded GPU comput-
ing platforms have been considered by Junying Chen et al. for MV beamforming Chen
et al. (2017).

Jeremy J. Dahl et al. introduced an ultrasonic beamforming technique which is

capable of forming B-mode images based on the spatial coherence of the backscattered
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echoes. The beamforming technique called short-lag spatial coherence (SLSC) is able to
reduce clutter noise in ultrasonic imaging. Although the proposed technique is claimed
to improve the B-mode image CNR, however, there are no detailed studies have been
conducted on the image CR and spatial resolution. The different maximum dynamic
ranges (45 dB and 50 dB) used to display the B-mode image make comparisons difficult
between those given images. The beamforming technique also shows many flaws and
disadvantages. The loss of information in the near field (< 5 mm) is visible whenever the
strong echo is present in the B-mode image. This is due to normalization of the spatial
coherence factor. Further improvements are needed to facilitate this beamforming
technique for ultrasound B-mode imaging Dahl et al. (2011).

Recently, Lim et al. introduced a novel beamforming technique called delay mul-
tiply and sum (DMAS) Lim et al. (2008). This technique has been applied to radar
microwave imaging for detecting breast cancer where the main priority is to find the
tumour with a CR between 2:1 and 10:1 relative to the normal breast tissue Fear et al.
(2002); Klemm et al. (2008, 2009); Lazebnik et al. (2007). Thus, this method is unsuit-
able for ultrasound imaging that comprises several signal levels: hyperechoic, isoechoic,
hypoechoic and anechoic. Matrone et al. modified and improved the algorithm by
introducing new mathematical blocks and named it the filtered DMAS (FDMAS) algo-
rithm Matrone et al. (2015). This new beamforming technique provides the higher CR
and better lateral resolution with less computational complexity compared to adap-
tive beamforming techniques Holfort et al. (2009). Matrone et al. applied FDMAS to
linear array imaging (LAI), synthetic aperture focusing (SAF), multi-line transmission
(MLT) and PWI Matrone et al. (2016, 2017a,b). The application of FDMAS improves
the LR and CR in all cases. The axial resolution is retained but the contrast-to-noise
ratio is degraded compared with that using DAS. Reduction of crosstalk noise is also
demonstrated with MLT.

As an alternative to advanced beamforming techniques, digital image processing
techniques have been applied to beamformed images to reduce clutter noise. One
of the common filtering techniques used in medical imaging such as mammogram to
enhance the image features is Unsharp masking (UM). Conventionally, UM has been
applied to improve the digital image details by enhancing the high frequency parts Dutt
& Greenleaf (1996). Edge enhancement filters will emphasize the visibility of the di-

agnostic information. UM has been widely applied in digital mammograms to improve
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the microcalcification detection by enhancing the image contrast Akbay (2015); Bhateja
et al. (2017); Cruz et al. (2012). The rationale of microcalcification detection is that
the clustered microcalcifications have been associated with the suspicious existence of
breast cancer Wilkinson et al. (2016). However, the breast tissue and fat always overlay
the microcalcification, making it hard to be detected. The UM method has also been
exploited to enhance the retinal blood vessel in order to detect multiple eye deceases
such as diabetic retinopathy Akram et al. (2009). As a result of the disease, the retinal
blood vessels show changes in diameter and length. In common, retinal images are ac-
quired with digital fundus cameras. The image suffers from non-uniform illumination
Joshi & Sivaswamy (2008). This becomes an obstacle to measure the retinal blood
vessel in detail. Enhancing the digital image contrast and details with the UM method
could benefit better measurements of retinal blood vessels. UM is not commonly used
in ultrasound B-mode image since the properties of the ultrasound image is not the
same as that in other medical images. B-mode images are composed of scattering points
that is subject to speckle and clutter noise. However, there is a promising future for
UM in ultrasound B-mode imaging. By modifying the existing UM algorithm, it could
improve the image quality by reducing clutter noise and improve the spatial resolution.
Speckle has been considered as one of the dominant noise sources in ultrasound imaging
Ahmed & Nordin (2011); Michailovich & Tannenbaum (2006). The speckle noise tends
to obscure the diagnosis process by masking the important details of the biological
structures Michailovich & Tannenbaum (2006). Speckle will produce constructive and
destructive regions when at least two scattering sources are close enough to interact
with each other. The main objective of despeckeling is to reduce the speckle noise
variations and enhance the anatomical features. Some of the most common despeck-
ling filters that have been used in ultrasound imaging are Gaussian, Weiner, Median,
Wavelet and Homomorphic filters Lee (1980); Loizou et al. (2005); Westin et al. (2000).
The despeckling filtering techniques are most commonly used as a pre-processing step
for image segmentation Loizou et al. (2005) with the aim of suppressing speckle noise.
Segmentation is a process of partitioning an image where the intended ROI can be
distinguished from the background Jumaat et al. (2014). Segmentation can help sono-
graphers analyse the qualitative and quantitative information of the ultrasound images
Mahmood et al. (2011). It has been used in ultrasound medical imaging for many ap-

plications such as automatic left ventricle boundary tracking to assist the assessment
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of cardiac dysfunction Noble & Boukerroui (2006a). The most common technique used
for segmentation in clinical practice is manual delineation of the borders which is time

consuming and prone to operator experience Kuo et al. (2013).

1.2 Motivation

Despite a significant amount of research has been reported on FDMAS, no in-depth
investigations have been conducted on the effect of varying the lateral beamfoming
step size Ax, which is one of the important criteria for determining the B-mode image
quality. Probes with a smaller pitch size p (< A\/2) has been favoured in ultrasound
imaging since grating lobes can be eliminated during beam steering. But in a study
Jensen et al. (2016b) using CPWI with DAS, the evaluation of LRs and contrast ratios
(CRs) did not exhibit any significant variation, when probes with different pitch sizes
(X or \/2) were used. This study also showed that the appearance of grating lobes with
a pitch size of A can be reduced effectively through compounding. This study provides
a hypothesis that beamforming in the lateral direction plays an important role in de-
termining the final quality of B-mode images. This finding has motivated us to further
explore the effect of varying Az with the recently proposed FDMAS beamforming tech-
nique. The FDMAS algorithm is similar to the autocorrelation process that depends
on the time or sample lag among radio-frequency (RF) signals in each channel in the
lateral direction. Thus, the minimum requirement for Az in the lateral direction to
determine the B-mode image quality using FDMAS is a subject for investigation.

The conventional compounding technique is performed with coherent arithmetic
averaging on spatially obtained signals. Yet it is not the most effective compounding
method since the arithmetic averaging fails to eliminate clutter noise which is visible
inside the anechoic regions. The side lobe reduction and spatial resolution improvement
are also minimal with the conventional compounding technique. Due to the different
time delays used for each plane wave, side lobes that occur at different spatial locations
are uncorrelated. On the other hand, the main lobe positions do not change much
and are highly correlated. Thus, by applying the technique similar to FDMAS on
compounding, it is expected to produce better results with reduced clutter noise and

side lobes. The technique is based on the correlations between two steering angles and
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it is expected that the computational time to produce final results will be the same as
that using conventional arithmetic compounding.

The simplicity of the UM method comes with some costs. The high pass filter
will enhance not only the image edges but also noise as well Dutt & Greenleaf (1996).
Furthermore, the UM technique works better for regions with a high contrast compared
to those with a low contrast. One of the most common problems in conventional UM
is the overshoot artefact that occurs at the edges Cao et al. (2011). It is also known as
the ring effect where the transition edge has a higher amplitude than the surrounding
regions. This phenomenon is illustrated in Fig. 1.1. In order to overcome the overshoot
problem in UM, Polesel et al. (2000) has described a new image enhancement technique
via adaptive methods. With this method, the digital images were divided into three
regions with low, medium and high contrast values. The weightage )., used to scale the
high frequency components was assigned according to the different regions. There will
be low or no enhancement (A, = 0) in the smooth region, while a maximum weightage
(Ae = 1) is applied to lower contrast regions and regions with medium contrast values
are only moderately enhanced 0<A.<1. Another drawback imposed by the conventional
UM method is the absolute operation in the algorithm. Any negative values will be
sign-inverted when this operation takes place. This leads to additional noise which is
not present in the original image, causing false interpretation. In ultrasound B-mode
images, clutter noise that is mostly visible in the anechoic regions needs to be attenuated
or eliminated. However, the conventional UM technique is unable to address this.
This is mainly because the low pass filter (LPF) applied in conventional UM cannot
differentiate clutter noise that is present inside the anechoic region. The problem with
the conventional UM technique is mainly due to the implementation on the unsigned
digital image domain with the single weightage scale. Implementing UM in the RF
domain is expected to improve the B-mode image quality in conjunction with the
arrangement of different weightage scales for positive and negative errors.

Manual B-mode image segmentation is time consuming and the results are subject
to operator errors Khadidos et al. (2014). The problem with manual segmentation
increases when the ROI is in motion such as the heart. Another conventional seg-
mentation technique is based on the edge detection methods such as canny and sobel
Nikolic et al. (2016); Zheng et al. (2015). The biggest challenge with the segmentation
by the edge detection is the false edges detected outside the ROI. This is because the
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Figure 1.1: UM overshoot phenomenon.

edge detection on canny and sobel is based on a single threshold set to the gradient.
Thus, in order to accurately segment the ROI, operators in the medical imaging field
turn to semi-automated or automated segmentation techniques. In semi-automated
segmentation methods such as snake active contour, a small initial contour will be
predefined by the user near to the region that will be segmented. This initial contour
acts as the seeded boundary for the whole segmentation process. For the fully auto-
mated segmentation process, an initial seeding is not selected manually but assigned by
predefined algorithms such as the iterative threshold selection, voting mechanism and
deep learning Kumar et al. (2018); Yaqub et al. (2010). Speckle and clutter noise that
are present in the B-mode image also become a challenge for segmentation where the
contour fails to converge to the intended boundary Khadidos et al. (2014); Slabaugh
et al. (2009); Zhu et al. (2010). Despeckling is thus needed prior to segmentation.

1.3 Objectives of this work and the organization of the

thesis

The main objective of this work is to reduce the clutter noise in ultrafast B-mode

images. This has been achieved with three different techniques:-

1. Determining the optimal beamforming step in the lateral direction for FDMAS.

2. A new compounding technique based on a process similar to autocorrelation.
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3. A new unsharp masking denoising technique which is compatible with ultrasound

B-mode imaging.

More about the thesis organization is discussed in this section. In CPWI, clutter
noise is associated with off-axis scatterering, side lobes, axial lobes, grating lobes, edge
waves, motion artifacts and phase errors Lediju et al. (2008); Montaldo et al. (2009);
Tranquart et al. (1999). Those kinds of noise have been studied and analysed with Field
II simulations later as reported in detail in chapter 2. The concepts of PWI and spatial
compounding have been discussed in the same chapter. Chapter 3 is dedicated to the
selection of excitation signals and pressure measurements that suite for in vivo imaging.
The main three matrices calculated according to the Food and Drug Association (FDA)
are the mechanical index, spatial peak temporal average intensity and spatial peak pulse
average intensity. Chapter 4 is dedicated to the new beamforming technique FDMAS.
A detailed study has been conducted in order to determine the optimal beamforming
step in the lateral direction for FDMAS. An earlier study conducted on FDMAS with

coherent compounding techniques has been published in the following papers

e AM Moubark, Z Alomari, S Harput, DMJ Cowell, S Freear, “Enhancement of
contrast and resolution of B-mode plane wave imaging (PWI) with non-linear
filtered delay multiply and sum (FDMAS) beamforming”, IEEE Int, Ultrasonics
Symposium (IUS), 2016, 1-4

The conventional compounding technique involving coherent summation and arith-
metic averaging could not solve the existing clutter noise problem. This is mainly
because the noise pattern has been only averaged with all tilted plane waves. To
improve noise cancellation, a new compounding technique is proposed in chapter 4 in-
spired by the algorithm used in FDMAS. High contrast and spatial resolution acvieved
as a results of clutter noise reduction with new compounding but with low computa-
tional complexity. The proposed technique takes place between steered plane waves
and not during beamforming as in FDMAS. Thus, the proposed compounding tech-
nique is much faster and produce better results than those with FDMAS. The contrast
ratio and resolution produced with the new compounding technique are better when
compared to those with conventional coherent compounding. This has been achieved

with low compounding angles hence increasing the FR.
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The potential of the conventional UM method has been explored and revived for
ultrasound B-mode imaging. Instead of enhancing the high frequency component, a
few modifications on the algorithm were made to reduce clutter noise and improve the
spatial resolution at the same time. The new UM technique was implemented in the
RF domain with non-coherent signals as a LPF and two different weightage schemes
for positive and negative errors were used. Chapter 5 discussed the new UM technique
in detail when it’s implemented on PWI and CPWI. The outcome of this study has
been published in the following paper:

e AM Moubark, TM Carpenter, DMJ Cowell, S Harput, S Freear, “New improved
unsharp masking methods compatible with ultrasound B-mode imaging”, IEEE

Int, Ultrasonics Symposium (IUS), 2017 , 1-4

The balloon snake active contour and modified Otsu’s segmentation methods were
implemented on the B-mode images to study the effect of clutter and speckle noise
reduction on despeckling and segmentation. Despeckling is one of the important steps
used to reduce clutter and speckle noise variation and improve the contrast-to-noise
ratio (CNR). It will benefit the segmentation process Khadidos et al. (2014). In chap-
ter 6, various despeckling techniques such as Gaussian, Weiner and Adaptive median
filters were with different window sizes after clutter noise reduction with UM. Good
despeckling techniques that can retain all the important features were recommended.

Chapter 7 is dedicated to measurements of the intima media thickness (IMT) on the
common carotid artery wall. The effect of clutter noise reduction in anechoic regions
with UM on the measurements of the IMT was studied. Segmentation process applied
on the despeckled B-mode images before the IMT measured. Reducing the side lobes
and clutter noise inside the anechoic regions will improve the image contrast and the
segmentation process Khadidos et al. (2014). The segmentation process is based on
identifying the edge or the boundary of the intima and media walls. If any noise is
present between those walls, false measurements could occur or more iterations will
be needed to complete segmentation. Clutter noise in the intima-media regions was
reduced with UM and the associated benefits for segmentation were given.

The research on reducing clutter noise in medical ultrasound imaging contributed to

other studies that are not present in this thesis. Four conference papers were published:

10
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e AM Moubark, S Harput, DMJ Cowell, C Adams, S Freear, “Plane wave imaging
challenge”, IEEE Int. Ultrasonics Symposium (IUS), 2016, pp. 1-4

e AM Moubark, S Harput, DMJ Cowell, S Freear, “Clutter noise reduction in
b-mode image through mapping and clustering signal energy for better cyst clas-
sification”, IEEE Int. Ultrasonics Symposium (IUS), 2016, pp. 1-4

e A Alshaya, S Harput, AM Moubark, DMJ Cowell, J McLaughlan, S Freear, “Spa-
tial resolution and contrast enhancement in photoacoustic imaging with filter de-
lay multiply and sum beamforming technique”, IEEE Int. Ultrasonics Symposium
(IUS), 2016, pp. 1-4

e AM Moubark, Z Alomari, S Harput, S Freear, “Comparison of spatial and tem-
poral averaging on ultrafast imaging in presence of quantization errors”, IEEE

Int. Ultrasonics Symposium (IUS), 2015, pp. 1-4

The manuscript related to the work on FDMAS was submitted for review:

e AM Moubark, Z Alomari, David M. J. Cowell, C Adams, L Nie, S Harput, S
Freear, “Enhanced Filtered-Delay Multiply and Sum Beamforming to improve

Balloon Snake Active Contour Segmentation in Ultrafast Imaging”

11



Chapter 2

Ultrasonography: Plane Wave

Imaging

In this chapter, introduction was given to typical types of noise that impair ultrafast
plane wave imaging (PWI) and techniques used to overcome those. Field II simulations

were performed in order to discuss the origin of them.

2.1 Plane Wave Imaging

In PWI, all the transducer elements are excited simultaneously without any transmit
focusing as shown in Fig. 2.1(a). The created planar wave-fronts will insonify the
whole imaging area at once and a whole B-mode image can be created. As opposed
to conventional linear array imaging (LAI) and phase array imaging (PAI), where the
frame rate (FR) depends on the imaging line density, PWI provides a FR equal to the
pulse repetition frequency. Thus, a very high frame rate (FR) up to 20 KHz can be
achieved depending on the imaging depth z;. The travelling time for a plane wave as
shown in Fig. 2.1(b) to point (zy, zf) is given by

_*f

Tix(2f, 2f) = : (2.1)

Where c is the speed of sound. The heterogenic point will produce an echo signal

and the return time to each element, x; as shown in Fig. 2.1(b) is given by

\/Z? + (2 — wp)?

C

Trx(vazf) = (22)
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Figure 2.1: Plane wave (a) emission and (b) backscattered echo from a single point

located at (x¢, zf).

Thus, the complete travelling time of the wave to the target point (xf, zy) and back

to the transducer element z; is given by

Ti(Tg, 2f) = (g, 2p) + Tex(Tf, 21)

oy AP 3
C C

The scatter point mainly produces two kinds of information for imaging. One is
the location of the point that we can find through the total traveling time and the
other is the strength of the signal conveyed by the pressure amplitude. In order to
map the scatter point intensities, the received echo signals on all the elements need
to be beamformed. Beamforming is a process of applying a specific time delay using
equation 2.3 to each echo signal and coherently adding them. The time delay is applied
to the RF signal (s;(t)) for each channel, and the aligned RF signal termed v; is then

obtained. v; is formulated by the following equation:

vi(zy, zp) =si(t — 7i(ws, 2)) (2.4)
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2.1 Plane Wave Imaging

To form a single B-mode imaging point, the aligned RF signals for all channels will

be summed according to the following equation:

N
roas(Ty, zp) =Y v (2.5)
i=1

The above calculation is just for a single point but in practice the process will be
repeated for whole (z, z) points in the ROI. The process of beamforming in PWI during
reception is the same as that in conventional linear array imaging (LAI). But instead
of calculating the time delay only for a single focusing point as in LAI, all points of the
image are beamformed using the same RF signals with different time delays in PWI.

Even though PWI can produce very high FRs but one significant drawback with
this technique is the poor image quality. According to Montaldo et al. (2009), the signal
to noise ratio (SNR) and contrast obtained for an anechoic object is 0 dB and 12 dB,
respectively. The reason behind this downside of PWI is that the transmit focalization
is not applied for the pulse transmission. Thus, to improve the image quality without
highly sacrificing the FR, the compounding technique was introduced by Cooley and
Robinson in 1994 Cooley & Robinson (1994). In Montaldo et al. (2009), the concept of
coherent summation of plane waves was experimentally demonstrated and this is known
as coherent plane wave compounding or compound plane wave imaging (CPWT).

The commonly used compounding techniques are spatial compounding (SC) and
frequency compounding (FC) Montaldo et al. (2009); Yoon et al. (2013). The main ad-
vantages of SC are to reduce speckle and clutter noise and improve the lateral resolution
Lin et al. (2002); Ullom et al. (2012). Other improvements from SC can be seen on the
image SNR and contrast Montaldo et al. (2009). Both metrics for the anechoic object
increase gradually when the number of compounding angles increases Montaldo et al.
(2009). Improvement in lateral resolution has also been reported with SC Montaldo
et al. (2009). However, after a certain number of compounding angles, the improvement
of lateral resolution plateaus and drops with more compounding angles. In Toulemonde
et al. (2015) and Alomari et al. (2014), beyond three coherent compounding angles, the
lateral resolution started to degrade. The lateral resolution measured on the main lobe
at —6 dB is influenced by the side lobes. Reducing the side lobe level will improve
the lateral resolution. The cancellation of side lobes is dependent on the number of

compounding and steering angles. The steering angles becomes smaller as the number
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2.2 Data Acquisition in Compounding
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Figure 2.2: Concept of spatial compounding a) beams steered in the same ROI b) shift

in x space reflecting decorrelation of the response from steering.

of compounding increases. Thus, the side lobes are no longer far apart but become
nearer as the step of steering angles 6,, decreases. The SC technique is also known to
reduce clutter noise inside the anechoic region and improve the edge definition. The
FC method has been used mainly to reduce the speckle noise variations. This enhances
the B-mode image SNR and CNR to improve the visibility of a small anechoic cyst.
In general, both compounding techniques, SC and FC consist of two steps. The

first is used to acquire the signals and the second is used to sum the acquired signals.

2.2 Data Acquisition in Compounding

SC or angular compounding is a method of obtaining images by steering the subset or
the whole transmit beam to different directions as shown in Fig. 2.2. The compounding
operation is effectively a spatial averaging filter that reduces speckle and clutter noise
and increases the image contrast and lateral resolution. The signals acquired from
the steered beams are summed to reconstruct a single frame. The concept of spatial
compounding has been implemented in multi angle compound imaging (MACI) and
CPWI. In MACI, a single frame is formed with PAI, while in CPWI a single image is
formed with a single plane wave transmission. The fully compounded area is at the

center of the field of view where every single frame overlaps.
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2.2 Data Acquisition in Compounding

One of the main aims of SC is to maximize the echoes from all steering angles in
the ROL. In general, several decorrelated (more than three) frames are compounded
into a single composite B-mode image. In PWI, the received echoes are dependent
on the incident angle of the beam. The strongest echoes are generated at the normal
incident angle of zero degree. Without SC, the top and bottom boundaries produce
the stronger image intensities compared to those on the left and right sides. With
the application of SC, the scanning medium will be present on a B-mode image with
a more equal intensity distribution benefiting from the beams with different incident
angles Jespersen et al. (1998).

As mentioned by Burckhardt (1978), if the same object is scanned with different
pulse lengths, centre frequencies or incident angles, the speckle patterns are different.
In any of these different conditions, the amplitude values at the same point are different
for every new scan.

The concepts of FC have been implemented in phase array imaging (PAI ) and PWI
Magnin et al. (1982). In FC, varying the center frequency on transmission or dividing
the spectrum of the RF signal on reception is used. The main objective in FC is the
same as that in SC, wherein several uncorrelated or partially correlated frames are
obtained for compounding. Although FC is able to reduce speckle noise, but the loss in
spatial axial resolution is unavoidable Sanchez & Oelze (2009); Ullom et al. (2012). This
is because that the signal bandwidth has to be divided into smaller sub-bands as shown
in Fig. 2.3. No changes in spatial resolution occur on the lateral direction. Applying
chirp excitation signals is able to compensate the loss in the axial resolution Sanchez &
Oelze (2009). However, this comes with the physical limitation of the probe bandwidth
and the heating effect introduced to the imaging medium. Due to the limitation and
constraints imposed by FC, SC has been used widely in ultrasound medical imaging.
Thus, in this thesis only SC will be investigated for all simulations and experiments.

One of the reasons why SC and FC techniques can improve the image quality is the
property of the speckle pattern and clutter noise that change according to the angle of
the transmit beam and the bandwidth of the transmitted signal Jespersen et al. (1998);
Toulemonde et al. (2015). Thus, to effectively reduce the speckle and clutter noise each
emitted signals should be uncorrelated or partially correlated. The main disadvantage

of SC is to lower the FR, while for FC it is the reduction in axial resolution.
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Figure 2.3: Concept of frequency compounding a) transmit and receive frequency band-
width b) shift in z space reflecting decorrelation of the response from dividing the

bandwidth.

2.2.1 Summation of Backscattered RF Signals in Compounding

Several steered PWI frames can be summed either coherently or incoherently to form a
single B-mode image. In coherent summation, all the RF signals from each plane wave
transmission are added before envelope detection. Coherent plane wave summation was
proposed in 2004 by Song & Chang (2004) and has been extensively studied by Mon-
taldo et al. (2009). As opposite to coherent summation, in incoherent or non-coherent
summation, the envelope of RF signals for each plane wave is detected before summa-
tion. Both compounding techniques have advantages and disadvantages. Incoherent
summation shows improvement in the transverse motion estimates and the reduction
of speckle noise Tanter & Fink (2014). Coherent summation is able to increase the
image contrast and resolution Tanter & Fink (2014); Tanter et al. (2002). The image
spatial resolution with incoherent summation is lower when compared to the coher-
ent technique. This is because that less noise cancellation takes place in incoherent

techniques.
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2.3 Compound Plane Wave Imaging

2.3 Compound Plane Wave Imaging

To achieve the same image quality as a focused image at a point zy, f mm deep, N

steered plane waves (n) are required Montaldo et al. (2009):

L 28)
CAF Azy ’
n is defined as:
N-—-1 N-—-1
=|- 2.
= | (2.7)
For each steering angle, 6, is given by:
nA nA
0n = ~(— 2.
arcsin( L) (L) (2.8)

where L is length of the aperture, A is the signal wavelength, F' is F-Number defined
as F' = z¢/L.
The time delay 74; associated with each transducer element x;, for the steering angle

0, is given by

o =sin(6) (2.9)

where p is the inter element pitch size in mm. While for a complete travelling time
to point (zy, z5) and back to the transducer element x; for the CPWI is given by
Korukonda (2012)

Ti(xf, Zf) = Ttx(va Zf) + Trx(xf7 Zf)

_zpeos(by,) + xysin(6,) + Lsin(0 \/ ¥ —xy)? (2.10)
c

The determination of the proper number of compounding angles is one of the im-
portant aspects that will affect the final compound image quality. Detailed studies
about the selection of steering angles for CPWI can be found in Alomari et al. (2014).
In has been mentioned that the steering angles can significantly affect the maximum
intensity received by the transducer. This is because in CPWI, the received echoes
are dependent on the incident angle of the beam. Moreover, when the imaging depth

increases, the steering angle should be small so that the overlapped imaging area is
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Figure 2.4: Steered plane wave emission.

large. With a fixed angle increment, when the number of steering angles increases, the
beam overlapping area will be smaller.

The area which can be fully covered after compounding is determined by the max-
imum imaging sector angle as given in equations 2.7 and 2.8. Fig. 2.5 shows all four
regions where the extent of compounding takes place. Region b is the place where all
the steered beams are interfacing together to produce the fully compounded region.
While regions a and ¢ are not fully covered areas with compounding. The depth of
zero compound region, d in Fig. 2.5 can be computed according to following equation

Jespersen et al. (1998):

_ L
~ tan(f,) — tan(—0,)

where L is the length of the aperture, 8,, and —0,, represent the maximum steering

d(L, 0, —0,) (2.11)

angles according to equation 2.7.
The general rule of thumb in selecting the number of compounding angles is to

minimize it, such that the end results are balanced among the temporal, spatial and
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Figure 2.6: Complete compounding region with maximum steering angle.
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2.3 Compound Plane Wave Imaging

Table 2.1: Compounding Parameters

Properties Values
Number of Compounding, N~ 1 3 5 7 9 13 25
Angle Increment, A6, 0 12 6 4 3 2 1

contrast resolutions. The imaging sector angle should kept as small as possible in or-
der to reduce the appearance of grating lobes in the center of ROI and to maximize
the compounding regions. Considering these constraints, the selected number of com-
pounding angles N, and the steering angle increment A#f,, are shown in Table 2.1. The
maximum and minimum steering angles, [0y °

azs Orinl, for all compounding setups are
set to £12°.

Ultrasound B-mode Image

The B-mode stands for the brightness mode where the intensity of the received ultra-
sound signals are represented by the gray color scale. In general, the strength of the

echoes can be illustrated as follows

e Anechoic : The imaging medium produces no echoes thus being black in the

B-mode image

e Hypoechoic : Produces less amount of echoes when compared to the neighbouring

medium thus being varying shades of darker gray in the B-mode image

e Hyperechoic : Strong reflective echo when compared to the neighbouring medium

thus being varying shades of lighter gray in the B-mode image

e Isoechoic : The imaging medium produces the same amount of echo within the

scanning region
e Echogenic : Medium that produces echoes

Log-compression is used to increase the dynamic range of the received signals Ali
et al. (2008). The B-mode images are displayed with a range of 40 to 60 dB in the log
arithmic scale. In recent years, the manufacturers of ultrasound machines have added

a color feature to replace the conventional gray scale. It is known as the Photopic
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Figure 2.7: A cyst with a 4.0 mm diameter at the 30.0 mm depth imaged with a) PWI
and b) CPWI, N = 13. The lateral beam profiles for both images are shown in c).
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2.4 Clutter Noise

(daytime vision) imaging. The new color map increases both the image contrast and
brightness while maintaining overall B-mode image quality. Photopic imaging is a
relatively new innovation in ultrasound imaging that has been used to improve the
B-mode image contrast by taking advantage of the human eye to distinguish bright
colors, as opposed to dark grays Lin et al. (2003); Schwiegerling (2004). Before the
Photopic imaging implementation, in order to increase the brightness of a B-mode image
in deeper tissue regions, sonographers would manipulate the time gain compensation
(TGC) to increase the signal strength. This however would increase the background
noise and side lobe artifacts. On the other hand, the Photopic imaging would be able

to improve the image brightness and contrast without introducing any artifacts.

2.4 Clutter Noise

The term clutter noise has been used as a general term for noise from off-axis scattering,
edge waves, side lobes, grating lobes and phase errors Lediju et al. (2008); Montaldo
et al. (2009); Tranquart et al. (1999). In general, it reduces the detectability or the
CR of the imaging medium. FEven though clutter noise is present on the entire B-
mode image, it can be easily seen on anechoic or cyst regions such as cysts and blood
vessels. The source of the off-axis noise is mainly from scatters located outside the
main lobe of the incident beam. In LAI, the off-axis noise is significantly reduced. This
is because of two different reasons. Firstly, only a subaperture is used for transmitting
and receiving the RF signal where any noise from outside of the imaging line can be
reduced. Secondly, the focused-beam mode produces higher SNR. In PWI, all elements
in the imaging probe are used to receive the RF signals from the scanning medium.
When beamforming takes place to form a single imaging line, all signals from on and
off-axis scattering are used. The echo from sub-wavelength scatterers is composed of
signal and noise received by all elements. By applying the F-number, the amount of
echo received by the aperture can be controlled. This will reduce the clutter noise
influence during the beamforming step. When the F-number is fixed, the aperture size
keeps increasing according to the imaging depth. Thus, the off-axis noise reduction
with a fixed F-number takes place more nearer to the aperture and is not manifest in
deep regions. The negative effect of fixing the F-number to reduce the off-axis noise is

it will reduce the lateral resolution.
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2.4 Clutter Noise

Table 2.2: Field II simulation parameters.

Properties Equations Values

Speed of Sound, Water/CISR 1482/1540 m/s
Medium Attenuation, Water/CISR 0.002/0.5 dBem ™' MHz !
Number of Elements - 128
Transducer Centre Frequency - 4.79 MHz
Transducer Bandwidth (—6 dB) - 57 %
Transducer Element Pitch, p A 0.3048 mm
Transducer Element Kerf p/20 15.4 pm
Transducer Element Width Pitch-Kerf 289.4 pm
Transducer Element Height - 6 mm
Transducer Elevation Focus - 20 mm
Sampling Frequency, fs for Tx/Rx - 160/80 MHz
Receive Sampling Time, T 1/fs 12.5 ns
Excitation Signal - 2-Cycle Sinusoid
Excitation Signal Window - Hanning
Excitation Signal Centre Frequency, f, - 5 MHz
Imaging Point Step, = A/3 0.1016 mm
Imaging Point Step, z cxTs/2 9.625 pum
Spatial Apodization - Tukey Window, a = 0.5

The appearances of off-axis noise, side lobes, grating lobes and edge waves are
dependent on the steering angle. Steering beams at several different angles will locate
clutter noise at different positions while maintaining the mainlobes at the same location.
Thus, SC can practically reduce clutter noise under a certain level. This is because
compounding will enhance the mainlobe intensity while averaging noise Papadacci et al.
(2014). Applying different types of beamforming such as FDMAS and MV can also
eliminate or reduce the off-axis noise. Clutter noise that is present in a B-mode image
becomes a challenge for segmentation Slabaugh et al. (2009). This is mainly because

clutter noise can corrupt the image with missing boundaries.
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2.4 Clutter Noise

2.4.1 Grating Lobes, Side Lobes and Axial Lobes

The maximum steering angle for PWI is limited by the occurrence of the grating lobes
and the imaging depth. Grating lobes are additional beams emitted from an array
transducer and they are stronger than side lobes and can cause artefacts. The positions
of grating lobes are dependent on the physical design of the ultrasound array transducer
and given by the following equation Ponnle et al. (2013):

mA

0, =sin~*(sin(,,) — 7) (2.12)

where A is the wavelength, 6,, is the steering angle and m is the integer order of
grating lobes. Grating lobes exist in transmission and reception if the inter-element
size or pitch is wider than a signal wavelength equal to A\/2 and do not exist when the
pitch size is smaller than \/2.

According to Karunakaran & Oelze (2013), narrowband signals such as the monochro-
matic sinusoidal excitation signal is also one of the main reasons for grating lobes.
Thus, utilizing broadband signals could significantly reduce the grating lobes. Since
the grating lobes are dependent on the transmission signal wavelength, applying the
chirp signals could steer the grating lobes Karunakaran & Oelze (2013). The chirp ex-
citation will also maintain the intensity at the focusing region. This is vital especially
for the high-intensity focused ultrasound (HIFU) where unintended grating lobes can
deposit heat at other areas than ROIs. The relative intensity level of the grating lobes
can be significantly reduced by combining several beams from multiple transmissions
(spatial compounding) De Jong et al. (1985); Jensen et al. (2015).

The first grating lobe (m = £1) location for the setup as given in Table 2.2 is given
in Table 2.3 according to equation 2.12. To illustrate the effect of grating lobes, Field
II simulations have been performed according to the setup in Table 2.2. A linear array
probe with a pitch size of A emits the steered plane wave at 12°, generating grating
lobes at approximately 52°. This is shown in Fig. 2.8(a). The grating lobes have
intensity around 35 dB relative to the main lobe wavefront. When the same simulation
was repeated with the pitch size of A\/2 the grating lobes disappeared in the imaging
field of view. This is shown in Fig. 2.8(b). However, in both simulations, edge waves

in circular forms always appear at the edge of the wave front.
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2.4 Clutter Noise

In order to remove the grating lobes, the final B-mode image can be displayed in the
compressed form. Since we know that the grating lobes always appear towards the end
on both sides of the B-mode image, the image width can be reduced. As shown in Fig.
2.17, the grating lobes appear at approximately —16 mm and 16 mm onwards. Thus,
by displaying the B-mode image from —15 mm to 15 mm the grating lobes will not
appear on the final B-mode display. However, this compression display still depends on
the maximum steering angles. Larger steering angles can cause the grating lobes start
to affect the center of the imaging medium. It is always desirable to use small steering
angles (< £12°) to push away as far as possible the grating lobes from ROL.

Compared to grating and side lobes, axial lobes have not been explored widely
in conventional LAI. This is because axial lobes are more synonym with plane and
diverging waves. They start to occur during beam steering when the signals from
each element do not reach the imaging point simultaneously. The finding about axial
lobes has been reported in Jensen et al. (2015); Rodriguez-Molares et al. (2015). The
wavefronts of each element reach the intended location or point at the same time but
it’s not the case for the wave tails. Thus, the wave tails interact with each other
constructively and destructively. One of the solutions proposed by Rodriguez-Molares
et al. (2016a) is to use angle dependent transmit apodization to reduce the number of
elements that affects axial lobes. The proposed method is able to reduce the axial lobes
by 40 dB. However, no spatial resolution and contrast information are provided. It is
known that llimiting the number of transmitting elements by applying apodization will
reduced the spatial resolution. In another work to reduce the axial lobes, Zhang et al.
(2018) has combined the plane and spherical waves. The signals from a single plane
wave and two spherical waves are both utilized to suppress the side lobes and reduce

the axial artifact for the improvement of image contrast.

Motion Artifacts

The motion artifacts can occur for the moving imaging medium. The CPWI technique is
based on the coherent summation of the RF signals from several PWs. However, human
organs such as the heart and carotid artery are constantly moving at a certain speed.
Thus, there is a high possibility that those moving mediums will create a smearing or
blurring effect on the final B-mode images. In order to analyse the motion artifact, it

is important to know the FR. By assuming the maximum imaging point is located at
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2.4 Clutter Noise

Table 2.3: Grating lobes angles for p = A

Steering Angles, ¢, Grating Lobes Angles, 0,

0 +90.0
+5 +65.9
+10 +£55.7
+15 +47.8
£20 +41.1
+£25 +35.2
£30 +30.0
£35 +25.2
+45 +17.0

-
o

Depth [mm]
3

-
o

Depth [mm]
3

-50 0 50
Lateral Distance [mm]

Figure 2.8: Results from the Field II simulation for the plane wave steered at +12° for
a) pitch = X\ and b) pitch = A/2. The grating lobes start to emerge at approximately
—52° back of the wavefront for pitch = A and no grating lobes are visible for pitch = A\ /2.

The simulation setup is according to Table 2.2 but without apodization.
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Figure 2.9: Illustration of moving artefact in PWI.
depth of zmax, total number of plane waves N with 6,,, the required travelling time can
be represented by the following

T EN 1 2%max (2.13)
PRP — .
1 COS

0n) ¢

Correspondingly, the pulse transmission rate or the FR can be represented by the

pulse repetition frequency, PRF = 1/Tpgrp. For the imaging point at (0, 15) cm, the
required round trip time, Tprp is 0.195 ms or the FR is approximately 5133 Hz for
N = 1. The speed of sound sets a physical limit to the maximum FR achievable.

As illustrated in the Fig. 2.9, the motion of the organs in between the imaging
process will cause, Az movement in axial direction. By knowing the organs speed and
the PRF, Az can be estimated. The average speed of healthy human heart tissue and
carotid artery wall are approximately 10 cm/s and 5 cm/s respectively (Hoskins et al.
(2010); Kanai et al. (1999)). For the PRF of 5133 Hz, the tissue and wall displacements
Az between two consecutive transmissions will be 19.5 ym and 9.75 pum away or towards
the transducer surface. The displacement is too small and won’t significantly affect

PWI, since each frame is displayed independently without the influences from other
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2.5 Apodization

Table 2.4: Moving artifacts.

N 1 13 25
50mm 150 mm S50 mm 150 mm 50 mm 150 mm
FR [Hz| 15400 5133 1184 394 616 205
Tprp [ms] 0.065 0.195 0.84 2.5 1.62 4.88
Heart Tissue, Az [pm] 6.25 19.5 84 250 162 488
Carotid Artery, Az [um]  3.13 9.75 42 125 81 244

frames. This is however, not the case for CPWI where several frames are compounded to
form a single frame. Any fast movement can significantly affect the final compounding
result. This can be reduced by minimizing the number of steering angles and by
applying incoherent compounding @vland (2012). A detailed calculation made for
heart tissue motion at speed of 10 cm/s for different number of compounding angles is
shown in Table 2.4.

With 25 steering angles, the maximum displacement by the heart tissue and carotid
artery wall will be 488 pm and 244 pm. This error needs to be corrected when deter-

mining the exact location of the moving objects.

2.5 Apodization

Apodization or windowing is a technique used to attenuate side lobes and edge waves in
ultrasound B-mode imaging. Apodization can be applied to the excitation signal in time
domain or frequency domain. It can be also applied in the spatial domain, by varying
the amplitude across the aperture. Applying window functions on the excitation and
aperture is a process to reduce the spectral leakage which is one of the main causes for
the side lobes. Although apodization will not influence the spatial resolution in axial
direction, it will affect the lateral resolution. Axial resolution is determined by the
number of cycles and wavelength (\) in the excitation signal. While lateral resolution
is determined by several factors such as the wavelength () and F-number. Applying
apodization to the aperture will cause the main lobes broadened and reduce the lateral
resolution. The most commonly used windows for apodization are Gaussian, Hanning,

Hamming, Blackman and Tukey.
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2.5 Apodization

Unlike most of other windows, the Tukey window has an advantage. By applying
different weightages between 0 and 1, the amount of side lobes reduction and main lobe

expansion can be controlled. The Tukey window a(t) is given as

{1+ cos(Z[t —a/2])}, 0<t<a/2
a(t) =41, a/2<t<l—a/2 (2.14)
Hl+cos(E[t—1+a/2])}, 1-a/2<t<1

where r is the length of the signal and a € (0,1). When a = 0, it is a rectangular
window, and when a = 1, it is a Hanning window. Fig. 2.10 shows three different
weightages, o = 0, 0.5 and 1 applied to the 2-cycle sinusoidal signal. As the weightage «
increases, the spectral leakage starts to decrease and the main lobe bandwidth broadens
around the —6 dB level. However, in the time domain the excitation signal amplitude
which is responsible for the signal energy also starts to decrease. Thus, in order to
balance the amount of energy transmitted into the imaging medium and the spectral
leakage, o = 0.5 has been chosen.

The effect of applying apodization technique on B-mode image was studied by
performing Field II simulations with the setup given in Table 2.1 and 2.2. A Tukey
window with a = 0.5 has been applied to all excitation signals and the aperture. Fig.
2.11 shows the effect of apodization on plane waves steered at +12° for pitch = A and
pitch = A\/2. With apodization, the edge waves produced by the most outer elements
are completely attenuated. However, the appearance of grating lobes still the same as
no apodization applied for pitch = A. Results from the Field II simulation performed
on point targets are given in Fig. 2.12. The side lobes of point targets from 10 mm
to 50 mm depth with PWI have been significantly reduced with apodization. The
beam profiles along lateral and axial directions for PWI are shown in Fig. 2.13. Along
the lateral direction, the side lobes have been attenuated and the main lobes have been
broadened when apodization applied. While the beam patterns in the axial direction did
not show any significant changes. Results obtained from applying apodization together
with compounding on point targets are shown in Fig. 2.12(c) and (d). Compounding is
able to attenuate side lobes along the lateral direction. Thus the reduction of side lobes
with apodization is minimal with CPWI. The beam profiles along the lateral direction
at 50 mm depth and axial direction along x = 0 mm are shown in Fig. 2.14. Fig. 2.15

shows the point target at 10 mm depth when no apodization applied. The minimal
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Figure 2.10: Excitation signal with different Tukey window weightages a) time domain

and b) frequency domain.

side lobes reduction on each steered plane waves compensated when compounding takes
place. The beam profiles for the point target along lateral and axial directions are given
in Fig. 2.16.

The final B-mode image Fig. 2.17 composed of 13 compounding angles shows
a significant improvement in attenuating the grating lobes and the side lobes. The
lateral and axial beam profiles for the point target are also shown in Fig. 2.18. Almost
more than 15 dB of the grating lobe intensity has been reduced with CPWI. Spatial
compounding is also able to reduce the axial lobe by almost 10 dB. The axial lobes
which tend to appear after the main lobes in the axial direction also have been reduced
from —38 to —53 dB. This can be seen in Fig. 2.18(b) from 9.5 to 12.5 mm. The axial
lobes have been described as an artefact similar to grating lobes which appear when

the pitch size of A is used for steering Rodriguez-Molares et al. (2016b). Imaging with a
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Figure 2.11: Results from the Field II simulation when Tukey apodization is applied to
the plane wane steered at +12° for a) pitch = X and b) pitch = A/2. Appearance of the
grating lobes for pitch = A is still visible, while the edge waves have been attenuated

for both the pitch sizes of A and A/2. The simulation setup is given in Table 2.2.
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(a) PWI (b) PWI
0 No Apodization 0 with Apodization 0

10 10 10
= 20 20

£ 1-20
< 30 30

g 1-30
O 40 40

50 50 40

-50

-10 0 10 -10 0 10
(c) CPWI (d) CPWI
No Apodization o o With Apodization 0

10 -10
= 20

é 7 "20
< 30

-‘% 1-30
= 40

50 -40

-50

-10 0 10 -10 0 10
Lateral Distance [mm] Lateral Distance [mm]

Figure 2.12: Results from the Field II simulation performed on point targets. a)
PWI with no apodization, b) PWI apodized with a Tukey window (¢ = 0.5), c)
CPWI, N = 13 with no apodization, d) CPWI, N = 13 apodized with a Tukey window
(o = 0.5). Side lobes attenuation is more visible with PWI (b) when compared to

(d). The setup for all simulations is according to Table 2.2 for the pitch size of \.
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Figure 2.13: Beam profiles for PWI a) in the lateral direction at the 50 mm depth
and b) in the axial direction along = 0 mm with and without the Tukey (a = 0.5)

apodization window.
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Figure 2.14: Beam profiles for CPWI, N = 13, a) in the lateral direction at the 50
mm depth and b) in the axial direction along z = 0 mm with and without the Tukey

(a = 0.5) apodization window.
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2.5 Apodization

pitch size of A/2 can reduce the appearance of the axial lobes as well. The appearance
of the grating and axial lobes can be reduced significantly when the B-mode image

displayed within a 50 dB dynamic range.

Phase Error

Phase error is a terminology used to describe the deviation between the aligned RF echo
in each element. This happens mainly due to two reasons. Firstly, it is because of the
non-ideal physical transducer characteristics and the second reason is the non-uniform
speed of sound in the imaging medium Hemmsen et al. (2010); Karaman et al. (1993).
The characteristics of each transducer are defined by a fixed central frequency, limited
bandwidth, damping and sensitivity. Each transducer is unique and none of them
are same Cowell & Freear (2008a). At the same time, not all elements in a transducer
respond or vibrate equally and there is a deviation in between of them Hansen & Jensen
(2012).

In this thesis, only the phase error caused by the non-ideal physical transducer
characteristics will be discussed. But the proposed solutions, adding a sign-reversed
lag to the RF signals can be applied to correct the phase errors caused by the speed of
sound as well.

In an ideal case, it is expected the calculated time delays added to the received
RF signals will align those RF signals before coherent summation. However, in a
real scenario the aligned RF signals are not always in phase due to the above reasons.
Many techniques have been proposed to estimate the phase error in ultrasound B-mode
imaging. Some of the estimation techniques are the speckle brightness method Nock
et al. (1989); Trahey et al. (1990) and the autocorrelation technique Hansen & Jensen
(2012).

In order to analyse the effect of the phase error on PWI, a study was conducted on
the wire targets located inside the degassed and deionized water. Performing ultrasound
imaging in water is an advantage since the medium attenuation is very low and no other
scattering except that from the wire point targets. The experiments were conducted
with the parameters shown in Table 2.2 except that the speed of sound inside the water
was 1482 m/s at the room temperature of 22° C. The wire targets were imaged with
PWTI and beamformed with DAS. The B-mode image was log-compressed and displayed
with a dynamic range of 50 dB as shown in Fig. 2.19.
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Figure 2.15: Results from the Field II simulation performed on a point target located
at the 10 mm depth. No apodization was applied to any of the PWs steered at a)
—12°,b) 0°, ¢) +12°, d) CPWI, N = 13. The grating lobes are no longer visible with

compounding. The simulation setup is given in Table 2.2 for the pitch size of .
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Figure 2.16: a) Lateral beam profile and b) axial beam profile for Fig. 2.15.

38



2.5 Apodization

o
5 a) PWI : 12
10
15

. b) PWI : 0°
10_
15 _

5 c) PWI +12°
10_
15 _

(d) CPWI, N—13

5
10_
15

-15 -10 10 15

Lateral Distance [mm]

Depth [mm]

Figure 2.17: Results from the Field II simulation performed on a point target located
at the 10 mm depth. Tukey apodization with o = 0.5 was applied to PWs steered at
a) —12°, b) 0°, ¢) +12°, d) CPWI, N = 13. The grating lobes are no longer visible
with spatial compounding. The simulation setup is given in Table 2.2 for the pitch size
of .

39



2.5 Apodization

(a) Lateral Beam Profile

ok PWI, -12°
—_ PWI, 0°
o 4L PWI, +12°
2.-10 CPWI, N=13
o)
S-20¢ ]
=4
€ -30r 7
< . .
§ 40 Grating Lobes Grating Lobes |
é 50 1
s A
Z -60 &

_70 ea |

-20 -15 -10 -5 0 5 10 15 20
Lateral Distance [mm]

(b) Axial Beam Profile

N
o
T
I

Axial Lobes

40+ Side Lobes \ \ ]
50 /
12 12

Normalized Amplitude [dB]

/\

9.5 10 10.5 11 11.5
Depth [mm]

5

Figure 2.18: a) Lateral beam profile and b) axial beam profile for Fig. 2.17.
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Figure 2.19: The B-mode image of point targets beamformed with DAS obtained with
PWI. The red dashed line marked on the point target at 20 mm depth to show the

imaging line chosen for phase error analysis.

The B-mode image was formed line by line with different sets of time delays assigned
to the same received RF signals according to equation 2.10. The computed time delays
were added to the received RF signal s;(t), giving the aligned RF signal v;(¢) which

can be represented by the following equation:

vi(t) =s;i(t — 1i(x, 2)) (2.15)

The aligned RF signals for the imaging line located at xy = 0.5 mm for the wire
target at the 20 mm depth have been used to analyse the effect of phase error. In
an ideal case, aligning the RF signals for the central imaging line, for a wire target
located at the centre of the imaging medium, is expected to produce a set of RF signals
in a straight line form parallel to the face of the transducer. Thus, any deviation in
the aligned RF signals can be considered as the result of phase error. A portion of
the aligned RF signals obtained for the wire target at the 30 mm depth is shown in
Fig. 2.20(a). It can be seen that the signals were not perfectly straight (aligned) and
still maintained the parabolic shape of the Rx echo signal. Fig. 2.20(b) shows the RF
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Table 2.5: Phase error.
80 MHz 1600 MHz

Time, ns Distance, um Time, ns Distance, pm
Max. Phase Error 50 37 53.13 39.37
Total Phase Error 3450 2560 3462.5 2565.7

signals from the elements 1, 64 and 128. Qualitatively, it can be seen that all of the
RF signals on those elements were not in-phase with each other.

The phase deviation between the aligned RF signals, v;(t) on all the elements were
calculated by applying cross-correlation techniques relative to the RF signal from ele-
ment 1, v1(¢). The lags between the RF signals peaks , determine the phase deviation
in between the RF signals. The RF signals between elements 1 and 64 have a phase
shift of approximately 76° and 38° between elements 1 and 128. The phase error was
computed with two different sampling frequencies. The first is the UARP II hardware
Rx sampling frequency of 80 MHz and the second is a higher sampling frequency of
1600 MHz produced by up-sampling the time domain signal v;(t) using the linear inter-
polation technique. The results obtained with the higher sampling frequency provided
more details on the phase error compared to that with the lower sampling frequency.
The accurate estimated phase error helps to determine more precisely the number of
samples needed to align the RF signals. The result is shown in Fig. 2.21.

The maximum and total phase errors for a single imaging line calculated for 128
elements with the sampling frequencies of 80 MHz and 1600 MHz are given in Table 2.5.
The higher sampling frequency provides more accurate results than the lower sampling
frequency. The time calculated with a higher frequency shows an increase of 6.26%
from 50 to 53.13 ns, while the distance shows an increase of 6.4% from 37 to 39.37 pm.
This is because the interpolation function is able to increase the accuracy by adding
the missing data Mahmoudzadeh & Kashou (2013).

Once the phase error represented by the lag values was calculated, an sign-reversed
lag value was applied to the aligned RF signals in order to compensate for the aber-
ration. The main lobes in the lateral direction have been improved when the aligned
RF signals are compensated with both lower and higher frequencies. A significant im-

provement in main lobes along the lateral direction can be seen on —10 dB and —20 dB
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Figure 2.20: a) The aligned RF signals for the imaging line at 2y = 0.5 mm at the 20
mm depth and b) the individual waveform for the elements 1, 64 and 128.
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Figure 2.21: Phase error measured on the aligned RF signals relative to the first element

for the imaging line of 0.5 mm in the lateral direction as shown in Fig. 2.19.

levels as shown in Fig. 2.23. However, the peak side lobes (PSLs) have increased from
—30 dB to —20 dB after the correction. The small amount of PSL increment (from
—26 dB to —24 dB) can be also seen in the axial direction. In general, increasing the
sampling rate to correct for the phase error does not show any change on the main
lobes in the axial direction. It can be seen in Fig. 2.22(b) as highlighted in region
A, more side lobes and clutter noise are produced on both sides of the wire target.
Correcting the phase aberration with both low and high sampling frequencies is able to
reduce noise in the lateral direction. This has been highlighted in region B in Fig. 2.22.
As a conclusion, the phase corrected signal is able to improve the signal resolution in
the lateral direction and reduce the noise level. On the other hand, the side lobes are
not totally eliminated and are still visible within the imaging region and the PSL has

increased.
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Figure 2.22: B-mode image of the wire target at the 20 mm depth with phase error
(Top), after phase error correction with the sampling rate of 80 MHz (Middle) and after
phase error correction with the sampling rate of 1600 MHz (Bottom). The dashed box

marked with A and B shows the effect of phase correction on noisy regions.
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Figure 2.23: Beam profiles of the wire target at the 20 mm depth in the a) axial

direction and b) lateral direction before and after correction of phase error.
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2.6 Conclusion

A general background study was conducted in this chapter about beamforming, PWI
and CPWI. More detailed studies on typical types of noise that impair ultrafast PWI
and techniques used to overcome those noise were conducted in this chapter with Field
IT simulations and experiments. Spatial and frequency compounding techniques are
found to be the main method used to obtained images in ultrafast PWI. Those images
summed either coherently or non-coherently to form a single B-mode image. Clutter
noise is a general terminology used to describe noise from off-axis scattering, edge waves,
side lobes, grating lobes and phase errors. Apodization or windowing can be applied
on excitation signals or on the aperture to reduce spectral leakage, side lobes and edge
waves. The phase error that occurs due to the non-ideal transducer characteristic can
be overcome by adding a sign-reversed lag to the aligned RF signals. In general, the
proposed solution used to overcome the clutter noise effect in ultrafast PWI involves
some trade-offs. Either the spatial resolution or the FR will be reduced during the

clutter noise reduction in ultrafast PWI.
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Chapter 3

Selection of Excitation Signals
and Acoustic Pressure

Measurement

In this chapter, the introduction to the ultrasound research platform which was used
in this thesis for all experimental measurements was given. The selection of excitation
signals and pressure measurements are important since they play major roles when
imaging in vivo medium. The advantages and disadvantages of different excitation

signals have been discussed.

3.1 Ultrasound Research Array Platform version II (UARP
IT)

The UARP 1I is a custom ultrasound imaging system developed by the Ultrasonics
and Instrumentation Group at the University of Leeds Cowell & Freear (2008b); Smith
et al. (2012). It contains a 8-field programmable gate array (FPGA) backplane which
connects to a computer running any 64 bit version of the Windows operating system
(OS) via a peripheral component interconnect express (PCle) link. Each FPGA card
consists of 16 channels and there are total of 128 channels in the current UARP II. How-
ever, the design of this system is highly flexible, and the system can be easily scaled
to have more channels. All excitation signals except the square pulse are designed in

the Matlab software (The MathWorks Inc., Natick, MA, USA) by using a harmonic re-

47



3.2 Selection of Excitation Signals

duction pulse width modulation (HRPWM) method Smith et al. (2013). The sampling
rate for Tx is 160 MHz. Those signals are then uploaded to UARP II which excites the
connected probe by using a five level switched mode excitation scheme Cowell & Freear
(2008a). The received radio frequency (RF) data are acquired at a 80 MHz sampling
rate and processed off line using MATLAB. The maximum sampling depth for a single
firing can be more than 32768 samples per channel, which equates to a round trip in

water of approximately 61 cm with the speed of sound of 1482 m/s at 22° C.

3.2 Selection of Excitation Signals

Three different excitation signals have been explored in order to find the most suitable
for in vivo imaging. Each of the excitation signals except the square pulse were uploaded
to the UARP II utilizing a five level switching mode with the driving voltages upto
4100, £50 and 0 Volts. The maximum amplitude for all excitation signals have been
fixed to 4100 volts in order to generate maximum pressure values at the elevation focus.
The first excitation was a broadband square pulse signal eg1(t) with a 50 ns duration

and can be expressed in the analytical form as

1, 0<t<T
es1t(t) =2 " "~ ~ 3.1
s1(t) {0, otherwise (3:1)

where T is the time duration. The Tukey window was applied to the excitation with
a weightage of 0.5. Fig. 3.1 shows the square pulse in time and frequency domain. The
output of the transducer is known as the result of convolution between the excitation
signal and the transducer impulse response. While the echo is a convolution result
between the acoustic response and the transducer’s impulse response.

Next the 2-cycle sinusoidal signal e (t) tapered in the time domain using a Tukey

window a(t) with a factor of 0.5 was applied. The signal can be expressed as follows:

(3.2)

0 a(t)sin(2m fot), 0<t<2/f,
és =
2 0, otherwise

Fig. 3.2 shows the 2-cycle sinusoidal signal in time and frequency domain. Finally,

the linear frequency modulated excitation signal eg3(t) with a 10 ps duration, 57%
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Figure 3.1: Square pulse signal properties shown in a) time domain and b) frequency

domain.

49



3.2 Selection of Excitation Signals
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Figure 3.2: Tukey windowed (e = 0.5) 2-cycle sinusoidal signal shown in a) time domain

and b) frequency domain.
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3.2 Selection of Excitation Signals

Table 3.1: Excitation signals.

Excitation Signals Duration Fractional Bandwidth Windowing

Square Pulse 50 ns 57% None
Sinusoidal 0.4 ps 57% Tukey, a = 0.5
Chirp 10 ps 57% Tukey, a = 0.5

bandwidth and tapered with a Tukey window a(t) (« = 0.50) was employed in the

experiments. The signal can be expressed as follows:

a(t)sin(2wt(f, + kt/2)), 0<t<T

683(t) — ( ) ( (fO / )) . (33)
0, otherwise

where T is the signal duration, f, is the centre frequency and k is the rate of the

frequency change as given by

_fo—h
k= T

where f1 is the starting frequency of the sweep and fo is the frequency at the

(3.4)

end of the time duration 7. The chirp signal can be pulse compressed to produce a
short pulse by applying matched or mismathed filtering techniques Chun et al. (2015);
Harput et al. (2013). The output of the matched filter has a narrow main lobe with
side lobes Cowell & Freear (2008a). In the matched filtering technique, the received
signal is cross correlated with the same excitation signal as shown in Fig. 3.3(a). The
frequency domain of the mathched filtering output is shown in Fig. 3.3(c).

The summary of all the excitation signals is given in Table II. It should be noted that
the convolution model used to form B-mode images is only an approximates of the real
excitation signal-tissue interaction Michailovich & Tannenbaum (2006). Real models
can be more complex when considering the hard surface condition which can produce
strong reflections. However, considering the fact that the regions occupied by strong
reflectors are not common in regular ultrasound images, the convolution model is known
to approximate very closely the real image formation process. The approximation
convolution model has been widely used in numerous methods for ultrasound image

reconstructions by Jensen (1991); Taxt (1995).
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Figure 3.3: Tukey windowed (o = 0.5) chirp signal shown in a) time domain b) after
modulated with HRPWM and ¢) frequency domain.



3.3 Pressure Measurement

3.3 Pressure Measurement

Before conducting in-vivo experiments, the acoustic pressures need to be measured.
The measured parameters need to be within the limits set by the food and drug admin-
istrations (FDA) Ter Haar (2011). This is to ensure that the acoustic beam intensities
do not cause any thermal damage and cavitation. The most important three parameters
that need to be monitored according to the FDA are the mechanical index M1 < 1.9,
the spatial peak pulse average intensity Igsppa < 190W/ cm? and the spatial peak tem-
poral average intensity Ispra < 720mW/ cm? Fowlkes (2008); Nelson et al. (2009). The

M is a metric used to avoid cavitation and it is unit-less. It is defined as:

Pm

Vio

where p,, is the peak negative pressure (PNP). Isppp is the maximum intensity in

MI =

<1.9 (3.5)

the beam averaged divided by the pulse duration.

Isppa zgj’;"; < 190W /cm? (3.6)

where p is the density and ¢ is the speed of sound in the propagating medium. As
the measurements were performed inside the degassed and deinonized water, p is set
to 1000 kg/m?. The speed of sound ¢ inside the water measured at room temperature
22° C was 1482 m/s Laugier & Halat (2011). IgpTa is the maximum intensity divided
by the pulse repetition period. It indicates the thermal deposition and is related to the

likelihood of cavitation due to the rise of the tissue temperature.

Ispra :ISPPAT < 720mW /cm” (3.7)

The pressure reading of all the three excitation signals with the signal properties as
shown in Table. 3.1 have been recorded at the centre of the transducer along the eleva-
tion direction as shown in Fig. 3.4. The pressure waveform emitted by the transducer
was measured by using a 0.2 mm needle hydrophone (Model 1574, Precision Acoustic,
Dorchester, UK). The needle hydrophone was attached to the submersible preamplifier
(Model PA07093, Precision Acoustic, Dorchester, UK). The submersible preamplifier
was connected to a DC coupler (Model 692, Precision Acoustic, Dorchester, UK) and
the signal output was displayed and recorded with a oscilloscope (Model MSO-S 104A,
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3.3 Pressure Measurement

Agilent Technologies, California, United States) with the sampling rate of 10 GS/s.
The complete setup for the pressure measurements is shown in Fig. 3.5.

The measurement was performed at the 20 mm depth where the maximum PNP
occurs at the elevation focus. The raw data recorded from the hydrophone in voltage

formats were converted into acoustic pressures by using the following equation:

Dm Zm‘(/) (3.8)

where V is the measured voltage in mV, and m(f) is the sensitivity of the hy-
drophone as a function of frequency in mV/MPa. The uncertainty of this 0.2 mm
needle hydrophone was 14%. The water attenuation coefficient value is far smaller
than any other tissue or material which falls in between 0.15 to 20 dB cm™! MHz ™!
Azhari (2010). The in situ pressures were then estimated with a derating factor of
0.3 dB cm™! MHz™!, corresponding to a linear factor as given by Fowlkes (2008);

Nightingale et al. (2015):

pd =exp(—0.069 f.2f)pm (3.9)

The MI measured for all the three excitation signals are below the recommendation
value of 1.9 set by the FDA. The highest MI value is 0.55 for the 10 us chirp signals
while the lowest is 0.22 for the square pulse signal. The Ispra value for the 10 us chirp
signal is 3778 mW /cm?, which is far more than the maximum value of 720 mW /cm?.
There are two reasons for this high value. The first reason is the longer pulse duration
of 10 us within a single PRP and the second reason is the high FR of 37000 Hz (at 20
mm depth, ¢ = 1480 m/s). In order to comply the FDA requirements, either the pulse
duration or the FR shall be reduced if the pressure has been fixed. Other FDA limitsd

are given in Table 3.2.
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Figure 3.4: Maximum pressure points along the elevation, y; direction at the 20 mm
depth has been measured and used as reference points along the elevation direction in
order to measure the PNP for all the excitation signals. The pressure in the elevation

direction measured for with a step of 0.1 mm.
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Figure 3.5: Pressure measurement setup.
Table 3.2: FDA Standard for Safety Consideration
Metrics Pm; DPd, ML ISPPA> ISPTA7
MPa MPa - W/ecm? mW/cm?
Square Pulse 0.98 049 0.22 1.63 3
2-Cycle Sinusoidal 1.55 0.78 0.35 4.13 61.1
10 ps Chirp 243 122 0.55 10.2 3778
FDA Standard - - 1.9 190 720
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3.3 Pressure Measurement
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Figure 3.6: Peak negative pressures at 20 mm depth measured at the maximum eleva-

tion focusing point for square pulse, 2-cycle sinusoidal and chirp excitation signals.
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3.4 Discussion and Conclusion

3.4 Discussion and Conclusion

Three different types of excitation signals, square pulse, 2-cycle sinusoidal and chirp
have been investigated in this chapter. Each of the excitation signals has their own
advantages and disadvantages. Square pulse with shortest duration is able to produce
high axial resolution but the pressure is relatively low compared to the sinusoid and
chirp. The sinusoid on the other hand has the higher energy than the square pulse and
is able to penetrate deeper in the scanning medium with a compressed axial resolution
Tole et al. (2005). Chirp excitation signals are well known for its ability to improve the
image SNR and penetration depth whilst retaining the axial resolution Harput et al.
(2015). The biggest challenge in chirp coded imaging is to design its matching filter.
This is because the non-linearity in the imaging medium causes shifts in frequency on
the echoes which will directly affect the design of the matched filter Harput et al. (2015).
Chirps also produce the highest amount of MI, SPPA and SPTA intensities among all
investigated signals. Those values can be lowered by reducing the transmitted voltage,
FR and pulse duration.

It is found that the excitation signal duration can influence the pressure measure-
ments and SPPA. The FR can influence the SPTA. A high PNP can be hazardous
because it can produce cavitation and thermal heating. Thus, by considering advan-
tages and disadvantages of all investigated excitation signals, the 2-cycle sinusoidal

signal has been selected for all simulations and experiments in this thesis.
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Chapter 4

Filter Delay Multiply and Sum

Beamforming

In this chapter, the new filtered delay multiply and sum (FDMAS) beamforming tech-
nique has been discussed in detail. The effect of altering the imaging point step size in
the lateral direction on FDMAS was studied. The performance of FDMAS was eval-
uated in this chapter by fine-tuning the lateral step size to find its optimal value. To
demostrate the effect of altering the lateral steps in the lateral direction on FDMAS,
measurments were performed on point targets, anechoic and human in-vivo. All results

obtained from FDMAS have been compared with those from DAS.

4.1 Introduction

As an alternative to delay-and-sum DAS beamforming, a novel beamforming technique
called FDMAS was introduced recently to improve ultrasound B-mode image quality.
The initial process in FDMAS is the same as that in DAS. However, unlike in DAS,
the aligned RF signals will undergo a process similar to the autocorrelation function,

which can be represented by the following equation Matrone et al. (2015):

E-1 E
TDMAS = Z Z sgn{vi(t)vm (t)} X /[vi(t)om(t)], (4.1)

i=1 m=i+1
where v;(t) is the aligned RF signal on the i-th element, E is the total number of
elements on the imaging probe and m = ¢ 4+ 1 is the aligned RF signal at the m-th

element. The multiplication of two RF signals with the same frequency content will
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4.1 Introduction

eventually produce second harmonics (f,+ f,) and direct current components (f, — fo).
Thus, a band-pass filter is applied to rpyas to extract its second harmonics (2f,), and

finally, rFpmas is obtained.

4.1.1 Simulation and Experimental Setup

To validate the FDMAS beamforming technique, Field II simulations and laboratory
experiments were performed on points targets, anechoic cysts and human in-vivo. The
setup for both simulations and experiments are the same as given by Table 2.2. Data
were collected from seven different point targets as shown in Fig. 4.1(b). The simulated
cyst phantom had cysts located at 30 mm, 40 mm and 50 mm with diameters of 2 mm,
4 mm, and 6 mm, respectively. 100,000 scatters (20 scatterers/mm?) were distributed
randomly as shown in Fig. 4.7(a). As for experimental work, several measurements
were performed on nylon wire targets with a diameter of 120 pum, a tissue-mimicking
phantom (040GSE, CIRS, Virginia, USA) and in-vivo. The anechoic sections of the
tissue-mimicking phantom (depth: from 10 mm to 50 mm) as shown in Fig. 4.2 and
the wire target (depth: from 10 mm to 50 mm) as shown in Fig. 4.1 were imaged.
In-vivo data were collected from the cross section of the right common carotid artery
of a healthy volunteer as shown in Fig. 4.3. A 128-element linear array transducer
(L3-8/40EP, Prosonics Co. Ltd., South Korea) with a centre frequency of 4.79 MHz
and a 57 % bandwidth at —6 dB was used to collect all the data. A two-cycle sinusoidal
excitation signal with a centre frequency of 5 MHz was digitised with the ultrasound
array research platform II (University of Leeds, UK) Cowell & Freear (2008b); Cowell
et al. (2016); Smith et al. (2012). The received signals were sampled at 80 MHz.
The complete experimental parameters are provided in Table 2.2. No apodization is
applied on the elements along the lateral direction during transmission and reception

for simulations and experiments.

4.1.2 Performance Evaluation

The performance of the final B-mode images produced using the DAS and FDMAS
beamforming techniques can be described by: spatial resolution in axial and lateral
directions, peak side lobe (PSL), contrast-to-noise-ratio (CNR) and contrast ratio (CR).
To determine the image axial resolution (AR), lateral resolution (LR) and PSL, the

main lobes of the point target represented by the nylon wire in degassed and deionized
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(a) Wire Phantom Setup

(b) Wire Phantom Model
0
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Figure 4.1:

a) Experimental setup to scan wires phantom inside the degassed and
deionized water and (b) the model of the wire phantom.

(a) CIRS Phantom Setup
Linear Array ». B ‘1‘
Transducer =R]

ROI
(b) CIRS RO
CIRS

Phantom

Figure 4.2: a) Experimental setup to scan the cyst region inside the tissue-mimicking
CIRS phantom and (b) the region of interest (ROI) in close-up.
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(a) Anatomical Structure
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Figure 4.3: a) General anatomical structure of the common carotid artery, internal
carotid artery and external carotid artery located on the right side of the neck, b) Two
different ways on positioning the transducer face, transverse and longitudinal direction
for imaging the carotid artery, ¢) The B-mode image obtained from the transverse
direction Jensen et al. (2016a) while d) obtained from the longitudinal direction Tegeler
et al. (2005).
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4.1 Introduction

water were measured at —6 dB and —20 dB using the function developed in Harput
et al. (2014). The measurement was performed on a wire with a diameter of 120 um
at a depth of 30 mm as shown in Fig. 4.1(b). PSL is defined as first side lobes peaks
in axial and lateral directions. CR is used to express the detectability of the object
contrast between the ROI inside the cyst and its background. The image CR of the
anechoic cyst was computed on the CIRS phantom at a depth of 15 mm by creating
two different regions with the same dimensions as shown in Fig. 4.2(b). The first
region is located inside the cyst, whereas the second region is located outside the cyst
at the same depth. This condition ensures that the attenuation caused by depth does
not affect the measurements. A high CNR value means that the cyst can be visualized
easily and there is less variation on acoustic noise. Both CR and CNR equations are

given by Matrone et al. (2015); Ullom et al. (2012)

CR(dB) = 20log; (1), (4.2)
Mback
CNR(dB) = 20log, (st — HBackl (4.3)

\/(O'cys‘c2 + UBack2)

where ficyst and pipack are the mean image intensities inside and outside of the cyst,

respectively.

4.1.3 Result and Discussion

In this section, only the FDMAS results from simulations for PWI (N = 1, 0°) are
presented qualitatively without any numerical values. This is mainly to avoid redun-
dancy or repetition with FDMAS results. The B-mode images for the point target
bemaformed with DAS and FDMAS are presented in Fig. 4.4(a) and (b), respectively.
Grating lobes at approximate —40 dB level that appears at the 10 mm depth as shown
in Fig. 4.4(a) with DAS are no longer visible in Fig. 4.4(b) when beamformed with
FDMAS. All the side lobes in the lateral direction that appear on the point targets also
have been significantly reduced with FDMAS. This can be seen from lateral beam pro-

files plotted for point targets located at the 40 mm depth presented in Fig. 4.4(c). The

63



4.2 Optimal Imaging Point Step Size

main lobes along the lateral direction are also narrowed using FDMAS when compared
to DAS. In the axial direction, the beam profiles as shown in Fig. 4.4(d) for FDMAS
shows the same pattern as that using DAS. However, with FDMAS, the signal inten-
sity drops gradually with depth. This can be associated with FDMAS signals obtained
from 2nd harmonic components that have lower amplitude levels when compared to
DC components as shown in Fig. 4.5. Once equation 4.1 was performed on the DAS
signals, the DC component and 2nd harmonic have been produced and a band pass
filter between 8.5 to 11.5 MHz was applied to extract the 2nd harmonic component.

A single point target at the 30 mm depth as shown in Fig. 4.6 has been chosen
to show in detail the effects of FDMAS on B-mode imaging. It can be seen that the
axial side lobes are higher with FDMAS. The PSL starts to appear at approximately
—50 dB and there is no significant change on the main lobes in the axial direction. The
PSL along the lateral direction is attenuated from —19 dB with DAS to —37 dB with
FDMAS.

The B-mode images for the cysts using DAS and FDMAS are presented in Fig. 4.7
(a) and (b). The contrast for all cysts is improved with FDMAS compared to DAS.
This is mainly due to the attenuation of clutter noise inside the cyst anechoic region.
The sidelobes that leak into the anechoic regions along the lateral direction mainly
reduce the contrast using DAS. The border definition for all cysts with FDMAS has

been improved as the edge becomes steeper. This can be seen in Fig. 4.7 (c¢) and (d).

4.2 Optimal Imaging Point Step Size

Despite the significant amount of research were reported on FDMAS, no in-depth inves-
tigation has been conducted on the effect of varying imaging point step size, Az, in the
lateral direction, which is one of the important criteria for determining B-mode image
quality. In a previous study Jensen et al. (2016b) on compound PWI (CPWI) with
spacings or pitch sizes, p (A or A\/2), of imaging probes were used whilst maintaining
other experimental parameters. The LR measured on the wire targets at full width at
half maximum (—6 dB) from a depth of 10 mm to 60 mm obtained using imaging probes
with pitch sizes of A and A/2 are nearly the same. Moreover the CR values measured
using probes with pitch sizes of A and A\/2 on a cyst with a depth ranging from 20 mm

to 60 mm do not exhibit any significant difference between them. This previous study
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Figure 4.4: Field IT simulated PWI for a point target beamformed with a) DAS and b)
FDMAS. c) Lateral and d) axial beam profiles with DAS and FDMAS.
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Figure 4.5: The normalized amplitude for the frequency spectrum obtained using DAS,
DMAS and FDMAS. The frequency spectrum was performed on a single point target
located at the 30 mm depth as shown in Fig. 4.6. The dashed gray color box represents
a band pass filter between 8.5 to 11.5 MHz to extract the 2nd harmonic component
from DMAS.
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Figure 4.7: Field II simulation with PWI for the cysts located at 30 mm, 40 mm and

50 mm deep using a) DAS and b) FDMAS. c) lateral beam profile for cyst at the 50

mm depth with a 6 mm diameter and b) axial beam profile along z = 0 mm.
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4.2 Optimal Imaging Point Step Size

also showed that the appearance of grating lobes on the imaging medium with a pitch
size of X\ whilst steering the probes can be reduced effectively through compounding.
Furthermore, grating lobes mainly appear in the near-field regions (< 10 mm). The
final outcome of Jensen et al. (2016b) provides a strong hypothesis that beamforming
Az in the lateral direction plays an important role in determining the final quality of
B-mode images. This finding has motivated us to further explore the effect of varying
Az in the lateral direction with the recently proposed FDMAS beamforming techniques
primarily because the FDMAS algorithm is similar to the autocorrelation process that
depends on the lag among radio-frequency (RF) signals in each channel in the lateral
direction. Thus, the minimum requirement for Az in the lateral direction for FDMAS is
a subject for discussion. In this study we investigated the effect of varying the imaging
point step size on CPWI with the following point targets, a tissue-mimicking phantom
and a human carotid artery in-vivo. This study is expected to propose the optimised
Az in the lateral direction for FDMAS to improve the B-mode image quality.

The main objective of this work is to evaluate the effect of varying imaging point
step size, Ax, in the lateral direction on any number of compounding parameters with
the DAS and FDMAS beamforming techniques and not to find the optimum number
of compounding parameters in CPWI. Many studies, including Alomari et al. (2014);
Jensen et al. (2016b); Montaldo et al. (2009); Toulemonde et al. (2015), have proposed a
unique number of compounding parameters that provide the best image quality accord-
ing to their experimental setup. Thus, a particular compounding parameter that will
provide the best end results for all image quality indices is impossible to propose. The
general rule of thumb in selecting the number of compounding parameters is to min-
imise it, such that the end results are balanced among the optimum temporal, spatial
and contrast resolutions. Several studies, such as Montaldo et al. (2009) and Alomari
et al. (2014), have mentioned that after a certain number of compounding angles, image
resolution will no longer improve but will deteriorate instead due to reduced noise can-
cellation near the main lobe. In consideration of these constraints, the selected number
of compounding, N, and the steering angle increments, Af,,, are shown in Table 2.1 to
validate the effect of varying imaging point step size, Ax, on DAS and FDMAS. The

sector angles, [69 .., 6°

azs Orminl, for all compounding are set to +12°.
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4.2.1 Imaging Point Step Size, Ax

The effect of varying Az during beamforming on B-mode image quality was studied
by first calculating the difference in the imaging line angles and then calculating the
correlation coefficient between two adjacent aligned RF signals for the second imaging
line. Az is also referred to as the lateral step, A/g, in this work, where g = 1, 2, 3,
4 and 5. The imaging line angle is denoted by BZ}, and the imaging lines are denoted
by 1.

The angle formed between a set of aligned RF signals and the surface of the trans-
ducer is known as the imaging line angle (Fig. 4.8(a)). The AS between the imaging
lines, [ = 1 and 2, for the lateral steps, A and \/4, are given by

Apy = B3, — p1,, for A
APy = B3, — B1,, for A4 (4.4)
ABy > APy
where 37 and 39 are the imaging line angles for the aligned RF signals according
to equation 2.15 for the first imaging line calculated with = —15 mm and the second
imaging line calculated with z = —15+X mm for the lateral step of A. 57, and (33, are
the imaging line angles for the aligned RF signals for the first imaging line calculated

with x = —15 mm and the second imaging line calculated with z = —15+X/4 mm for

the lateral step of A/4.
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Aligned RF signals for imaging line 4, Ax=A/4, x=\
Aligned RF signals for imaging line 1, Ax=A, x=2A

1 64 128
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Figure 4.8: Aligned RF signals with different lateral steps are illustrated to show the
formation of imaging line angle and difference between the imaging line angles. a)
Aligned received RF signals for £ = 128 elements according to equation 2.15 for imaging
line 1 for the lateral step of A\/4. The imaging line angles formed between the face of the
imaging probe and the aligned RF signals highlighted. b) The aligned RF signals for
imaging lines 1 and 2 for the lateral steps of A and aligned RF signals for imaging lines
1, 2, 3 and 4 for the lateral steps of A\/4 are shown together with difference between

the imaging line angles.
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The aligned RF signals in Fig. 4.8(a) for first imaging line with the lateral step of
A/4 illustrated as originated from the echo of a single wire target located at x = 0,
z = 40 mm. The z coordinates for all the three imaging lines is located from the start
to the end of the imaging field.

The correlation coefficient, p, between two adjacent aligned RF signals is computed
on the second imaging line according to the following equation Ruchkin (1965)

. v1(t)va(t) 7 (4.5)
v1(t)%va(t)?

where v1(t) and v2(t) are the RF signals from the first (¢ = 1) and second (i = 2)
elements as given by equation 2.15. The correlation between the two RF signals, as
given by equation 4.5, was not calculated on the first imaging line because no change
occurred on the RF signals for the imaging line angles for every lateral step. As shown
in Fig. 4.8, f7, and 7, are the same for the lateral steps of A and \/4 or any other
lateral step as the starting imaging point, in this case, = for all lateral step will always
be —15 mm.

In digital signal processing, the autocorrelation between two signals is calculated
with a lag that is relative to the starting point of one of the signals. Lag refers to the
distance or difference between two points. The multiplication of two RF signals and
then summing them at a specific lag is known as short-time autocorrelation Harrington
& Cassidy (2012). Lag is commonly represented by the sample numbers. In this work,
however lag is assigned to the difference in angles, AS, between two imaging line angles.
The lag between adjacent RF signals along the lateral direction depends on Azx. Instead
of aligning all the RF signals of all the elements at one time with the lateral step of A, all
the RF signals will now be aligned with twice the lateral step of A/2. Simultaneously,
instead of assigning a single grey colour intensity on a particular imaging point, two
different grey colour intensities will be assigned with the lateral step of A\/2 on two
different imaging points. The length of an imaging point with the lateral step of X is
equal to two imaging points with the lateral step of A/2.
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4.2.2 Spatial Sampling Frequency

The temporal sampling theorem states that a signal must be sampled at a minimum
sampling frequency of fs (of period Ty) to avoid aliasing as given by
1
fs :? > 2fsmaxa (4-6)

S

where fs .. is the maximum incoming signal frequency. Similarly, for the minimum
spatial sampling frequency to avoid aliasing or grating lobes as given by Mccowan

(2018)

1
fxs = 1; 2 2fxmax’ (47)

where fy, is the spatial sampling frequency in samples per meter, and fy, . is the

highest spatial frequency that can be represented by

1
= , 4.8
fxmax Amin ( )
When equation 4.8 is substituted to equation 4.7, we will get
Ami
p< 2 (4.9)

2 )
where A, is the minimum wavelength of the signal. The occurrence angle of the
grating lobe is given by the following equation Ponnle et al. (2013):
mA

0, =sin"!(sin(0,,) — 7) (4.10)

The disadvantage of using a small pitch size is the increment in computational time

to produce a B-mode image.

4.3 Results and Discussion

4.3.1 Simulation Results

The difference between the first and second imaging line angle AS and the correlation
calculated on the second imaging lines between the RF signals in the first (i = 1) and
second (i = 2) elements for the lateral step Az from A to \/5 for the pitch size of A
and A/2 are illustrated in Fig. 4.9. The lag AS begins to decrease when reducing the
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lateral step from A to A/5. For the pitch size A and the lateral step A, the Aj is 0.8°.
The lateral step is reduced to A\/5, and thus A becomes 0.21°. When AS starts to
decrease, the correlation coefficient p will also decrease Harrington & Cassidy (2012).
This situation shows that the two RF signals on adjacent elements are moving further
apart. In accordance with equation 4.1, this condition will produce the precise grey
colour int<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>