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Summary

Young stars are generally found in groups we call ‘young stellar regions, which dynami-

cally evolve. This thesis aims to provide insight on how these regions evolve, by focusing

primarily on the dynamical formation and destruction of binary systems and the effect

of stellar relaxation.

Observations of massive stars in Cyg OB2 show that they can reside in binary systems

with separations of a few thousand AU, which we call massive wide binaries (MWBs).

We perform N -body simulations to show that, due to the dynamical formation and

destruction of binaries in dense regions, a bound cluster will typically produce an average

of one MWB. Therefore, any region that contains many massive wide binaries (such as

Cyg OB2) must have been composed of many individual subregions.

Observations of G-dwarfs in the Galactic field show that ∼ 5% reside in binary sys-

tems with separations greater than 10000 AU, which we call very wide binaries (VWBs).

One possible way of forming VWBs is via the ‘soft capture mechanism during the dis-

solution of a stellar association. We perform N -body simulations to show that it is not

likely that this mechanism accounts for the observed field VWB population on its own.

Gas expulsion is a common explanation for the destruction of young stellar regions,

but gas expulsion depends on the regions effective star formation efficiency. We perform

hybrid N -body/SPH simulations to show that relaxation between stars in a dense cluster

causes dynamical gas depletion in the clusters core, decreasing the possibility that gas

expulsion will unbind the cluster.
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Chapter 1

Introduction

How stars form is one of the most fundamental questions in modern astrophysics. Stars

are the fundamental building blocks of galaxies and determine their structure and evolu-

tion. Most of the light we observe through our telescopes originated in the core of a star,

and stars are responsible for the synthesis of heavy elements, which drives the chemical

evolution of galaxies. Planets also form around stars, implying that the formation and

evolution of planets is inextricably linked to the formation and evolution of stars.

The regions in which we find young stars are incredibly varied. Some young stellar

regions are dense clusters where dramatic, violent interactions between stars may occur,

while other regions are relatively diffuse and quiescent and strong interactions between

stars are rare. The physical properties of these regions also change over time. This

dynamical evolution is complex, stochastic and impossible to observe in real time. By

combining observations of the properties of young stellar regions with numerical tech-

niques, we can model their dynamical evolution, make predictions and find observable

diagnostics to help us better understand the potential evolutionary paths which young

stellar regions may take.

While Chapters 2 and 3 focus on numerical methods, Chapters 4, 5 and 6 of this thesis

will show how these numerical methods enable us to make predictions about how star

forming regions evolve, how the presence of binary systems can be used as a diagnostic

to track dynamical evolution, and how the presence of gas can have a dramatic effect on

that evolution.

This chapter, split into three sections, provides the context in which Chapters 2 to 7

are to be understood. Section 1.1 outlines the different categories of young stars, their

observational characteristics and the physics which determine their formation and early

evolution. Section 1.2 introduces the formation of binary and multiple systems as one of

1
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the main modes of star formation, and the mechanisms by which binaries and multiples

are dynamically processed. Finally, section 1.3 introduces the different types of young

stellar regions, their properties and the different ways they can dynamically evolve.

1.1 Young Stars

When we look at the Milky Way, we can observe stars in the process of forming. Obser-

vations by Herschel (Motte et al., 2010), Spitzer (Evans et al., 2009), ALMA (Murillo

et al., 2013) and the Hubble Space Telescope (Burrows et al., 1996) all identify young,

star-like objects from their infrared emission which are understood to be in one of the

various stages of star formation.

A ‘Young Stellar Object’ (YSO) is the terminology for several overlapping categories

of young, star-like objects. When these categories are combined, they correspond to a

series of stages, which track the evolution of the YSO from the collapse of a pre-stellar

core, to the start of hydrogen burning in the star’s core and the beginning of its life on

the Main Sequence. To better explain these evolutionary stages, it is useful to track a

star’s formation from the beginning. In this section, I first describe molecular clouds as

being the environment from which stars form. The densest part of the molecular cloud,

the ‘pre-stellar core’, is then introduced as the fundamental unit of star formation. The

observational classes of young stellar object are then outlined, before the physical pro-

cesses underlying low-mass star formation are explained. Finally, the specific challenges

of studying the formation of high-mass stars are described.

1.1.1 Molecular Clouds

In the interstellar medium, huge clouds of molecular gas and dust are observed. These

clouds have a wide range of masses and sizes. The smallest, known as Bok globules

after their discoverer (Bok & Reilly, 1947), have masses of the order 10 M� and span a

distance the order of a parsec. There are intermediate-mass molecular clouds which have

masses of 103 to 104 M�, and sizes between 2 and 15 pc (Cambresy, 1999). However,

most of the molecular gas mass is situated within giant molecular clouds (GMCs for

short) which can have masses as high as 107 M�, and span ∼ 200 pc across (Blitz, 1993;

Murray, 2011).

Molecular clouds are cold, typically with temperatures of between 10 to 20 K (Bergin

& Tafalla, 2007). Their high visual extinctions, caused by the high column density of

dust particles, prevents heating by starlight, while any heating due to cosmic rays is far
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outweighed by cooling via atomic and molecular lines and dust emission. These high

extinctions have the consequence that molecular clouds are difficult to observe at optical

wavelengths. Although molecular hydrogen (H2) was first detected by Carruthers (1970)

using UV absorption from stellar radiation and constitute the majority of the mass in a

molecular cloud, H2 is a homonuclear molecule, with no allowed rotational energy levels

and a first allowed transition at UV wavelengths. Therefore H2 is not excited at temper-

atures as low as 10 K, which means that it is difficult to observe at infrared wavelengths

(although rotational and rovibrational emission lines from molecular hydrogen have been

observed in regions experiencing shocks - see Evans 1999). For this reason, observations

of molecular cloud structure generally use another molecule, predominantly CO (Wilson

et al. (1970) first detected CO at 2.6 mm wavelengths), as a tracer of the distribution

of H2 in a region. Therefore structure and kinematics of molecular clouds is mostly

observed by using the J = 1 − 0 emission line of 12CO, with a conversion ‘X’ factor to

account for differences in the CO and H2 abundances.

These observations of the kinematics of molecular clouds show that they are driven

by supersonic turbulence. For gas at temperatures between 10 and 20 K, the speed of

sound is ∼ 0.2 km s−1. But molecular line studies find velocities greater than 0.2 km

s−1, which show that the gas is supersonic. Kolmogorov’s theory for turbulence describes

how energy can cascade down from large-scale, macroscopic gas motions to small-scale

‘eddies’ (Kolmogorov, 1941). One prediction derived from Kolmogorov’s theory is that

the velocity dispersion σ of turbulent gas in a molecular cloud will scale with the cube

root of the cloud’s linear size L:

σ ∝ L1/3 (1.1)

Larson (1981) used observations of L and σ (measured primarily from the width of 12CO

and 13CO emission lines, as well as the width of emission lines of a number of other

molecules) to derive an empirical law relating the two:

σ(km s−1) = 1.10L(pc)β (1.2)

where β = 0.38. More recent studies by Heyer & Brunt (2004) give a value for β as 0.5.

The resemblance of Larson’s empirical law to Kolmogorov’s theoretical is explained if

molecular clouds are turbulent. A complete review of turbulence (which is out of the

scope of this thesis) can be found in Ballesteros-Paredes et al. (2007)

Observations of molecular clouds also show that they have a hierarchical density

structure, which is typically divided into three levels - ‘clouds’, ‘clumps’ and ‘cores’
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(Bergin & Tafalla, 2007). Most of the mass of a molecular cloud has a density which is

too low to form stars. The typical mean particle number density of a molecular cloud is

between 50 and 500 cm−3. Clumps tend to be around 20 times less massive than their

parent clouds, with masses of 50 to 500 M�, sizes on the order of a parsec and mean

number densities of 103 to 104 cm−3. Cores have typical masses of 0.5 to 5 M�, sizes

of 0.03 to 0.2 pc and densities of 104 to 105 cm−3. Cores are the site of star formation

and are covered in the next subsection. Molecular clouds are also highly filamentary,

with these filaments containing ∼ 70 % of pre-stellar cores (e.g. André et al. 2014 and

references therein).

1.1.2 Pre-stellar Cores

Molecular cores are the densest parts of a molecular cloud and are the sites of star

formation. However, not all cores will form stars. This thesis defines the molecular cores

which will collapse under gravity to form stars as ‘pre-stellar cores’. The criterion which

determines whether a core will collapse under gravity is called the Jeans criterion (Jeans,

1902), and the mass threshold at which collapse will occur is the Jeans mass MJ, given

by:

MJ =
π

6

c3
s

G3/2ρ1/2
(1.3)

where cs is the speed of sound of the gas in the pre-stellar core and ρ is the mass density.

A derivation of the Jeans mass is found in Binney & Tremaine, but it can be understood

in terms of the virial theorem. A gas cloud is in virial equilibrium if:

2T + Ω = 0 (1.4)

where T is the cloud’s thermal energy and Ω is its gravitational potential energy. If Ω >

2T , then the gravitational potential energy is strong enough to overcome the outward

thermal pressure and the cloud will collapse. This occurs when the cloud has a mass

mc = MJ. Therefore, if mc > MJ, then the core will collapse under gravity to form stars.

If mc < MJ, then the core will not form stars.

This picture is complicated by the presence of both turbulence and magnetic fields.

As mentioned above, molecular clouds are driven by supersonic turbulence. This causes

shocks within the molecular cloud which results in the over-densities which allow the

mass in a region to be greater than the Jeans mass (Padoan & Nordlund, 2002). While

turbulence therefore helps to drive star formation, the presence of magnetic fields within

the molecular cloud act to keep the core stable against collapse (Crutcher, 1999; Hen-
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nebelle & Chabrier, 2008). One way of taking into account the effect of turbulence and

magnetic fields on the Jeans mass is to replace cs with an effective speed ceff as:

ceff = cs + cA +
〈c2
t 〉
3

(1.5)

where cA is the Alfvén speed and 〈c2
t 〉 is the rms velocity dispersion of the gas due to

turbulence (Lou 1996, Mac Low & Klessen 2004).

Pre-stellar cores are observed to have a range of masses. This mass distribution, also

known as the ‘core mass function’ (CMF), resembles a Salpeter power law (Salpeter,

1955) with a peak at ∼ 1 M� (Alves et al., 2007; Nutter & Ward-Thompson, 2007).

The lack of pre-stellar cores with masses less than 1 M� can be explained by the Jeans

mass. As MJ ∝ ρ−1/2, a greater density is required for a lower-mass star, and although

turbulent flows can easily compress enough gas for a 1 M� core, a 0.1 M� core requires

a density 100 times greater. The lack of cores with significantly higher mass than 1 M�

is because these more massive cores tend to undergo fragmentation.

Before outlining the physical theory behind the evolutionary stages from the collapse

of a pre-stellar core to the eventual formation of a star, it is useful to look at the different

observed categories of YSO which make up those evolutionary stages. This is the focus

of the next subsection.

1.1.3 Observational Classes of YSO

There are several observational categories, or classes of YSO, which are also thought

to make up a evolutionary sequence. The primary observational property which dis-

tinguishes these different categories is the slope α of their spectral energy distribution

(SED), primarily at infrared wavelengths, given by: (Lada, 1987; Adams et al., 1987;

André et al., 1993, 2000; Evans et al., 2009):

α =
d log λFλ
d log λ

(1.6)

where Fλ is the flux density measured at wavelength λ. Idealised SEDs for the Classes

0, I, II and III YSOs are shown in Figure 1.1.

Class 0 YSOs are thought to be in the first stages of star formation, when a pre-stellar

core first begins to collapse. Class 0 YSOs consist of an infrared source embedded in an

extended envelope of molecular gas. Their SED resembles that of a black body with an

excess of emission at sub-millimetre wavelengths (André et al., 1993). Observations of
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Figure 1.1: Idealised spectral energy distributions (SEDs) for the four main observational
categories of young stellar object - Class 0 (top-left), Class I (top-right), Class II (bottom-
left) and Class III (bottom-right). Based on a figure from Persson (2014).



Introduction 7

the kinematics of Class 0 YSOs imply that the gas is falling inwards towards the centre

(Mardones et al., 1997), supporting the notion that what is being observed is a collapsing

pre-stellar core. Class 0 objects have been observed to have powerful collimated jets with

velocities of order 102 to 103 km s−1 (Frank et al., 2014). Driven by accretion and strong

magnetic fields, these jets in turn drive large-scale outflows of molecular gas.

The observationally-derived lifetime of Class 0 YSOs is approximately 1.5 × 105 yr

(Dunham et al., 2014), after which it becomes a Class I object. Chen et al. (1995) found

from observations of YSOs that none of their YSOs observed with a Class 0 SED had a

bolometric temperature greater than 70 K. Therefore 70 K is the established temperature

threshold for distinguishing between Class 0 and Class I objects. Class I objects are still

embedded in an infalling envelope so cannot be observed at optical wavelengths. From

Figure 1.1, it is evident that the SED of a Class I YSO has an excess of IR radiation,

caused primarily by radiation from the object being recycled by the extended envelope.

Class 0 and Class I objects both come under the umbrella term ‘protostar’, which has

a lifetime of approximately 0.5 Myr before it evolves into a pre-main sequence (PMS)

star, which covers both Class II and Class III objects.

Class II YSOs are no longer embedded in their natal envelope and are therefore visible

at optical wavelengths. Also called classical T Tauri stars (CTTs), after their archetype

star T Tauri (Joy, 1945), they consist of a dense central object surrounded by a massive

accretion disk, which gives its SED an infrared excess and is responsible for Hα and

X-ray radiation as it accretes onto the star. This accretion also produces powerful jets.

While T-Tauri stars have an upper mass of ∼ 2 M�, they have a high-mass analogue

known as Herbig Ae/Be stars with masses up to ∼ 8 M� (stars with masses above this

evolve immediately onto the main sequence).

Class III YSOs (also known as weak-lined T Tauri stars) are distinguished from CTTs

by their weak IR excess, indicating the depletion of their accretion disk.

The observed classes of YSO show an evolutionary sequence starting from a collapsing

molecular cloud and ending with a Class III pre-main sequence star with a depleted

circumstellar disk. The physics of how a YSO evolves from the former class to the latter

is described in Section 1.1.4 below.
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1.1.4 Formation of Low-Mass Stars

While the classes above give the observational properties of YSOs, the evolution of a

YSO is just as likely to be described in terms of its physical stages which, while broadly

analogous to the observational classes above, do not match exactly.

Furthermore, there are differences with how low-mass (M < 8 M�) stars and high-

mass (M > 8 M�) stars form. Here I outline the general formation of low-mass stars,

while the specific challenges of high-mass star formation is tackled in Section 1.1.5 be-

low. The physics of the gravitational collapse of a 1 M� pre-stellar core with an initial

temperature and density of 10 K and 10−20 g cm−3 respectively is outlined in detail by

Masunaga & Inutsuka (2000b,a).

The formation of a low-mass star begins with the collapse of the pre-stellar core. The

molecular gas which makes up the pre-stellar core is initially optically thin to the sub-

mm radiation emitted by the dust grains in the core, therefore it is efficient at radiating

away the gravitational potential energy released by the collapse. Because of this, the

collapse is initially isothermal and occurs on a free-fall timescale, defined as (Masunaga

& Inutsuka, 2000b):

tff ≡
(

3π

32Gρ0

) 1
2

(1.7)

For a 1 M� core with a radius of 10000 AU, the timescale for this isothermal collapse is

∼ 105 yr.

The isothermal collapse phase ends when the core’s optical depth is of the order of

unity, corresponding to a density of ∼ 10−13 g cm−3. This increase in density allows a

protostar (usually several) to form near the centre. The increased density also makes it

optically thick and so unable to efficiently radiate energy, which causes it to increase in

temperature.

The increasing thermal pressure changes the collapse from isothermal to adiabatic.

The object is now known as the first hydrostatic core and collapses on a much longer

timescale as the outward thermal pressure of the object counteracts its gravitational

collapse (this timescale is called the Kelvin-Helmholtz timescale). Before the transition

from isothermal collapse to adiabatic collapse, it becomes more likely that the YSO will

fragment into multiple protostars. The Jeans mass, given by Equation 1.3, is the lower

mass limit necessary for fragmentation to occur, and is inversely proportional to the

density of the gas. During the initial isothermal collapse, the gas increases in density,

leading to a decrease in the Jeans mass. However, the Jeans mass is also proportional

to the sound speed cs which is proportional to the thermal energy of the gas - when
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the temperature starts to increase cs, and hence the Jeans mass, increases with it. As

the Jeans mass decreases during the isothermal phase, the likelihood of fragmentation

increases. As the Jeans mass increases during the adiabatic phase, the likelihood of frag-

mentation decreases again. There therefore exists a minimum value for the Jeans mass

during collapse. This minimum Jeans mass is called the opacity limit for fragmentation

and has the value MJ ∼ 0.007 M� (Low & Lynden-Bell, 1976).

The first adiabatic collapse ends when the temperature rises to ∼ 2000 K. At this

temperature molecular hydrogen is dissociated. The thermal energy holding up the core

against collapse goes into dissociating the H2 and a second quasi-isothermal collapse

occurs until the object reaches stellar densities, at which point it has become a pre-main

sequence star. The PMS star contracts slowly over the timescale of a few Myr, before

hydrogen ignition occurs in the star’s core and it joins the Main Sequence.

1.1.5 High-Mass Stars

Like their low-mass counterparts, high-mass stars form from the collapse of a cloud of

molecular gas. We observe what is thought to be the earliest stage of formation of massive

stars in infrared dark clouds (IRDCs) (Rathborne et al., 2010). However, because high-

mass stars are able to begin core hydrogen burning while they are still embedded within

their natal envelope, their journey from molecular cloud to Main Sequence star is difficult

to observe directly.

Moreover, the formation of high-mass stars requires a much larger amount of gas

than the formation of low-mass stars. A young, high-mass star is highly luminous and

releases a huge amount of energy in the form of radiation and powerful stellar winds.

This stellar feedback dissociates the surrounding gas, creating a HII region and acting

as a brake on further mass gain. Therefore, one challenge of high-mas star formation is

how very massive (such as observed 100 M�) stars can form. The initial gas reservoir

must be massive enough not just to form the star itself, but to counteract the effect of

stellar feedback.

1.1.6 Core Accretion and Competitive Accretion

There are two proposed mechanisms for allowing a massive enough gas reservoir to form

massive stars. The first, known as ‘monolithic collapse’ (Zinnecker & Yorke, 2007) or

‘core accretion’ (Krumholz et al., 2005, 2007, 2009; Tan et al., 2014) proposes that the

initial conditions for the formation of a high-mass star is a sufficiently massive and
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dense molecular clump or core. This core collapses quickly, while accreting mass onto

the central massive protostar via an accretion disk, which mitigates the problem of

feedback by providing an optically-thick barrier which shields the material in the outer

disk against the radiative force of the stellar winds.

One challenge for this theory to address is how to prevent a clump or core with ∼ 100

Jeans masses of material from fragmenting into lower-mass cores. It is possible that the

effect of feedback and the contribution from magnetic fields may hinder fragmentation.

The second proposed mechanism is ‘competitive accretion’ (Bonnell et al., 2001, 2004;

Bonnell & Bate, 2006). In the competitive accretion scenario, protostars which reside

in the denser regions of a molecular clump are more likely to become massive. As they

gain mass, their gravitational sphere of influence expands and they are able to accrete

yet more of the gas from their surroundings, which causes their mass to increase further.

This results in a positive feedback loop with the star using its greater mass to more

effectively accumulate more mass. In this scenario, the gas necessary to form a massive

star comes partly from the star’s initial position in the densest part of a cluster, and

partly from the massive star’s ability to ‘hoover-up’ mass from its surroundings.

To some extent, the distinction between ‘isolated’ and ‘competitive’ models is if

massive stars form in ‘clustered’ environments or ‘associations’. Here we use ‘cluster’ to

refer to dense, bound groups of stars, and ‘associations’ as unbound groups of stars (see

Section 1.3.1). In a clustered environment stars are expected to encounter one another

and ‘know’ that other stars are present, which is not necessarily true in an association.

Distinguishing between these models of massive star formation is difficult. A com-

mon prediction of competitive models is that massive stars require a gas- and star-rich

dynamical environment to form, and so massive stars will form in ‘clusters’, but in iso-

lated models massive stars can form in regions with few other stars with no ‘knowledge’

of other star formation.

This has motivated searches for ‘isolated’ massive stars which are not associated with

‘clusters’ (e.g. Lamb et al. 2010; Oey et al. 2013; Bressert et al. 2012). However, it is

known that some/many isolated massive stars have been ejected from dense clusters

(Fujii & Portegies Zwart, 2011; Oh et al., 2015) and so a definitive identification as a

massive star as having formed in relative isolation is difficult.

Core accretion and competitive accretion make further predictions of the initial mass

function and primordial mass segregation which are explained in Section 1.3 below.

This section has mainly dealt with isolated star formation, from the fragmentation

and collapse of molecular cloud, to the observational categories of young stellar objects,
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to the physics of low and high-mass star formation. However, the possibility of core

fragmentation introduced in part 1.1.4 shows that a pre-stellar core can produce not just

one star in isolation, but a system of several stars. The details of how multiple systems

form and their importance to the dynamical evolution of young stellar regions is the

focus of the next section.

1.2 Young Multiples

Section 1.1 above mainly focused on the formation of a single star in isolation. However,

most stars form in binary or multiple systems. The notion that multiple star formation

may be the dominant mode of star formation was first proposed by Larson (1972) when

drawing conclusions from simulations of the collapse of a rotating pre-stellar core.

Observations of YSOs show that most reside in binary or multiple systems. It is

useful to first define two quantitative terms which are used to describe the numbers of

multiple systems in a region - the multiplicity frequency MF and the companion fraction

CF (Reipurth & Zinnecker, 1993).

The multiplicity frequency MF of a region is defined as the ratio of the total number

of multiple systems in that region, divided by the total number of systems (including

single stars), ie.:

MF =
B + T +Q+ ...

S +B + T +Q+ ...
(1.8)

where B, T , Q etc. are the total numbers of binary systems, triples, quadruples and so

on. The companion fraction CF is defined as the average number of companions that

each star in a region has, and is given by:

CF =
B + 2T + 3Q+ ...

S +B + T +Q+ ...
(1.9)

Because Class 0 YSOs are embedded in their natal envelopes, observations of Class

0 multiples are performed at sub-mm or longer wavelengths. For example, Chen et al.

(2013) observed 33 Class 0 YSOs within 500 pc of the Sun with the Submillimeter Array

and measured a multiplicity frequency MF = 0.64 ± 0.08, with a companion fraction

CF = 0.91± 0.05. Tobin et al. (2016) found a multiplicity frequency for Class 0 objects

in the Perseus molecular cloud with separations up to 10000 AU as MF = 0.57 ± 0.09

with a companion fraction CF = 1.2± 0.2.

One the other hand, observations of Class I YSOs give lower CF values, from 0.18±
0.04 (Haisch, Jr. et al., 2004) to 0.27 ± 0.06 (Duchêne et al., 2004) to 0.47 ± 0.08
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(Duchêne et al., 2007). In addition, it appears that most stars on the Main Sequence

are single (Lada, 2006) - Raghavan et al. (2010) found that ∼ 56% of solar-type stars in

the solar neighbourhood are single stars. Therefore there appears to be a discrepancy

between the number of very young YSOs found in multiples, compared to the number of

Main Sequence stars, implying that there are physical processes which destroy multiple

systems over time.

There are other reasons why multiple star formation is important to study. The

observed multiplicity is different in different regions. King et al. (2012) collated the mul-

tiplicity fractions of a several different young stellar regions and showed that it can vary

significantly from region to region (e.g. MF = 0.42 ± 0.08 for binaries with separation

a > 1000 AU for Taurus, but only 0.085 ± 0.01 for the ONC) and from the field (e.g.

Duchêne et al. 2018).

However, it is difficult to use the observed multiplicity of a region as a proxy for

the fraction of multiples which initially form via core fragmentation, because multiple

systems are heavily dynamically processed as this section will explain. This dynamical

processing may itself give a useful insight into the dynamical past of a region however.

This notion forms the basis of the investigations in Chapters 4 and 5.

Therefore this section begins by describing how multiple systems can form primor-

dially, before going on to its main focus which is the dynamics of multiple systems. This

section describes how binary systems can form dynamically through three-body encoun-

ters and through the ‘soft capture’ mechanism which is further explored in Chapter 5.

This section then addresses the dynamical destruction of binary and multiple systems

via unstable decay, encounters with other stars and the tidal effect of the galactic field.

1.2.1 Primordial Formation of Binaries and Multiples

It is widely understood that binary and multiples form primordially, via the fragmen-

tation of a collapsing pre-stellar core (Larson, 1972; Low & Lynden-Bell, 1976; Boss &

Bodenheimer, 1979). If a pre-stellar core has angular momentum due to rotation or

turbulence (see review by Goodwin et al. 2007), this can occur at several possible stages.

The initial fragmentation occurs when a molecular cloud fragments into pre-stellar cores.

These pre-stellar cores may then form stars which have a separation of 103 – 104 AU,

close enough to be a gravitationally-bound multiple system. Fragmentation can occur

during the first isothermal collapse to give separations of 102 – 103 AU, or during the first

adiabatic phase to give separations of the order of 100 – 102 AU, or during the second

collapse to give separations of 10−2 – 10−1 AU (Machida et al., 2005, 2008; Kauffmann
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et al., 2008). Multiple systems may also form via the fragmentation of a circumstellar

disk which has been perturbed either by a neighbouring star or by turbulence (Goodwin

et al., 2007; Offner et al., 2010).

Simulations show that the formation of multiples is a primary mode of star formation.

Bate (2009) showed that large-scale simulations of collapsing turbulent molecular clouds

could match observed multiplicity frequencies and properties of multiple systems. Offner

et al. (2009) found that radiative feedback can dampen the rate of star and multiple

formation, but Bate (2012) showed that simulations incorporating radiative feedback can

still match observations, and Lomax et al. (2015) showed that stellar feedback which is

episodic (rather than continuous) can match the observed multiplicity of stellar regions.

Magnetic fields are also another way of reducing the rate of multiple formation (Price &

Monaghan, 2007; Myers et al., 2013; Federrath & Klessen, 2012), while still producing

many multiple systems (Federrath, 2016).

1.2.2 Dynamical Formation of Binaries and Multiples

It is also possible, given the right conditions, for a binary system to form via dynamical

encounters. The rate at which an encounter between any two stars (defined as an event

in which two stars pass by each other close enough that the change in their potential

energy is greater than their total kinetic energy) in a region will occur is given by (Binney

& Tremaine, 1987):

τenc ' 3.3× 107 yr

(
100 pc−3

n

)(
vinf

1 km/s

)(
103 AU

rmin

)(
M�
Mbin

)
(1.10)

where n is the stellar number density of the region, vinf is the mean relative speed at

infinity of the objects in the cluster, rmin is the minimum encounter distance and Mbin

is the total mass of the two stars. Equation 1.10 can be written in terms of the cluster

mass M , cluster half-mass radius R1/2 and average stellar mass m̄ (Malmberg et al.,

2007) as:

τenc ' 5× 107 yr

(
m̄

M�

)(
R1/2

1 pc

) 5
2
(

100 M�
M

) 1
2
(

103 AU

rmin

)(
M�
Mbin

)
(1.11)

For a typical star forming region (M = 500 M�, R1/2 = 0.5 pc, Mbin = 1 M�, m̄ = 0.6

M� and rmin = 1000 AU), τenc ∼ 2.4 Myr. The dependence on the masses of the two

stars involved in the encounter shows the importance of gravitational focusing.

However, if two stars experience a close encounter with one another, conservation
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Figure 1.3: Showing the effect of a two-body collision (top) and that of a three-body
collision (bottom) in forming a binary system. In a two-body collision Star 1 (blue) and
Star 2 (orange) exchange energy but the total energy of the system remains conserved,
which means no binary can form. In a three-body collision Star 3 (red) gains energy and
escapes the vicinity. This loss of energy allows Stars 1 and 2 to form a binary.
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of energy dictates that they will not form a binary, unless there is a way to remove

energy from the interacting star-star system. Therefore, in order to dynamically form a

binary, a two-body encounter is not sufficient, and a three-body encounter is necessary

(Goodman & Hut, 1993). Gravitational interactions can transfer enough energy to one

of the three stars, so that the other two stars are able to become gravitationally bound.

Having gained a significant amount of energy, the third star can escape at high velocity

(see Figure 1.3).

The rate of binary formation via three-body encounters per unit volume Ṅbin is a

function of the individual star masses m, the region’s number density n and the velocity

dispersion σ:

Ṅbin = 0.75
G5m5n3

σ9
(1.12)

The Galactic field typically has n ∼ 0.03 pc−3 and σ ∼ 50 km s−1, which gives a

value for Ṅbin of the order 10−21 pc−3 Gyr−1, which means the chance of binaries forming

dynamically in the Galactic field is negligible. However, a dense star forming region such

as the Orion Nebula Cluster (ONC) has n ∼ 5000 pc−3 and σ ∼ 2 km s−1, which gives

a value for Ṅbin of the order 1 pc−3 Myr−1, which means that the dynamical formation

of binaries can be a feasible mode of binary formation in young star forming regions.

Allison & Goodwin (2011) showed how simulated massive stars in dense clusters

dynamically form binary systems with other massive stars. These massive binary systems

may sometimes form higher-order Trapezium-like, named after the Trapezium cluster at

the centre of the the Orion Nebula Cluster. This dynamical formation of a massive

binary can have dramatic consequences for the region in which it forms. The binding

energy of a binary is given by:

Ebind = −GM1M2

2a
(1.13)

where M1 and M2 are the masses of the two stars and a is the separation between them.

A massive binary can have a binding energy which is as large as the total energy of the

rest of the cluster. When this binary forms, it therefore acts as an energy sink - the

magnitude of the energy of the rest of the cluster decreases and the cluster responds

by expanding. This effect can be powerful enough to gravitationally unbind a cluster,

causing it to disperse into the field. This mechanism is briefly described in Allison &

Goodwin 2011 and is explored further in Chapter 6.

A further way of forming VWBs is via the ‘soft capture’ mechanism during the

dissolution of a star cluster (Kouwenhoven et al., 2010; Moeckel & Bate, 2010). This
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occurs because the aggregate gravitational influence of the stars in an expanding cluster

becomes less powerful over time, relative to the influence of two stars which remain in

close proximity to one another during the expansion. As this mechanism is important

for the investigations in Chapter 5, it is explained in more detail there.

1.2.3 Destruction of Binaries and Multiples

Binaries and multiples are changed and destroyed dynamically, both from within and

from without. A cloud core fragments to form a multiple system, but most multiple

systems are unstable - only ∼ 10% of triple systems are dynamically stable enough to

survive long-term (Reipurth et al., 2010). Interactions between the stars tend to kick one

star into a wider orbit while simultaneously contacting the separation between the other

two stars. In some cases, the third star may be ejected completely. Observationally, a

triple system with a third star on a very wide orbit with two very close inner stars may

resemble a very wide binary. Other, higher-order multiples may also be unstable and

decay.

Binaries and multiples may also have their properties altered, or be destroyed out-

right, by encounters with other stars. The rate of encounter between a binary with a

collision cross section Σ and a third star in a region with a stellar number density n and

a velocity dispersion σ is approximated as (Binney & Tremaine, 1987):

tenc '
1

nΣσ
(1.14)

Heggie (1975) and Hills (1975) first studied the dynamical destruction of binaries

and showed that binaries can be categorised based on the likelihood that they will be

destroyed in an encounter with a third, perturbing star (sometimes called the perturber

for short).

They categorised a binary as ‘hard’ if the binding energy of the binary Ebind (given

by Equation 1.13) is much greater than the typical energy in an encounter Eenc. Hard

binaries are unlikely to be destroyed in an encounter. In fact, any encounter with a

third star is likely to cause the binary to lose energy and become more tightly bound,

i.e. harder.

A binary is categorised as ‘soft’ if its binding energy is much less than the typical

energy in an encounter. Soft binaries can be destroyed in an encounter, particularly if

the perturber is a massive star. Moreover, any encounters which do not destroy a soft

binary tend to make the binary softer still, so that it becomes easier to destroy over
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time.

As well as ‘hard’ and ‘soft’ binaries, it is useful to define ‘intermediate’ binaries

as binaries whose binding energy is of the order of the typical encounter energy. An

intermediate binary may be destroyed in an encounter or it may survive, depending on

its encounter history (Parker & Goodwin, 2012).

As shown by Hills (1990) it is often better to consider the velocity of a perturber,

rather than simply the energy. During an encounter of a binary system with primary

and secondary masses mp and ms and semi-major axis a, with a perturbing star with

mass mpert, the critical velocity vc is defined as the velocity at which the total energy of

the three bodies involved in the encounter is zero, given by:

(
vc =

Gmpms(mp +ms +mpert)

mpert(mp +ms) a

) 1
2

(1.15)

If the perturber velocity vpert << vc, then the binary will not be destroyed. However

the properties of the binary may be altered by an energy exchange, and it is possible

to have an exchange of members (typically if the perturber is of higher mass than the

secondary).

Whether a binary will survive or be disrupted depends not only on the energy/velocity

of an encounter, but the rate of encounters close enough to disrupt the binary. The

encounter rate, tenc, is inversely proportional to both the number density and velocity

dispersion, ∝ 1/(nσ) (see e.g. Binney & Tremaine, 1987). In a virialised cluster of

radius R, the encounter rate will therefore depend on the crossing (dynamical) timescale,

tcross = R/σ, of the cluster as tenc ∝ t3cross/R. In addition, the velocity of encounters has

a dependency σ ∝ n1/2R which complicates any estimates of encounter rates.

In this section, the importance of binary and multiples, their formations and destruc-

tion due to dynamical effects were discussed. This discussion implies that these multiple

systems reside in regions in which many other stars are in close enough proximity that

dynamical encounters can occur. In fact, young stars are typically found not just in

binary and multiple systems, but in large extended groups. These groups are the focus

of the next section.

1.3 Young Stellar Regions

Most young stars are observed to be in ‘clustered’ environments. Lada & Lada (2003)

used a survey of YSOs within ∼ 2 kpc of the sun to conclude that the fraction of YSOs
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situated within ‘embedded clusters’ is between 70% and 90%. The definition used for

‘cluster’ includes any group of stars with a total stellar number N > 35, with a total

stellar mass M? > 1 M� pc−3. Lada & Lada (2003) decide on these criteria by setting a

lower limit of the evaporation timescale tev (given approximately by tev ' 100 tcr where

tcr is the crossing time) at 100 Myr, the average lifetime of an open cluster (Adams &

Myers, 2001), with a density large enough to survive encounters with passing molecular

clouds (Spitzer, 1958).

The definition from Lada & Lada (2003) covers anything with a star formation surface

density greater than ∼ 3 YSO pc−2. But it is broad enough to encompass a large

spread of observed sizes and densities, from dense, centrally-concentrated clusters like

the Orion Nebula Cluster (up to 103 pc−2) to diffuse, unbound associations such as

Cygnus OB2 (average of around 10 pc−2). There are other definitions which primarily

aim to distinguish further between dense ‘clusters’ (which are generally thought to either

be gravitationally bound to to have been bound when it formed) and ‘associations’ which

are deemed as looser agglomerations of stars which are not gravitationally bound, yet

appear to have formed from the same clump of molecular gas.

Gieles & Portegies Zwart (2011) distinguish between clusters and associations by

using the ratio of the age of the stars A? over the crossing time tcr, where tcr ∝ R/σ and

R and σ are the radius and velocity dispersion of the region respectively. They refer to

this ratio as the dynamical age Π:

Π =
A?
tcr

(1.16)

For a cluster which is gravitationally bound and therefore not expanding, R and

therefore tcr are approximately constant over time, so Π increases linearly with respect

to A. For an unbound association, tcr increases approximately linearly as R increases

over time (as σ also increases over time), meaning that Π stays approximately constant.

In this way, the evolution of Π over time can distinguish between ‘clusters’ and ‘associ-

ations’, and the crossing time tcr gives a clue as to how different clustered environments

may dynamically evolve.

Although clusters and associations appear to be important with regards to finding

young stars and learning more about the environments in which stars form, YSOs are

found at all densities. Bressert et al. (2010) measured the YSO surface density ΣY SO

in a number of star forming regions within 500 pc. They found that the distribution of

ΣY SO is smooth and continuous from 10−2 to 103 YSOs pc−2, with a peak at ∼ 22 YSOs

pc−2. This is used as evidence against discrete modes of star formation and that stars

can form at any densities, although the YSOs observed by Bressert et al. (2010) are class
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II and class III objects, which means that they are already a few Myr old which leaves

time for dynamical processing to have occurred.

It is evident that the regions in which we observe young stars have widely varied

physical properties. This thesis broadly uses the definitions of Gieles & Portegies Zwart

(2011) - A ‘cluster’ is gravitationally bound while an ‘association’ is unbound (although

an association may itself contain dense subregions which are themselves bound). For

the purpose of this thesis, both ‘clusters’ and ‘associations’ come under the umbrella

term ‘young stellar region’, which broadly follows the Lada & Lada (2003) definition of

‘cluster’. The investigations in Chapters 4 - 6 aim to shed light on how young stellar

regions dynamically evolve and whether it is possible to use observations of the properties

of young stellar regions to probe their dynamical past. This section proves context

by describing some notable properties of young stellar regions, before describing the

dynamical processes which drive their evolution.

Young stellar regions have a range of physical properties based on their populations

of stars and gas, and these properties help to determine the different ways in which

these regions can dynamically evolve. This section outlines the main properties of young

stellar regions, before tackling some of the main topics for the dynamical evolution of

young stellar regions.

1.3.1 The Initial Mass Function

The stars which populate a young stellar region have a range of masses. When talking

about the mass spectrum of a region, it is standard to refer to the initial mass function

(IMF), which is the distribution of masses of a group of stars at birth (stars undergo

mass loss from e.g. stellar winds so masses of stars on the Main Sequence change over

time, and stars can be ejected from the region, changing the overall distribution).

There have been several different formulations of initial mass functions, beginning

with Salpeter (1955) who formulated an IMF between 0.4 and 10 M� as:

N(M)dM ∝M−2.35dM (1.17)

Two other popular formulations of initial mass functions are Kroupa (2001) and

Chabrier (2003). Kroupa (2001) introduced a parameterised the IMF into three sections

which are each described by a power law N(M) ∝M−α, with different values for α. For

a stellar mass M < 0.08 M�, α = 0.3, for stellar mass between 0.08 < M < 0.5 M�

α = 0.5 and for M > 0.5 M� α = 2.3, similar to the Salpeter IMF.
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Figure 1.4: The different formulations for the initial mass function (IMF) of a stellar
region, using the IMFs and method from Kroupa (2001); Chabrier (2003); Romano et al.
(2005); Maschberger (2013).

Chabrier (2003) also introduced a parameterised IMF with two sections. For M > 1

M� the IMF is a power law with α = 2.3 similar to the Kroupa and Salpeter IMFs. For

M < 1 M� the IMF is given by a log-normal function:

N(M)dM = 0.158(1/(ln(10)m)) exp[−(log(m)− log(0.08))2/(2× 0.692)] (1.18)

Maschberger (2013) provides a generalised form of an IMF which matches the Chabrier

IMF with with both log-normal and power law sections, whilst minimising the number

of parameters necessary to describe said function, which makes it useful for dynamical

simulations of stellar populations and is therefore used in Chapters 4 - 6.

Figure 1.4 shows the different formulations for the IMF of a region. For all formu-

lations, the IMF declines rapidly at high-M , as high-mass (M > 8 M�) stars are very

rare. For M < 0.08 M� objects, their mass is not high enough to ignite hydrogen fusion

in their core. These objects make up the Galactic brown dwarf population, which we

ignore as they are dynamically unimportant due to their low mass. Figure 1.4 also shows

that the IMF is affected by unresolved multiple systems Kroupa (2001); Chabrier (2003),

which requires knowledge of the multiplicity statistics of a region to correct.

Even though young stellar regions can have very different properties, observations of

stellar populations in a wide variety of stellar regions support the notion that the IMF

is universal, i.e. it is the same regardless of the specific conditions present in each star
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forming region. (Bastian et al., 2010) reviewed observations of stellar populations in

clusters and in the Galactic field and found no evidence of a variable IMF.

The reason for the apparent universality of the IMF is not obvious. The main param-

eter which governs the collapse of a pre-stellar core is the Jeans mass MJ, which relies on

both the density and the thermal properties of a region (see Equation 1.3). But different

regions of the Galaxy have very different densities and thermal properties, which makes

it surprising that these differences do not affect the stellar mass distribution.

One possible explanation for the origin of the IMF is the core mass function (CMF)

introduced in Section 1.1.2. 1.1.2. The shape of the CMF is observed to have the same

shape as the IMF, but with the peak shifted from ∼ 0.2 M� to ∼ 1 M�, implying that

the stellar IMF is determined by the CMF which preceded it. However, the fact that

the cores fragment into smaller cores means that the shape of the CMF is not sufficient

on its own to explain the IMF.

The ‘competitive accretion’ scenario introduced in Section 1.1.6 also aims to explain

the origin of the IMF (Bonnell & Bate, 2006) In competitive accretion, the IMF does

not rely on the CMF, as the gas which is accreted onto a massive protostar initially

inhabits a large area rather than a single pre-stellar core. Simulations have shown that

the competitive accretion scenario can replicate the low-mass IMF (Bate, 2009, 2012).

1.3.2 Virial Theorem and Dynamical Timescales

The virial theorem, given by Equation 1.19, relates the total kinetic energy T to the

total gravitational potential energy U for a stable, self-gravitating stellar region. A star

forming region which is gravitationally bound will tend towards the equilibrium given

by Equation 1.19 and a gravitationally bound star forming region which is very unstable

will rapidly change its properties in order to regain that equilibrium. For instance, as

we will see later, the rapid loss of mass from a region will cause it to expand in order to

regain its virial equilibrium.

2〈T 〉+ 〈U〉 = 0 (1.19)

Three other parameters which are derived from the virial theorem are the virial

radius Rvir, the virial velocity Vvir and the virial ratio Qvir. The virial radius and the

virial velocity are the radius of the region and the mean velocity of the stars in a region

for which virial equilibrium holds, and are given by Equations 1.20 and 1.21 respectively,
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where M is the region’s mass and E = T + U is its total energy.

Rvir =
GM2

2|E|
(1.20)

Vvir =

√
2|E|
M

(1.21)

The virial ratio Qvir is defined as:

Qvir =
T

−U
(1.22)

When Qvir = 0.5, then Equation 1.19 holds and the gravitationally bound stellar region

is close to virial equilibrium. If Qvir < 0.5, then the gravitational component dominates

the kinetic component and the region will contract due to gravity. If 0.5 < Qvir < 1.0,

then the kinetic component dominates and the region will expand. Regions with Qvir >

1.0 are gravitationally unbound and expanding and therefore will never achieve virial

equilibrium.

The useful time scales necessary to describe the dynamical evolution of a group of

stars are the crossing time and the relaxation time. The crossing time tcr, is an estimate

of the time it takes for a typical star to cross the cluster, and also the time it takes for

a self-gravitating system to reach dynamical equilibrium. It is defined in terms of Rvir

and Vvir given by equations 1.20 and 1.21 above:

tcr =
Rvir

Vvir

= G

(
M5

8|E|3

) 1
2

(1.23)

If the cluster is approximately in virial equilibrium, then Vvir =
√
GM/Rvir and

equation 1.23 becomes (Spitzer, 1987):

tcr =

(
R3

vir

GM

) 1
2

' 2× 104 yr

(
M

106 M�

)− 1
2
(
Rvir

1 pc

) 3
2

(1.24)

The crossing time for many stellar clusters is of the order of 1 Myr. However, a dense,

massive region such as the Arches cluster (M ∼ 2× 104 M�; Rvir ∼ 0.68 pc, Figer et al.,

1999) can have a crossing time 100 times smaller, and more extended regions may have

a crossing time of tens of Myr, showing that dense, massive regions can dynamically

change much more quickly than more extended regions.

The relaxation time of a cluster is the time it takes for the cluster to reach thermal
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equilibrium, and is typically much larger than its dynamical time. It is estimated as

the time it takes for a star to change its energy by an amount equal to the mean stellar

energy. If m is the local mean stellar mass and ρ is the local density, then the relaxation

time tr is given by:

tr =
〈v2〉3/2

15.4G2mρ ln Λ
(1.25)

The parameter Λ is proportional to the number of stars N and depends on the mass and

velocity distributions of the stars in the cluster, ranging from 0.4N for equal-mass stars

whose velocity distribution is isotropic (Spitzer, 1987).

If the cluster is in virial equilibrium, then Equation 1.25 can be approximately related

to tcr using Equation 1.24 to give:

tr '
N

8 lnN
tcr (1.26)

1.3.3 Structure, Kinematics and the Removal of Substructure

Observations show that, similar to the molecular clouds in which they are formed, stellar

clusters and associations exhibit large amounts of substructure (Goodwin & Whitworth,

2004). The Q-parameter (Cartwright & Whitworth, 2004, 2009; Parker, 2014) is used as

a way to measure substructure in stellar regions. What follows is a brief explanation of

the Q-parameter.

In the context of graph theory, a tree is a graph in which the points are connected

by a path with no closed loops. If an edge is defined as a segment of the tree which

directly connects two points, then the length of a tree is found by summing the lengths

of all edges in the tree. There are a multitude of possible trees for any set of points.

A minimum spanning tree (MST) for a set of points is the tree whose length m is less

than the length of all other possible trees. Figure 1.5 shows the MST between a group

of points distributed in space.

If a random subset of stars within a group of stars of number N has an MST of

length m, then a mean MST length m̄ can be found by taking a large number of MSTs

of random subsets of stars and dividing by that number. The Q-parameter for that

group of stars is then then ratio of the mean MST length m̄ over the mean separation

between all stars in the group s̄:

Q =
m̄

s̄
(1.27)

If Q < 0.8 then the spatial distribution of the group of stars appears fractal, whereas

if Q > 0.8 then the spatial distribution appears centrally condensed. Observations of
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Figure 1.5: Showing the minimum spanning tree (MST, in black) for a distribution of
stars and the separations between each pair of stars (orange). The MST connects all the
points, with no closed loops, by the shortest possible total length.
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nearby clusters and associations show that many show signs of density substructure using

the Q-parameter (Cartwright & Whitworth, 2004, 2009; Wright et al., 2014).

As with molecular clouds, kinematic substructure is also present in star forming

regions. For example, Da Rio et al. (2014) and Da Rio et al. (2017) show that stars

in the ONC exhibit kinematic substructure which mirrors the kinematic substructure of

the the molecular gas. Observations of the proper motions of the association Cygnus

OB2 (Wright et al., 2016) also show that it contains significant kinematic substructure.

Both the density and kinematic substructure of star forming regions can be dynam-

ically erased. Aarseth & Hills (1972) showed that substructure in low-N regions would

disappear within a free-fall timescale, while Goodwin & Whitworth (2004) found that

substructure survived longer in regions for which Qvir > 0.5. The erasure of substruc-

ture, as measured by the Q-parameter, could be used as a diagnostic to give insight into

the dynamical past of a region (Parker & Goodwin, 2012).

Parker (2014) showed that, due to dynamical processing, theQ-parameter for gravitationally-

bound dense regions only ever increases, meaning that low-Q regions must have always

had a low Q value and therefore could not have evolved from a high-Q region. Wright

et al. (2014) used this result to show that the existence of substructure in the association

Cygnus OB2 means that it cannot have formed as a dense, centrally-condensed cluster,

but must instead have been formed much as it is now - clumpy and extended.

1.3.4 Primordial and Dynamical Mass Segregation

Some observed star forming regions exhibit mass segregation, in which the high-mass

stars are found in close proximity compared to the average separation between all of

the stars in the region. For example, the Trapezium system in the centre of the Orion

Nebula Cluster (ONC) shows evidence of mass segregation (Hillenbrand & Hartmann,

1998; Allison et al., 2009a). As with measurements of substructure, one of the methods

used to measure mass segregation involves the use of the minimum spanning tree (MST).

The mean MST length m̄ is again found by taking a large number of MSTs of random

subsets of stars and dividing by that number. The ΛMST-parameter is then the ratio of

the mean MST length m̄ over the length of the minimum spanning tree which joins all

of the stars above a chosen mass threshold:

ΛMST =
m̄

mmassive

(1.28)
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If ΛMST is equal to unity then there is no mass segregation in the region. The higher

ΛMST is above unity, the more evidence for mass segregation. For example, Allison et al.

(2009a) find ΛMST = 8.0 ± 3.5 for the innermost 4 stars of the ONC, with evidence of

mass segregation (ΛMST = 2.0± 0.5) for the nine stars in the ONC with M > 5 M�.

Simulations show that mass segregation can be primordial. The competitive accretion

scenario (Bonnell et al., 1997), explained in Section 1.1.6, proposes that the molecular

cores which are destined to form high-mass stars are situated in the denser, gas-rich

parts of molecular clumps. Hence, the high-mass stars of a region should be situated

close together relative to the average separation of stars in the region.

However, some young stellar regions do not show signs of mass segregation (Wright

et al., 2014; Gennaro et al., 2017), implying that primordial mass segregation is not

an intrinsic par of the star formation process. However, this in itself is not enough to

discount competitive accretion, as simulations of warm (expanding) young stellar regions

show competitive accretion with no mass segregation (Parker & Dale, 2017).

Mass segregation also occurs dynamically, as a consequence of two-body interactions

between stars. Allison et al. (2009b) showed that dynamical mass segregation can occur

rapidly, i.e. in less than 1 Myr, but Allison et al. (2010) and Parker (2014) showed

that, once mass segregation has occurred, it does not necessarily remain, as high-mass

hierarchical systems can decay rapidly, ejecting high-mass stars out of the region.

1.3.5 Evaporation

Evaporation occurs when a star in a region has a velocity v? which is greater than the

escape velocity of the region. For an isolated, self-gravitating cluster, the escape velocity

vesc is given by (Spitzer, 1987):

vesc = 2
〈
v2
〉 1

2 (1.29)

For a group of stars with a Maxwellian velocity distribution, there will be a fraction

(∼ 0.74 %) of stars for which v? > vesc and these stars will escape in roughly a relaxation

timescale. This gives a rough estimate for the evaporation timescale - the time it would

take for a cluster to dissolve due to evaporation - as tev ' 137tr. For even a relatively

dense young stellar region such as the Orion Nebula Cluster, rrel ∼ 1.4 Myr, Portegies

Zwart et al., 2010), the time it would take for the cluster to disperse via evaporation

is ∼ 190 Myr. This however is complicated by the fact that stellar regions are rarely

isolated, and tidal effects and the star’s trajectory on which it escapes have an impact

on the evaporation time.



Introduction 28

0.0 0.5 1.0 1.5 2.0 2.5
v/ v2 1

2

0.0

0.2

0.4

0.6

0.8

1.0
Fr

eq
ue

nc
y Evaporating

Stars
(v > 2 v2 1

2)

Figure 1.6: Showing the escape velocity for a system of stars with a velocity distribution.
The tail of evaporating stars with v > vesc is highlighted.

1.3.6 Core Collapse and Violent Relaxation

The effects of both two-body relaxation and evaporation cause energy to be transferred

between stars and therefore cause changes in the energy distribution of the stellar region.

Specifically, energy is transferred from the core of the region to the periphery. The virial

theorem given by Equation 1.19 shows that, for a self-gravitating stellar system, a de-

crease in the total energy of the system should cause that system to contract. Therefore,

as energy is transferred from the core of the region to the periphery, the core undergoes

a collapse and the periphery expands (Spitzer, 1987).

This core collapse is a fundamental dynamical effect of a self-gravitating system of

massive particles, and applies as much to a galaxy as it does to a star cluster. For a

Plummer sphere (see Section 2.7.4) in which all stars are of equal mass, the time it would

take for a core to collapse to infinite density is ∼ 15tr.

For a stellar region with a mass distribution, another consequence of core collapse is

dynamical mass segregation. As the cluster approaches energy equipartition, more mas-

sive stars subsequently have lower velocities than less massive stars, causing the more

massive stars to congregate in the centre of the cluster. For a Plummer distribution,

this mass segregation occurs approximately within the relaxation timescale (Bonnell &

Davies, 1998). However, for a sub-virial, substructured region, dynamical mass segrega-

tion due to core collapse can occur much more rapidly (Allison et al., 2009b)

Dynamical evolution of a stellar region on two-body relaxation timescales is applicable
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to a fixed gravitational potential. However, a star cluster with a varying potential can

change much more rapidly. Lynden-Bell (1967) shows that, if the potential of a star

cluster is changing on a timescale equal to approximately the dynamical timescale, then

the stars in that cluster can change their energy on a timescale approximately equal

to the crossing time of the cluster. This so-called ‘violent relaxation’ was first used

to show why galaxies and massive globular clusters appear to be relatively close to

dynamical equilibrium despite their relaxation timescales being longer than the lifetime

of the observable universe, but it is also useful to show how any star cluster can quickly

dynamically evolve if its potential changes.

1.3.7 Gas Expulsion and Infant Mortality

Because stars form from clouds of molecular gas, young stellar regions are observed

to contain enough gas to make up a significant fraction of their total mass. The star

formation efficiency (SFE) of a region εsf is given by (Lada & Lada, 2003):

εsf =
M?

M? +Mg

(1.30)

where M? is the stellar component of the total mass of the region and Mg is the gas

component.

Lada & Lada (2003) give the typical value for εsf as between 10 – 30%, meaning that

the gas component has a profound effect on the region’s dynamical evolution.

The most dramatic consequence of the presence of interstellar gas is the potential

destruction of the cluster due to gas expulsion. Massive stars have powerful stellar winds

and short lifetimes, at the end of which they release huge amounts of energy in the form

of supernovae. These feedback mechanisms have the effect of expelling the gas from a

cluster. If the change in the total cluster mass due to gas expulsion is large enough, then

the cluster becomes supervirial and rapidly disperses, a process called ‘infant mortality’

(Lada & Lada, 2003; Goodwin & Bastian, 2006; Baumgardt & Kroupa, 2007). Only

∼ 10 % of clusters survive the first few millions of years.

The likelihood that gas expulsion will destroy a cluster is thought to partly depend

on its value of εsf. Hills (1980) posited that instantaneous gas loss in a cluster with

εsf < 50 % would cause it to disperse. This value has since been revised down to ∼ 33

% (Goodwin, 1997). If the gas is expelled on adiabatic timescales, then the threshold

value of εsf drops to ∼ 20 %.

However, the likelihood of infant mortality also depends on the dynamical state of the
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cluster before gas expulsion occurs. The effective star formation efficiency εesf (Goodwin

& Bastian, 2006; Goodwin, 2009) is given by:

εesf =
1

2Q?

(1.31)

where Q? is the virial ratio of the cluster (see Equation 1.22) immediately after gas

expulsion. This value therefore depends on the dynamical state of the stars - if they are

dynamically ‘hot’ (i.e. Q? > 1) then dispersal after gas expulsion is more likely than

if they are ‘cold’. Smith et al. (2011) argue that the useful parameters to determine

the survival of gas expulsion by a cluster is the initial stellar distribution and velocity

dispersion, that εsf is not an effective measure for predicting the survival of a cluster and

that stochasticity plays a large role.

1.4 The Scope of This Thesis

The aim of this thesis is to introduce original research which provides new insights into

how young stellar regions evolve, by performing numerical simulations of the dynami-

cal interactions between stars and stars and gas. Three outstanding questions in star

formation to which this research aims to propose answers are outlined below.

1.4.1 How do young stellar regions evolve (and die)?

There are many potential ways that a young stellar region may form, evolve and even-

tually die. For example, the theory of ‘clustered’ star formation proposes that most (or

even all) stars form in dense clusters approximately 1 pc across containing thousands of

stars (Kroupa, 2011). These dense clusters disperse over time due to gas expulsion (See

section 1.3.7) to become the more diffuse associations we observe. In this view, dense

star clusters are a necessary step in the birth and early evolution of young stellar regions

(and hence also a necessary step in the birth and early evolution of stars and planets).

Conversely, ‘hierarchical’ star formation uses the observations of young stars at a

wide range of densities (Bressert et al., 2010) to propose that star formation does not

occur just within dense clusters, but instead occurs at a wide range of densities (Wright

et al., 2014). In this view, dense clusters are not a necessary step in the evolution of

young stellar regions but are instead merely an extreme case.

Whether dense star clusters are important or unimportant has further consequences

for theories of star formation including the theories of massive star formation introduced
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in Section 1.1.6. The ‘competitive accretion’ scenario favours a clustered environment

in which stars ‘compete’ for a shared gas reservoir, while ‘monolithic collapse’ proposes

that massive stars can form in isolation.

The reality of the formation of young stellar regions is likely to be a mixture of

both ‘clustered’ and ‘hierarchical’ mechanisms, with the composition of that mixture

depending on the environment in which the young stellar region resides. The investiga-

tions in Chapters 4, 5 and 6 further our understanding of the importance of these two

mechanisms.

Similarly, there are open questions around how young stellar regions die. Even taking

a cluster with a relatively short relaxation time (the Orion Nebula Cluster, rrel ∼ 1.4

Myr, Portegies Zwart et al., 2010), the time it would take for the cluster to disperse via

evaporation alone would be ∼ 190 Myr, yet only 10% of young stellar regions survive

longer than 10 Myr (so-called ‘infant mortality’).

The accepted wisdom is that a cluster whose total mass is dominated by its gas

component may become gravitationally unbound if that gas is rapidly removed due to

stellar feedback (i.e. stellar winds and supernovae - see Section 1.3.7 and Baumgardt

& Kroupa, 2007). However, the chance of gas expulsion causing the death of a cluster

depends on the dynamical state of the cluster immediately before gas expulsion (Goodwin

& Bastian, 2006; Goodwin, 2009), and also depends on the gas in the centre of the cluster

not being depleted in other ways. Chapter 6 shows that the mechanisms which give rise

to infant mortality may be more complicated than previously understood.

1.4.2 What diagnostics can we use to determine the past of a

young stellar region?

The dynamics of a region have an effect on how the properties of that region change

over time. In the same vein, the properties of a region may provide insights into how

the properties of that region may have changed.

One example of this is the erasure of substructure from a young stellar region. Parker

(2014) showed that substructure is erased in dense regions but not in more diffuse regions

and proposed several measures of substructure to give an indication of the past properties

of a young stellar region.

Another example is multiplicity. Binary systems are not just formed primordially;

they also evolve dynamically through their interactions with each other and their inter-

actions with other stars that they may encounter. As binary systems can form and be

changed and even destroyed dynamically through encounters with other stars, then it
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follows that the number and properties of binaries may change depending on the prop-

erties of their surrounding environment. The numbers and properties of binary systems

may be different if it has resided in a region which was previously dense (with a high

chance of dynamical encounters) compared to a region which has never been dense (a

low chance of dynamical encounters). Therefore, it may be possible to use the numbers

and properties of binary systems as a diagnostic to determine how a young stellar region

may have evolved. This idea is further developed in Chapter 4.

1.4.3 If most stars form in clusters, how does this affect the

properties of the Galactic field stellar population?

Most young stars are found in regions which are much denser than the average density

of the Galactic field (Lada & Lada, 2003). As only 10% of young stellar regions survive

longer than 10 million years, the other 90% must disperse into the Galactic field. There-

fore, there is a link between the properties stars and systems in young stellar regions

and the properties of stars and systems in the field.

However, the origin of the properties of the Galactic field stellar population is not

immediately clear. For example, in the Galactic field there resides a number of wide

binary systems with separations greater than 10000 AU (5% of Galactic-field G-dwarf

stars are members of one of these binary systems Duquennoy & Mayor, 1991). However,

these systems are too weakly gravitationally bound to survive at the density of the

average young stellar region. The origin of thee Galactic field very wide binaries is

therefore currently unknown, and is a question which is explored further in Chapter 5.

1.5 The Structure of This Thesis

This chapter is divided into four sections, each of which outline the context of how

stars form and the regions in which we observed young stars. Section 1.1 introduced

the broad strokes of how a star forms from the collapse of a molecular cloud, including

what see see when we observe these as young stellar objects, the physics of the collapse

and the specific challenges of high-mass stars. Section 1.2 introduced multiple systems,

their formation and dynamical destruction. Section 1.3 introduces young stellar regions

as the main locations we observe young stars, the properties of these regions and how

dynamical interactions between stars and gas can significantly affect the evolution of the

region as a whole. Finally, Section 1.4 gives the context for Chapters 4, 5 and 6 in the

form of three unanswered questions in the field of star formation.
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In the next two chapters, the numerical methods for modelling how young stellar

regions evolve are described. These numerical methods are also the methods which

are used for the investigations in Chapters 4, 5 and 6. Chapter 2 introduces N -body

simulations which are used to model the dynamical evolution of stars. Chapter 3 then

introduces smoothed particle hydrodynamics, which are used to model the dynamical

evolution of gas.

Chapter 4 uses the dynamical processing of binary systems outlined in Section 1.2

to show how the presence of massive wide binary systems in a region can help us to

gain insight into the dynamical past of that region. Chapter 5 shows how the presence

of a population of binary systems with very wide separations may be explained by the

dynamical processes outlined in Sections 1.2 and 1.3. Chapter 6 revisits the concept

of star formation efficiency and gas expulsion explained in Section 1.3 and shows that

perhaps gas expulsion is not as important as thought in the dispersal of young stellar

regions. Finally, in light of the results of Chapters 4, 5 and 6, the questions above are

revisited in the conclusion (Chapter 7).



Chapter 2

N-body Methods

2.1 Introduction

Stars interact with one another via the force of gravity. The result of the gravitational

force acting on a star by its neighbours is to change that star’s dynamical properties,

i.e. its position, velocity and acceleration. The aggregate effect of the changing of the

dynamical properties of stars in a region due to gravitational interactions is to change

the dynamical properties of the region as a whole (see Section 1.3 for examples of this).

One way of predicting how a group of stars will dynamically evolve is by using numerical

simulations, such as the N -body simulations which are the topic of this chapter.

The ‘N -body problem’ is the name given to the problem of predicting the future

dynamical properties of a group of N stars whose initial properties are known. Given a

closed system consisting solely of two stars, the N -body problem can be solved analyti-

cally to predict the dynamical properties of those two stars at any given time. However,

with the exception of a few specific scenarios, the N ≥ 3 N -body problem cannot be

solved analytically, but is instead solved using numerical methods. ‘N -body simulation’

is the catch-all term for the numerical methods which seek to solve the N -body problem

and track the dynamical evolution of groups of stars.

In this chapter, I begin in Section 2.2 by introducing the simple first principles which

are necessary for all N -body methods. I then describe several N -body methods, begin-

ning in Section 2.3 with one of the simplest, Eulers method. The more sophisticated

predictor-corrector methods are then introduced in Section 2.4, before the introduction

in Section 2.5 of the fourth-order Hermite scheme, which is one of the most commonly

used N -body schemes and is the scheme which is most relevant for the rest of this thesis.

The formulation of the crucial individual timestep scheme is then explained in Section

34
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2.6. Finally, the methods behind the generation of useful initial conditions are outlined

in Section 2.7.

2.2 First Steps

Stars interact according to Newton’s law of gravity, which states that the gravitational

force Fi acting on a body i within a group of N bodies is:

Fi = −Gmi

N∑
j=1; j 6=i

mj(ri − rj)

|ri − rj|3
(2.1)

where mi, mj and ri, rj are the masses and positions of bodies i and j respectively.

For N -body schemes, the masses, positions and velocities of the stars are typically

scaled so that the gravitational constant G is equal to unity (see Section 2.7.2). The

equation of motion of a body i can then be written as:

ai = −d
2ri
dt2

=
N∑

j=1; j 6=i

mj(ri − rj)

|ri − rj|3
(2.2)

Given the position ri(t0) and velocity ri(t0) of a body i at time t0, in addition to the

positions and masses of all other particles j, integrating Equation 2.2 finds r(t) and v(t)

at any future time t. However, Equation 2.2 can only be integrated analytically for

N = 2, necessitating the use of numerical integration to find approximate solutions for

N > 2.

The basic approach to the numerical integration of an ordinary differential equation

is to first rewrite it as a set of n first-order differential equations with the general form:

dyi(x)

dx
= fi(x, y1, ..., yn); i = 1, ..., n (2.3)

For example, the equation of motion a = d2r
dt2

can be written as:

a =
dv

dt
; v =

dr

dt
(2.4)

These two first-order differential equations are then solved numerically. The simplest

method for doing so is called Euler’s method and is the topic of the next section.



N-body Methods 36

2.3 Euler’s Method

Let the equation to be integrated be a first-order differential equation dy
dt

= f(t, y), with

a starting point at y(t0) = y0. An approximate solution at a point y(t1) = y1 can be

found by first finding the equation of the tangent line at t0:

y = y0 + f(t0, y0)(t− t0) (2.5)

If the interval between t1 and t0 is sufficiently small, then:

y1 ' y0 + f(t0, y0)(t1 − t0) (2.6)

This can be generalised to find the approximate solution at any point yn+1, using the

previous point yn and the interval tn+1 − tn = ∆t:

yn+1 ' yn + f(tn, yn)∆t (2.7)

The time interval (or ‘timestep’) ∆t is of central importance to N -body methods.

Reducing the size of ∆t typically decreases the difference between the approximate solu-

tion and the actual solution, thereby increasing the accuracy of the simulation. However,

reducing ∆t also increases the total number of calculations within a simulation, thus in-

creasing its run-time and computational cost.

The application of Euler’s method to the first-order differential equations in Equation

2.4 gives approximate solutions for the position rn+1 and velocity vn+1 of a star at time

tn+1 as:

rn+1 = rn + vn∆t

vn+1 = vn + an∆t
(2.8)

By calculating the acceleration an for each star using Equation 2.2, its approximate

future position and velocity can then be predicted.

The standard way of measuring accuracy in N -body simulations is to use the conser-

vation of total energy E = T + Ω, where:

T =
1

2

N∑
j=0

mj |vj|2 (2.9)
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Figure 2.1: Euler’s method of integrating an ordinary differential equation. The tangent
of y(t) at each point (tn, yn) is used to approximate the value of y at the next point
(tn+1, yn+1). While Euler’s method is simple to implement, it produces an error O(∆t),
which makes it too inaccurate for use in numerical simulations of groups of stars.

and:

Ω = −Gmi

N∑
j=0,j 6=i

mj

|rij|
(2.10)

For an ideal simulation with 100% accuracy, the calculated total energy will stay constant

from the beginning to the end of the simulation, i.e. ∆E = Efinal−Einitial = 0. In reality,

no numerical attempt at an approximate solution will be 100% accurate, but instead the

error ∆E will be proportional to the size of the timestep ∆t. For this reason, the choice

of an appropriate value for ∆t is vital and is dependent on the region being simulated

(further discussion of the choice of timestep is found in Section 2.6 below).

Euler’s method is a first-order approximation, meaning that the error of the solution

is of the order of the timestep ∆t (or, written another way, the error is O(∆t) - if the size

of the timestep is decreased by 10, the corresponding error in calculation decreases by

approximately by 10. Predicting the motion of a group of stars to the necessary accuracy

would require an impracticably small timestep and an impracticably large computation

time. Therefore more efficient, higher-order methods are used in practice. For the

simulation of groups of stars, a fourth-order method is typically deemed sufficient and

the fourth-order Hermite scheme is a widely used scheme for this reason. The Hermite

scheme, which is used used for the N -body and hybrid simulations in Chapters 4, 5 and
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6, is an example of a ‘predictor-corrector’ method, which is explained in the next section.

2.4 Predictor-Corrector Methods

A predictor-corrector method is a way of improving on the accuracy of Euler’s method

by splitting the numerical integration into two steps:

1. The ‘prediction’ step, which uses yn to calculate an approximate predicted value

yp
n+1, typically using an explicit method (such as Euler’s method in Section 2.3).

2. The ‘correction’ step, which uses yn and yp
n+1 to refine the initial prediction using

an implicit method to get a corrected value yc
n+1.

The most basic predictor-corrector method is a modification of Euler’s method. It

predicts the value yp
n+1 using equation 2.7 and then refines the solution by calculating

the mean of the gradient of the tangent at f(tn+1, y
p
n+1) and f(tn, yn):

yc
n+1 ≈ yn +

∆t

2
[f(tn+1, y

p
n+1) + f(tn, yn)] (2.11)

The corrector step can be applied more than once, at the cost of computational speed,

to iteratively increase the accuracy of the solution.

The modified Euler method applied to the first-order differential equations in Equa-

tion 2.4 yields the prediction step:

rp
n+1 = rn + vn∆t

vp
n+1 = vn + an∆t

(2.12)

The correction step is then:

rn+1 = rn +
∆t

2
(vn + vp

n+1)

vn+1 = vn +
∆t

2
(an + ap

n+1)

(2.13)

where ap
n+1 is the acceleration calculated at the point (rp

n+1,vp
n+1). Applying the

predictor-corrector approach the Euler’s method modifies the numerical error to O(∆t2),

which means that this modified Euler approach is a second-order predictor-corrector

scheme. Although this is an improvement on the simple Euler method, N -body simu-

lations of stars in young stellar regions generally require at least fourth-order accuracy.
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Figure 2.2: The modified Euler method of integrating an ordinary differential equation.
A predicted value yp

n+1 is calculated using the tangent of y(t) at the point (tn, yn). Then
a corrected value yc

n+1 is found by taking the mean of the tangents of y(t) at the points
(tn, yn) and (tn+1, yp

n+1), leading to a refined solution with an error O(∆t2).

The rest of this chapter focuses on a widely used predictor-corrector scheme - the fourth-

order Hermite scheme.
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2.5 The Fourth-Order Hermite Method

The N -body integrator used for the investigations described within Chapters 4 and 5 is

the time-symmetric fourth-order Hermite integrator KIRA, part of the Starlab package

developed by Portegies Zwart et al. (2001). The N -body part of the hybrid N -body/SPH

code GANDALF (Hubber et al., 2013) used for Chapter 6 is also a time-symmetric fourth-

order Hermite scheme. Although the Hermite method was first described in Makino

(1991), the time-symmetric version is introduced by Kokubo et al. (1998).

As with the modified Euler method, the fourth-order Hermite scheme is a predictor-

corrector method. The equations for the predicted position rp
i,n+1 and velocity vp

i,n+1 of

a particle i at time tn+1 are found by taking the Taylor series of the acceleration ai,n and

its first derivative ȧi,n given by Aarseth (2003)):

ȧi,n =
N∑

j=1; j 6=i

mj

[
vji
r3
ji

− 3
(rji · vji)rji

r5
ji

]
(2.14)

The values of rp
i,n+1 and vp

i,n+1 are then given by:

rp
i,n+1 = ri,n + vi,n(∆t) +

ai,n
2

(∆t2) +
ȧi,n
6

(∆t3)

vp
i,n+1 = vi,n + ai,n(∆t) +

ȧi,n
2

(∆t2)

(2.15)

These predicted rp
i,n+1 and vp

i,n+1 can then be used to calculate a predicted ap
i,n+1 and

ȧp
i,n+1 at time tn+1. The ‘corrector’ terms are found using Hermite interpolation of the

acceleration and first derivative at tn and the predicted acceleration and first derivative

at tn+1:

rc
i,n+1 = rp

i,n+1 +
a

(2)
i,n

24
(∆t4) +

a
(3)
i,n

120
(∆t5)

vc
i,n+1 = vp

i,n+1 +
a

(2)
i,n

6
(∆t3) +

a
(3)
i,n

24
(∆t4)

(2.16)

where:

a
(2)
i,n =

−6(ai,n − ap
i,n+1)−∆t(4ȧi,n + 2ȧp

i,n+1)

∆t2

a
(3)
i,n =

12(ai,n − ap
i,n+1)− 6∆t(ȧi,n + ȧp

i,n+1)

∆t3

(2.17)

The predictor and corrector steps together determine the positions and velocities for

each particle i at the new time t = tn+1. The correction step can be applied more than

once for increased accuracy, which is why the Hermite scheme is also called a P(EC)n
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scheme, for ‘Predict (Evaluate and Correct)n’ - the ‘evaluate and correct’ step is applied

n times for every ‘predict’ step. However, in practice, the improvement in accuracy

for each iteration of the ‘evaluate and correct’ step faces diminishing returns and n is

typically set to no greater than 2.

Time symmetry in a N -body algorithm means that, if Equation 2.2 is solved, first

forward in time and then backward in time, then the initial conditions can be recovered.

Kokubo et al. (1998) were the first to show that the fourth-order Hermite scheme could

be shown as time-symmetric when they formulated Equations 2.15–2.17 as:

ri,n+1 = ri,n +
1

2
(vi,n+1 + vi,n)(∆t)− 1

10
(ai,n+1 − ai,n)(∆t2) +

1

120
(ȧi,n+1 + ȧi,n)(∆t3)

vi,n+1 = vi,n +
1

2
(ai,n+1 + ai,n)(∆t)− 1

10
(ȧi,n+1 + ȧi,n)(∆t2)

(2.18)

In Equation 2.18 it is apparent that first solving forwards in time, before changing

∆t→ −∆t and xn+1 → xn−1 and solving again will recover the initial conditions.

In order to optimise the efficiency of the algorithm and to maintain the time-symmetric

nature of Equation 2.18 individual, discretised timesteps ∆ti are used for each body in

the simulation. The calculation of such timesteps is the topic of the next section.

2.6 Calculating the Timestep

Within a stellar region, there can be a wide range of densities, which correspond to a

wide range of significant time scales. For example, the acceleration (and its derivatives)

of a star in a gravitationally-bound triple system may change significantly over a period

of a few hundred years, while the same parameters for an isolated star on the edge of a

diffuse association may not undergo significant changes within a few Myr.

To preserve the accuracy of the numerical integration, the time interval ∆t must

be small enough to allow for the smallest significant time scales within a simulation.

However, setting a global time interval with respect to the minimum significant timescale

results in a large number of unnecessary computations of the negligible motion of the

stars which have much larger significant timescales.
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2.6.1 Individual Timesteps

One solution to this problem is to allocate an individual timestep ∆ti to each star i in the

simulation. The size of each ∆ti will depend on the magnitude of the forces imposed on

the respective particle, i - the faster particle i is accelerating, the smaller the time frame

in which significant changes occur, so a smaller timestep ∆ti is necessary. Therefore, the

allocation of individual timesteps preserves accuracy when predicting the motion of fast

stars in dense regions, while decreasing computation time spent integrating the motion

of slow objects in less dense environments.

The standard equation used for calculating the individual timestep ∆ti for each

particle i is known as the Aarseth criterion (Aarseth, 1985):

∆ti =

(
η|ai||a(2)

i |+ |ȧi|2

|ȧi||a(3)
i |+ |a

(2)
i |2

) 1
2

(2.19)

where η is a dimensionless accuracy parameter and ȧi, a
(2)
i and a

(3)
i are the first, second

and third derivatives of acceleration respectively (also called the ‘jerk’, ‘snap’, ‘crackle’).

When calculating the initial timestep at the beginning of a simulation, the following

approximation is commonly used:

∆ti =
η|ai|
|ȧi|

(2.20)

While the individual timestep scheme allows for the optimisation of the number of

computations with respect to each body’s individual significant time scale, it causes the

algorithm to lose the ability to be time-reversed. Between a single, global timestep and

individual continuous timesteps, there is an intermediate scheme which conserves time

symmetry and allows for more than one body to be evolved simultaneously, which is the

focus of the next section.

2.6.2 Block Timesteps

While the individual timestep scheme decreases the computation time of the integration

without losing accuracy, in practise it is simpler to discretise the time steps using powers

of 2, so that the motion of particles with similar dynamical properties are integrated at

the same time.

Defining the maximum permitted time step of a body i as ∆ti,1, the smaller discretised
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time steps are calculated as:

∆ti,α =
∆ti,1
2α−1

(2.21)

where α is an integer value (α ≥ 1) which defines the hierarchical level of the time step

- as α increases by 1, ∆ti,α decreases by 1/2.

When calculating a new time step ∆ti for a particle i, Equation 2.19 is first used,

then rounded to the nearest value found from Equation 2.21. Whether this value for ∆ti

is accepted as the new time step depends on a comparison between it and the previous

time step ∆ti,prev. As Equation 2.22 shows, if ∆ti is less than ∆ti,prev, then the new time

step is half ∆ti,prev. However, if the ∆ti is greater than ∆ti,prev, then the new time step

will only be double ∆ti,prev if the particle time ti is in sync with the new larger level.

∆ti,new =


∆ti,prev/2, if ∆ti < ∆ti,prev

2∆ti,prev, if ∆ti > ∆ti,prev and ti mod 2∆ti = 0

∆ti,prev, otherwise

(2.22)

.

For example, Figure 2.3 shows the three largest timestep levels α = 1, 2, 3, which

correspond to ∆t = ∆t1,
1
2
∆t1,

1
4
∆t1. A particle timestep which corresponds to with

α = 2 can change become larger only at time t4, when the α = 2 level is synchronised

with the α = 1 level. Conversely, it can become smaller, changing to the α = 3 level, on

any of its steps as it is always synchronised (i.e. mod 2∆ti = 0). By the same token, a

particle timestep which corresponds to with α = 3 cannot become larger and transition

to the α = 3 at times t1 or t3 when the levels are not synchronised (mod 2∆ti 6= 0).

2.6.3 The Hermite Algorithm

The algorithm for performing fourth-order Hermite integration is as follows:

1. Set up the simulation:

(a) Generate initial positions r, velocities v and masses m for each particle in the

simulation. This is explained in detail in Section 2.7 below.

(b) Calculate the initial acceleration a and its first derivative ȧ for each particle.

(c) Use a and ȧ with Equation 2.20 to calculate the initial timesteps ∆ti for each

particle i, before discretising them using Equation 2.21.

2. Run the simulation:
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Figure 2.3: An illustration of how timesteps which are discretised can change levels
according to Equation 2.22. At time t2, A particle timestep corresponding to α = 2 may
drop to level α = 3 but may not rise to level α = 1, as levels α = 2 and α = 1 are not
synchronised.
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(a) Calculate ti + ∆ti for each particle and find the minimum value tmin.

(b) Use Equation 2.15 with rn, vn, an and ȧn to predict rn+1 and vn+1 for all

particles at t = tmin.

(c) Select particle i for which ti + ∆ti = tmin:

i. Calculate ai,n+1 and ȧi,n+1 for particle i using ri,n+1 and vi,n+1.

ii. Calculate a
(2)
i,n and a

(3)
i,n using Equation 2.17.

iii. Use a
(2)
i,n and a

(3)
i,n to correct ri,n+1 and vi,n+1. Steps i. to iii. can be

repeated n times for a P(EC)n scheme.

iv. Calculate a new discretised timestep ∆ti for particle i using Equation

2.19.

v. Repeat steps i. to iv. for a new particle i for which ti + ∆ti = tmin.

Before the fourth-order Hermite scheme can be implemented, initial conditions are

needed to give Hermite scheme something to integrate. The next section focuses on the

generation of initial conditions which can be used to model real stellar systems.

2.7 Generating Initial Conditions

N -body simulations are a tool for predicting the future properties of a group of stars from

their initial properties. A simulation’s predictive power relies on good initial conditions.

If the initial properties which are used as input to a simulation are too unrealistic, then

the output of the simulation may not contain any useful predictions about the behaviour

of the real world (On the other hand, completely realistic initial conditions are not

possible, highlighting the importance of interpreting the results of simulations in the

context of the assumptions made in their initial conditions).

On the other hand, one of the strengths of N -body schemes is the ability to take

generalised, simplified models of observed stellar groups and run hundreds of simula-

tions with randomised initial stellar masses, positions and velocities, allowing us to ask

specific questions about the general evolution of stellar region while including the ef-

fect of stochasticity. This section deals with some of the methods for generating initial

conditions which are used extensively in the investigations in Chapters 4, 5 and 6.

2.7.1 Virial Ratio

As shown in Section 1.3.2, the virial ratio Qvir of a region is crucial to determining its

dynamical state. As Qvir ∝ σ where σ is the velocity dispersion of stars in the region, it is



N-body Methods 46

possible to use a chosen value of Qvir to scale the velocities of stars in a simulated region.

In this way, we can choose whether a group of stars is initially collapsing (Qvir < 0.5), is

expanding (Qvir > 0.5) or is in a quasi-stable state (Qvir = 0.5).

For example, if a simulation required that a spherically-symmetric group of stars (such

as a Plummer distribution - see Section 2.7.4) was neither expanding nor contracting and

hence had a global virial ratio Qvir = 0.5, then the individual velocities of the stars in

the distribution are found by first following the algorithm in section 2.7.4, then setting

the virial ratio as equal to 0.5 and finally using the virial ratio to appropriately scale the

individual stellar velocities.

2.7.2 N-body Units

Astrophysics deals with large numbers, which are unwieldy to use in numerical simu-

lations. In order to simplify the calculations in N -body simulations, N -body units are

used. First introduced by Henon (1971), the units are scaled so that G = M = RV = 1,

where M is the total mass of the region and RV is the virial radius. The stellar masses

and positions can then be scaled with respect to M and RV. The scalars for the veloci-

ties and timesteps of the individual stars are calculated using the equation for the virial

velocity (Equation 1.21) and the crossing time (Equation 1.24) respectively.

2.7.3 Mass Distribution

As explained in 1.3.1, the mass distribution of a group of stars is described by the initial

mass function (IMF). As the IMF is assumed to be universal and has a shape given by

the theoretical models shown in Figure 1.4, allocating the mass of the stars in an N -body

simulation is done using one of the theoretical models.

Maschberger (2013) provides a simple and straightforward method of allocating stel-

lar masses according to the Maschberger IMF, via random sampling of the probability

density function. This gives rise to the function:

m(X) =
(

[X(G(mu)−G(ml)) +G(ml)]
1

1−β

) 1
1−α

(2.23)

where mu and ml are the upper and lower mass limits of the distribution, X is a random

number generated from a uniform distribution between 0 and 1, and G(m) is given by:

G(m) =

(
1 +

( m
0.2

)1−α
)1−β

(2.24)
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This mass function is used in Chapters 4, 5 and 6 to give realistic initial masses to

the stars in the simulated regions.

2.7.4 The Plummer Distribution

The distribution of positions of stars in stellar region in the Galaxy varies widely, between

centrally-concentrated, spherically-symmetric regions to widely-dispersed, filamentary

structures. Therefore, the challenge becomes to create a variety of numerical models

which can be taken as useful depictions of these varied stellar regions.

Plummer (1911) created a density law to approximate the distribution of stars in

globular clusters, and which is now used to generate initial positions and velocities of

N -body particles in a centrally-concentrated spherical region. The Plummer density ρ

of such a region with total mass M as a function of the distance from the centre r is

given by:

ρ(r) =

(
3M

4πa3

)(
1 +

r2

a2

)−5/2

(2.25)

where a is the Plummer radius and a ≈ 1.3R0.5 where R0.5 is the half-mass radius.

The recipe for the generation of initial position and velocity distributions of a group

of stars with total mass M and radius R is outlined in Aarseth et al. (1974). Seven

random numbers are generated by random sampling of a uniform distribution between

0 and 1. We label these X1 to X7. For simplicity we proceed in N -body units (G = 1;

M = 1; R = 1):

1. For a group of stars with equal mass, the total mass within a sphere with radius r

is:

M(r) = r3(1 + r2)−
3
2 (2.26)

2. The first random number X1 is equated to M(r), so that rearranging 2.26 gives:

r = (X
− 2

3
1 − 1)−

1
2 (2.27)

3. The radial distance from the centre given by Equation 2.27 is converted into a

Cartesian position using random numbers X2 and X3:

z = (1− 2X2)r

x = (r2 − z2)
1
2 cos 2πX3

y = (r2 − z2)
1
2 sin 2πX3

(2.28)
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4. With the random stellar position generated, the velocity is next. The escape

velocity of the distribution is given by:

vesc = 2
1
2 (1 + r2)−

1
4 (2.29)

Taking q = v/vesc as the velocity as a fraction of the escape velocity means that

the probability distribution of q can be written as:

g(q) = q2(1− q2)
7
2 (2.30)

As q is random between 0 and 1 and g(q) will always be less than 0.1q, we can use

rejection sampling to find allowed values of q and g(q). This is achieved with the

normalised random numbers X4 and X5 and the inequality:

X2
4 (1−X2

4 )
7
2 > 0.1X5 (2.31)

If the values of X4 and X5 do not satisfy this inequality then they are rejected

and new values are generated until they do. Once the values of X4 and X5 satisfy

Equation 2.31, the magnitude of the velocity is given by vr = X4vesc.

5. The Cartesian components of velocity are then generated in the same way as the

position components i.e.:

vz = (1− 2X6)vr

vx = (v2
r − v2

z)
1
2 cos 2πX7

vy = (v2
r − v2

z)
1
2 sin 2πX7

(2.32)

2.7.5 Fractal Distributions

The Plummer model is useful for simulations in which a stellar environment can be

approximated as spherically symmetric with a smooth radial density profile. In reality,

many observed young stellar regions are aspherical and contain clumpy structures (see

Section 1.3). The fractal method introduced by Goodwin & Whitworth (2004) allows the

generation of stellar positions and velocities which can be used as approximate models

of observed, substructure stellar regions. The algorithm for doing so is as follows:

1. The (initially empty) stellar region is modelled as a cube, which is then divided

into 8 equally-sized cubic subregions. The subregions are denoted the ‘children’ to
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the region’s ‘parent’.

2. For each of the 8 children, the probability that it will become a parent is:

P (parent) = 2D−3 (2.33)

where D is the fractal dimension and D ≤ 3.

3. The parent is discarded and the children which do not become parents are also

discarded. The positions of children which do become parents have noise added to

break up any regularity. These children are then divided in turn into 8 subregion,

which then become new children.

4. Steps 2 and 3 are repeated recursively, until the cubic region is heavily populated.

To remove the cubic structure, children outside a radius r from the centre are

discarded. Remaining children are then randomly discarded until N children are

left, at which point the N stars to be simulated are placed at the centre of each

remaining child.

5. The stellar velocities are generated in one of two ways. For an ‘incoherent’ velocity

structure, the velocities are generated via random sampling of a Gaussian distri-

bution, before being scaled according to the chosen virial ratio of the system. For

a ‘coherent’ velocity structure, each child is first given the velocity of its parent

to which an additional random velocity is added. This is done recursively down

to the final children and finally to the stars to be simulated. This method gives

a ‘coherent’ velocity structure because it means that stars which are close to each

other have similar velocities compared to stars which are on opposite side of a

region.

2.8 Summary

In this chapter, the fundamentals ofN -body simulations and predictor-corrector methods

were discussed, before the algorithm used for the investigations in Chapters 4 and 5,

fourth-order Hermite scheme, is introduced. The practical considerations of choosing a

timestep and generating useful initial conditions, which allow practical use of the Hermite

algorithm for simulating the dynamics of a stellar region, are then discussed.

However, while the fourth-order Hermite scheme is widely used for simulating the

dynamics of stellar regions, further methods are necessary to deal with the dynamics
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of interstellar gas within a region. Numerical simulations which take into account the

behaviour of gas in a region are the focus of the next chapter.



Chapter 3

Smoothed-Particle Hydrodynamics

3.1 Introduction

Smoothed particle hydrodynamics (SPH) is a computational method for modelling the

dynamical evolution of fluids. Originally formulated for use in astrophysics by Lucy

(1977) and separately by Gingold & Monaghan (1977), it is now widely used in com-

putational physics, from models of star and planet formation to models of hydroelectric

power.

As gas can make up the majority of the mass of young stellar regions, (see Section

1.3.7), its presence and properties can have a profound effect on how the region will

dynamically evolve. Therefore, the ability to accurately model the behaviour of the

gas in these regions is crucial to understanding the evolutionary paths of young stellar

regions in the Galaxy.

Hydrodynamics is the physics of how fluids (which can have a variety of initial dy-

namical properties) move within their environments, but SPH is not the only computa-

tional method for modelling fluids. Fluid dynamics models typically fit into one of two

categories - Eulerian methods and Lagrangian methods. Eulerian methods model the

dynamics of a fluid relative to a mesh of fixed points. The properties of the fluid are

measured at these points, analogous to measuring the changing temperature of water

flowing through a pipe by installing a thermometer at a fixed position in the pipe.

On the other hand, Lagrangian methods are mesh-free. Instead, they describe the

dynamics of a fluid via the properties of freely-moving fluid ‘particles’, for which the

equations of motion are derived. SPH is an example of a Lagrangian method as it uses

the motion of SPH particles distributed throughout the fluid to model fluid flow.

The use of SPH has several advantages. It is Galilean invariant (meaning that the

51
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laws of motion are the same in all inertial frames), easily conserves momentum and

energy and couples intuitively with self-gravity, making it very useful in astrophysical

situations where gravitational effects are significant and making it easy to combine SPH

and N -body methods such as those used in Chapter 6.

In this chapter, the standard formalism of SPH is introduced, with the introduction

of the smoothing kernel and the derivation of the equation of motion and the energy

equation. Then, the widely-used variational grad-h method is described. The next

section introduces the rest of the necessary components for SPH - self-gravity, artificial

viscosity and the equation of state. Finally, I describe how SPH is implemented, via

time integration, choice of timestep, the tree algorithm and how these fit into the hybrid

SPH/N -body code GANDALF.

The aim of SPH is to numerically solve the equations of fluid dynamics which de-

scribe the conservation of linear momentum, energy and mass, respectively known as the

momentum equation, the energy equation and the continuity equation. The Lagrangian

form of the momentum equation is:

dv

dt
= −∇P

ρ
+ F, (3.1)

where v is the velocity, P is the pressure, ρ is the density and F is non-pressure forces

such as gravity, which is necessary for SPH in young stellar regions (see Section 3.3.3).

The energy equation is given by:

du

dt
= −

(
P

ρ

)
∇ · v (3.2)

and the continuity equation is given by:

∇ · v =
1

ρ

dρ

dt
. (3.3)

Finally, an equation of state is needed to link P and ρ to the gas temperature T . If

the gas is assumed to be ideal, then:

P =
kBρT

m̄
(3.4)

where m̄ is the mean gas particle mass.
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3.2 First Steps in SPH

As SPH is a Lagrangian method, it models the gas in a stellar region using SPH particles

which are distributed throughout the volume of the gas. Similar to N -body particles,

each SPH particle i has a mass mi, position ri and velocity vi. Unlike N -body particles,

each SPH particle i also carries properties of the fluid it is a part of such as density

ρi, pressure Pi and internal energy ui. The properties of these SPH particles (hereafter

just called particles unless there is a possibility of getting them confused with N -body

particles) are then used to sample the properties of the fluid they are tracing.

The standard formalism of SPH was introduced by Lucy (1977) and Gingold & Mon-

aghan (1977) and further developed by Gingold & Monaghan (1982) and Monaghan

(1985). It is also comprehensively explained in review articles Monaghan (1992), Mon-

aghan (2005) and Springel (2010).

SPH takes any fluid property (density ρ, for example) as a function of position A(r)

given in three dimensions as:

A(r) =

∫
A(r′)W (r− r′, h)dr′3 (3.5)

where W (r−r′, h) is the ‘smoothing kernel’ and stipulates how the properties of an SPH

particle dissipate as a function of the position r and the so-called ‘smoothing length’

h. While Equation 3.5 is accurate for a continuum where the number of SPH particles

N → ∞, the discretised version is used as an approximation in order to model a finite

number of SPH particles with positions ri, mass mi and density ρi:

A(r) '
N∑
i=1

(
mi

ρi

)
A(ri)W (r− ri, h) (3.6)

The higher the value of N , the closer the result of Equation 3.6 will match the result of

Equation 3.5.

If we take Ai to be the value of A(r) at the position of SPH particle i and Aj to

be the value of A(r) at the position of particle j, then the function for finding a fluid

property at the position of particle i is :

Ai '
N∑
j=1

mj

ρj
AjWij (3.7)

where Wij = W (ri−rj, h). As a simple example, measuring the density ρi at the position
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of particle i yields:

ρi '
N∑
j=1

mjWij (3.8)

3.2.1 The Smoothing Kernel

The smoothing kernel W (r− r′, h) allows the influence of each SPH particle at a certain

position r to dissipate as the particle gets further away from that position. Gingold &

Monaghan (1977) first introduced the following Gaussian to use as the smoothing kernel

(in three dimensions):

W (r− r′, h) =
1

π3/2h3
exp

[
−(r− r′)2

h

]
. (3.9)

This formulation of the smoothing kernel has several properties which are required for any

smoothing kernel (stipulated in Gingold & Monaghan (1977) and Gingold & Monaghan

(1982)):

• The smoothing function is normalisable over all space, i.e.:∫ ∞
0

W (r− r′, h)dr′ = 1 (3.10)

• The smoothing function is an even function, i.e.:

W (r− r′, h) = W (|r− r′| , h) (3.11)

• As the smoothing length h gets smaller, the smoothing function more and more

resembles a delta function, i.e.:

lim
h→0

W (r− r′, h) = δ(r− r′) (3.12)

• It is smooth to at least the second derivative in order to prevent large fluctuations

in the force felt by an individual SPH particle.

However, the fact that Equation 3.9 requires contributions from even the most dis-

tant SPH particles (whose influence may be insignificant) has driven the widespread

preference of other formulations in which the smoothing kernel is set to 0 for distances

beyond a set threshold.
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One such formulation, which is also the formulation used for the investigations in

Chapter 6, is the M4 cubic spline (Monaghan & Lattanzio, 1985) which sets W (r−r′, h)

to zero when |r− r′| > 2h with a marginal error from doing so, and has a continuous

second derivative. It is given by:

W (r, h) =
1

πh3


1− 3

2

(
r
h

)2
+ 3

4

(
r
h

)3
for 0 ≤ r

h
< 1

1
4

(
2− r

h

)3
for 1 ≤ r

h
< 2

0 for r
h
≥ 2

, (3.13)

where r = |r− r′|. For the derivations of the equation of motion and the energy equation,

the spatial derivative ∇W and the derivative with respect to smoothing length ∂W (r,h)
∂h

is needed. The former is given by:

∇W (r, h) = − r̂

πh4


3
(
r
h

)
+ 9

4

(
r
h

)2
for 0 ≤ r

h
< 1

3
4

(
2− r

h

)2
for 1 ≤ r

h
< 2

0 for r
h
≥ 2

, (3.14)

and the latter is given by:

∂W (r, h)

∂h
=

r̂

πh4


−3 + 15

2

(
r
h

)2 − 27
4

(
r
h

)3
for 0 ≤ r

h
< 1

−6 + 12 r
h
− 15

2

(
r
h

)2 − 27
4

(
r
h

)3
for 1 ≤ r

h
< 2

0 for r
h
≥ 2

, (3.15)

3.2.2 The Momentum Equation

In order to use SPH for astrophysics simulations, it is necessary to know the force acting

on each SPH particle and the change of energy on each particle. The former is found by

deriving the equation of motion for an SPH particle.

The conservation of linear momentum, given by Equation 3.1 is, for a particle i with

velocity vi:
dvi
dt

= −∇Pi
ρi

, (3.16)

where the effect of gravitational force is set to zero - self-gravity will be added later for

the full, variational form of the equation of motion.

The pressure term ∇P
ρ

can be rewritten (via application of the vector calculus version
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of the quotient rule) as:
∇P
ρ

= ∇
(
P

ρ

)
+
P

ρ2
∇ρ (3.17)

Substituting Equation 3.17 into Equation 3.7 gives the pressure component of the mo-

mentum equation for a particle i as:

∇Pi
ρi

=
N∑
j=1

mj

(
Pi
ρ2
i

+
Pj
ρj2

)
∇Wij (3.18)

Therefore the equation of motion for a particle i is given by:

dvi
dt

= −
N∑
j=1

mj

(
Pi
ρ2
i

+
Pj
ρj2

)
∇Wij (3.19)

where ∇Wij is given by Equation 3.14.

3.2.3 The Thermal Energy Equation

In order to determine how the thermal energy u of an SPH particle will change over time,

the fluid dynamics law for conservation of energy (Equation 3.2) is used. Its right-hand

side can be rewritten (via use of the vector product rule and rearranging) as:

−
(
P

ρ

)
∇ · v =

(
P

ρ2

)
[v · ∇ρ−∇ · (ρv)] (3.20)

Using expressions for the gradient and the divergence of Equation 3.7 finds the expression

(for particle i) as:

−
(
Pi
ρi

)
∇ · vi =

(
Pi
ρ2
i

)[ N∑
j=1

mjvi · ∇iWij −
N∑
j=1

mjvj · ∇iWij

]

=
N∑
j=1

(
Pi
ρ2
i

)
(vi − vj) · ∇iWij

(3.21)

However, the right-hand side of Equation 3.2 can be rewritten in a second way as:

−
(
P

ρ

)
∇ · v = v · ∇

(
P

ρ

)
−∇ ·

(
Pv

ρ

)
(3.22)
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Again, using expressions for the gradient and the divergence of Equation 3.7 finds the

expression (for particle i) as:

−
(
Pi
ρi

)
∇ · vi =

(
Pj
ρ2
j

)[ N∑
j=1

mjvi · ∇iWij −
N∑
j=1

mjvj · ∇iWij

]

=
N∑
j=1

(
Pj
ρ2
j

)
(vi − vj) · ∇iWij

(3.23)

The energy equation that is typically used is the average of Equation 3.21 and Equation

3.23:
dui
dt

=
1

2

N∑
j=1

(
Pi
ρ2
i

+
Pj
ρ2
j

)
(vi − vj) · ∇iWij (3.24)

With equations for the time derivatives of position and energy of an SPH particle,

it is possible to use time integration to predict the particle’s future position and energy

(similar to how time integration was performed for the N -body particles in Chapter

2). However, SPH schemes used to tackle a wide range of astrophysical scenarios are

more sophisticated than the simple model outlined above. The most popular scheme is

described in the next section.

3.3 Variational (grad-h) SPH

In the formulation of SPH described in Section 3.2 above, the smoothing length h is

invariant with position and time. Although this may be adequate for simulated regions

in which the density does not change significantly, problems arise when the density of

the region varies over time and space. For areas of low density, the lack of proximity

between neighbouring SPH particles means that a fixed value of h will cause inaccuracies

in calculations. Conversely, for areas of very high density, a fixed value of h means much

higher computation times than necessary, increasing the total simulation time. Similar to

how a variable timestep alleviates similar issues in N -body simulations (see Section 2.6),

a variable smoothing length, which takes into account the distribution of SPH particles

as a function of position, helps to overcome these problems.

One way of implementing a variable smoothing length is by giving each SPH particle

i an individual smoothing length hi determined by half the distance between it and its

50th nearest neighbour - hi = |ri − r50|/2. The problem with doing so, however, is that

such a scheme does not conserve momentum when particles with different smoothing
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lengths (hi 6= hj) interact. Attempts to overcome these problems include using a value

which is the mean of the smoothing lengths hi and hj (Benz, 1990) or taking the mean

of the two smoothing kernels Wij(hi) and Wij(hj) (Hernquist & Katz, 1989), but such

attempts have not succeeded in conserving both momentum and energy (Hernquist,

1993). The grad-h scheme first formulated by Springel & Hernquist (2002), solves these

problems.

In the grad-h formulation of SPH, the variable, individual particle smoothing length

hi is given in terms of its density mass mi and density ρi as:

hi = η

(
mi

ρi

)1/3

, (3.25)

where η is an accuracy parameter. The density is given by:

ρi =
N∑
j=1

mjW (rij, hi) (3.26)

As hi is a function of ρi, and ρi is a function of hi, the value of hi can only be found via

iteration.

Eckart (1960) showed that the Euler equations for an ideal gas come from the La-

grangian:

L =

∫
ρ

(
v2

2
− u
)
dV, (3.27)

where ρ is the density, v is velocity, V is the volume of the gas and u is the specific

internal energy. Discretising the Lagrangian for use in SPH yields:

L =
N∑
j=1

(
mj

v2
j

2
−mjuj

)
(3.28)

The specific internal energy of a particle uj is defined in terms of the density ρj, the

adiabatic index γ and the function for its specific entropy Aj as:

uj(ρj) = Aj
ργ−1
j

γ − 1
(3.29)

Using these equations to solve the Euler-Lagrange equation, we can then find the

full, variational equations of motion and of thermal energy.
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3.3.1 Equation of Motion

The derivation of the grad-h form of the equation of motion for SPH particles begins

with the Euler-Lagrange equation:

d

dt

(
∂L
∂vi

)
− ∂L
∂ri

= 0, (3.30)

where L is given by Equation 3.28. The first term of Equation 3.30 is therefore:

d

dt

(
∂L
∂vi

)
=

d

dt

[
∂

∂vi

N∑
j=1

mj

(
v2
j

2
− uj

)]

=
d

dt

(
mi

∂

∂vi

(
v2
i

2

))
= mi

dvi
dt

(3.31)

Putting this result back into Equation 3.30 yields:

mi
dvi
dt

=
∂L
∂ri

=
∂

∂ri

[
N∑
j=1

mj

(
v2
j

2
− uj

)]

= −
N∑
j=1

mj
∂uj
∂ri

= −
N∑
j=1

mj
∂uj
∂ρj

∂ρj
∂ri

(3.32)

The variation of uj with respect to ρj in Equation 3.32 is found by invoking the

derivative of the first law of thermodynamics when the total entropy S is constant (i.e.

dS = 0):

dU = −PdV =
mP

ρ2
dρ, (3.33)

where ρ = m
V

and U is the total energy. The change in energy per unit mass uj as a

function of density ρj is therefore:

∂uj
∂ρj

=
Pj
ρ2
j

. (3.34)
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The change of ρj with respect to the position ri in Equation 3.32 can be found for an

arbitrary particle k as follows. Using Equation 3.26 (with indices j and k rather than i

and j),
∂ρj
∂ri

can be rewritten as:

∂ρj
∂ri

=
∂

∂ri

N∑
k=1

mkWjk(hj) (3.35)

From now on, the notation ∇i is used to mean the partial derivative ∂
∂ri

when the

smoothing length h is kept constant. With this notation, Equation 3.35 becomes:

∂ρj
∂ri

=
N∑
k=1

mk∇iWjk(hj) +
N∑
k=1

mk
∂Wjk(hj)

∂hj

∂hj
∂ρj

∂ρj
∂ri

(3.36)

Rearranging gives:

∂ρj
∂ri

=

[
1−

N∑
k=1

mk
∂Wjk(hj)

∂hj

∂hj
∂ρj

]−1 N∑
k=1

mk∇iWjk(hj)

= Ω−1
j

N∑
k=1

mk∇iWjk(hj),

(3.37)

where:

Ωj = 1−
N∑
k=1

mk
∂Wjk(hj)

∂hj

∂hj
∂ρj

(3.38)

Here we can use the relation ∇iWjk = ∇jWjk(δji − δki) where δ is the Kronecker

delta. Hence Equation 3.37 becomes:

∂ρj
∂ri

= Ω−1
j

N∑
k=1

mk∇jWjk(hj)(δji − δki). (3.39)
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Putting Equations 3.34 and 3.39 back into Equation 3.32 yields:

mi
dvi
dt

= −
N∑
j=1

mj
Pj
ρ2
j

Ω−1
j

N∑
k=1

mk∇jWjk(hj)(δji − δki)

= −mi
Pi
ρ2
i

Ω−1
i

N∑
k=1

mk∇iWik(hi) +
N∑
j=1

mj
Pj
ρ2
j

Ω−1
j mi∇jWji(hj)

= −mi
Pi
ρ2
i

Ω−1
i

N∑
j=1

mj∇iWij(hi)−
N∑
j=1

mj
Pj
ρ2
j

Ω−1
j mi∇iWij(hj)

(3.40)

In the last step, the index k has been replaced by the index j as they are summed over

the same range. The equation of motion is then given by:

dvi
dt

= −
N∑
j=1

mj

[
Pi

Ωiρ2
i

∇iWij(hi) +
Pj

Ωjρ2
j

∇jWij(hj)

]
(3.41)

3.3.2 The Energy Equation

The derivation of variational version of the equation of energy is straightforward and

begins with the continuity equation, given by Equation 3.3. Using this equation with

the equation for the conservation of thermal energy (Equation 3.2) yields:

dui
dt

= −Pi
ρ2
i

dρi
dt

(3.42)

Finding the variation of ρi with respect for time proceeds in an analogous way to the

derivation of its variation with respect to position, from Equation 3.35 to Equation 3.38.

It gives the variational form of the energy equation as:

dui
dt

=
Pi

Ωiρ2
i

N∑
j=1

mjvij · ∇iWij(hi) (3.43)

3.3.3 Self-Gravity

As explained in Chapter 1, the contribution of the gas in a young stellar region to the

region’s total mass can be significant. The dynamics of the gas will also be a result of its

gravitational interactions with nearby stars and of gravitational interactions with itself.

Therefore it is necessary to add a gravitational term to the equation of motion derived

above in order to accurately describe gravitational interactions. One advantage of SPH
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is that it is more friendly to implementations of gravity than mesh-based schemes - in

mesh-based schemes, it is harder to add gravity and still maintain conservation of energy,

whereas it is straightforward to do it accurately in SPH.

Price & Monaghan (2007) first introduced a gravitational term Φ(r) which describes

the gravitational field at the position of particle j (rj) due to SPH particles k as:

Φ(rj) = G

N∑
k=1

mkφ(rj − rk, hj)

= G

N∑
k=1

mkφjk(hj),

(3.44)

where φjk(hj) is the gravitational smoothing kernel. The total gravitational potential

energy of the system of SPH particles is defined as:

Egrav =
1

2

N∑
j=1

mjΦ(rj)

=
G

2

N∑
j=1

mj

N∑
k=1

mkφjk(hj)

(3.45)

Adding this term into Equation 3.28, the full discretised Lagrangian with gravity

added becomes:

LSPH =
N∑
j=1

(
mj

v2
j

2
−mjuj

)
− G

2

N∑
j=1

mj

N∑
k=1

mkφjk(hj)

= Lpres + Lgrav,

(3.46)

where Lpres and Lgrav refer to the pressure and gravity contributions to the Lagrangian

respectively.

Putting Equation 3.46 into the Euler-Lagrange Equation (Equation 3.30) yields an

additional term for the acceleration due to gravity:

mi

(
dvi
dt

)
grav

= − ∂

∂ri

[
G

2

N∑
j=1

mj

N∑
k=1

mkφjk(hj)

]

= −G
2

N∑
j=1

mj

N∑
k=1

mk
∂φjk(hj)

∂hj

∂hj
∂ri

(3.47)
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Analogous to Equation 3.36, ∇i is introduced as the partial derivative ∂
∂ri

when the

smoothing length h is kept constant. Hence:

mi

(
dvi
dt

)
grav

=− G

2

N∑
j=1

N∑
k=1

mjmk∇iφjk(hj)

− G

2

N∑
j=1

N∑
k=1

mjmk
∂φjk(hj)

∂hj

∂hj
∂ρj

∂ρj
∂ri

(3.48)

As with Equation 3.39, here we simplify the first term by using the relation ∇iφjk =

∇jφjk(δji − δki) where δ is the Kronecker delta to give:

−G
2

N∑
j=1

N∑
k=1

mjmk∇iφjk(hj) = −G
2

N∑
j=1

N∑
k=1

mjmk∇jφjk(hj)(δji − δki)

= −Gmi

2

[
N∑
k=1

mk∇iφik(hi)−
N∑
j=1

mj∇jφji(hj)

]

= −Gmi

2

N∑
j=1

mj (∇iφij(hi) +∇iφij(hj))

(3.49)

For the second term in Equation 3.48, the expression for
∂ρj
∂ri

in Equation 3.39 (for an

arbitrary particle l is used to give:

− G

2

N∑
j=1

N∑
k=1

mjmk
∂φjk(hj)

∂hj

∂hj
∂ρj

∂ρj
∂ri

= −G
2

N∑
j=1

N∑
k=1

mjmk
∂φjk(hj)

∂hj

∂hj
∂ρj

Ω−1
j

N∑
l=1

ml∇jWjl(hj)(δji − δli)

= −G
2

[
mi

N∑
k=1

mk
∂φik(hi)

∂hi

∂hi
∂ρi

Ω−1
i

N∑
l=1

ml∇iWil(hi)

−
N∑
j=1

N∑
k=1

mjmk
∂φjk(hj)

∂hj

∂hj
∂ρj

Ω−1
j mi∇jWji(hj)

]

= −Gmi

2

[
ξi

Ωi

N∑
l=1

ml∇iWil(hi)−
ξj

Ωj

N∑
j=1

mj∇jWji(hj)

]

= −Gmi

2

N∑
j=1

mj

[
ξi

Ωi

∇iWil(hi)−
ξj

Ωj

∇jWji(hj)

]

(3.50)
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where ξi is given by:

ξi =
N∑
k=1

mk
∂φik(hi)

∂hi

∂hi
∂ρi

(3.51)

and xj is the same (replacing index i with index j).

The equation of motion for gravity is then found by putting back together Equations

3.49 and 3.50 to give:

(
dvi
dt

)
grav

=− G

2

N∑
j=1

mj (∇iφij(hi) +∇iφij(hj))

− G

2

N∑
j=1

mj

(
ξi

Ωi

∇iWil(hi)−
ξj

Ωj

∇jWji(hj)

) (3.52)

Now that the full, variation equations of motion and thermal energy with self-gravity

have been derived, an algorithm is needed to implement them. However, there is an

additional concern which is necessary to address in order to implement SPH. This is

explained in the next section.

3.3.4 Artificial Viscosity

Although SPH is generally a sufficiently accurate tool for modelling the dynamics of an

ideal gas, there are specific circumstances in which interstellar gas cannot be modelled

as ideal. During the collision of two supersonic gas flows, a shock front is formed which

compresses the gas, causing it to heat up and preventing the two flows from freely passing

through each other. Within this shock front, the specific entropy of the gas s increases,

causing a problem for SPH simulations in which entropy is kept constant.

In order to correctly model the behaviour of a shock, variational SPH is modified

through the addition of ‘artificial viscosity’. In an SPH simulation of two colliding

supersonic gas flows with no artificial viscosity, the SPH particles in each flow pass by

each other with minimal interaction. Artificial viscosity adds a friction component to

the particles’ equations of motion and energy, which dampens their motion and converts

that kinetic energy into heat.

If the mean of the speed of sound between SPH particles i and j is c̄ij and the mean

of the density of the two particles is ρ̄ij, then the artificial viscosity parameter between
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those two particles Πij is given by:

Πij =


−αc̄ijµij+βµ2ij

ρ̄ij
for vij · rij < 0

0 for vij · rij ≥ 0
(3.53)

where α ∼ 1 and β = 2α regulate the strength of the viscosity and µij determines how

its viscosity changes as the relative position and velocity changes:

µij =
hijvij · rij
|rij|2 + η2

(3.54)

The constant η is added to prevent unphysical results when |rij| approaches zero.

If we define W̄ij as the mean of Wij(hi) and Wij(hj), then the viscosity component

to be added to the equation of motion is:

(
dvi
dt

)
visc

= −
N∑
j=1

mjΠij∇iW̄ij (3.55)

and the component to be added to the energy equation is:

(
du

dt

)
visc

=
1

2

N∑
j=1

mjΠijvij · ∇iW̄ij (3.56)

Although the addition of artificial viscosity helps to solve the problem of simulating

shock fronts, it gives rise to a new problem with an over-abundance of viscosity in

the simulation of shear flows. A correction introduced by Balsara (1995) decreases the

strength of the viscosity for circumstances in which the shear is significant. This is

achieved by estimating the ratio between the compression acting on each particle and

the shear acting on each particle:

fi =
|∇i · vi|

|∇i · vi|+ |∇i × vi|
(3.57)

Πij is scaled by the factor f̄ij = (fi + fj)/2.

The formulation of artificial viscosity used in the investigations in Chapter 6 was

introduced by Monaghan (1997):

Πij = − α

2ρij

([
ci + cj −

3vij · rij
|rij|

])
(3.58)
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With the addition of artificial viscosity the variational SPH contains all the necessary

components for performing accurate simulations of gas dynamics, via time integration

of the equation of motion and the energy equation. This time integration, plus other

practical aspects of the SPH algorithm, is the focus of the next section.

3.4 Implementing SPH

3.4.1 Time Integration

Now that we have equations which describe the change of the position and energy of

SPH particles over time, it is necessary to choose an appropriate algorithm to numerically

integrate these equations to find the particles’ properties as a function of time. For N -

body simulations, the fourth-order Hermite scheme is used. However, the accuracy of the

variational formulation of SPH is only second-order. This means that the use of a fourth-

order integrator in SPH would add unnecessary computational time without that benefit

of improved accuracy. The integration is instead performed by a less computationally

demanding second-order leapfrog scheme.

A leapfrog scheme has two steps - a ‘drift’, in which the positions of the particles are

advanced, and a ‘kick’, in which the velocities of the particle are advanced. The various

types of leapfrog schemes are named after the sequence of their ‘kick’ and ‘drift’ steps.

For example, a rudimentary ‘kick-drift’ leapfrog scheme advances the particles’ velocities

first, i.e.:

vn+1 = vn + an∆t (3.59)

It then uses the newly calculated velocity to advance the position, i.e.:

rn+1 = rn + vn+1∆t (3.60)

In contrast, a ‘drift-kick’ leapfrog algorithm will advance the particles’ positions first and

calculate the gravitational acceleration at the new position, which is then use to advance

the particles’ velocities.

The investigations in Chapter 6 use the more sophisticated leapfrog ‘kick-drift-kick’

(KDK) algorithm, which increases the accuracy of the calculation to second order by



Smoothed-Particle Hydrodynamics 67

adding an extra step at ∆t/2:

vn+ 1
2

= vn +
1

2
an∆t

rn+1 = rn + vn+ 1
2
∆t

vn+1 = vn+ 1
2

+
1

2
an+1∆t

(3.61)

Where an+1 is the acceleration due to gravity calculated at rn+1. A leapfrog ‘drift-kick-

drift’ (DKD) algorithm is constructed in an analogous way, with the difference of having

two position calculations rather than two velocity calculations. It performs just as well

in hydrodynamical simulations as the KDK algorithm.

The the leapfrog KDK algorithm is used in this thesis because of its advantages in

combining SPH simulations with N -body simulations, as is done with the GANDALF

code which is introduced below.

3.4.2 Choice of Timestep

As withN -body particles, the choice of the size of the timestep ∆t is crucial, as accurately

simulating dense regions with large forces requires a relatively small timestep compared

to diffuse isolated regions.

Individual timesteps are allocated to SPH particles depending on the environment

around each particle. These individual timesteps ∆ti are calculated by finding the min-

imum between two criteria. The first is called a ‘Courant-Friedrichs-Lewy’ condition

(Courant, Friedrichs & Lewy, 1928) and ensures that the integration remains stable

(Hubber et al., 2013):

∆tci =
γchi

(1 + 2α)ci + (1 + 1.2β)hi |∇i · vi|
(3.62)

where γc is a timestep multiplier. The second timestep is proportional to the acceleration

due to the forces acting on the SPH particle:

∆tai =

√
γahi
|ai|+ ε

(3.63)

where γa is another timestep multiplier and ε � 1 prevents dividing by zero when |ai|
approaches zero.

The timestep ∆t is calculated as the minimum of the values from Equation 3.62
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and 3.63. The timesteps are then discretised using powers of 2, using the same method

used for the N -body particles in Section 2.6.2 so that many particles can be advanced

simultaneously.

3.4.3 The Barnes-Hut Tree

The larger the number of SPH particles, the closer the discretised Equation 3.6 is to

Equation 3.5. In practical terms, SPH simulations work best if they have as many SPH

particles as computationally possible. However, if the net gravitational force acting on

a particle is calculated by summing the individual contributions of every other particle,

then the number of calculations scales with the square of the number of particles N , and

increasing N quickly becomes computationally expensive.

The use of an approximation can reduce the number of calculations from ∝ N2 to

∝ N logN by treating subgroups of far away SPH particles as a single pseudo-particle

whose mass and position are given by the total mass and centre of mass of the subgroup.

The method used in Chapter 6 of this thesis is the Barnes-Hut tree algorithm (Barnes

& Hut, 1986).

Application of a Barnes-Hut tree begins by dividing the entire simulated region into

8 equal-sized cubic subregions. Each of the subregions is then divided in turn into 8

sub-subregions. This continues recursively, with each new iteration producing another

level of the tree and each new subregion representing a node in the tree (the top-most

node of the tree is the entirety of the simulated region).

The recursion continues until, in the bottom-most level of the tree with the smallest

nodes (subregions), each node contains either 1 or 0 SPH particles. The bottom-most

nodes which contain a particle have a mass and position given by the mass and position

of the particle it contains. The bottom-most nodes which don’t contain a particle are

given no mass. All other nodes are given a mass which is the total mass of its eight

sub-nodes, and a position equal to the total centre of mass of its eight sub-nodes.

To calculate the gravitational force acting on a particle i, the algorithm begins at

the top-most node. The separation d between particle i and the nodes centre of mass is

calculated. If the ratio l/d (where l is the corner-to-corner size of the node) is greater

than a threshold value θ, then the gravitational contribution of the particles within the

node on particle i is calculated by treating the node as a single particle with a mass

equal to the total mass of its sub-nodes and a position equal to the centre of mass of

its sub-nodes. If the ratio l/d is less than the threshold value θ, then the algorithm

repeats for each of the nodes eight sub-nodes. The algorithm continues recursively until
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the contributions from all nodes have been calculated.

This approximation has the effect of decreasing the calculation speed significantly,

from O(N2) to O(N logN). The size of the effect of the subsequent loss in accuracy de-

pends on the choice of the accuracy parameter θ. The accuracy can be further improved

by using higher-order multipoles to calculate the gravitational force acting on particle i

due to a node containing particles j.

Taking li to be the distance between particle i and the nodes centre of mass, lj is the

distance between the nodes centre of mass and particle j (which is contained within the

node), the first few terms of the multipole expansion for the gravitational force acting

on particle i from the node containing particles j is given by:(
dv

dt

)
'
G
∑

jmj

l2i
+
G
∑

jmjlj

l3i
+
G
∑

jmjl
2
j

l4i
+
G
∑

jmjl
3
j

l5i
+ (3.64)

The more terms used, the more accurate the force calculation at the expense of a larger

computational cost.

Hubber et al. (2011) show that the highest cost benefit comes from using up to the

l4i term and discounting the l3i term i.e.:(
dv

dt

)
'
G
∑

jmj

l2i
+
G
∑

jmjl
2
j

l4i
(3.65)

This is the expression used for the investigations in Chapter 6. However, the multipole

expansion can cause errors in calculation for certain initial conditions. To correct this,

the multipole acceptance criteria (MAC) is used (Salmon & Warren, 1994):

G
∑

jmjl
2
j

l4i
< α |a| (3.66)

Where |a| is the total acceleration on particle i due to gravity and α is a user-defined

value between 0 and 1.

3.4.4 Initial Conditions

As with N -body simulations, SPH simulations require good initial conditions which will

depend on the question that is being asked. The initial conditions of the gas should

be similar enough to the gas structure observed in young stellar regions so that the

answers that the simulations provide are useful for making predictions and finding ob-

servable diagnostics for the evolution of those young stellar regions. However, as with
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N -body simulations, sometimes more simplified initial conditions are useful to provide a

laboratory environment designed to answer a very specific question under very specific

constraints. Chapter 6 focuses on simulations of model young stellar regions which are

spherically symmetric.

In N -body simulations, a widely-used spherically-symmetric model is the Plummer

model, which is described in detail in Section 2.7.4. An analogous spherically-symmetric

model for the modelling of gas is the n = 5 polytrope. The Lane-Emden equation

describes a spherically-symmetric fluid with a dimensionless radius ξ as:

1

ξ2

d

dξ

(
ξ2dθ

dξ

)
+ θn = 0 (3.67)

Where θn = ρ/ρc and ρc is the central density and n is the polytropic index. The

polytropes are the solutions to this equation give the following equation of state:

P = Kρ1+ 1
n (3.68)

A polytropic index equal to 5 provides the same density distribution for a fluid as the

Plummer distribution does for a group of particles. This allows the positions of the SPH

particles to be allocated using Equation 2.25. The initial velocities of the SPH particles

are set to zero. Gravitational collapse of the gas is instead prevented by thermal pressure

given by Equation 3.68 and specific internal energy given by:

u(r) =
σ(r)2

γ1
(3.69)

Where the velocity dispersion σ is equated to the speed of sound cs =
√
γP/ρ (Hubber

et al., 2011).

3.4.5 The Hybrid N -body/SPH code GANDALF

The code used in Chapter 6 is the GANDALF hybrid N -body/SPH code developed by

Hubber et al. (2013). It is a way of simulating the dynamical evolution of a young stellar

region which is made up of both stars and gas, and in which the distribution of stars can

affect the evolution of the gas, and the distribution of the gas can affect the evolution of

the stellar distribution.

In order for the simulated stars and gas to interact gravitationally, the stars are

treated as a special type of SPH particle with a fixed smoothing length. Using Ng as
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the total number of gas particles, (i, j, k) as indices for summing gas particles, N? as the

total number of star particles and (a, b, c) as indices used to sum star particles, the full

Lagrangian for a system of gas and stars can be written as (Hubber et al., 2011, 2013):

LSPH =

Ng∑
j=1

(
mj

v2
j

2
−mjuj

)
+

N?∑
b=1

mb
v2
b

2
+ Lgrav (3.70)

where Lgrav is given by:

Lgrav = −G
2

Ng∑
j=1

mj

Ng∑
k=1

mkφjk(hj)−
G

2

N?∑
b=1

mb

N?∑
c=1

mcφbc(hb)−
G

2

Ng∑
j=1

mj

N?∑
b=1

mbφjb(hj)

(3.71)

Using this to solve the Euler-Lagrange equation (Equation 3.30) givens the equation of

motion for a star particle a as (a full derivation is found in Hubber et al. (2013)):

aa = −G
N?∑
b,a 6=b

mbφab(ha)r̂a −G
Ng∑
j

mjφaj(ha)r̂a. (3.72)

The motion of the star particles is integrated using the fourth-order Hermite scheme.

For the integration of the gas particles, the second-order leapfrog KDK scheme is used.

This gives decent accuracy and since the errors on the SPH scheme are of the order

of (∆t)2 anyway, there is no good reason to have a more computationally expensive

integration scheme for the SPH particles. The fourth-order Hermite scheme and the

leapfrog KDK scheme work well in parallel with each other as several steps in each

scheme are done in sync at the same time.

3.5 Summary

With the N body and SPH tools described in Chapters 2 and 3, it is now possible to

generate young stellar regions with initial conditions which will produce useful results,

and plug those initial conditions into numerical simulations to track the dynamical evo-

lution of a region with both stars and gas. Chapters 4, 5 and 6 focus on investigations

using these numerical techniques, which aim to offer new insights into the study of the

dynamical evolution of young stellar regions.



Chapter 4

Massive, Wide Binaries as Tracers

of Massive Star Formation

4.1 Introduction

The tools and methods outlined in Chapters 2 and 3 are necessary for performing the N -

body and SPH simulations which make up the foundations of the scientific investigations

in Chapters 4, 5 and 6. In this chapter, we perform N -body simulations to study the

origin of massive, wide binary systems in stellar associations, how they are formed, how

they survive and how they are destroyed in young stellar regions with different properties.

This work has been published as Griffiths et al. (2018).

In Section 1.1.6, two main ‘theories’ of star formation were introduced - ‘competitive

accretion’ and ‘core accretion’. One possible way to distinguish between these two the-

ories is that core accretion predicts that high-mass stars will be more likely to reside in

more isolated regions compared to competitive accretion (although competitive accretion

does allow for runaway stars in isolated regions).

For example, Cyg OB2 has a mass of ∼ 105 M� and a full IMF of massive stars up

to 100 M� (Wright et al. 2015). With a size of ∼ 20 pc, and a velocity dispersion of

∼ 20 km s−1 (Wright et al. 2016) Cyg OB2 has a virial ratio of Qvir ∼ 10 and is therefore

a highly unbound association. However, all we can say is that Cyg OB2 is unbound at

its current age of 2–10 Myr (it has a significant internal age spread), but it is unclear if

the regions in which the massive stars formed were ‘clustered’ and have since expanded

(although the structure of the association suggests not, Wright et al., 2014).

In this chapter we investigate massive wide binaries (MWBs) as a signature of how

massive stars form. A MWB is two massive stars in a binary that is potentially wide
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enough to be dynamically destroyed or altered. Because such binaries are susceptible to

destruction in dense environments (see Section 1.2.3), they can carry information on the

density history of their environment.

We define a MWB as a binary system in which both stars have masses greater than

5 M�, and which have a separation, a, between 102 < a < 104 AU. Later we discuss

the observed MWBs in Cyg OB2, and in the observations of Caballero-Nieves et al. (in

prep.; our choice of ∼ 5M� is partly motivated by the detection limit of this survey, but

this is not very important to our results).

There are three things that make such MWBs (>5 M�) particularly interesting.

Firstly, because the primaries and secondaries are both bright (O, B or A-stars) and

well-separated they are relatively easy to find as visual binaries even at large distances.

Secondly, MWBs are the only type of binary system that can be easily produced by

three-body encounters between stars. Equation 1.12 shows that the binary formation

rate is heavily dependent on the stellar mass m, and therefore favours the formation of

high-mass binaries over low-mass ones. Looking at Equation 1.12 for MWBs specifically,

we expect MWB formation to depend on the (number) density of massive stars (the n3

term), moderated by the velocity dispersion (σ−9). So we would expect more MWBs

to form at higher densities and in the presence of other massive stars. This is rather

non-trivial as higher densities usually mean higher velocity dispersions, so in a virialised

cluster with radius R we would expect σ9 ∝ n9/2R9, so n3/σ9 ∝ 1/(n3/2R9) .

Thirdly, even at such wide separations they are normally intermediate, or even hard

binaries in that low-mass stars do not carry enough energy to disrupt them, as 5 M� is

significantly more massive than a ‘typical’ star (0.2–0.5M�).

In Section 1.2.3, I explain how binaries can be defined as ‘hard’, ‘intermediate’ or

‘soft’ according to the difference between the binding energy of the binary |Ebind| and the

typical energy in an encounter Eenc, or by the critical velocity given by Equation 1.15.

From this, we can see that for a MWB comprised of two 5 M� stars, in order to destroy

the binary, the velocity of a 1 M� perturber would need to be over three times larger

than that of a 50 M� perturber. Therefore MWBs are only susceptible to disruption by

other ‘massive’ stars.

Whether a binary will survive or be disrupted depends not only on the energy/velocity

of an encounter, but the rate of encounters close enough to disrupt the binary. The en-

counter rate, tenc, is inversely proportional to both the number density and velocity

dispersion, ∝ 1/(nσ) (see Equation 1.14). In a virialised cluster of radius R, the en-

counter rate will therefore depend on the crossing timescale of the cluster, given by
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Equation 1.23, as tenc ∝ t3cr/R. In addition, the velocity of encounters has a dependency

σ ∝ n1/2R which complicates any estimates of encounter rates.

For MWBs the encounter rate has another subtlety. The number density of interest

is not the number density of all stars, but rather the number density of stars massive

enough to potentially destroy the binary. Generally this will be significantly lower than

the ‘average’ number density, but can be enhanced by (primordial or dynamical) mass

segregation (which can then reduce the velocity dispersion of the massive stars so reduc-

ing their encounter energy).

There is yet another subtlety that needs to be borne in mind: encounters can harden

a binary (i.e. decrease the binary separation), in particular if the encounter velocity is

<< vc (i.e. the Heggie-Hills Law (Heggie, 1975; Hills, 1975, 1990)). This can mean that a

massive binary with an initial separation greater than the nominal 100 AU limit for ‘wide’

can be hardened below this limit and ‘drop out’ of a MWB sample (we see this effect

later). This depends on the encounter rate in the same way as destructive encounters,

but if hardening or softening encounters dominate depends on the each encounter energy

relative to the particular MWB energy.

The above discussion shows that the rate at which MWBs are destroyed is rather

complex and has no simple dependencies on time-scales such as the crossing time. The

binary destruction rate will also be rather stochastic depending on if a MWB has an

encounter with enough energy to destroy it (see e.g. Parker & Goodwin 2012), or if

encounters harden a binary below a nominal limit. Ensembles of N -body simulations

are required to investigate the interplay of the formation and destruction of binaries

in order to determine how the initial properties of a cluster determines the number of

MWBs which reside in that cluster as it evolves.

4.2 Method/Initial Conditions

The investigations in this chapter aim to use N -body simulations to determine whether

the numbers of MWBs in a region are tied to the past density and dynamical history of

that region, in particular the past history of the massive stars.

We perform ensembles of N -body simulations using the KIRA N -body integrator

from the Starlab package (Portegies Zwart et al., 2001).

Throughout, we define a MWB as a binary system comprised of two stars each with

masses greater than 5 M�, with an instantaneous 3D separation between 102 and 104

AU. Note that the instantaneous 3D separation is not the same as the semi-major axis
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of the orbit (it is likely to be somewhat larger, depending on the eccentricity of the orbit

and the current phase), and it is not the same as the projected separation that would be

observed. We pick the instantaneous 3D separation for simplicity due to the dependence

of the projected separation on viewing angle (the instantaneous separation is therefore

an upper limit on any projected separation).

Every simulation starts as a virialised Plummer sphere (Plummer, 1911) with a total

mass of stars MT ' 600 M� (∼ 400 stars > 0.1M�). We pick ∼ 600M� as that is the

mass at which we would expect one or two O-stars (> 20M�) if randomly sampling from

a standard IMF.

The stars in each simulated region are allocated a position and velocity using the

method described in Aarseth et al. (1974) and Section 2.7.4. The timescale of each

simulation is 10 Myr, and no stellar evolution is included.

Whilst virialised Plummer spheres are very simple initial conditions, we expect any

initial distribution to relax to something similar to a virialised Plummer-like distribution

within a few initial crossing times as long as it is initially bound (see e.g. Allison et al.

2009b; Allison & Goodwin 2011).

We perform two sets of simulations: set ‘N’ that start with no MWBs, and set ‘B’

in which we place a ‘primordial’ MWB. Here ‘primordial’ is defined as present at the

start of the simulation - it does not have to have formed primordially like the binaries in

Section 1.2.1, but could have formed dynamically at an earlier time (Although we note

that this MWB could have formed dynamically during an earlier relaxation phase of the

region which we ignore).

For all of the primordial binary ‘B’ scenarios, the primordial MWB is composed of

two stars, star α and star β. Star α is the primary star in the primordial binary, and has

a mass of 20 M�. The secondary, star β, mass is uniformly randomly sampled between

10 M� and 20 M�, giving a binary mass ratio of 0.5 ≤ qαβ ≤ 1.0. The binary separation

for these primordial binaries is chosen uniformly between 1000 and 5000 AU (within our

working definition of a MWB), and the eccentricity is set to zero.

For all of the ‘N’ scenarios, stars α and β, which make up the primordial binaries in

the ‘B’ scenarios, are still present. However, they are not part of a binary system but

are instead single stars, randomly placed in the Plummer sphere.

We run ensembles of 100 simulations in which we vary only the random number seed

used to set the initial conditions. Each ensemble is run with (B) and without (N) a

primordial MWB in one of four scenarios (see below) with four different initial densities

(see below) for a total of 3200 simulations.
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Scenario Mass No. of Stars Primordial
Function with M > 30 M� Binary?

N1 Flat 1 M� 0 No
N2 Maschberger 0 No
N3 Maschberger 1 No
N4 Maschberger 5 No
B1 Flat 1 M� 0 Yes
B2 Maschberger 0 Yes
B3 Maschberger 1 Yes
B4 Maschberger 5 Yes

Table 4.1: A summary of the differences in the initial conditions. In the first column,
scenarios are numbered 1–4 with ‘N’ for no primordial MWBs, and ‘B’ for an primordial
MWB (repeated in column 4 for clarity). The second column has the stellar mass
function used (flat or ‘normal’). The third column has the number of very massive stars
(> 30M�) in the cluster.

1. All other stars are low-mass. In ensembles N1 and B1 all stars other than α

and β (be they part of a binary or two single stars) have a mass of 1 M�.

2. All other stars are lower-mass with a normal IMF. In ensembles N2 and

B2, all of the stars which make up the cluster, except for stars α and β, have masses

randomly sampled from the standard single star Maschberger IMF (Maschberger, 2013).

A lower limit of 0.1M� prevents the inclusion of brown dwarfs and other objects with

masses far too low to affect the binary, the upper limit of 10M� means that the stars α

and β are the most massive stars in the cluster. (We force the masses of the two most

massive stars to be 10–20 and 20M�, but as mentioned above this would be expected

for this total cluster mass.)

3. The cluster includes one more massive star. Ensembles N3 and B3 are the

same as N2 and B2 but with the addition of a single new higher-mass star, with a mass

between 30-35 M�, to the cluster.

4. The cluster contains three more (single) massive stars. The last ensembles,

N4 and B4, add 3 more massive stars to the cluster, each with masses between 30 and

50 M�.

Note that a higher mass limit on the background cluster stars of 10 M� allows for

the existence of more stars with masses greater than 5 M�, from which a MWB could

form. In total, there are up to ∼ 20 stars with masses greater than 5 M� in each of

the ensembles N2-N4 and B2-B4. In principle, any of these could form a MWB in our

definition of a MWB.

In each of the eight ensembles above, the clusters are given four different initial
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densities: half-mass radii, R0.5, of 0.25, 0.5, 1 and 1.5 pc. For a cluster with a half-mass

radius between 0.25 ≤ R0.5 ≤ 1.5 pc, the half-mass density (in M� pc−3) is 1.25 ≤
log ρ1/2 ≤ 3.58, the upper limit of this is of a similar density to the Arches cluster, while

the lower limit is similar to RSGC03 (Portegies Zwart et al., 2010) (both clusters contain

several massive stars).

For reference, the crossing times of the clusters (given by Equation 1.23) are roughly

0.08, 0.25, 0.66 and 1.2 Myr for R0.5 = 0.25, 0.5, 1.0 and 1.5 pc respectively. Note that

while it is possible to calculate a relaxation time for these clusters, that number is rather

difficult to interpret or give any meaning to as N is so low.

Table 4.1 gives a summary of the different initial conditions in each of the eight

scenarios, N1-N4 and B1-B4, based on the mass distribution of stars in the cluster, and

whether stars α and β begin in a primordial massive wide binary or whether they begin

as single stars.

4.3 Results

We will first consider the formation of MWBs in ensembles that start with no binaries

(N1-N4), and then both the formation and destruction of MWBs in ensembles with

primordial MWBs (B1-B4). The method used for identifying a binary system is that of

Parker et al. (2009).

4.3.1 The formation of MWBs

All simulations N1-N4 initially contain no binary systems. Table 4.2 shows the number

(out of 100) of simulations in which a MWB is found to be present after 10 Myr for each

scenario (N1-N4) at each density (R0.5 = 0.25, 0.5, 1, 1.5 pc), also presented in Figure 4.1.

All MWBs found at 10 Myr in the N simulations must have formed dynamically.

What is most obvious is that the efficiency of MWB formation strongly depends on

the density. This should be of no surprise as the formation rate depends on n3.

Each of the scenarios are very similar, with 60–90 per cent of dense simulations

(R0.5 = 0.25 and 0.5 pc) forming MWBs, but only 0–20 per cent of low-density (R0.5 = 1

and 1.5 pc) simulations forming MWBs (almost none at R0.5 = 1.5 pc).

In Scenario N1 (blue solid line in Figure 4.1), in which there are only two ‘massive’

stars (all other stars are 1M�) a MWB forms in the majority (70–80 out-of-100) of

simulations at low R0.5. One of the reasons that the formation rate is so high when
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Scenario Number of Simulations Containing a Massive,
Wide Binary at t = 10 Myr

R0.5 = 0.25 pc 0.50 pc 1.00 pc 1.50 pc
N1 81 73 3 0
N2 63 74 16 5
N3 92 89 16 2
N4 87 82 22 1

Table 4.2: Number of MWBs which formed in clusters with different initial half-mass
radii R0.5, for each of the no primordial MWB Scenarios N1-N4.

there are only two stars that could form a MWB is that these stars dynamically mass

segregate, bringing them close together (increasing n3, and also increasing 1/σ9).

Scenario N2 (green dashed line in Figure 4.1) has two stars with masses greater

than 10 M�, and a range of low- and intermediate-mass neighbours. Only two thirds

of the simulation contain a massive wide binary at 10 Myr (less than in scenario N1).

This is not because MWBs have not formed, but due to the fact that once formed, a

reasonable fraction have been hardened by interactions with other stars, so that their

binary separation is less than 100 AU. There therefore exists in some of these simulations

a population of massive, ‘tight’ binaries with separations < 100 AU which we do not

classify as MWBs (although these are nowhere near as tight as the few-day period massive

star binaries commonly found in spectroscopic surveys).

In Scenario N3 (red dot-dashed line in Figure 4.1), there are three stars with masses

greater than 10 M�, and a range of lower-to-intermediate-mass stars. The number of

simulations which form a massive wide binary at small R0.5 is slightly higher than in

Scenario N1 (although note that the
√
N ‘noise’ on these numbers are about ±10).

In this case the third massive star carries enough energy to disrupt any newly formed

MWBs and so these clusters are constantly forming, then destroying, then forming etc.

MWBs (cf. Moeckel & Clarke 2011).

In Scenario N4 (cyan dotted line in Figure 4.1), there are five stars with masses

greater than 10 M� and a range of lower-mass stars. The situation is almost exactly

the same as in scenario N3 with a constantly forming and then destroyed population of

MWBs.

In scenarios N2-N4, it is possible to have two MWBs present (two pairs of the 5-20

available stars above 5 M�), but this is rare and short-lived.

In summary, if no MWB is present at the start of a simulation then in dense environ-

ments then one MWB is likely to form. In low-density environments it is very unlikely
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Figure 4.1: Number, out of 100, of clusters with no primordial MWB which contain at
least one MWB after 10 Myr, as a function of the initial cluster half-mass radius, R0.5,
for Scenarios N1 (blue solid line), N2 (green dashed line), N3 (red dot-dashed line), and
N4 (cyan dotted line).

Scenario Number of Simulations in which the Original
Massive, Wide Binary Survived to t = 10 Myr
R0.5 = 0.25 pc 0.50 pc 1.00 pc 1.50 pc

B1 100 100 100 100
B2 68 72 92 97
B3 11 22 72 89
B4 7 18 52 74

Table 4.3: Number of primordial WMBs which survived for 10 Myr, in clusters with
different initial half-mass radii R0.5, for each of Scenarios B1-B4.

that a MWB will form.

4.3.2 The Destruction and Formation of MWBs

In Scenarios B1 to B4 all clusters have a primordial MWB. But as we have seen MWBs

can form dynamically, and so in scenarios B3 and B4 it is quite possible to have a MWB

that is comprised of different stars to the primordial MWB. Therefore we distinguish

between the survival of the primordial MWB, and the presence of any MWB after 10 Myr

(this may be the primordial MWB, or may be a ‘new’ MWB).

Table 4.3 gives the numbers (out-of-100) of surviving primordial MWBs for scenarios

B1-B4 for each density, this is illustrated in Figure 4.2.
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Figure 4.2: Number, out of 100, of clusters with a primordial MWB in which the pri-
mordial MWB survives for 10 Myr, as a function of the initial cluster half-mass radius
R0.5, for Scenarios B1 (blue solid line), B2 (green dashed line), B3 (red dot-dashed line),
and B4 (cyan dotted line).

In Scenario B1 (blue solid line in Figure 4.2) there are two massive stars in a MWB,

and all of the cluster stars are 1 M�. Here all of the primordial MWBs survive regardless

of density as the low-mass stars do not have enough energy to disrupt the massive wide

binary, but encounters do harden around a quarter of the MWBs in the densest clusters

(R0.5 = 0.25) below our nominal MWB limit, hence the MWB fraction declines.

In Scenario B2 (green dashed line), the primordial MWB is surrounded by other

low-to-intermediate-mass stars. At high densities (R0.5 = 0.25 and 0.5 pc) encounters

can again harden a binary below our MWB definition. To add a further complication, it

is possible to destroy the primordial MWB, and then it reforms (cf. Scenario N2), and

then it can be hardened below our MWB limit.

Therefore in around a third of systems with a primordial MWB one is not present

after 10 Myr, although this does depend on our (somewhat arbitrary) definition of a

MWB.

Scenarios B3 and B4 both have a primordial MWB, plus one or three (single) higher-

mass stars. At high densities (R0.5 = 0.25 and 0.5 pc) the primordial MWB is very

unlikely to survive. In most cases this is not because it is hardened below our definition,

but rather that it is destroyed by an encounter. At lower densities (R0.5 = 1 and 1.5 pc)

the survival of the primordial MWB is a matter of ‘luck’ as to whether it encounters

the/one of the other massive stars in the cluster or not, but 50–80/100 of the primordial
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Figure 4.3: Number, out of 100, of clusters which contained a primordial MWB which
have at least one MWB at 10 Myr, as a function of the initial cluster half-mass radius
R0.5, for Scenarios B1 (blue solid line), B2 (green dashed line), B3 (red dot-dashed line),
and B4 (cyan dotted line).

MWBs are able to survive for 10 Myr (see the red and cyan lines).

In Figure 4.2 we saw the fraction of primordial MWBs that survived. However, as

we saw in section 3.1, MWBs can be formed as well as destroyed.

In Figure 4.3 we show the number of simulations which contain any MWB at 10 Myr,

as a function of the initial cluster half-mass radius R0.5.

In scenario B1 (blue solid line), any MWB must be the primordial MWB (as there

are only two stars capable of making-up a MWB), and so for B1 figs. 4.2 and 4.3 are

identical. The reason that they are not 100% at all densities is because some of the

surviving MWBs have been hardened below our nominal limit for a WMB, as explained

above.

This hardening effect also occurs in scenario B2 (green dashed line) where hardening

is slightly more effective due to the presence of some stars > 1M�). The number of

clusters with any MWB (Figure 4.3) is slightly higher than the numbers of primordial

MWBs because other ∼ 5M� stars are present in the masses drawn from the IMF that

can swap into the MWB, but this is a minor effect.

In scenarios B3 and B4 (red and cyan lines) there are one or three other massive

stars, and some (typically about 8) ∼ 5M� stars are present in the masses drawn from

the IMF. Any of these other stars could pair to form a MWB. In Figure 4.2 we see that

the primordial MWB rarely survives at higher densities (R0.5 = 0.25 and 0.5 pc), but
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Figure 4.4: Mean number of MWBs in each cluster that contained a primordial MWB
after 10 Myr, as a function of the initial cluster half-mass radius R0.5. Error bars are
±1σ over the ensembles of 100 simulations. For Scenarios B1 (blue solid line), B2 (green
dashed line), B3 (red dot-dashed line), and B4 (cyan dotted line).

Figure 4.3 shows that the vast majority of these clusters do contain a MWB at these

densities: this is a ‘new’ MWB formed dynamically (as seen in Figure 4.1 where there

are no primordial MWBs).

In scenarios B2, B3 and B4 it is possible to have two MWBs present; this is rare, but

does sometimes happen. Figure 4.4 shows the mean number of massive wide binaries

found in each simulation at t = 10 Myr, as a function of the initial cluster half-mass

radius, for each scenario B1-B4 (i.e. for each different mass distribution).

Figure 4.4 shows that the expected number of MWBs in each cluster, given that

each cluster initially contains one primordial MWB, is close to unity. The only times

the number of MWBs is not about unity is Scenarios B1 and B2 at very high density

(R0.5 = 0.25 pc), when binary hardening decreases the number of MWBs to an average

of ∼ 0.6 per cluster.

In Scenarios B2, B3 and B4 there are usually about 10 stars that could potentially

pair to make a MWB. However, due to the disruption of MWBs by other high-mass

stars, only the most massive of MWBs will be stable for a significant time.

To help understand the survival of the MWBs, Figure 4.5 shows the critical velocity

for destruction, as defined by Equation 1.15, for each of the MWBs that were present

at the end of each simulation for all of our scenarios (N1–4 and B1–4) assuming a

perturber mass of mpert = 1 M�. The dotted line shows the critical velocity for the
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lowest possible mass MWB (5+5M�), and the dashed line for the highest possible MWB

mass (50+50M�), for separations between 102 and 104 AU.

In Figure 4.5 all of the MWBs marked by coloured points (different colours for dif-

ferent scenarios) lie above the lower dotted line which is the critical velocity a 1 M�

star must have to destroy the lowest-possible mass MWB (5+5M�). This is exactly as

expected as all simulations contain significant numbers of 1 M� stars and so should be

hard enough to avoid destruction by these stars (although a soft binary could exist for

a short time before being destroyed, see Moeckel & Clarke, 2011).

At any particular separation in Figure 4.5 increasing critical velocities for destruction

mean increasing system masses (if a is the same, then mp and/or ms must be greater for

vc to be larger).

In Figure 4.5 the critical destruction velocities for MWBs in scenarios N1/B1 (blue

points) lie in a fairly tight band as they are all mp = 20 M� and ms = 10–20 M� MWBs.

These MWBs are all well above the typical velocities of the 1 M� stars making-up the

rest of the cluster and so they survive (although can be hardened below 100 AU).

The critical destruction velocities for MWBs in scenarios N2/B2 (orange points) are

more widely spread and to lower critical velocities than scenarios N1/B1 as some MWBs

can form with a 5 M� companion from the cluster.

In scenarios N3/B3 (green points) almost all binaries are the 20 M� primary from

the primordial MWB in a new MWB with the 30–35 M� ‘other’ massive star leading to

almost the same critical velocities at each separation. The shift between the blue N1/B1

points and the green N3/B3 points thus shows the difference in the masses of the two

most massive stars that will pair up as a MWB.

Scenarios N4/B4 (red points) have five massive stars (possibly as high a mass as 50

M�) and the spread represents whatever the two highest masses happen to be.

Hence the ‘hardness’ of a system is much more representative of the masses available

to combine into a MWB than the destructiveness of the environment. The two most

massive stars will pair into a wide binary which will almost certainly be hard enough to

avoid destruction.

4.3.3 Summary

To quickly summarise the results we refer to R0.5 = 0.25 and 0.5 pc as ‘high-density’ and

R0.5 = 1 and 1.5 pc as ‘low-density’.

A) If no MWBs are present in a cluster they will very often form dynamically at high-

density, but not at low-density (see Figure 4.1).
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Figure 4.5: The critical velocity, as defined in Equation 1.15, for each of the MWBs that
were present at the end of each simulation for scenarios N1, B1 to N4, B4 assuming a
perturber of mass mpert = 1 M�. The dotted line represents primary and secondary
masses of 5 M� and the dashed line represents primary and secondary masses of 50 M�.

B) Primordial MWBs will usually survive at low-density, and only be destroyed at high-

density if other massive stars are present (see Figure 4.2).

C) When primordial MWBs are destroyed at high-density they are usually ‘replaced’ by

a new MWB (because of (A), see Figure 4.3).

D) On average, one MWB will be found in each dense region (see Figure 4.4).

The only environment we simulate in which we do not usually see just a single MWB

present at 10 Myr are low-density clusters that did not have a primordial MWB.

4.4 Discussion

In most environments we simulated, almost always a single MWB is present at 10 Myr.

The only environments in which MWBs are rare are low-density environments which

never had a MWB. This is because of two competing effects:

1. MWBs are ‘hard’ to lower-mass stars (which do not carry enough energy to disrupt

the MWB), but ‘soft’ or ‘intermediate’ to other massive stars (which do carry

enough energy). Therefore they are destroyed when other massive stars are present

in an environment dense enough to allow encounters.

2. MWBs readily form in dense environments due to the m5n3 dependence of the



Massive Wide Binaries 85

binary formation rate shown in Equation 1.12 (The massive star density in dense

clusters is also enhanced by rapid dynamical mass segregation increasing n3 signif-

icantly).

An important point is that if a MWB is present there is almost always only a single

MWB. MWBs are soft/intermediate in the presence of other massive stars which means

they are constantly being destroyed and formed when other massive stars are present

(Moeckel & Clarke, 2011). The balance between the formation and destruction of MWBs

in dense environments means that they are a probe of the past density history of a region

as we show below for Cyg OB2.

4.4.1 The past history of Cyg OB2

Cyg OB2 is a 2 − 10 Myr old, ∼ 105M� unbound association with a current size of

∼ 20 pc, with a 3-dimensional velocity dispersion of ∼ 18 km s−1 Cyg OB2 is unbound

(Wright et al. 2016 and references therein). That Cyg OB2 is currently unbound makes

determining its past dynamical history difficult. It is possible that it was one, or several,

initially bound (sub)clusters that have each become unbound (due to gas expulsion?),

or that it was always globally unbound. We argue that the MWB population is a useful

tracer of the past density history.

Very usefully observationally, that a MWB has two massive (ie. bright), widely-

separated, components means that they should be observable in fairly distant regions

(at least a few kpc) where the low-mass population is much more difficult to observe.

Caballero-Nieves et al. (in prep., hereafter CNip) have observed a sample of 74 O-star

primaries in Cyg OB2 to search for wide 100–10000 AU companions (it is somewhat

more subtle than this as detection depends on separation and magnitude difference).

CNip are able to detect more distant companions to a mass of (very roughly) 4M� at

wider separations (hence our adoption of 5 M� as a ‘massive’ star).

What is important for our discussion here is that CNip find a wide, massive compan-

ion for 38 of the 74 primaries (∼ 51 per cent MWB fraction). Note that it may well be

that one or both components of each MWB are themselves close binaries – this makes

no difference to our argument.

There are three ways in which we can explain the large number of MWBs in Cyg OB2:

1. Firstly, that many massive stars in Cyg OB2 formed in low-density environments

in primordial MWBs. Therefore what we observe are a large number of primordial

MWBs.
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2. Secondly, that massive stars formed in many small, dense groups (either in pri-

mordial MWBs or not), and each group formed (on average) about one MWB.

Therefore what we observe are a large number (at least 40) of dynamically formed

MWBs, roughly one per sub-region.

3. Thirdly, some mixture of the first and second possibilities, with the observed pop-

ulation being a mix of primordial and dynamically-formed MWBs.

Whichever of the three possibilities is correct it means that massive star formation

in Cyg OB2 was widely distributed. It was either almost completely isolated, or in many

small, dense groups (or some mix of these): but it could not have been as a single (or

even a few) dense ‘clusters’. This is in agreement with Wright et al. (2014) and Wright

et al. (2016) who argue from the distribution and kinematics of Cyg OB2 that it has

always been widely distributed and unbound.

Cyg OB2 has a standard IMF, i.e. has the number of massive stars expected for a

region of 105M� (Wright et al. 2015). The number of MWBs very strongly suggests that

there were many sites of massive star formation that did not know about each other (they

never interacted dynamically, otherwise we would not see so many MWBs). Therefore,

whatever mechanism forms massive stars must be able to ‘randomly sample’ the IMF,

e.g. it can form very massive stars (up-to 100M� in Cyg OB2) without ‘knowing’ that

the total mass of the region is very large. This suggests the cluster mass-maximum stellar

mass relationship is statistical rather than fundamental (Weidner & Kroupa 2004; Parker

& Goodwin 2007).

4.4.2 How to use the numbers of MWBs

More generally, in any region one can think of four possibilities in terms of the numbers

of MWBs that are present:

1. Currently high-density with very few or no MWBs: No information on the pri-

mordial MWB population as most/all would have been destroyed if they existed.

The region could have been lower density in the past and collapsed, or always high

density.

2. Currently low-density with very few or no MWBs. If the region was denser in

the past that would have destroyed most/all primordial MWBs, if it was always

low-density then there were few/no primordial MWBs.
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3. Currently high-density with many MWBs. This is unexpected: it must have spent

only a little time at a high-density otherwise we would expect all but one (or

two) primordial MWBs to have been destroyed, and no more than one (or two) to

possibly have formed.

4. Currently low-density with many MWBs (e.g. Cyg OB2). Either the region was

always low-density with many primordial MWBs, or it contained many small ‘sub-

clusters’ that could each form a MWB.

Our wording has been rather woolly here in terms of ‘high-density/low-density’ or

‘number of MWBs’. How many MWBs are significant depends on the number of massive

stars that are present to pair into MWBs, and the masses of those stars relative to those

around it. It is difficult to say much from only two massive stars either being in a MWB

or not. However, apparently half of the large population of massive stars in Cyg OB2

being in MWBs is clearly significant (‘many’). The point at which ‘many’ becomes ‘few’

is less clear, and is a judgement call based on the details of any particular region that is

being examined.

4.5 Conclusion

We define Massive Wide Binaries (MWBs) as binary systems containing two stars of

mass > 5M� with separations between 102 and 104 AU (ie. bright, visual binaries in the

high-mass tail of the IMF).

We examine the interplay between the destruction and formation of MWBs in (viri-

alised Plummer sphere) clusters of total mass ∼ 600M� (∼ 400 stellar members) using

N -body simulations.

Our clusters always either have a ‘primordial’ MWB or just two single massive stars.

The rest of the stars in the cluster are: (a) all Solar-mass; (b) an IMF with no other

stars more massive than 10M�; (c) an IMF with one other (more) massive star; or (d)

an IMF with three other (more) massive stars. For each mass range we run ensembles

of 100 simulations for 10 Myr with half-mass cluster radii of 0.25, 0.5, 1 and 1.5 pc.

Our main results can be summarised as follows:

1. Primordial MWBs almost always survive in low-density environments, or any en-

vironment with no other massive stars.

2. Primordial MWBs are usually destroyed in high-density environments when other

massive stars are present.
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3. A single MWB very often forms dynamically in high-density environments.

4. MWBs rarely form dynamically in low-density environments.

The combination of these results means that the only (local) environment in which

no MWB will be present is a low-density cluster which contained no primordial MWB.

In all other (local) environments either a single primordial MWB will survive, or (almost

always) a single MWBs can be formed dynamically.

Therefore, any region containing many MWBs must either be (or have been) many

high-density sub-clusters (which form one MWB each), many primordial MWBs which

never encountered another massive star, or some mixture of both. What it could not

have been is a single, dense cluster (or fewer dense [sub-]clusters than there are MWBs).

The low-density association Cyg OB2 has approximately 40 MWBs (with a MWB

fraction of roughly a half). This is further evidence that Cyg OB2 has always been glob-

ally diffuse, and must have contained either many (at least about 40) small high-density

regions in which to either dynamically form MWBs, or contained many primordial MWBs

that have always been in low-density environments.



Chapter 5

The Formation of Very Wide

Binaries in a Supervirial Association

5.1 Introduction

The investigations in Chapter 4 show that wide binary systems do not survive in dense

environments, unless they are the most massive objects in their proximity. Furthermore,

they show that the chance of a wide binary forming in the field is so low as to be negligible.

This chapter focuses on a mechanism for the formation of wide binary systems that may

account for the presence of some of the wide binaries observed in the Galaxy.

The typical binary separation a lies between 10 and 10000 AU (Sterzik et al., 2003).

However, binaries have been observed with separations as wide as 0.1 pc (in the Galactic

disk) and 1 pc (in the halo) (Close et al., 1990; Chaname & Gould, 2003; Dhital et al.,

2015). Approximately 5% of field G-dwarfs are a member a binary system which has a

binary separation a > 10000 AU (Duquennoy & Mayor, 1991). In this chapter, we define

any binary which has a binary separation a > 10000 AU as a ‘very wide binary’ (VWB).

As shown in Section 1.2.3, a binary will be destroyed by a perturbing star if the

velocity of the perturber is greater than the critical velocity vc given by Equation 1.15.

As vc ∝ a−1, the critical velocity for a binary with a = 10000 AU is a hundred times

lower than a binary with the typical separation (∼ 100 AU), making it likely that the

binary will be destroyed in any encounter with a third perturbing star.

In fact, VWBs are not only easily destroyed in an encounter with another star. Their

low vc means that they are slowly pulled apart by weak tidal forces. The fact that VWBs

are destroyed in this way means that they are useful as diagnostics. Observations of

VWBs can be used for mapping the mass structure of the Galaxy, including constraining

89
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estimates of the mass distribution of Massive Compact Halo Objects (MACHOs) in the

Galactic halo (Carr et al., 2016).

Although approximately 5% of stars are members of a VWB, the properties of VWBs

make it difficult to determine how they are formed. Section 1.2.1 explains how binaries

with a smaller separation are formed primordially from the fragmentation of a core of

molecular gas. However, Ward-Thompson et al. (2007) show that the typical size of a

star-forming core is approximately 10000 AU, which means that binaries with 10000 AU

< a < 1 pc are unlikely to have formed primordially. In Chapter 4 and in Griffiths

et al. (2018) it is shown that wide binaries do not typically survive in stellar clusters and

associations, where most young stars are found, unless they are composed of two of the

most massive stars in the region.

The mystery of the formation of VWBs is compounded by their short lifetimes. The

constant tidal force applied by the Galactic mass distribution means that the majority of

VWBs will dissipate within 1.5 Gyr (Oelkers et al., 2016). This short lifetime means that

the population of VWBs must be continually replenished to yield the observed VWB

population.

If VWBs do not form primordially, then the other option is that they form dynam-

ically. However, it has already been shown in Section 1.2.2 that wide binary systems

can almost never form in the field (see Equation 1.12) and that any VWBs that form

dynamically in denser regions will be destroyed almost immediately (Moeckel & Clarke,

2011; Griffiths et al., 2018).

Reipurth & Mikkola (2012) raise the possibility that at least a subset of the observed

VWB population is comprised not of binaries, but triples instead - a tight inner binary

with a more distant third companion. The triple would have formed as a more compact

system. Over time, the interactions between the three stars cause a transfer of energy,

between two of the stars (whose separation decreases) and the third companion (whose

separation from the others increases). The result is a triple system consisting of a

compact, tightly bound pair and a much more distant third star. Since observations of

the compact pair will generally be unresolved, this system will be observed as a VWB

when in reality it is a triple with a very wide outer companion.

Because the unfolding process takes time, there should be no VWBs in a very young

stellar region, and the number of VWBs in a region should increase over time. However,

very young regions are observed to have VWBs and the fraction of VWBs decreases over

time (Tokovinin, 2017).
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Figure 5.1: The significance of the aggregate gravitational influence of all of the stars
in a dense environment compared to that of two stars which are in close proximity to
one another. The diagram on the left shows the x-y positions (in pc) of an expanding,
unbound region ∼ 5 pc across, with two stars (‘Star 1’ and ‘Star 2’) which may become a
VWB in the future. The diagram on the right shows a representation of the gravitational
potential wells of Star 1, Star 2 and of the region as a whole.

5.1.1 Soft Capture

A further way of forming VWBs is via the ‘soft capture’ mechanism during the dissolution

of a star cluster (Kouwenhoven et al., 2010; Moeckel & Clarke, 2011).

In the soft capture scenario, the prospective members of a VWB start out as single

stars in a dense region. While the region is dense, the strength of the gravitational

interactions between the prospective VWB members is dwarfed by the aggregate grav-

itational influence of all of the other stars in the region. This influence prevents the

prospective VWB members from forming a long-lived binary system.

This scenario is illustrated in Figure 5.1. The diagram on the left shows the super-

virial young stellar region with two stars (‘Star 1’ and ‘Star 2’) highlighted. These stars

may eventually form a VWB when the region expands. However, the diagram on the

right shows a representation of the gravitational potential wells of Star 1, Star 2 and of
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the region as a whole. The gravitational influence of the two stars on one another is

dwarfed by the aggregate influence of the region background potential, and hence the

two stars remain unbound.

In Section 1.3.7 it is explained that, due to either gas expulsion or due to the dynam-

ical state of a dense young stellar region, that region can lose enough mass to become

supervirial, i.e. Qvir > 1. If a dense region is supervirial, then its size will increase and

its density will decrease over time. This increases the distance between stars, thereby

decreasing the strength of the gravitational influence of stars situated on different sides

of the region on one another. At a certain critical point, the strength of the gravitational

interactions between neighbouring stars becomes more significant than the influence of

the rest of the stars in the region. If the dynamical properties (relative positions, ve-

locities etc.) of the two prospective VWB members allow for the formation of a binary,

and if the background gravitational potential of the region continues to wane, then the

prospective VWB members will become gravitationally bound and therefore ‘locked into’

a binary. The initial wide separations of the stars in these binaries mean that any bi-

naries which form will have a large separation, permitting the potential formation of a

population of VWBs.

Figure 5.2 shows the same scenario as Figure 5.1, after the region has evolved for

25 Myr. The diagram on the left shows the x-y positions (in pc) the same regions as

Figure 5.1 which is now ∼ 100 pc across, with the stars (‘Star 1’ and ‘Star 2’) which are

now members of a VWB. The diagram on the right shows the sizes of the gravitational

potential wells of Star 1 and Star 2 relative to that of the region. From comparing

Figure 5.2 with Figure 5.1, it is possible to see that the gravitational potential well of the

association as a whole has become shallower and wider as the association has expanded.

The diagram on the right shows that, after 25 Myr, the gravitational potential well of

the association as a whole is negligible compared to that of the two red stars, which

allows them to become gravitationally bound and ‘locked into’ a VWB system.

The formation of VWBs during the dissolution of a centrally-concentrated star cluster

has been investigated by Moeckel & Clarke (2011) and Kouwenhoven et al. (2010), but

it was not a sufficiently efficient method to account for the number of observed VWBs.

This chapter focuses on the number of VWBs which can form as a result of the expansion

of more diffuse and clumpy stellar associations. This is for two reasons:

1. Firstly, more young (OB) stars are observed in less dense associations than in dense

clusters (e.g. Ward & Kruijssen, 2018).

2. Secondly, Wright et al. (2014, 2016) and Chapter 4 showed that young star forming
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Figure 5.2: The significance of the gravitational influence of two stars in a VWB com-
pared to that of an association which has expanded for 25 Myr. The diagram on the
left shows the x-y positions (in pc) the same regions as Figure 5.1 which is now ∼ 100
pc across, with the stars (‘Star 1’ and ‘Star 2’) which are now members of a VWB.
The diagram on the right shows the change from Figure 5.1 of the relative sizes of the
gravitational potential wells of Star 1, Star 2 and of the region as a whole.
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regions do not necessarily have to evolve from a much more dense region, i.e. the

dense clusters previously studied may not be as significant a mode of star formation

as once thought.

The investigations in this chapter attempt to answer the question, ‘how many very

wide binaries can form via soft capture in an expanding stellar association?’, using N -

body simulations to model simulated associations and varying the initial properties of

those models. Section 5.2 below describes how the initial conditions for these simulations

are generated. Section 5.3 shows the results of the simulations (with different sets of

initial conditions), before Section 5.4 discusses the consequences of those results and

their significance to our knowledge of VWB formation. The chapter conclusions are

outlined in Section 5.5.

5.2 Method and Initial Conditions

The aim of the investigations in this chapter is to determine the rate of VWB formation

during the dissolution of globally unbound stellar associations, and to determine whether

that rate is affected by varying the initial properties of the associations. The initial

conditions are constructed to be similar to what might be expected of moderately massive

associations with total number of stars N = 500 and N = 5000.

The N -body simulations were performed with the KIRA fourth-order Hermite inte-

grator (see Chapter 2) from the Starlab package (Portegies Zwart et al., 2001).

5.2.1 Mass Distribution

The masses of the individual stars in the simulation are allocated by randomly sampling

the Maschberger (2013) initial mass function from Section 2.7.3. The minimum star

mass is set to 0.1 M�, in order to limit the waste of computational resources on brown

dwarf-sized objects. The maximum star mass was set to 10 M�. Although stars with

M > 10 M� are observed in OB associations, it is assumed that, due to their short

lifetimes, they have undergone supernova, causing gas expulsion in the region which has

caused it to become globally gravitationally unbound.

5.2.2 Global Virial Ratio

As explained above, the simulated associations are globally gravitationally unbound. In

other words, they have an initial virial ratio Qvir > 1. The virial ratio is the ratio of



Very Wide Binary Formation 95

total kinetic energy to total gravitational potential energy - the higher the value of Qvir,

the faster the stars are moving apart and the faster the association expands. The size of

this time frame in which the association expands out into the field may be significant,

because a longer time frame means that the gravitational influence of the association is

significant for longer, but also gives a longer time in which neighbouring stars will stay

close enough to become gravitationally bound. It is therefore reasonable to change this

time frame by changing the initial virial ratio of the associations, to see what effect this

has on the formation of VWBs.

Five values of Qvir were chosen (Qvir =1.05, 1.15, 1.25, 1.35 and 1.50). Although

the global value of Qvir is greater than unity, clumpy associations may have subregions

which are more or less strongly gravitationally bound, and may disperse over a longer

or shorter timescale than the region as a whole.

5.2.3 Initial Density

The initial density of the simulated associations is set to approximately 80 stars pc−3,

because this density is similar to known unbound Galactic associations (Portegies Zwart

et al., 2001). This yields an initial size of ∼ 1.8 pc across for N = 500 stars, and ∼ 4.0

pc across for N = 5000 stars.

5.2.4 Fractal Dimension

As explained in Chapter 1, Galactic associations contain spatial and velocity substruc-

ture. To simulate this structure, the stars are allocated 3D positions and velocities using

the box fractal method introduced in Goodwin & Whitworth (2004) and explained in

Section 2.7.5. One parameter needed for the application of this method is the fractal

dimension Fdim, which is a measure of the amount of substructure in a region.

As the initial amount of substructure within an association affects the difference

in position and velocity of the stars therein, varying the value of Fdim may vary the

number of stars which remain in close proximity to their neighbours as the association

expands. As the soft capture mechanism depends partly on the prospective VWB mem-

bers’ proximity to one another, the initial fractal dimension may affect the formation

rate of VWBs via soft capture. To measure the potential effect of the initial clumpiness

of a supervirial association on the formation of VWBs, the initial value of Fdim is varied

between four values: 1.6, 2.0, 2.6 and 3.0. These values are chosen so that 2Fdim (equal

to the mean number of children - see Section 2.7.5) is approximately an integer, which
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Variable Values
N 500, 5000
Fdim 1.6, 2.0, 2.6, 3.0
Qvir 1.05, 1.15, 1.25, 1.35, 1.50

Table 5.1: A summary of the initial conditions used for simulating the formation of VWB
systems during the dispersal of a supervirial stellar association.

prevents divergences (due to randomness) of the star distribution from the chosen fractal

dimension.

5.2.5 Multiplicity

Unlike real associations (Duchêne & Kraus, 2013), the simulated regions contain no

binary or multiple systems - all stars are single-star systems. This was in order to

reduce the chance for other potential VWB-forming mechanisms to have an effect. For

example, softening of intermediate binaries (Parker & Goodwin, 2012), or the unfolding

of a triple system to create the appearance of a VWB (Reipurth & Mikkola, 2012). This

paper focuses specifically on the VWBs that may form via soft capture, at the expense

of other potential mechanisms.

5.2.6 Summary

The variation of Qvir (Qvir = 1.05, ,1.15, 1.25, 1.35 and 1.5), Fdim (Fdim = 1.6, 2.0, 2.6

and 3.0) and N (N =500 and 5000) produces 40 unique sets of initial conditions. 10

simulations are performed for each of these 40 sets, with the stellar masses, positions and

velocities initialised using a different random seed, reducing the effect of stochasticity.

Each simulated region is evolved for 25 Myr to give each association the chance to

fully disperse. Table 5.1 summarises the different sets of initial conditions used for the

simulations in this chapter.

5.3 Results

5.3.1 500-Star Associations

All Binary Systems

Figure 5.3 shows the mean (from 10 simulations) percentage of stars which are in a

binary at the end of the simulation (t = 25 Myr), as a function of the initial virial ratio
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Figure 5.3: The mean (from 10 simulations) percentage of the total number of stars in
a dispersing stellar association (stellar number N = 500) which are in a binary system
at t = 25 Myr, as a function of the initial virial ratio of the association.

of the dissolved stellar association. This is shown for each of the associations with initial

stellar number N = 500 stars.

We define ‘binary’ as two stars for which the binding energy (Equation 1.13) is

negative, which are not bound to any other stars and which have a separation a < ā/4

where ā is the average local distance between stars (see Parker et al., 2009 for more

details).

The set of initial conditions in Figure 5.3 which results in creation of the most binary

systems is Qvir = 1.15 and Fdim = 1.6, which yields a percentage of the total number

of stars which are in a binary at t = 25 Myr as 12.4% ± 0.8%. The set of initial

conditions which results in the fewest binary systems is Qvir = 1.35 and Fdim = 3.0,

which yields a percentage of 0.3%± 0.1%. However, Figure 5.3 shows that this variation

is not significantly affected by varying the virial ratio of the association - the percentage

of stars in a binary is constant (within uncertainties) as a function of the association’s

initial virial ratio Qvir.

This may be because, at the beginning of the simulation, most of the stars which

will eventually form a binary already have the required relative positions and velocities

in order to form a binary, but are only prevented by the interactions with other stars in

close proximity. Once the association is dispersed, these outside influence are removed

which allows the binary to form. Therefore, as long as the time is long enough to allow
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Figure 5.4: The mean (from 10 simulations) percentage of the total number of stars in
a dispersing stellar association (stellar number N = 500) which are in a binary system
at t = 25 Myr, as a function of the initial fractal dimension of the association.

the association to disperse, time after that becomes a relatively unimportant factor. This

is further discussed in Section 5.4. The upshot is that the virial ratio of a region has

no effect on the number of binaries which form during the dissolution of that region, so

that any effect is solely due to the changing of the fractal dimension.

Figure 5.4 shows the mean (from 10 simulations) percentage of stars which are in

a binary at the end of the simulation (t = 25 Myr), as a function of the initial fractal

dimension of the dissolved stellar association. This is shown for each of the associations

with stellar number N = 500 stars.

The percentage of stars which are in a binary at t = 25 Myr decreases as a function

of the initial fractal dimension Fdim, from 10.8–12.4% for Fdim = 1.6 to 0.3–0.8% for

Fdim = 3.0. A smaller initial fractal dimension appears to be more efficient at producing

binary systems than a larger initial fractal dimension. This implies that a dispersing

association with significant substructure will yield a greater percentage of binaries than

an association in which the substructure has been erased. Intuitively, a smaller fractal

dimension produces a ‘clumpier’ distribution of positions and velocities, which increase

the chance for two stars to have the necessary relative positions and velocities in order

to eventually become a binary.
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Figure 5.5: The mean (from 10 simulations) percentage of the total number of stars in a
dispersing stellar association (stellar number N = 500) which are in a very wide binary
(a > 10000 AU) at t = 25 Myr, as a function of the initial virial ratio of the association.

Very Wide Binaries

Out of the 2682 binaries which were formed in total (i.e. for all values of Fdim and Qvir),

29.6% are in VWBs, which are the main focus of this chapter.

Figure 5.5 shows the mean (from 10 simulations) percentage of stars which are in

a VWB (a > 10000 AU) at the end of the simulation (t = 25 Myr), as a function of

the initial virial ratio of the dissolved stellar association, for all associations with stellar

number N = 500.

In contrast with Figure 5.3 above, the set of initial conditions in Figure 5.5 which

results in creation of the most VWBs systems is Qvir = 1.15 and Fdim = 2.0, which

yields a percentage of the total number of stars which are in a VWB at t = 25 Myr as

3.0% ± 0.5%. The set of initial conditions which results in the fewest binary systems

is Qvir = 1.35 and Fdim = 3.0, which yields a percentage of 0.16% ± 0.07%. As with

the binary systems in Figure 5.3, the percentage of stars in a VWB is constant (within

uncertainties) as a function of the association’s initial virial ratio Qvir, showing that there

is no significant effect of varying Qvir on the formation of VWBs.

Figure 5.6 shows the mean (from 10 simulations) percentage of stars which are in a

VWB (a > 10000 AU) at the end of the simulation (t = 25 Myr), as a function of the

initial fractal dimensions of the same associations as Figure 5.5.
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Figure 5.6: The mean (from 10 simulations) percentage of the total number of stars in a
dispersing stellar association (stellar number N = 500) which are in a very wide binary
(a > 10000 AU) at t = 25 Myr, as a function of the initial fractal dimension of the
association.

Contrary to the binary systems in Figure 5.3, the percentage of stars in a VWB is

largest for the initial fractal dimension Fdim = 2.0 at 2.2–3.0%, rather than for Fdim = 1.6.

Therefore, it is not necessarily true that a higher amount of substructure will yield a

greater fraction of VWBs in the dispersal of a stellar association - there appears to be a

point, closest to Fdim ∼ 2.0, after which the efficiency of formation of VWBs drops off.

At a lower value of Fdim, higher degree of substructure appears to hinder the formation

of VWBs.

The left-hand of Figure 5.7 shows the cumulative distribution of semi-major axes

for each binary formed in all simulated dispersing stellar associations with total stellar

number N = 500 and fractal dimension Fdim = 1.6, 2.0, 2.6 and 3.0. The right-hand

of Figure 5.7 shows these cumulative distributions normalised by the total number of

binaries in the associations. It shows that, although more binary systems form in associ-

ations with a low fractal dimension, VWBs will make up a larger fraction of the binary

population of associations with a large fractal dimension.

Figure 5.8 shows the cumulative distribution of the binary eccentricities (5.8A) and

mass ratios (5.8B) for binaries with separations a < 10000 AU (green line) and binaries

with separations a > 10000 AU (blue line).

Both eccentricity distributions are consistent with a thermal eccentricity distribution

(f(e) = 2e, Heggie, 1975) which occurs when stars are randomly paired into binary
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Figure 5.7: The cumulative distribution of semi-major axes for each binary formed in
simulated dispersing stellar associations with total stellar number N = 500 and fractal
dimension Fdim = 1.6, 2.0, 2.6 and 3.0. The right-hand plot shows the total number and
the right-hand plot shows the normalised distribution. The dashed black line shows the
lower limit (a = 10000 AU) for the semi-major axes of very wide binary systems.
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theoretical expectations.
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Figure 5.9: The mean (from 10 simulations) percentage of the number of solar-type stars
(0.8-1.2 M�) in a dispersing stellar association (stellar number N = 500) which are in
a very wide binary (a > 10000 AU) at t = 25 Myr, as a function of the initial fractal
dimension of the association.

systems, which is what is expected from binaries which result due to the ‘soft capture’

mechanism .

However, the mass ratio distributions for the separations a < 10000 and a > 10000

show some differences. The distribution of mass ratios for binaries with a separation

a < 10000 is flat, whereas the mass ratio distribution for binaries with a separation

a > 10000 is skewed towards lower mass ratios. This is due to gravitational focusing by

higher-mass stars making it more likely that they will have a companion, coupled with

the larger number of low-mass stars, making it more likely that the companion will be

low mass.

Figure 5.9 shows the mean (from 10 simulations) percentage of solar-type (0.8-1.2

M�) stars which are in a binary at the end of the simulation (t = 25 Myr), as a function

of the the initial fractal dimension of the stellar association, for all simulated associations

with stellar number N = 500.

For solar-type stars, the most ‘efficient’ initial conditions (i.e. Qvir = 1.15; Fdim = 2.0

allow for a percentage of the total number of solar-type stars which are in a binary at

t = 25 to be as high as 7.1%± 1.1%.

As around 5% of stars are members of a VWB (Duquennoy & Mayor, 1991), the value

of 7.1%±1.1% would lead to the conclusion that VWB formation during the dissolution

of supervirial associations could contribute a significant fraction of the VWB population.
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Figure 5.10: The mean (from 10 simulations) percentage of the total number of stars in
a dispersing stellar association (stellar number N = 5000) which are in a binary system
at t = 25 Myr, as a function of the initial fractal dimension of the association.

However, when taking into account the destruction of VWBs, the value is still too small

to account for VWB formation on its own. Furthermore, this value represents the best

of all possible initial conditions and varies significantly depending on the initial virial

ratio Qvir, from 7.1%± 1.1% for Qvir = 1.15 to 2.5%± 1.4% for Qvir = 1.35, raising the

possibility that stochasticity can have a large effect on how many VWBs form.

5.3.2 5000-Star Associations

As well as associations with 500 stars, simulations of associations with total stellar

number N = 5000 were performed, for each of the same sets of initial conditions.

All Binary Systems

Figure 5.10 shows the mean (from 10 simulations) percentage of stars which are in a

binary at the end of the simulation (t = 25 Myr), as a function of the initial fractal

dimension of the dissolved stellar association, for all simulated associations with total

stellar number N = 5000.

The percentage of the total number of stars which are in a binary at t = 25 Myr

spans between 7.8% ± 0.4% for the initial conditions most likely to form a binary, to

0.42%± 0.06% for the initial conditions which are least likely. Comparison with Figure
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Figure 5.11: The mean (from 10 simulations) percentage of the total number of stars
in a dispersing stellar association (stellar number N = 5000) which are in a very wide
binary (a > 10000 AU) at t = 25 Myr, as a function of the initial fractal dimension of
the association.

5.4 shows a significant decrease in the percentage of the total number of stars which will

form a binary system, from 12.4% ± 0.8% to 7.8% ± 0.4%. This implies that the total

stellar number N of an association affects the number of binary systems that will form

via soft capture, even though the stellar number density n remains constant. This is

discussed further in Section 5.4.2.

Very Wide Binaries

Figure 5.11 shows the mean (from 10 simulations) percentage of stars which are in a

VWB (a > 10000 AU) at the end of the simulation (t = 25 Myr), as a function of the

initial fractal dimension of the dissolved stellar association, for all simulated associations

with total stellar number N = 5000. The most efficient possible initial conditions result

in 1.36%±0.14% of stars being a member of a VWB after the dissolution of the simulated

associations at t = 25 Myr.

Comparison with Figure 5.6 for N = 500, the value of Fdim most likely to form VWBs

is Fdim = 2.6, although the the percentage of stars in a VWB changes little for lower

Fdim. One way of thinking about this is that the point at which the formation of VWBs

drops off has moved from Fdim = 2.0 for N = 500 to Fdim = 2.6 for N = 5000.

Figure 5.12 shows the mean (from 10 simulations) percentage of solar-type (0.8-1.2
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Figure 5.12: The mean (from 10 simulations) percentage of the number of solar-type
stars (0.8-1.2 M�) in a dispersing stellar association (stellar number N = 5000) which
are in a very wide binary (a > 10000 AU) at t = 25 Myr, as a function of the initial
fractal dimension of the association.

M�) stars which are in a binary at the end of the simulation (t = 25 Myr), as a function of

the the initial fractal dimension of the stellar association, for associations with N = 5000.

For solar-type stars, the most efficient initial conditions allow for 3.1%±0.5% to form

VWBs during the dissolution of a stellar region, fewer than the amount produced when

N = 500.

The left-hand of Figure 5.13 shows the cumulative distribution of semi-major axes

for each binary formed in all simulated dispersing stellar associations with total stellar

number N = 5000 and fractal dimension Fdim = 1.6, 2.0, 2.6 and 3.0. The right-

hand of Figure 5.7 shows these cumulative distributions normalised by the total number

of binaries in the associations. As with Figure 5.7, Figure 5.13 shows that the total

number of binaries decreases as Fdim increases, yet the fraction of binaries which are

VWBs increases.

5.3.3 Summary of Results

The main results, summarized from sections 5.3.1 and 5.3.2 are as follows:

1. 400 stellar associations are simulated, with Qvir = 1.05, ,1.15, 1.25, 1.35 and 1.5,

Fdim = 1.6, 2.0, 2.6 and 3.0 and N =500 and 5000.
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Figure 5.13: The cumulative distribution of semi-major axes for each binary formed in
simulated dispersing stellar associations with total stellar number N = 5000 and fractal
dimension Fdim = 1.6, 2.0, 2.6 and 3.0. The right-hand plot shows the total number and
the right-hand plot shows the normalised distribution. The dashed black line shows the
lower limit (a = 10000 AU) for the semi-major axes of very wide binary systems.

2. For all simulations, the initial virial ratio Qvir has a negligible effect on the per-

centage of stars which form binaries during the dispersal of the association.

3. The initial fractal dimension Fdim has a significant effect on the resultant percentage

of stars in binary systems, with the percentage of stars in a binary decreasing as

Fdim increases (Figures 5.4 and 5.10).

4. The total number of stars N also has a significant effect on the resultant percentage

of stars in binary systems, with the percentage of stars in a binary decreasing as

the N increases.

5. However, Figures 5.6 and 5.11 show that the percentage of stars in a VWB at

t = 25 Myr does not simply decrease linearly with Fdim, but instead there is a

point at Fdim ∼ 2.0 for N = 500 after which the the percentage of stars in a VWB

drop off. For N = 5000, this point has changed to Fdim ∼ 2.6.

6. Figures 5.7 and 5.13 show that, as Fdim increases, the total number of binaries

decreases, but the proportion of these binaries which are VWBs increases.

7. Given the most accommodating initial conditions, the percentage of stars which
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form a VWB during the dissolution of a stellar association is 3.0%± 0.5%.

8. Given the most accommodating initial conditions, the percentage of solar-type stars

which form a VWB during the dissolution of a stellar association is 7.8%± 0.4%.

5.4 Discussion of Results

5.4.1 Fractal Dimension

The results of Sections 5.3.1 and 5.3.2 suggest that varying the initial fractal dimension

Fdim affects the number of binaries which are present when the association has dispersed

into the field, i.e. that the number of binaries decreases as Fdim increases. As Fdim is a

way of quantifying the ‘clumpiness’ or degree of substructure in a region, and a lower

value of Fdim signifies more substructure, the results therefore suggest that clumpier

initial conditions in an association are more efficient at producing binaries than more

diffuse initial conditions.

However, the relationship between Fdim and the number of stars in a VWB at t = 25

Myr is not so straightforward. For N = 500, there is a point at Fdim ∼ 2.0, after which

the number of VWBs drop off significantly. For N = 5000, the position of this point is

closer to Fdim ∼ 2.6. At values of Fdim lower than this point, the association is no more

efficient at producing VWBs.

In addition, Figures 5.7 and 5.13 show that, as Fdim increases, the total number of

binaries decreases, but the fraction of binaries which are VWBs increases.

One possible explanation for this is as follows: more clumpy initial conditions means

that there are larger empty regions in the association on a macro level, but also a higher

chance of close proximity to neighbours at the individual star level. This starting prox-

imity to neighbours allows for a greater chance for binaries to form once the association

has dispersed, and the smaller average separations between stars in each ‘clump’ will

favour the formation of binaries with smaller separations.

Less clumpy initial conditions mean that the average separation between stars is

greater, decreasing the number of binaries which form but increasing the average sepa-

ration of the binaries which do form.

However, the degree of substructure in a region does not only affect binary formation,

but it affects binary destruction as well. The encounter rate fenc between systems in an

association is proportion to the number of systems N , the number density n and the
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velocity dispersion σ as:

fenc ∝ Nnσ(1 + Θ) (5.1)

where Θ ∝ 1/σ2 is the Safronov gravitational focusing term (Binney & Tremaine, 1987).

This shows that the chance of a VWB experiencing an encounter depends on both the

number N and the number density n. While all associations began with the same initial

global density, the initial fractal dimension will have an effect on the local density of

different regions, affecting both formation and destruction of VWBs.

Chapter 1 showed that the likelihood that a binary will survive an encounter with a

third star is proportional to its binary separation. A VWB has a wide separation and

is therefore likely to be destroyed in any encounter with a third star. Hence there is

a point in the degree of substructure, at which the number of VWBs can form, minus

the number of VWBs which are destroyed, is greatest. After this point, more binaries

form, but the VWBs are more likely to be destroyed in encounters and the binaries

with smaller separations are more likely to survive. Before this point, fewer VWBs are

destroyed in encounters but a smaller total number of binaries form.

5.4.2 Number of Stars

The results show that the total number of stars N can have a significant effect on the

fraction of stars which are in a VWB after an association has dispersed into the Galactic

field. Even though bothN = 500 andN = 5000 associations had the same stellar number

density (n ≈ 80 stars pc−3, the N = 500 associations were markedly more efficient at

forming binaries, VWBs and VWBs with members with masses 0.8 < M? < 1.2 M�.

Intuitively, one might expect regions with similar number densities to have a similar

efficiency at producing VWBs, rather than a more numerous association being markedly

less efficient. Equation 5.1 provides an explanation for why regions with larger N appear

to contain fewer VWBs. Whether or not regions with larger N are more or less efficient in

the production of VWBs, Equation 5.1 shows that encounters are more likely in regions

with larger N . Because VWBs are so easily destroyed, any increase in the encounter rate

fenc translates in a decrease in the number of VWBs which will survive as the association

disperses. Therefore it is likely that many more VWBs formed in the initial stages of the

dispersal of the association, but were subsequently destroyed before they had the chance

to escape into the Galactic field.
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5.4.3 Virial Ratio

Intuitively, varying the virial ratio Qvir of an association could have an effect on the

formation of VWBs because it changes the timescale in which the association disperses.

This would in turn change the timescale for which it is possible for two stars to interact

after the region has dispersed enough for soft capture to occur, but before the stars are

all separated to the point at which they only interact very weakly. In practice, Figure

5.3 shows that altering Qvir has a negligible effect on the formation of VWBs. This gives

rise to the possible conclusion that the initial virial ratio of the dispersing association is

simply unimportant - two prospective VWB members that have the required dynamical

properties will always form a VWB once the gravitational influence of the surrounding

association is sufficiently negligible. Taking Equation 5.1 into account may help to

explain why Qvir appears to have no effect on the efficiency of binary formation in these

simulations. The velocity dispersion σ is proportional to the virial ratio Qvir as σ ∝ Q0.5
vir

which means, as Qvir increases, so does σ. The Safronov term Θ is proportional to σ2

and so becomes negligible at large Qvir. But because the rate of encounters fenc is also

proportional to σ, the increased virial ratio should in turn increase the rate of encounters.

Counteracting this is the fact that an increase in σ will cause the stellar number density

n to decrease more rapidly.

5.5 Conclusion

Very wide binaries (VWBs) are defined as any binary system with a binary separation

a > 10000 AU. Because of the size of their separation, it is currently unclear how

VWBs could have formed primordially via fragmentation of a star forming core - the

established method for forming binaries with much smaller separations. Because of

their low binding energy, VWBs are easily destroyed in encounters with other stars and

with the background Galactic mass distribution, meaning that their numbers must be

continually replenished.

One possible mechanism for forming VWBs is the ‘soft capture’ mechanism. This

chapter performs N -body simulations to investigate whether VWBs can be formed via

the soft capture mechanism during the dissolution of clumpy, gravitationally unbound

expanding stellar associations. The initial properties of the associations were varied -

virial ratio Qvir (Qvir = 1.05, 1.15, 1.25, 1.35 and 1.5), the fractal dimension Fdim (Fdim =

1.6, 2.0, 2.6 and 3.0) and the total stellar number N (N =500 and 5000) to produce 40

unique sets of initial conditions. 10 simulations were performed for each set of initial
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conditions.

The results of the simulations show that the initial virial ratio Qvir of the association

has a negligible effect on the production of binaries or VWBs.

They show that the total number of binaries which form decreases as the initial

fractal dimension Fdim increases, but that the number of VWBs as a function of Fdim

peaks at Fdim ∼ 2.0 for N = 500 and Fdim ∼ 2.6 for N = 5000. This is explained as

being due to the increased likelihood of encounters in low-Fdim regions which disrupt

the weakly-bound VWBs while having a smaller effect on the number of binaries with

smaller separations.

The results show that increasing the total number of stars N has a detrimental effect

on the fraction of stars which are in a binary or a VWB, which is again explained by the

increased encounter rate.

Future work may include finding a diagnostic which can help to pick apart the com-

plex relationship between Fdim, the formation of VWBs and the destruction of VWBs,

possibly by running simulations with a large number of time snapshots and tracking the

number, properties and lifetimes of binary systems over time - do more VWBs form for

lower Fdim but most are destroyed? Do the lifetimes of the VWBs which form increase

as a function of Fdim?

5% of Galactic field G-dwarfs are members of a VWB. Since the best case scenario

presented in this chapter results in ∼ 8% of G-dwarfs becoming members of a VWB due

to soft capture and the typical lifetime of a VWB field is less than 2 Gyr, this suggests

that a much more efficient mechanism is needed to produce the required number of

VWBs.



Chapter 6

The Uncoupling of the Dynamical

Evolution of Stars and Gas in a

Dense Cluster

6.1 Introduction

The investigations in Chapters 4 and 5 focus solely on young stellar regions which contain

only stars and no gas. It is assumed in these investigations that the gas, which would

normally account for a significant fraction of the total mass of a region, has been depleted

via gas expulsion (see Section 1.3.7) and therefore the mass of the remaining gas is too

small to have an impact on that region’s evolution.

However, to gain a more comprehensive understanding of the dynamical evolution

of young stellar regions, the impact of the gas component of the total mass must be

taken into account. Therefore it is sometimes necessary to perform mixed simulations

containing both stars and gas together to explore how a region behaves and evolves in

totality.

Gas expulsion occurs due ionisation and due to the feedback of massive stars, in the

form of supernovae and strong stellar winds. Section 1.3.7 and Hills (1980); Goodwin

(1997); Kroupa et al. (2001) show that the effect of this loss of the cluster’s gas component

on the cluster’s survival depends on the star formation efficiency (SFE) εsf given by

Equation 1.30.

However, Section 1.3.7 and Goodwin (2009) also show that the evolution of the cluster

after gas expulsion is not just dependent on the SFE of a region, but is instead dependent

on the effective SFE εesf, which takes into account the positions and velocities of the stars

111
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and gas immediately prior to gas expulsion. Therefore, if the dynamical state of the stars

and gas in a cluster varies prior to gas expulsion, then this can have an effect on the

likelihood that the cluster will survive or disperse after gas expulsion.

One way that the dynamical state of a cluster can change over time is described by

Aarseth et al. (1974). Let R0.1, R0.5 and R0.9 be the 10%, 50% and 90% Lagrangian

radii of the cluster respectively (R0.5 is the cluster’s half-mass radius). As a Plummer

distribution of stars (no gas) evolves, the values of R0.1 and R0.9 diverge - R0.1 increases

and R0.9 decreases while R0.5 remains approximately constant (Aarseth et al., 1974).

This is because the centre of the distribution evolves towards infinite density due to

two-body relaxation, which transfers energy from the core to the outer regions - the core

contracts and the outer regions expand.

However, a bound system which contains both stars and adiabatic gas will behave

differently to a system which contains no gas. As with the no-gas example, two-body

relaxation causes energy transfer from the centre of the cluster to its outer regions. This

leads to the contraction of the core which heats up. This increase in thermal energy

should cause the adiabatic gas in the core to expand. This in turn may lead to a core

in which the gas mass is significantly depleted, without the need for gas expulsion. The

effect of this purely dynamical gas depletion in the cluster core is to increase the value

of εsf even though the actual rate of star formation is much lower than this value of εsf

would indicate.

Hubber et al. (2013) showed that the half-mass radii of star and gas components of

a cluster may diverge as a function of time, but did not investigate this further. This

chapter investigates in more detail how the star and gas components of a dense cluster

interact due to gravity, and the differences in the dynamical evolution of the stars and

gas. This is studied with simulations containing both N -body and SPH particles to

simulate the stars and gas, with dense clusters whose initial properties are varied in

order to study their effect on the interplay of stars and gas. Section 6.2 focuses on the

initial conditions of the simulations which need to be generated to model regions with

varied initial properties. Section 6.3 shows the results of the simulations performed,

which are then discussed in Section 6.4, before conclusions are drawn in Section 6.5.

6.2 Method and Initial Conditions

The simulations in this chapter investigate the interplay between the dynamical evolution

of the stellar component of a dense cluster and the dynamical evolution of the gas
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SPH Parameter Implementation

Time integrator Leapfrog KDK
Smoothing kernel m4 cubic spline
Artificial viscosity Monaghan (1997)
Viscosity constants α = 1.0; β = 2.0
Equation of state Energy equation
Ratio of specific heats γ = 5/3
Tree algorithm Barnes-Hut (Barnes & Hut, 1986)

Table 6.1: The SPH parameters used for integration of the gas in the simulation of the
dynamical evolution of dense, gas-rich clusters.

component. The simulations intend to illustrate the ‘decoupling’ of the evolution of the

stars and the evolution of the gas due to the contraction of a cluster core, and show how

the cluster’s apparent core star formation efficiency can lead to inaccurate conclusions

regarding how much star formation has occurred and the likelihood of survival after gas

expulsion.

To achieve these goals, numerical simulations of clusters with both stars and gas were

performed, using the hybrid N -body/SPH code GANDALF (Hubber et al., 2013). Each

simulated cluster consists of 50% (by mass) ‘N -body’ particles and 50% SPH particles

(we call the star particles ‘N -body’ particles for simplicity, yet they can also be described

as SPH particles which have been modified to behave closer to N -body particles - see

Section 3.4.5). The method for performing hybrid N -body/SPH simulations is described

in Section 3.4.5. The integration scheme used for the N -body particles is the familiar

fourth-order Hermite scheme used in Chapters 4 and 5, and the second-order leapfrog

KDK scheme from Section 3.4.1 is used to integrate the SPH particles, for which the

M4 cubic spline smoothing kernel (Monaghan & Lattanzio, 1985) is used, with artificial

viscosity given by Monaghan (1997). The SPH integration scheme used is the grad-h

SPH method from Price & Monaghan (2007) and described in Section 3.3. The SPH

parameters used are summarised in Table 6.1.

All of the simulated clusters are allocated an initial total mass 1000 M�, with 500

M� consisting of stars and 500 M� consisting of adiabatic gas. This gives a value of the

initial star formation efficiency as εsf = 0.5. All of the simulated clusters were given an

initial virial ratio Qvir = 0.5, so that they begin in virial equilibrium.
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6.2.1 Positions and Velocities

The positions and velocities of the N -body particles are allocated by randomly sampling

the Plummer distribution and then scaling the velocities according to the virial ratio,

using the method described in Section 2.7.4.

Similar to the N -body particles, the positions of the SPH particles are allocated by

randomly sampling the Plummer distribution. The velocities, however, are set to zero.

The gas is modelled as an n = 5 polytrope and and the particles are instead allocated

an internal thermal energy given by u(r) using the method described in Section 3.4.4.

6.2.2 Half-mass Radius

The initial half-mas radius Ri,0.5 of the cluster is either Ri,0.5 = 0.25 pc or Ri,0.5 = 0.50

pc. A Plummer distribution has a density profile given by Equation 2.25. Therefore,

increasing the half-mass radius decreases the mass density and the stellar number density

of the cluster. Decreasing the density in turn increases the cluster’s crossing time tcr -

using Equation 1.24 gives a value of tcr for Ri,0.5 = 0.50 pc ∼ 3 times larger than that

for Ri,0.5 = 0.25 pc. Hence it is necessary to vary the initial half-mass radius to measure

its effect on the dynamical evolution of the cluster.

6.2.3 Number of Particles

The number of N -body particles (denoted N?) is varied from N? = 100 to N? = 200.

Doubling the number of stars in the region doubles the region’s stellar number density,

increasing the likelihood of encounters between stars. As the total stellar mass remains

at M? = 500 M�, the masses of the individual stars are decreased from m? = 5 M� to

m? = 2.5 M�, meaning that the strength of any individual interaction is decreased.

The number of SPH particles (denoted Ng) is also varied. When N? = 100, Ng is

varied from Ng = 1000 to Ng = 10000. When N? = 200, Ng is varied from Ng = 2000 to

Ng = 20000. This means that the ratio of the number of SPH particles to the number

of N -body particles varies from Ng/N? = 10 to Ng/N? = 100. In a hybrid SPH/N -body

simulation, it is necessary that the number of SPH particles is appreciably larger than

the number of N -body particles to minimise unphysical collisions between N -body and

SPH particles. Varying the ratio of Ng/N? can give us insight into the extent of these

numerical effects.

Varying the numbers ofN -body particles also affects the cluster’s two-body relaxation

timescale tr (see Section 1.3.2). Equation 1.26 shows that a cluster of stars with N? = 200
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will have a value of tr which is ∼ 1.7 times the value of tr for a cluster with N? = 100.

Hence changing the values of N? and Ng may allows us to study how these parameters

affect the cluster’s dynamical evolution.

6.2.4 Mass Function

The distribution of stellar masses in a region will affect the region’s dynamical evolution

(e.g. mass segregation - see Section 1.3.4) Therefore the mass function of the N -body

particles is varied. Firstly, a flat mass function is used with the N -body particles having

equal masses m? = M?/N?. When N? = 100, m? = 5 M� and, when N? = 200, m? = 2.5

M�.

The flat mass function is replaced by an IMF from Maschberger (2013) by allocating

a mass to each star using the method outlined in Section 2.7.3. In addition to the fact

that observations of clusters shown that they have an IMF, adding stars with non-equal

masses will affect the dynamical evolution of the cluster and may lead to dynamical mass

segregation, increased rate of stellar evaporation or the formation of a massive binary.

Contrary to the mass function for the N -body particles, the mass function for the SPH

particles is kept flat, as is typically the case for SPH simulations.

6.2.5 Summary of Initial Conditions

Table 6.2 summarises all of the different sets of initial conditions. 16 sets of initial

conditions were used to set up the simulations, by altering the initial values of N?,

Ng, R0.5 and by changing between a flat mass distribution and a distribution using the

Maschberger IMF. For ease of reference, each set of initial conditions is allocated a name,

from Investigation 1.1 to Investigation 4.4. The results of these simulations are presented

in the next section.
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Investigation N? Ng R0.5 (pc) Mass Function tcr (Myr)
1.1 100 1000 0.25 Flat 0.08
1.2 100 10000 0.25 Flat 0.08
1.3 100 1000 0.50 Flat 0.22
1.4 100 10000 0.50 Flat 0.22
2.1 100 1000 0.25 Maschberger 0.08
2.2 100 10000 0.25 Maschberger 0.08
2.3 100 1000 0.50 Maschberger 0.22
2.4 100 10000 0.50 Maschberger 0.22
3.1 200 2000 0.25 Flat 0.08
3.2 200 20000 0.25 Flat 0.08
3.3 200 2000 0.50 Flat 0.22
3.4 200 20000 0.50 Flat 0.22
4.1 200 2000 0.25 Maschberger 0.08
4.2 200 20000 0.25 Maschberger 0.08
4.3 200 2000 0.50 Maschberger 0.22
4.4 200 20000 0.50 Maschberger 0.22

Table 6.2: Showing the different sets of initial conditions for the hybrid N -body/SPH
simulations of cluster containing both stars and gas. The different sets are each given a
name for ease of reference, from Investigation 1.1 to Investigation 4.4.

6.3 Results

Although ensembles of simulations with randomised parameters would allow us to ac-

count for stochasticity, due to computation constraints we perform 16 hybridN -body/SPH

simulations; one simulation for each of the sets of initial conditions shown in Table 6.2.

6.3.1 Investigation 1.1

Investigation 1.1 simulated a small (N? = 100, Ng = 1000), dense (R0.5 = 0.25 pc) cluster

containing equal-mass (m? = 5 M�) stars, for 5 Myr. The Lagrangian radii (R0.1, R0.5

and R0.9) were calculated separately for the star particles and the gas particles as a

function of time. For clarity, the Lagrangian radii for the stars are denoted R?,0.1, R?,0.5

and R?,0.9 and the Lagrangian radii for the gas are denoted Rg,0.1, Rg,0.5 and Rg,0.9.

Figure 6.1 shows R0.1, R0.5 and R0.9 for the stars (blue) and the gas (orange) as a

function of time for Investigation 1.1. The inner Lagrangian radii of the stellar compo-

nent have decreased over time - R?,0.1 has decreased from 0.13 pc to 0.06 pc and R?,0.5

has decreased from 0.25 pc to 0.17 pc, a reduction to 46% and 68% of their initial values

respectively - while R?,0.9 has increased slightly from 0.33 pc to 0.36 pc. Within the same
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Figure 6.1: The Lagrangian radii R0.1, R0.5 and R0.9 for the stars (blue) and gas (orange)
in a dense cluster, as a function of time for Investigation 1.1. The Lagrangian radii of
the stars and gas diverge over time.

time-frame, the value of Rg,0.1 for the gas component has also decreased only slightly,

from 0.13 pc to 0.11 pc, while the Rg,0.5 and Rg,0.9 values have increased, the R0.9 value

by 167% of its initial value.

In order to examine the difference in the final distributions of stars and gas in the

cluster, it is useful to define the ratio Rα:

Rα =
R?,α

Rg,α

(6.1)

where α = 0.1, 0.5 and 0.9 and the Lagrangian radii for the stars and the gas are

evaluated at t = 5 Myr. Calculating these ratios for Investigation 1.1 gives the values

R0.1 = 0.56, R0.5 = 0.63 and R0.9 = 0.64 (see Table 6.3). This shows that that the final

stellar Lagrangian radii have diverged significantly from the final gas Lagrangian radii.

In other words, half of the cluster’s stellar mass at 5 Myr is within a radius which is only

63% of the final half-mass radius of the gas.

The divergence between the Lagrangian radii of the stellar component and that of

the gas component implies that energy has transferred from the stars to the gas, causing

the gas to heat up and expand. Figure 6.2 shows the total energy E = Ω + T for the

stellar and gas components of the cluster as a function of time. It shows that the total

energy of the stars E? has decreased by the same amount that the total energy of the
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Figure 6.2: The total energy E = Ω+T for the stellar and gas components of the cluster
as a function of time.
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Figure 6.3: The effective star formation efficiency εsf(r) given by Equation 1.30 as a
function of the distance r from the cluster centre of mass, at times t = 0 Myr, 3 Myr
and 5 Myr.
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gas Eg has increased. While this is not surprising due to conservation of energy, it also

clearly shows the transfer of energy from the stars in the cluster to the gas at the same

time as the stellar component of the cluster core contracts.

Figure 6.3 shows the star formation efficiency εsf(r) given by Equation 1.30 as a

function of the distance r from the cluster centre of mass, at times t = 0 Myr, 3 Myr

and 5 Myr. Figure 6.3 clearly shows that εsf(r) increases over time, and that the increase

is larger towards the centre of the cluster (when r is small), relative to the outskirts of

the cluster (when r is large). This appears to support the conclusion that the transfer

of energy from the stars to the gas has caused the gas to deplete in the core of the

cluster. As no stellar feedback or accretion was modelled in any of these simulations,

the phenomenon of core gas depletion is solely due to gravitational interactions between

the stars. This also shows that the likelihood of the cluster being destroyed by gas

expulsion from stellar winds or supernovae has decreased over time as the effective SFE

has increased, i.e. the mass of gas in the cluster centre is no longer so significant that

its rapid removal will cause the cluster to become gravitationally unbound.

6.3.2 Investigations 1.2, 1.3 and 1.4

The impact of the cluster’s initial properties on the effect shown in Investigation 1.1 was

studied in Investigations 1.2, 1.3 and 1.4, by performing simulations with different initial

conditions. The number of gas particles was changed from Ng = 1000 to Ng = 10000

for Investigations 1.2 and 1.4, and the initial cluster half-mass radius was changed from

Ri,0.5 = 0.25 pc to Ri,0.5 = 0.50 pc for Investigations 1.3 and 1.4.

Figure 6.4 shows R0.1, R0.5 and R0.9 for the stars (blue) and the gas (orange) as a

function of time for Investigations 1.1, 1.2, 1.3 and 1.4. The top-right of Figure 6.4

shows the results for Investigation 1.2 (Ri,0.5 = 0.25 pc; Ng = 10000). The chance in

the stellar Lagrangian radii is similar to that found in Investigation 1.1. However, the

value of Rg,0.9 for the gas component has increased by ∼ 3 times its initial value - twice

the increase shown in Investigation 1.1. Investigation 1.2 gives values for the ratios R0.1,

R0.5 and R0.9 as 0.66, 0.57 and 0.39 respectively.

The reason for the increase in the final value of Rg,0.9 for Ng = 10000 is an effect

of increasing the gas resolution and the fact that the cluster is in a vacuum. The SPH

particles in the simulation cause an outward pressure into the vacuum which is not

counteracted by any inward pressure form the vacuum. This outward pressure increases

as the interactions between gas particles increases (and therefore asNg increases), causing

the gas to expand into the vacuum.
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Figure 6.4: The R0.1, R0.5 and R0.9 for the stars (blue) and the gas (orange) as a function
of time for Investigation 1.1 (top-left), 1.2 (top-right), 1.3 (bottom-left) and 1.4 (bottom-
right).
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Figure 6.5: The total energy E = Ω + T for stars and gas as a function of time for
Investigations 1.1 (top-left), 1.2 (top-right), 1.3 (bottom-left) and 1.4 (bottom-right).
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Figure 6.6: The star formation efficiency εsf(r) given by Equation 1.30 as a function of
the distance r from the cluster centre of mass, at times t = 0 Myr, 3 Myr and 5 Myr, for
Investigations 1.1 (top-left), 1.2 (top-right), 1.3 (bottom-left) and 1.4 (bottom-right).
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Bottom-left of Figure 6.4 shows the results of Investigation 1.3 (Ri,0.5 = 0.50 pc;

Ng = 1000) and bottom-right shows the results of Investigation 1.4 (Ri,0.5 = 0.50 pc;

Ng = 10000). For Investigation 1.3, the resultant values ofR areR0.1 = 0.82,R0.5 = 0.71

and R0.9 = 0.81, results which are similar to the results of Investigation 1.1, but the size

of the effect has decreased. For Investigation 1.4, the resultant R values are R0.1 = 0.57,

R0.5 = 0.76 and R0.9 = 0.50, results that are similar to the results of Investigation 1.2 in

that the increased resolution of the gas particles has caused the value of R0.9 to expand

but again, the size of the effect has decreased compared to Investigation 1.1. This implies

that increasing the initial cluster half-mass radius still produces the expected effect of

decreasing the amount of gas found in the cluster’s core, but it increases the time-frame

in which this effect occurs. This can be seen more clearly in Figure 6.5, which shows

the total energy E = Ω + T for stars and gas as a function of time for each of the four

Investigations 1.1 to 1.4.

When the initial half-mass radius Ri,0.5 = 0.25 pc (top-left and top-right of Figure

6.5), the rate of energy transfer from the stellar component to the gas component appears

to be at least double the rate when Ri,0.5 = 0.50 pc (bottom-left and bottom-right). This

can be understood in the context of the crossing time tcr being increased as the density is

decreased - the value of tcr has more than doubled from ∼ 0.08 Myr to ∼ 0.22 Myr (see

Table 6.2), resulting in a subsequently longer time-frame for the dynamical evolution of

the cluster, while not changing the path of that evolution.

Figure 6.6 shows the star formation efficiency εsf(r) given by Equation 1.30 as a

function of the distance r from the cluster centre of mass, at times t = 0 Myr, 3 Myr and

5 Myr, for each of the Investigations 1.1 to 1.4. In each investigation, εsf(r) increases

over time as the core contracts, in keeping with the results from Investigation 1.1. For

Investigations 1.2 (bottom-left) and 1.4 (bottom-right), the value for εsf(r) within the

central 0.2 pc at 0 Myr overlaps with that at 3 Myr. This is likely an artefact of the initial

conditions in which the core star and gas distributions are not precisely overlapping, but

this discrepancy is quickly erased due to dynamical processing.

Figure 6.6 shows the primary conclusion to draw from Investigations 1.1 to 1.4 -

dynamical interactions between the stars and gas in a dense cluster has removed the core

gas component without the need for feedback-driven gas expulsion. This has produced

an artificially inflated apparent core star formation efficiency which has no connection

to how efficiently the core can really form stars, and will change the likelihood that the

cluster will survive following gas expulsion.
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6.3.3 Investigation 2

The sets of initial conditions used to simulate the clusters in Investigation 2 differ from

those in Investigation 1 by the introduction of a Maschberger IMF in place of the flat, 5

M� stellar mass distribution used previously.

Figure 6.7 shows R0.1, R0.5 and R0.9 for the stars (blue) and the gas (orange) as a

function of time for Investigations 2.1, 2.2, 2.3 and 2.4. The results of Investigations 2.2

(top-right), 2.3 (bottom-left) and 2.4 (bottom-right) appear to agree with the results of

Investigations 1.1 to 1.4 - the final values of the Lagrangian radii for the gas component

are appreciably larger than those for the stellar component, although they vary in the

size of the effect. The ratios of the final stellar half-mass radii to the final gas half-mass

radii R0.5 for Investigations 2.2, 2.3 and 2.4 are 0.66, 0.56 and 0.60 which are similar to

the values 0.70, 0.57 and 0.76 for Investigations 1.2, 1.3 and 1.4. This seems to show

that changing the initial mass distribution has a negligible effect on the result, while also

showing that the phenomenon does not disappear when a more ‘realistic’ mass function

(i.e. a mass function which is closer to that which is observed in clusters) is used.

Plotting the results for Investigation 2.1 (top-left) shows an unusual feature not ob-

served in Investigation 1 - a kink in the cluster’s Lagrangian radii at ∼ 4 Myr. Moreover,

this is observed for both the stellar and gas components. This effect is shown more clearly

in Figure 6.8, which shows the star formation efficiency εsf(r) given by Equation 1.30

as a function of the distance r from the cluster centre of mass, at times t = 0 Myr, 3

Myr and 5 Myr, for each of the Investigations 2.1 to 2.4. At 5 Myr for Investigation 2.1

(top-right), the εsf(r) values for the central ∼ 0.4 pc of the cluster has declined signif-

icantly. This behaviour is unique to Investigation 2.1, and appears to be caused by an

event occurring at ∼ 4 Myr.

The introduction of a Maschberger IMF means that there can be high-mass stars

which can affect the evolution of the cluster through their dynamical interactions with

other stars. One process that can occur is the formation of a binary system consisting

of two high-mass stars. This effect has been observed by Allison et al. (2010). A binary

with a high-mass primary and secondary can have a binding energy which is comparable

to the total gravitational potential energy of the whole of the cluster. When two massive

stars come together to form a binary, this drastically decreases the effective magnitude of

the gravitational potential energy of the rest of the cluster, causing it to expand rapidly.

Therefore, the formation of a massive binary at ∼ 4 Myr would help to explain the

unique behaviour observed in Investigation 2.1.

Figure 6.9 shows the separation in AU as a function of time between two massive
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Figure 6.7: The R0.1, R0.5 and R0.9 for the stars (blue) and the gas (orange) as a function
of time for Investigation 2.1 (top-left), 2.2 (top-right), 2.3 (bottom-left) and 2.4 (bottom-
right).
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Figure 6.8: The star formation efficiency εsf(r) given by Equation 1.30 as a function of
the distance r from the cluster centre of mass, at times t = 0 Myr, 3 Myr and 5 Myr, for
Investigations 2.1 (top-left), 2.2 (top-right), 2.3 (bottom-left) and 2.4 (bottom-right).
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Figure 6.9: The separation between two high-mass stars (labelled B1 and B2) with masses
of 22.6 M� and 19.3 M� respectively, showing their formation of a binary system at time
t ∼ 4.12 Myr.

stars in the cluster, denoted B1 and B2. From Figure 6.9 it is possible to see that the

separation between B1 and B2 rapidly decreases to ∼ 64 AU, where it remains stable for

the duration of the simulation. B1 has a mass of 22.6 M�, making it the most massive

star in the cluster. B2 has a mass of 19.3 M�, making it the second most massive star

in the cluster. When these two stars dynamically form a massive, hard binary system,

the magnitude of their binding energy is of the order ∼ 1039 J, which is of the order of

the total energy of the rest of the cluster. Hence, when the binary forms, it acts like an

energy sink, causing the magnitude of the energy of the cluster as a whole to decrease and

thereby causing the cluster to become globally gravitationally unbound and to expand

dramatically, thus causing the phenomenon seen in Figures 6.7 and 6.8.

Another effect seen in Figure 6.8 is the large fluctuations in the value of εsf(r) at

low r. The addition of a mass function does not just cause the potential formation of

a massive binary as observed in Investigation 2.1, but also causes mass segregation and

evaporation.

The ΛMST parameter which attempts to quantify the amount of mass segregation in

a cluster (see Section 1.3.4 for more details) for Investigations 1 and 2 is shown in Table

6.3. Because Investigation 1 only contains equal-mass stars, the ΛMST parameter is equal

to unity. For Investigation 2, the ΛMST is close to unity at t = 0 Myr, but has increased

to ∼ 1.3 – 1.5 by t = 5 Myr. This shows that the massive stars are in closer proximity
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Investigation R0.1 R0.5 R0.9 ΛMST

1.1 0.56 0.63 0.64 1.0
1.2 0.66 0.57 0.39 1.0
1.3 0.83 0.71 0.81 1.0
1.4 0.57 0.76 0.50 1.0
2.1 1.05 0.78 0.92 1.33± 0.01
2.2 0.80 0.56 0.48 1.45± 0.01
2.3 0.55 0.66 0.90 1.39± 0.01
2.4 0.48 0.60 0.52 1.52± 0.01

Table 6.3: Table showing the R0.1, R0.5 and R0.9 values, where Rα is given by Equation
6.1, and the ΛMST (i.e. mass segregation) parameter, for Investigations 1.1 to 2.4.

compared to the typical distance between stars, i.e. they have become dynamically mass

segregated. This mass segregation should increase the effect of dynamical gas depletion

as the massive stars collapse towards the core. This, in turn, causes the evaporation of

stars, meaning that there are fewer stars in the core. These effects mean that the shape

of εsf(r) at low r in Figure 6.8 is highly dependent on the relative positions of the small

number massive stars in the core, causing large fluctuations in its value.

6.3.4 Summary of Results from Investigations 1 and 2

Clusters with Plummer distributions comprised of 50% stars and 50% gas are simulated

for 5 Myr. This was done to observe how the interplay between the stellar component

and the gas component cause their Lagrangian radii to evolve in opposite ways, and

to show how this affects cluster’s apparent star formation efficiency εsf(r). In order to

see the effect of the cluster’s initial properties on this phenomenon, the cluster’s initial

half-mass radius, number of SPH particles and initial mass distribution were varied.

With the exception of Investigation 2.1, the cluster’s apparent star formation effi-

ciency εsf(r) increased over time. This is shown most clearly by Figures 6.6 and 6.8.

Table 6.3 shows that, again with the exception of Investigation 2.1, the final La-

grangian radii of the stars at 5 Myr was lower than the final Lagrangian radii of the gas.

The magnitude of this difference varied for different sets of initial conditions and for the

three different Lagrangian radii. For example, R0.9 appears smaller for Investigations

1.3, 1.4, 2.3 and 2.4, when the initial half-mass radius was increased to 0.5 pc.

When the stellar mass distribution is changed to a Maschberger IMF for Investiga-

tions 2.1 to 2.4, core gas depletion still occurs. The exception is Investigation 2.1, due

to the effect of the formation of a massive, hard binary system which gravitationally
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unbinds the cluster.

Dynamical mass segregation in the cores of the clusters in Investigation 2 causes the

value of εsf(r) to fluctuate. Simulations of clusters with higher values of N? may help to

mitigate this effect.

6.3.5 Investigation 3

For investigation 3, the number of star particles is increased from N? = 100 to N? = 200.

The corresponding number of gas particles is varied between Ng = 2000 and Ng = 20000.

Otherwise, Investigation 3 is similar to Investigation 1 and different to Investigation 2,

in that it has a flat mass function instead of a Maschberger IMF (see Table 6.2).

Figure 6.10 shows the values of R0.1, R0.5 and R0.9 for the stars (blue) and the gas

(orange) as a function of time for Investigations 3.1 (Ri,0.5 = 0.25 pc; Ng = 2000), 3.2

(Ri,0.5 = 0.25 pc; Ng = 20000), 3.3 (Ri,0.5 = 0.50 pc; Ng = 2000) and 3.4 (Ri,0.5 = 0.50

pc; Ng = 20000).

Comparing Figure 6.10 for Investigation 3 to Figure 6.1 for Investigation 1 shows that

the differences between the final star and gas Lagrangian radii are smaller for N? = 200

than those seen previously for N? = 100, for equal-mass stars.

This can also be seen in Figure 6.11, which shows the star formation efficiency εsf(r)

given by Equation 1.30 as a function of the distance r from the cluster centre of mass,

at times t = 0 Myr, 3 Myr and 5 Myr, for each of the Investigations 3.1 to 3.4. Contrary

to Investigations 1 and 2, the shapes of εsf(r) at t = 3 Myr and t = 5 Myr are almost

the same, indicating a less dramatic evolution of εsf(r) within these times.

This decrease in the dynamical evolution of the cluster is explained as being due to

the increase in its relaxation time tr, given by Equation 1.26. As tr ∝ N/ lnN , increasing

N? from 100 to 200 results in a value for tr which is 1.74 times greater, i.e. the rate of

increase of εsf(r) as a function of time is ∼ 0.57 times slower.

6.3.6 Investigation 4

Similar to Investigation 3, in investigation 4 the number of star particles N? = 200 and

the corresponding number of gas particles is varied between Ng = 2000 and Ng = 20000.

Otherwise, Investigation 4 is similar to Investigation 2 in that the mass function is given

by the Maschberger IMF (see Table 6.2).

Figure 6.12 shows the values of R0.1, R0.5 and R0.9 for the stars (blue) and the gas

(orange) as a function of time for Investigations 4.1 (Ri,0.5 = 0.25 pc; Ng = 2000), 4.2
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Figure 6.10: The R0.1, R0.5 and R0.9 for the stars (blue) and the gas (orange) as a
function of time for Investigation 3.1 (top-left), 3.2 (top-right), 3.3 (bottom-left) and 3.4
(bottom-right).
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Figure 6.11: The star formation efficiency εsf(r) given by Equation 1.30 as a function of
the distance r from the cluster centre of mass, at times t = 0 Myr, 3 Myr and 5 Myr, for
Investigations 3.1 (top-left), 3.2 (top-right), 3.3 (bottom-left) and 3.4 (bottom-right).
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Figure 6.12: The R0.1, R0.5 and R0.9 for the stars (blue) and the gas (orange) as a
function of time for Investigation 4.1 (top-left), 4.2 (top-right), 4.3 (bottom-left) and 4.4
(bottom-right).
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Figure 6.13: The star formation efficiency εsf(r) given by Equation 1.30 as a function of
the distance r from the cluster centre of mass, at times t = 0 Myr, 3 Myr and 5 Myr, for
Investigations 4.1 (top-left), 4.2 (top-right), 4.3 (bottom-left) and 4.4 (bottom-right).



Uncoupling of Stars and Gas 134

Investigation R0.1 R0.5 R0.9 ΛMST

3.1 0.69 0.81 0.97 1.0
3.2 0.72 0.80 0.62 1.0
3.3 0.87 0.89 1.00 1.0
3.4 0.85 0.89 0.89 1.0
4.1 0.50 0.61 0.71 1.49± 0.01
4.2 0.72 0.68 0.41 1.41± 0.01
4.3 0.81 0.83 0.82 1.40± 0.01
4.4 0.81 0.81 0.78 1.39± 0.01

Table 6.4: Table showing the R0.1, R0.5 and R0.9 values, where Rα is given by Equation
6.1, for Investigations 3.1 to 4.4.

(Ri,0.5 = 0.25 pc; Ng = 20000), 4.3 (Ri,0.5 = 0.50 pc; Ng = 2000) and 4.4 (Ri,0.5 = 0.50

pc; Ng = 20000), in which the stellar mass distribution is given by the Maschberger

IMF.

Comparison of Figure 6.12 for Investigation 4 and Figure 6.10 for Investigation 3

shows that the addition of a mass function increases the effect of dynamical gas depletion

in the cluster’s core, counteracting the effect of increasing the value of N?.

As already seen with the results of Investigation 2, the addition of a mass function

introduces new dynamical effects, such as the possibility of dynamical mass segregation

and the creation of massive binaries. The ΛMST parameter for Investigations 3 and 4 is

shown in Table 6.4. Because Investigation 3 only contains equal-mass stars, the ΛMST

parameter is equal to unity. For Investigation 4, the ΛMST is close to unity at t = 0 Myr,

but has decreased to ∼ 1.4 – 1.5 by t = 5 Myr. This shows that the massive stars are in

closer proximity compared to the typical distance between stars, i.e. they have become

dynamically mass segregated. Similar to Investigation 2, this mass segregation should

increase the effect of dynamical gas depletion as the massive stars collapse towards the

core.

6.3.7 Summary of Results for Investigation 3 and 4

Table 6.4 shows the values for R for Investigations 3 and 4. In all investigations, the

interactions between the stars and the gas in the cluster cause the core star formation

efficiency εsf(r) to increase over time.

This increase is occurs over a longer time-frame in Investigation 3 compared to In-

vestigation 1, due to the increase in N? meaning an increased relaxation time tr.

The effect of the increased relaxation time is counterbalanced in Investigation 4 by the
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addition of a mass spectrum. However, this mass spectrum also causes other dynamical

effects such as mass segregation, which affect the dynamical state of the cluster in non-

trivial ways.

6.4 Discussion of Results

We perform 16 numerical simulations, one for each of the initial conditions in Table 6.2.

These simulations show the dynamical evolution of a cluster consisting of 50% stars and

50% gas for 5 Myr.

The primary conclusion drawn from the simulations show that the contraction of a

cluster core due to two-body relaxation can dynamically deplete the gas in the cluster

core without the need for stellar feedback in the form of winds or supernovae. This

dynamical gas depletion means that the star formation efficiency of a cluster core as

estimated by measurements of the core’s stellar and gas contributions may be unrelated

to the core’s actual star formation efficiency.

Furthermore, this effect has consequences for the idea of cluster ‘infant mortality’

due to gas expulsion. In order for the rapid expulsion of gas (due to stellar feedback)

to unbind a cluster and therefore make it disperse, the mass contribution of gas in that

cluster’s core must be significant. The effect of dynamical gas depletion is to lower the

cluster’s core gas mass, i.e. increasing its effective SFE (see Goodwin, 2009). This means

that the ratio of stellar mass to gas mass in the centre of the cluster has decreased to

the point where the gas mass no longer dominates, and the change in total mass due

to the rapid removal of the gas (due to supernovae and stellar winds) is no longer large

enough to cause the cluster to become gravitationally unbound. In other words, the

cluster cannot be destroyed via the mechanism of gas expulsion.

Dynamical Timescales

The initial cluster half-mass radius Ri,0.5 was varied, from Ri,0.5 = 0.25 pc to Ri,0.5 = 0.50

pc. Doing so did not prevent core gas depletion from occurring, however it did decrease

the magnitude of the effect. Increasing Ri,0.5 = 0.25 pc to Ri,0.5 = 0.50 pc. increases the

cluster’s crossing time tcr from tcr ∼ 0.08 Myr to tcr ∼ 0.22 Myr. Hence this increases

the time-frame in which the dynamical gas depletion of the cluster core occurs.

The number of star particles N? was varied, from N? = 100 to N? = 200. Doing so

had the same effect as increasing Ri,0.5 - the dynamical core gas depletion still occurred

but on a longer timescale. Increasing N? = 100 to N? = 200 has results in a relaxation
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time tr ∼ 1.74 times greater, explaining the decrease in the change in εsf(r) as a function

of time.

Mass Segregation

The change in the initial conditions which produced the largest effect on the results of

the simulation was the introduction of a mass function. The presence of stars with non-

equal mass produces the potential for dynamical effects which do not occur in groups of

equal-mass stars. Two of these effects - mass segregation and the formation of a massive

binary - were apparent in the results of the simulations.

The effect of mass segregation was to increase the rate at which εsf(r) increases as a

function of time (see Investigations 2 and 4), but it also caused large fluctuations in the

value of εsf(r) at low r. Increasing the number of stars N? from 100 in Investigation 2 to

200 in Investigation 4 has partly mitigated this effect, giving the hope that simulations

of much larger N? would decrease the fluctuations in εsf(r) to negligible sizes.

Binary formation

The formation of a hard binary in Investigation 2.1 provides an additional potential

mechanism for the rapid dispersal of a star cluster, without the need for gas expulsion

via stellar feedback.

In investigation 2.1, the two most massive stars in the cluster have formed a hard

binary system, which has a binding energy of the order ∼ 1039 J which is of the order

of the binding energy of the cluster. Therefore, the formation of this binary system has

caused it to become gravitationally unbound and therefore disperse into the field.

This phenomenon has been observed before in Allison et al. (2010). However, it has

not been studied in detail. Therefore it is a mechanism that merits further study.

6.5 Conclusion

The dynamical depletion of gas in the core of a dense cluster due to core contraction

was investigated by performing simulations using the hybrid N -body/SPH numerical

integrator GANDALF (Hubber et al., 2013). We performed 16 simulations, varying the

initial cluster half-mass radius, the number of star and gas particles, and the presence

of a flat mass function or a Maschberger (2013) initial mass function.

Gas depletion in the cluster core was observed in all 16 simulations in varying degrees.

The effect of this gas depletion was to increase the apparent core star formation efficiency
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and decrease the likelihood that the cluster would be gravitationally unbound by gas

expulsion due to stellar feedback.

Varying the initial properties of the cluster caused a multitude of different effects

on the cluster’s dynamical evolution, while still retaining the effect of core depletion

in almost all circumstances. Increasing the initial half-mass radius and the number of

stars in the cluster both increased the time-frame in which the effect occurs, while the

introduction of a Maschberger IMF causes new dynamical effects to become significant,

such as mass segregation, and the disruption of the cluster by the formation of a massive

binary system.

This also shows that, when performing simulations of clusters containing a mixture

of stars and gas, those clusters cannot be assumed to be stable - the spatial distribution

of the stars and the gas will change over time as the stars relax.

The simulations in this chapter have assumed that the gas in the clusters is adiabatic.

If the gas is not adiabatic and is more effective at cooling, then it will not be stable but

will collapse towards the cluster’s core. On the other hand, if the gas is less effective at

cooling (which is expected due to heating from stars), then the effect of gas depletion

should be more pronounced. Therefore, the effect of changing the equation of state of

the gas and simulating the ffect of radiative feedback merits further study.



Chapter 7

Conclusion

7.1 Introduction

We have performed N -body and hybrid N -body/SPH simulations to investigate the

dynamical evolution of young stellar regions, and to provide answers to outstanding

questions in the field of star formation. In Section 1.4, we outlined three questions to

which this thesis aimed to address:

1. How do young stellar regions evolve (and die)?

2. What diagnostics can we use to determine the past of a young stellar region?

3. If most stars form in clusters, how does this affect the properties of the Galactic

field stellar population?

In this chapter, we revisit these questions in the context of the original research we have

undertaken in Chapters 4, 5 and 6.

7.2 Massive, Wide Binaries as Tracers of Massive

Star Formation

The properties of young stellar regions can transform dramatically over time due to the

interactions of their resident stars with both each other and with the surrounding gas,

and the interactions of a region with its environment. However, it is not always possible

to use current observations of a region as an indication of its evolutionary history. Due to

dynamical effects (such as core collapse, mass segregation and the erasure of substructure

138
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- see Chapter 1), two regions which have very different dynamical histories may look

similar today. Similarly, due to stochasticity, two young stellar regions which appear the

same may evolve differently in the future.

As explained in Section 1.4, there are competing theories for how stellar regions

evolve. If most (or all) stars form in dense clusters which eventually disperse into the

field, then it follows that dense clusters are important objects of study and that theories of

star and planet formation need to take the influence of dense clusters into consideration.

On the other hand, if most stars form in relatively dispersed regions (some of which

then expand, some of which collapse and some of which remain relatively static), then it

follows that dense clusters are less important for theories of star and planet formation.

One example already mentioned is competitive accretion, which describes the formation

of massive stars as the result of clustered star formation with a shared gas reservoir,

as opposed to monolithic collapse, which argues that massive stars can form in relative

isolation. Another example is planet formation. If most stars form in dense clusters,

then planets must form and survive in relatively crowded and violent environments.

Therefore, finding diagnostics which allow us to provide the past history of a stellar

region is crucial for the wider study of star and planet formation.

In Chapter 4 we tackle these two questions (i.e. how do young stellar regions evolve?

What diagnostics can we find?) by proposing that the presence of massive wide binary

(MWB) systems in a region gives an indication of how that region has evolved. We

define MWBs as binary systems containing two stars, both with masses m? > 5M� and

separations between 102 and 104 AU. These binaries have binding energies which cause

them to be easily destroyed in an encounter with another star with a similar or greater

mass. We propose that a region containing many MWBs could not have evolved from a

much more dense region in the past, because those MWBs would have been destroyed in

dynamical interactions with other stars. Therefore, the presence of MWBs can be used

as a diagnostic to indicate the past density of a stellar region.

To test this hypothesis, we perform 3200 N -body simulations to investigate the for-

mation and destruction of massive wide binaries (MWBs) in young stellar regions. We

simulate clusters as Plummer spheres, each of which either contain one ‘primordial’

MWB or two massive, single stars. The rest of the stars in the cluster are: (a) all 1 M�;

(b) an IMF with m? < 10 M�; (c) an IMF with one other (more) massive star; or (d)

an IMF with three other (more) massive stars. The initial cluster half-mass radius was

changed between 0.25, 0.5, 1.0 and 1.5 pc.

Our results are as follows:
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• If the MWB contains the two most massive stars in the cluster, then the MWB

will survive in a region which has any initial density. However, if the region is

dense, then interactions with other stars may cause the MWB to harden to the

point where it can no longer be considered ‘wide’.

• If the MWB is in a dense region with other stars of greater mass, then it will

typically not survive due to encounters with the more massive stars. However,

since MWBs also form in high-density regions, any high-density region should

contain, on average, one MWB which will typically contain the two most-massive

stars in the region.

• If the MWB is in a region with low density, then that MWB will typically survive.

These results lead us to conclude that, if a region contains many MWBs, then it

could not have evolved from a single, dense region in the past. This conclusion has

consequences for theories of star formation. If the presence of MWBs in a region show

that the region was never dense, then it follows that not all stars form in dense clusters,

and dense clusters may not be central to understand where stars form.

This conclusion also has consequences for the search for diagnostics to probe the

past properties of young stellar regions and the understanding of the evolutionary past

of stellar associations such as Cyg OB2. Cyg OB2 contains stars with masses up to

100 M� and many MWBs. Using the presence of MWBs as a diagnostic allows us to

determine that Cyg OB2 did not evolve from a much denser region but instead formed

much closer to how it looks today. This conclusion is in agreement with other studies of

the substructure and kinematics of Cyg OB2. Because MWBs are composed from two

massive (i.e. bright) stars, we propose that observers search for the presence of MWBs

in other nearby young stellar regions to allow us to probe their evolutionary history.

7.2.1 The Formation of Very Wide Binaries in a Supervirial

Association

While dense clusters may or may not be central to star formation, most young stars are

found in regions of higher density relative to the Galactic field (Lada & Lada, 2003),

meaning that these young stars will eventually disperse to replenish the Galactic field

population. Therefore, in order to determine the origin of the properties of the Galactic

field stellar population, it is necessary to investigate how that population is seeded by

the stars from young stellar regions.
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For example, the origin of the population of very wide binary (VWB) systems in

the Galactic field is not well understood. We define a VWB as a binary system with

a separation greater than 10000 AU. Because of their wide separation, VWBs are very

weakly gravitationally bound and are therefore easily destroyed, giving them a lifetime

in the field of 2 Gyr. The observed field VWB population must therefore be continually

replenished (e.g. 5% of solar-type stars are in VWBs). In Chapter 5, we investigate

whether the population of VWBs in the Galactic field can be explained as due to a

single mechanism: soft capture during the dissolution of supervirial stellar associations.

We perform 400 N -body simulations of unbound stellar associations. Our associa-

tions’ initial properties were varied - the virial ratio Qvir (Qvir = 1.05, 1.15, 1.25, 1.35

and 1.5), the fractal dimension Fdim (Fdim = 1.6, 2.0, 2.6 and 3.0) and the total stellar

number N? (N? =500 and 5000) - to produce 40 unique sets of initial conditions.

Our results were as follows:

• The initial virial ratio Qvir has a negligible effect on the number of VWBs which

form.

• The number of binaries which form decreases as the association’s initial fractal

dimension Fdim increases.

• For VWBs, the number which form as a function of Fdim is roughtly constant at

low values of Fdim but drops off sharply as Fdim increases (at Fdim ∼ 2.0 for

N = 500 and Fdim ∼ 2.6 for N = 5000). This is explained as being due to the

increased encounter rate at high values of Fdim, leading to higher rates of VWB

destruction.

• Increasing the number of stars in an association N decreases the number of VWBs

which survive.

However, our main result is that, while the soft-capture mechanism during the disso-

lution of a stellar association does produce VWBs, this mechanism alone is not sufficient

to account for the observed number of field G-dwarfs in VWBs. Instead, it is possible

that several mechanism (such as the unfolding of triple systems - see Reipurth et al.,

2014) may contribute to the Galactic field VWB population. Therefore, while Chapter

5 succeeded in confirming that stellar associations are a source of very wide binary sys-

tems, the question of the origin of the Galactic field VWB population (i.e. Question 3

in Section 7.1 above) remains an open one.
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7.2.2 The Uncoupling of the Dynamical Evolution of Stars and

Gas in a Dense Cluster

How do young stellar regions die? Only 10% of star clusters survive longer than 10 Myr

(so-called ‘infant mortality’, Lada & Lada, 2003). One proposed cause of the death of

star clusters is gas expulsion. Molecular gas makes up a significant fraction of the total

mass of a young stellar cluster. The rapid dispersal of this gas due to stellar winds and

supernovae can cause a star cluster to become gravitationally unbound and disperse its

stellar population into the field (see Section 1.3.7).

However, if the gas component of a star cluster has been depleted over time by

another mechanism, then the effect of rapid gas dispersal due to stellar feedback may be

less pronounced and the cluster may survive.

In Chapter 6 we propose that the gas in the core of a cluster can be depleted purely by

dynamical effects, namely the dynamical core contraction first demonstrated by Aarseth

et al. (1974). In order to test the hypothesis, we perform 16 hybrid N -body/SPH sim-

ulations to investigate the dynamical depletion of gas in the core of a dense cluster due

to core contraction. The initial properties were varied - the initial half-mass radius Ri,0.5

(Ri,0.5 = 0.25 pc and Ri,0.5 = 0.50 pc), the number of stars N? (N? = 100 and N? = 200),

the number of gas particles Ng (Ng = 1000, 2000, 10000 and 20000) and the stellar mass

distribution (either a flat mass function or an IMF).

Gas depletion in the cluster core was observed in all 16 simulations in varying degrees.

The effect of this gas depletion was to increase the apparent core star formation efficiency

and decrease the likelihood that the cluster would be gravitationally unbound by gas

expulsion due to stellar feedback. Varying the initial properties of the cluster caused a

multitude of different effects on the cluster’s dynamical evolution, while still retaining

the effect of core depletion in almost all circumstances. Increasing the initial half-mass

radius and the number of stars in the cluster both increased the time-frame in which the

effect occurs, while the introduction of a Maschberger IMF causes new dynamical effects

to become significant, such as mass segregation, and the disruption of the cluster by the

formation of a massive binary system.

These results led us to conclude that, while gas dispersal may be an effective mech-

anism for unbinding a young star cluster in some scenarios, the death of 90% of star

clusters before 10 Myr cannot be explained by gas dispersal alone, and other mecha-

nisms are necessary. One such mechanism, the formation of a massive binary system, is

identified in Chapter 6 as another potential avenue for the destruction of star clusters.

Therefore, while the question of how star clusters die is still an open one, we hope that
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our new results have contributed to the understanding of the mechanisms which can

destroy young star clusters.

7.3 Future Work

The conclusions drawn in this thesis give rise to several potential avenues for future

enquiry:

1. The work on the formation of very wide binaries (VWBs) during the dissolution

of a stellar association in Chapter 5 is currently being assembled into a paper (in

prep. as Goodwin & Griffiths, 2018a).

2. The work on the change in the effecting star formation efficiency due to the dy-

namical evolution of stars and gas in a dense cluster in Chapter 6 is also currently

being assembled into a paper (in prep. as Goodwin & Griffiths, 2018b).

3. Chapter 4 showed that the presence of a large population of MWBs in a region

points to that region having not evolved from a single dense cluster, using the

observed presence of MWBs in Cyg OB2 as an example. Future observation of

young associations can look specifically for the presence (or absence) of MWBs as

a way to determine their past dynamical evolution.

4. Chapter 5 concluded that the soft capture mechanism, on its won, is not sufficiently

efficient at producing VWBs to account for the field G-dwarf VWB population.

Future simulations could add primordial binaries and multiples, to investigate how

soft capture, combined with other mechanisms such as ‘unfolding’ of triple systems

and the unstable decay of higher-order multiples, affects the number of VWBs

which can form.

5. Chapter 6 showed that adiabatic gas will be depleted in the core of a dense cluster

due to the relaxation of the stars in the cluster. Future work will focus on chang-

ing the equation of state of the gas and adding radiative feedback from stars, to

investigate whether these changes will increase or decrease the effect of core gas

depletion.

6. Chapter 6 also showed how the formation of a hard, massive binary can disrupt

a cluster. Future work would entail a large number of N -body simulations to

determine the likelihood of this event occurring in clusters with different initial

properties.
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