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Abstract

Abstract

This thesis presents the findings from three research projects exploring the relationship between work
and well-being. Firstly, | contribute to the literature on the effects of the timing of work by analysing
the extent to which weekend working impacts upon different measures of subjective well-being. Using
two UK datasets (the Labour Force Survey and Understanding Society), | find that weekend working
has a negative impact on happiness, psychological well-being and satisfaction with leisure time.
Secondly, | explore the effects of occupation and job type on workers’ well-being, making a specific
distinction between eudaimonic and hedonic aspects of well-being. This analysis, based on the
American Time Use Survey and the UK Annual Population Survey, shows that job type is a strong
predictor of eudaimonic well-being with jobs that combine professional autonomy and social impact
appearing to be most associated with subjective feelings of meaningfulness or purpose. Finally, | use
the harmonised British Household Panel Survey and Understanding Society data to investigate the
extent to which well-being is affected by the unemployment of one’s partner, and how these spill-
over effects vary between men and women. | find strong evidence of cross-partner effects of both
male and female unemployment, but these impacts depend on the gender of the partner, how

unemployment is defined and how well-being is measured.
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Chapter 1: Introduction

1.1 Motivation

“The ultimate purpose of economics, of course, is to understand and promote the

enhancement of well-being.”

Ben Bernanke?

A concern with human well-being is at the heart of the economics discipline. While it has long been
assumed that well-being can best be achieved through increasing incomes and consumption, much
recent empirical evidence has refuted this assumption (e.g. Easterlin 1974, Clark et al. 2008b). This
has led to the emergence of well-being or happiness economics, where the focus for research is on
measuring well-being directly rather than inferring utility from observed intermediate outcomes, such

as monetary payoffs.

For many adults today, work accounts for a significant proportion of time use and hence it continues
to be important to understand how people’s working lives impact on their well-being. Classical labour
economics assumes that work is a source of disutility that is undertaken only for its value in exchange
for consumption goods, and again this is an assumption that has been refuted by empirical evidence
(e.g. Clark and Oswald 1994). Work can have a positive impact on well-being directly, aside from its
instrumental value, but this is dependent on factors such as the type of work, the timing of work and
the importance of work to one’s sense of identity. These impacts are also dependent on how well-

being is defined and measured.

! Speech by Ben Bernanke, then Chairman of the US Federal Reserve, to the 32" General Conference of the
International Association for Research in Income and Wealth, Cambridge, Massachusetts, 6 August 2012. Quote
taken from Layard et al. (2014).
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In this thesis, | present the findings from three research projects exploring the relationship between
work and well-being. Firstly, | contribute to the literature on the effects of the timing of work by
analysing the extent to which weekend working impacts upon different measures of subjective well-
being. Secondly, | explore the effects of occupation and job type on workers’ well-being, making a
specific distinction between eudaimonic and hedonic aspects of well-being. Finally, | investigate the
extent to which well-being is affected by the unemployment of one’s partner, and how these spill-

over effects vary between men and women.

1.2 Epistemological approach
In this research, | take an explicitly positivist epistemological position. This implies that, as a
researcher, | have attempted to ensure that my own beliefs and opinions do not influence the method
or bias the results. This is the standard approach in economics and is conducive to the quantitative
analysis of secondary data. In my research, | have not collected any primary data nor am | making any
qualitative assessments of the available data. Nevertheless, as is the case in most social science

research, there is still room for researcher bias in the interpretation of results.

Moreover, it should be noted that my subject area does lend itself to alternative epistemological
approaches. Chapter 4 focuses on eudaimonic well-being which finds its roots in the premodern
Aristotelian concept of eudaimonia. In Aristotle’s understanding, eudaimonia is a normative and
objective construct, insofar as one’s level of eudaimonia (or happiness) is dependent upon having a
certain combination of characteristics (or virtues). Measuring eudaimonia therefore requires the
researcher to use certain value judgments as to what constitutes a ‘good life’. | avoid this by making
an explicit distinction between eudaimonia and eudaimonic well-being. The latter concept is an
established component of subjective well-being (see for example Dolan et al. 2011) and measures the
extent to which the individual feels that their life has eudaimonic qualities (e.g. the things they do are

felt to be meaningful or worthwhile) whether or not this is objectively true. By focusing only on
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guantitative self-reported measures of well-being (based on survey questions that have been

developed by others), | am able to adopt a positivist approach to the research.

1.3 Outline of thesis

This thesis is structured as follows. Chapter 2 provides a review of the well-being literature, with a
focus on studies related to work and well-being, and also presents an overarching theoretical
framework for my research. Chapter 3 presents the findings from the first of my three studies, using
the Labour Force Survey (LFS) and Understanding Society: The UK Household Longitudinal Survey
(UKHLS) to explore the impact of weekend working on subjective well-being outcomes in the UK. In
Chapter 4, | use the UK Annual Population Survey (APS) and the US American Time Use Survey (ATUS)
to explore the impact of occupation and job type on eudaimonic well-being. The subject for Chapter
5 is specifically related to intra-household effects, exploring the impact of unemployment on the well-
being of partners based on data from the Understanding Society harmonised British Household Panel

Survey project (harmonised BHPS). Chapter 6 concludes.
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Chapter 2: Literature review and theory

2.1 Literature Review

211 Measuring well-being
The notion that human well-being can be measured directly is a deviation from the marginalist
assumption, dominant among economists in the twentieth century, that utility cannot be observed
directly in any meaningful way but is rather inferred from observed choices. Since disposable income
is generally the constraint which restricts the ability of individuals to achieve higher preferences, it is

often assumed that income should be a good predictor, and even proxy, for utility.

MacKerron (2012) identifies a ‘counter-revolution’, possibly started by Easterlin (1974), in which some
economists began to take more notice of the psychology literature and embrace the concept of
subjective well-being (SWB). While the preference satisfaction approach assumes that individuals act
such as to maximise their own utility without needing to understand or experience this utility directly,
the SWB approach assumes that well-being, which can possibly be described as experienced utility
(Kahneman et al. 1997), can be understood and reported directly and quantitatively by individuals.
Benjamin et al. (2012) explore the congruence between expected SWB and the choices made by
individuals in hypothetical scenarios and find that people usually make choices consistent with
maximising their SWB but that there are some systematic exceptions to this rule. This implies that
SWB is an important determinant of utility but there are other factors that also determine why people
make the choices that they do, and hence should also be considered part of the utility function. Dolan
and White (2007) discuss the advantages and disadvantages of using SWB to inform and evaluate

policy, and conclude that it is a robust measure of how satisfied people really are with their lives.

Dolan et al. (2011) set out three different measures of SWB. Evaluative well-being measures the extent

to which respondents are satisfied with their lives as a whole, or particular life domains. Experiential,
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affective or hedonic well-being is more focused on how respondents feel in the short term (e.g.
happiness, anxiety) without requiring them to evaluate their life as a whole. Eudaimonic well-being
measures the extent to which individuals feel that their life is worthwhile, and finds its roots in

Aristotle’s concept of eudaimonia.

Psychologists have also developed a range of well-being scales which attempt to quantify an
individual’s well-being by aggregating responses across a number of questions. One example is the
General Health Questionnaire (GHQ), which is designed specifically to measure psychological health.
Scores on the GHQ have been found to be a good predictor of psychological morbidity (Guthrie et al.
1998; Goldberg and Blackwell 1970). The GHQ has been used widely in the economics literature as an

indicator of well-being (e.g. Clark and Oswald 1994; Brown et al. 2005; Roberts et al. 2011).

2.1.2 Determinants of well-being
To put my research into context and construct the empirical models, it is helpful to review the existing
literature on the factors that are known to influence subjective well-being. MacKerron (2012) and
Dolan et al. (2008) both present reviews of the economic literature that provide evidence of the
determinants of well-being. In the next section, | review the literature specifically on work and well-
being while in this section | review the literature on other determinants of well-being not related to

work.

Substantial research has been undertaken on the relationship between income and well-being. In line
with economic theory, income is positively associated with SWB but the marginal utility of income
decreases as income rises (Layard et al. 2008). However, the so-called ‘Easterlin Paradox’ (Easterlin
1974; Easterlin 1995) shows that for developed countries at least, while wealthier individuals are
generally happier, average satisfaction or happiness levels within a country do not increase over time
even as average incomes increase. The evidence from the literature suggests that this paradox is due
to relative income being more important for well-being than absolute income. Clark et al. (2008b)

suggest that SWB is dependent both on income relative to others (social comparison) or current
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income relative to past income (habituation). In the latter case, individuals are found to adapt their

aspirations over time such that increases in income have only a temporary effect on well-being.

In terms of personal characteristics, the lowest levels of life satisfaction are found at middle age.?
Women tend to report higher levels of self-reported happiness than men (e.g. Alesina et al. 2004) but
lower scores on the GHQ (e.g. Clark and Oswald 1994). This suggests that women tend to have higher
cognitive or evaluative well-being than men (where SWB is elicited directly) but lower affective well-

being (where well-being is inferred from validated psychological scales).

As described by Dolan et al. (2008), the literature presents a mixed picture as to the impact of
education on well-being. The authors suggest that observed correlations between education and well-
being may be due to the positive health impact of education, as found in Bukenya et al. (2003) and
Gerdtham and Johannesson (2001). Health itself has a strong positive correlation with SWB, in
particular psychological health (which is by definition close to SWB) but also physical health, and this
is found consistently in the literature (Dolan et al. 2008). While in some cases this result may be
exaggerated due to reverse causality, Shields and Wheatley Price (2005) find that specific conditions

such as heart attacks and strokes reduce well-being.

Relationship status is found to be important to well-being. Married people or those in a partnership
report higher levels of SWB than single people (Blanchflower and Oswald 2004) and relationship
breakdown, including separation, divorce and widowhood, has a negative effect (e.g. Helliwell 2003).
The evidence on having children is mixed. While having children is generally associated with higher
life satisfaction, it is also associated with lower levels of day-to-day happiness (Haller and Hadler 2006)
and is dependent on other factors such as financial circumstances, parental status, the child’s care

needs and cultural factors.

2 Various studies find that a quadratic function in age best predicts SWB, where the coefficient on age is negative
and the coefficient on age-squared is positive, suggesting a U-shaped function (MacKerron 2011; Dolan et al.
2008).
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Work status and conditions are also important determinants of well-being. As this is the subject of my

research, | review this literature in more depth in the next section.

Attitudes and beliefs tend to have an important impact on SWB. Johnson and Krueger (2006) find that
perceptions about one’s financial situation are a stronger predictor of well-being than actual financial
circumstances. Higher levels of trust in society are also associated with higher levels of life satisfaction
(Helliwell and Putnam 2004) while those with religious beliefs also have higher well-being, and this
can effectively ‘insure’ them against the potential effects of negative shocks on well-being (Clark and
Lelkes 2005). Certain personality traits, such as extraversion and conscientiousness, are also

associated with higher well-being (Weiss et al. 2008).

There is also some evidence that SWB is determined by environmental factors which do not directly
affect one’s own circumstances, such as income inequality (e.g. Fahey and Smith 2004) and

unemployment levels in society (e.g. Di Tella et al 2001).

Time use affects well-being in a number of ways. SWB is negatively associated with caring for others,
particularly family members (Hirst 2005; Marks et al. 2002), and is also negatively associated with
commuting (Stutzer and Frey 2008) although Roberts et al. (2011) and Munford et al. (2018) find that
this is only significant for women. On the other hand, there is a positive relationship between SWB
and exercise (Biddle and Ekkekakis 2005), religious activities (Clark and Lelkes 2005) and membership
of community organisations (Helliwell and Putnam 2004). There is less clear evidence that

volunteering leads to greater levels of happiness.

There is an important issue in the well-being literature regarding the persistence of changes to well-
being following life events. For example, Clark et al. (2008a) use 20 years of German Socio-Economic
Panel (GSOEP) data to show that people adapt fully to marriage, divorce, widowhood and birth of a
child, insofar as SWB levels return to prior levels following these events in at most five years. In

contrast, unemployment is shown to have a long-lasting impact on SWB particularly for men.
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Moreover, the study finds that, for many of these life events, there is also an anticipation effect

whereby SWB shifts in the months and years leading up to the event.

2.1.3 Work and well-being
As reviewed in Dolan et al (2008), there are a large number of studies suggesting a significant and
causal relationship between unemployment and reduced well-being. For example, Lucas et al. (2004)
analyse GSOEP to assess how life satisfaction responds to becoming unemployed and find that life
satisfaction on average drops by half a point on a 0-10 scale. This effect persists even when accounting
for income, which appears to contradict traditional economic theory where work is assumed to
generate disutility (i.e. individuals are assumed to prefer to do less work for the same amount of
income). Similar results for the UK are found by Clark and Oswald (1994). They find that the well-being
penalty (in terms of GHQ scores) for being unemployed is worse than divorce or marital separation,
suggesting that unemployment is not generally a voluntary state and most people would prefer to be
in work. Clark and Oswald (1994) and Clark (2003) also find that the well-being penalty for being
unemployed is less in regions with high unemployment, which suggests that how people feel about
being unemployed is in part a reflection of social norms. While being out of the labour force is also
bad for SWB compared to being employed, Winkelmann and Winkelmann (1998) find that

unemployment is significantly more damaging to SWB than non-participation.

Among employed individuals, there are a number of factors related to the quality of the job that are
found to be associated with well-being, again controlling for income. A review by Jeffrey et al. (2014)
finds that factors such as autonomy, variety of work, clear understanding of the role and feedback
from managers are all associated with higher levels of job satisfaction and/or life satisfaction. Clark
(2015) reports that, in the British Household Panel Survey (BHPS), the nature of the work and the
hours of work have the highest correlation with job satisfaction while a similar analysis based on the
International Social Survey Programme (ISSP) Work Orientations questionnaire reveals that job

satisfaction has a high correlation with relations at work and job content, followed by promotion
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opportunities, income and job security. Bardasi and Francesconi (2004) find that casual work is
detrimental to SWB compared to permanent work while Blanchflower and Oswald (1998) find that

self-employment has a positive impact on well-being in comparison to being employed.

As set out below, there is a substantial literature on the relationship between working hours and well-
being. The general conclusion from these studies is that it is primarily a mismatch between desired
hours and actual hours which is detrimental for well-being. Similarly to unemployment (which is itself
an extreme form of underemployment), both underemployment and overemployment are associated
with reduced well-being, and the optimal number of hours varies between individuals. These findings
suggest that labour markets do not always migrate to a ‘clearing’ equilibrium whereby individuals

supply their desired number of hours.

Bardasi and Francesconi (2004) estimate a series of logistic regression models to analyse a panel of
workers across ten waves of the BHPS, to assess whether transitions between part time and full time
employment affect mental health, general health status, life satisfaction and job satisfaction. The
results suggest that, controlling for other factors, there is no significant difference between full time
and part time workers on general well-being outcomes although part time workers on less than 16

hours a week do have higher levels of job satisfaction.

Booth and van Ours (2008) also use the BHPS to analyse fixed effects estimations of hours-worked
satisfaction, job satisfaction and life satisfaction from transitions between full time work and part time
work, although their analysis is restricted to individuals with a partner. It is found that men have higher
hours-worked satisfaction when working full time without overtime (although there is no relationship
between hours worked and job satisfaction or life satisfaction). For women, part time work is
associated with the highest hours-worked satisfaction and job satisfaction although there is no effect

on life satisfaction, a result which was perplexing to the authors.
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Booth and van Ours (2009) also apply a similar model for Australia, using the Household Income and
Labour Dynamics in Australia (HILDA) Survey data. Similarly to the UK study, partnered women
working part time and partnered men working full time experience the highest satisfaction with hours
of work but there is no relationship between job satisfaction and working hours. Unlike in the UK, the
Australian data suggests that there is a significant relationship between working hours and life
satisfaction. Men'’s life satisfaction is increased when working full time while women’s life satisfaction
is reduced if they work full time as opposed to part time. These results are found not to be influenced

by whether or not there are children present in the family.

Gash et al. (2012) use BHPS and GSOEP data to analyse the impact of changes to working hours on life
satisfaction for women in the UK and Germany. The study finds that partnered women experience
enhanced life satisfaction after moving from full time to part time work, as long as they stay in the
same job. This appears contradictory to Berger (2013) who finds that German mothers receive a life

satisfaction penalty from working part time compared to working full time.

The issue of working hours mismatch is first treated explicitly by Wooden et al. (2009). This study also
uses HILDA, and focuses on life satisfaction and job satisfaction as the outcome variables of interest.
The explanatory variables for the regression include a set of interaction terms based on actual hours
worked and whether the respondent is underemployed, overemployed or matched (based on their
desired working hours), again using a fixed effects model. The study finds that, for workers whose
actual and desired hours are matched, there is no relationship between working hours and life or job
satisfaction. However, there is a life satisfaction penalty for workers where there is an hours
mismatch, and the negative impact is stronger for overemployed people than underemployed people.
Angrave and Charnwood (2015) apply a similar methodology for the BHPS and find that both
overemployment and, to a lesser extent, underemployment are associated with reduced job
satisfaction, life satisfaction and psychological well-being, as measured by the GHQ. They also test the

extent to which there is adaptation to working time mismatch, and find that people tend to adapt to
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underemployment but less so to overemployment. Wunder and Heineck (2013) also assess the well-
being impact of hours mismatch, using GSOEP data, and again find that there is a well-being penalty
for deviation from preferred working hours, although in contrast to Wooden et al. (2009), in Germany

the effects for underemployment are more severe than for overemployment.

2.2 Theoretical framework
The framework that provides the basis for all three theoretical models in the subsequent chapters is
derived from the allocation of work over time model presented by Hamermesh (1999). We evaluate
the utility of individual i over T time periods. In each period t (where t = 1, ...,T), she spends the
time either working (L;z = 1) orin leisure (L;; = 0). She also consumes C;; in each period. We assume
that, in each period t, the individual derives utility from both the activity she is undertaking (work or
leisure) and the amount she consumes during that period. Her total utility V; experienced over the

total evaluation period T can be expressed as:?

L (1)
V= Z Uit (Lit, Cit)
t=1

In Hamermesh's model, it is assumed that the evaluation period is one day, divided into 24 one hour
periods (i.e. t = 1, ...,24), but T can theoretically represent any length of time as long as it is a short
enough time horizon not to require discounting. If we also assume that there is no saving or borrowing
outside of the evaluation period, there is no non-labour income and the individual can command a

wage w;; for working in period t, then the individual has the following budget constraint:

3 This is almost identical to Hamermesh’s (1999) equation 1, except that Hamermesh assumes that the individual
derives utility only from leisure time not working time such that U;; is a function of 1 — L;; rather than L;;. My
formulation allows the individual to derive utility (which of course could be negative as well as positive) from
any activity including working. As such, it has some similarity to Krueger et al.’s (2008) equation 1 where utility
is a function of both the time spent in an activity and the amount consumed during that activity, summed across
all activities.
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L (2)
Z(WitLit —Ci)=0
t=1

This basic framework is expanded in different ways in the next three chapters according to the
research question being explored. In Chapter 3, | assume that the evaluation period consists of just
two periods (T = 2), the weekend and the working week, such that each individual works either a
weekend or a non-weekend schedule. In Chapter 4, | introduce heterogeneity into L;; by allowing
utility to vary according to the type of work undertaken by i and also decompose the utility function
into hedonic and eudaimonic components. In Chapter 5, | expand the model to accommodate two

agents (female and male partners) with interdependent utility functions.

2.3 Estimation strategy
In all three chapters, | adopt an appropriate econometric procedure to identify causal effects of work-
related factors on different well-being outcomes. All analysis uses existing survey data for which the
necessary permissions have been obtained. In line with Solon et al. (2015), sample weighting is not

applied for any causal analysis.
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Chapter 3: The impact of weekend working on well-being

3.1 Introduction
The practice of dividing the seven day week into five working days and two rest days is an established
social convention that dictates business, community and family life across most of the world today. In
the UK, as in most of the Western world, the rest days of Saturday and Sunday have come to be defined
as the ‘weekend’. Aside from social convention, there is nothing in the natural world and very little in
terms of official legislation that marks these two days out as being different from the other five days
of the week. However, it is generally accepted that working hours that include the weekend are

‘atypical’ in the same sense that evening or night work is deemed atypical (e.g. Barnes et al. 2006).

This chapter explores whether weekend working has a detrimental impact on well-being in the UK.
The practice in some sectors of paying workers a premium wage for working at the weekend compared
to doing the same job at other times of the week suggests that weekend working does involve an
enhanced level of disutility for which workers demand to be compensated. The existing literature
suggests that, relative to those not working at the weekend, weekend workers experience lower
satisfaction with days worked (Martin and Lelchook 2011), are more likely to leave their job (Martin
et al. 2012) and experience higher levels of stress (Davis et al. 2008). Parents working at the weekend
experience higher levels of work-family conflict (Hosking and Western 2008) and spend less time with
their children (Hook 2012; Barnes et al. 2006) although there is no impact on marital stability (Presser
2000; Davis et al. 2008) or maternal or child outcomes (Gassman-Pines 2011). There are also
significant differences to be found in how weekend workers spend their non-working time compared
to non-weekend workers, suggesting an impact on the amount of time they spend with others (Craig
and Brown 2015). Moreover, people are found to be less happy when at work during the weekend

relative to the normal working week (Bryson and MacKerron 2017).
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This chapter adds to the literature by using two large national datasets (the LFS and UKHLS) to analyse
the effects of weekend working on eight different measures of SWB. Both datasets contain panel data,
which allows for a fixed effects estimation, such that results should not be confounded by unobserved
time invariant factors. This fixed effects approach sets my research apart from much of the existing
literature on the effects of weekend working, including Davis et al. (2008), Hosking and Western (2008)
and Craig and Brown (2015) which are all based on cross-sectional data. The study by Bryson and
MacKerron (2017) does use a fixed effects estimator but the sample is drawn from a self-selecting
population of users of the Mappiness app,* which is not representative of the wider population in the

same way that national surveys are designed to be representative.

3.1.1 History and meaning of the weekend
As described by Zerubavel (1985), the week as a unit of time is an entirely social phenomenon with no
basis in the natural world. Unlike days, months and years, whose lengths are determined by the
relative movements of the earth, sun and moon, the concept and length of the week have no such
astronomical motivation. The seven-day week, which is in almost universal use today, has its roots in
the Jewish idea of Sabbath® and may have been introduced to the Jewish nation during its exile in

Babylon following the destruction of the Temple in Jerusalem by the Babylonians in 586 B.C.

While Saturday was established as the Sabbath day or peak day in the Jewish calendar, the growth of
Christianity and Islam as major religions in the first millennium A.D. led to the emergence of alternative
‘peak days’ within the established seven-day week. In Christianity, Sunday emerged as the chosen day

of rest and worship® while Mohammed chose Friday as the weekly day of public worship for Islam.

4 https://www.mappinessapp.com/. Accessed August 2018.

5 The Sabbath is a prominent theme in the Old Testament and its origins are traced back to the creation story
itself, in which God created the heavens and the earth in six days and then rested on the seventh, declaring that
day to be holy (Genesis 2:1-3). Observance of the Sabbath is referenced explicitly in the Law of Moses, and is
included as one of what we now know as the Ten Commandments (Exodus 20:8-11) thus instituting this weekly
cycle into the lives of the Jewish people.

6 The Jewish “first day’ (Sunday) is described by all four Biblical gospels as the day of Christ’s resurrection, and
was hence renamed ‘the Lord’s Day’ (dies Dominica in Latin).
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In Christian Britain, there is clearly a long history of social and working life revolving around a six-day
working week plus a weekly rest day on Sunday. However, the emergence of a two-day weekend is
much more recent. In pre-industrial Britain, the custom of ‘Saint Monday’ was widely practised among
the working classes (Reid 1976; Bienefeld 1972; Rybczynski 1991).” Following industrialisation, the
short Saturday was introduced to Britain gradually for different industries, following the rise of trade
unions in the nineteenth century. By 1876, according to Bienefeld (1972), the Saturday half-holiday
was “all but universal”. Rybcynski (1991) suggests that the word ‘week-end’ (originally hyphenated)
started to enter common parlance at about this time. The five-day working week with a full two day
weekend emerged as the standard pattern across the UK and other industrialised countries from the

early twentieth century.®
3.1.2 Weekend working in the UK

The industrial revolution brought about a significant change in occupational structure, involving a shift
from a largely agricultural economy to one of mass employment in manufacturing. It is likely that this
shift precipitated the establishment of standard working hours but, as Presser (2003) points out, more
recent trends in developed countries away from manufacturing and towards services, involving
increased levels of female labour force participation, have led to the emergence of the 24/7
economy’. Personal services in particular (including retail, hospitality and healthcare) involve workers
interacting with customers in real time and as such demand dictates that these services must be
available when the customers are themselves available and not working. Presser (2003) also refers to
the contribution of demographic changes in industrial societies (higher incomes and an ageing

population leading to greater demand for personal services) and technological change, leading to the

7 Rather than being an official day off, Mondays and sometimes Tuesdays were characterised by large numbers
of people staying away from work as an unofficial extension to the Sunday rest. At a time when most of the
population was self-employed, the practice of taking time off at the start of the week usually involved longer
working hours towards the end of the week to ‘catch up’ on lost productivity.

8 Sopher (2014) suggests that in 1908 a New England mill became the first American factory to institute a five-
day week, in order to accommodate Jewish workers who observed a Saturday Sabbath. Other sources attribute
the full two-day weekend to car manufacturer Henry Ford.
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need for an increased proportion of the workforce to be employed at the weekend or non-standard

times of day.

Although it is a widely accepted and practised social convention, it is important to note that, in the UK
at least, the weekend receives very little official recognition in legislation. While there is legislation
regarding working hours, regular rest days and holiday allowance, the only special legislation

restricting weekend working specifically relates only to shop workers and betting shop workers.’

The proportion of the UK labour force working at the weekend is similar to that of other European
countries. As shown in Figure 3.1, 40% of UK employed persons usually or sometimes worked on
Saturdays in 2014, compared to 44% across the EU on average. Figure 3.2 shows that a lower
proportion (27%) usually or sometimes worked on Sundays, but again this was similar to the EU
average (25%). However, among the 28 EU countries, only Ireland, Slovakia and the Netherlands had
more than the 19% of UK workers who usually worked on Sundays.® Data from the European
Company Survey (Eurofound 2010) finds that, in 2009, 54% of establishments in the UK required at
least some of their staff to work on Saturdays compared to 40% across the EU as a whole, while 40%
of UK establishments required Sunday working, second only to Latvia in the European rankings and
much higher than the 24% EU average. However, it should be noted that these establishment-level
statistics are heavily weighted by the large number of small employers relative to large employers, so

do not reflect the average experience of workers.

9 Shop workers who have been with the same employer since August 1994 and betting shop workers who have
been with the same employer since January 1995 have the right not to work on Sundays. Workers who started
with their employer more recently also have the right to opt out of Sunday working if they give their employer
three months’ notice. (Source: https://www.gov.uk/sunday-working - Accessed January 2016)

10 Data extracted from Eurostat (ec.europa.eu/Eurostat) in January 2016. Measure is employed persons working
on Saturdays (Sundays) as a percentage of total employment. Denominator is all employed persons aged 15-64.

” ou

Numerator is number who “usually”, “sometimes” or “never” work on Saturdays (Sundays).
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3.2 Literature review
While the literature on working hours appears to be well established (see Chapter 2), there is relatively
limited quantitative analysis focusing on the well-being effects of different work schedules (i.e. the

times during the day or week that people undertake paid work).

Some studies have used the BHPS to assess the mental health impact of different shift patterns. For
example, Bardasi and Francesconi (2000) specify a fixed effects model to analyse the association
between ‘non-standard employment’ (which includes shift work) and GHQ scores, as a measure for
mental health. They find that overall there is not a significant relationship between rotating shifts and
mental health scores (with the exception of women with less than O-level qualifications where there
is a mental health penalty from starting a job with rotating shifts), although entering a job that involves
working mornings only is associated with a mental health improvement for both men and women, a
result which is driven by the significant effects for younger age groups. Ulker (2006) applies fixed
effects and random effects models to HILDA data to explore the impact of non-standard work
schedules on physical and mental health in Australia. He finds a significant effect for men on self-rated
health, general health (SF-36),*! physical functioning and, to a lesser extent, mental health, but no

significant effects for women.

Bara and Arber (2009) exploit the longitudinal aspect of BHPS to assess the impact of sustained shift
work on mental health, finding that for men undertaking night work for four years or more is
associated with reduced GHQ scores and increased self-reported anxiety and depression. For women,
these adverse effects are observed for those working varied shift patterns for two to three years, or
four years or more, but sustained night working has no adverse impact for women. Robone et al.

(2011), also using the BHPS, find that working unpaid overtime is associated with reduced GHQ scores

11 Short Form Health Survey. See Ware et al. (1994).



Work and Well-being

for women and working not during the day or on a rotating shift is associated with reduced GHQ scores

for men, with no impact on self-assessed health.

Less has been written on the well-being impact of weekend working. The BHPS does not contain any
variables indicating weekend working, so this has limited scope for analysis of this issue in the UK.
Such a variable is included in HILDA, however, and this was analysed as part of a cross-sectional study
by Hosking and Western (2008). They explore the effects of non-standard employment on work-family
conflict in Australia, using data from the first wave of HILDA. In this study, the outcome variable of
interest is an index based on a set of questions related to the conflicts parents might experience
between work and family life, but there is no analysis of well-being. Regular weekend working is
associated with increased work-family conflict for parents, with the result being significant for fathers
but not mothers. The possible reasons for this finding appear to be twofold. Firstly, the authors
speculate that mothers have a greater propensity than fathers to self-select into non-standard
employment patterns, due to placing a higher value on their childcare role. The positive effect on
work-family conflict experienced by these self-selecting mothers counteracts the potentially negative
impact caused by employer demand for non-standard working hours, which affects both men and
women. They also find that part-time working was a much stronger predictor of reduced work-family
conflict for mothers but not fathers, suggesting that there are differences in working time preferences
between genders. Secondly, the authors cite evidence that, as secondary carers, fathers’ time with
children is concentrated in playful or interactive activities (sports activities, outdoor play etc.) where
weekend time is more valuable. While mothers also engage in such activities with their children, this
constitutes a lower proportion of mothers’ total time spent with children as proportionally more time
is spent on other activities such as day-to-day physical care where there is no weekend premium. The
analysis includes a large number of conditioning variables (e.g. occupation and sector, number and
age of children, sex role attitudes and education level) but does not account for any unobserved

factors that may be correlated both with working patterns and perceptions of work-family conflict. A
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model based on panel data rather than cross-sectional data would enable these unobservable factors

to be controlled for as long as they do not vary over time.

Tausig and Fenwick (2001) also consider the effects of weekend working, and other non-standard
schedules, on perceptions of work-life balance although their analysis is not restricted to parents.
Using US data from 1992, they find that individuals working a non-Monday to Friday schedule are
significantly less likely to report good work-life balance than individuals working a standard schedule
and that this association persists even when controlling for the extent to which the individual
perceives that he/she has control over working hours. This is also a cross-sectional study which does
not control for the possible mitigating fixed effects. Moreover, the data used in this study is nearly 25
years old so it is possible that expectations and norms around weekend working may have changed

substantially in a quarter of a century.

A study by Cooke et al. (2009) finds that, among a cross-section of Canadian employees, there is very
little difference overall in job satisfaction levels between part time weekend workers and all other
workers but speculate that this result may be due to partnered women having a preference for non-

standard working schedules in order to facilitate domestic and family responsibilities.

Davis et al. (2008) find that weekend working in the US is not associated with perceived marital
instability or negative spillovers between family and work, and vice versa, although night working is
found to be associated with these negative outcomes. However, the incidence of daily stressors (a
more hedonic assessment of well-being) is found to be higher among weekend workers than weekday
workers. White-collar weekend workers report higher incidence of work-related stressors while blue-
collar weekend workers report higher incidence of spouse-related stressors. Again, this study is based
on between-person analysis from a cross-sectional dataset and only controls for observable life course
and background characteristics. A difference between night working and weekend working in the US
is also found by Gassman-Pines (2011), based on a survey of 61 low income mothers of pre-school

children. While night working is shown to have an adverse effect on maternal mood, mother-child
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interactions and child behaviour, there are no such negative associations among women working at
the weekend, although the interaction between night working and weekend working is significantly
related to reduced child positive behaviour. This also confirms the (now somewhat dated) findings of
Presser (2000), in which non-day work schedules are associated with marital instability among
American couples with children but these effects are not observed for people working during the day

at the weekend.

Other studies have used the UK’s National Survey of Time Use (UKTUS) 2000 to assess the effects of
weekend working. For example, Hook (2012) analyses the time use of fathers in the UK and finds that
those who work at the weekend spend less time with their children than those not working at the
weekend, partly as a result of higher overall hours. Once total working hours are controlled for, fathers
are able to compensate in terms of time spent alone with children but not on family time or time spent
as a couple. The data is cross-sectional and no inference is provided about the causality of weekend
working on other time use. Barnes et al. (2006) also conduct detailed analysis of the 2000 UKTUS.
Using a cross-sectional ordinary least squares (OLS) regression, they find that time spent with children,
and time spent on particular activities involving children, is negatively associated with atypical working
patterns (including weekend working) of both fathers and mothers. However, Brayfield (1995) finds
that fathers in the US are more likely to engage in childcare of pre-school children when the mother

works at the weekend, although there is no effect for school-age children.

Similarly, Craig and Brown (2015) and Craig and Brown (2014) use the Australian Bureau of Statistics
(ABS) Time Use Survey to assess whether weekend workers ‘make up’ for lost non-work time during
the week, focusing on all workers not just parents. They find that weekend workers, and particularly
those working on a Sunday, spend less non-work time in the company of others (including family and
friends both inside and outside of the household) and more time alone than people who do not work
weekends. It is suggested that this may lead to a negative well-being impact, although this is not

captured in the data. The study finds that weekend workers are also not able to compensate for lost
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recreation time and women working on Sundays spend less time overall engaged in childcare. Bittman
(2005), using an earlier ABS Time Use Survey, finds a similar result insofar as people working on a
Sunday spend significantly less time engaged in leisure with others on a Sunday than people not
working that day, but do not compensate for this by spending more time in similar activities on a

weekday.

Martin and Lelchook (2011) analyse a survey of employees of a large retailer in the US to assess the
extent to which weekend working affects attitudes to days worked. They find that workers who
worked fewer weekend days in 2010 compared to 2007 report a higher satisfaction with days worked
in 2010 than those who worked on both Saturdays and Sundays in both years. They also find that
workers who experienced a higher level of weekend working in both years had a lower satisfaction
with days worked than those who undertook less weekend working in both years. This is counteracted
somewhat by self-selection into weekend working as those who prefer to work on Saturdays have a
lower satisfaction penalty for working on Saturdays than those who would have preferred not to work
on Saturdays. The same does not hold true for Sunday working, however, which is consistent with a
higher wage premium being offered to Sunday workers to compensate them for working a non-
preferred schedule. The same authors (Martin et al. 2012) also find that, among retail workers in a
particular US company, those working weekend schedules or non-day shifts remain with their

employer for a shorter duration than those on standard schedules.

There is limited evidence on the direct link between weekend working and well-being. Based on a
survey of 376 Canadian workers, Jamal (2004) finds that employees involved in weekend work report
higher emotional exhaustion, job stress and psychosomatic health problems than employees not
involved in weekend work, but this study does not appear to control for other factors so the results

should be treated tentatively.

Possibly the strongest evidence from the existing literature on the impact of weekend working on SWB

is provided by Bryson and MacKerron (2017). In this study, data was collected from UK individuals via
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a smartphone app called Mappiness. At random points in time, the app prompts the participant to
report their mood (specifically, levels of happiness and relaxation) and also report what they are doing
at the time. This is an example of the Experience Sampling Method (ESM) in which SWB is elicited in
real time (see Hektner et al. 2007; Stone and Shiffman 2002). This can be contrasted to the Day
Reconstruction Method (DRM), where subjects report their SWB retrospectively after reviewing their
activities on the previous day (see Kahneman et al. 2004). Bryson and MacKerron (2017) find that
participants on average report very low levels of happiness and relaxation while working or studying,
second only to being sick in bed among all coded activities. Average happiness is even lower when the
working or studying occurs at the weekend relative to the hours of 6am-8pm on Monday-Friday. Due
to the fact that Mappiness collects multiple observations from each participant over time, the analysis
is able to control for fixed effects, using a similar method that | adopt to analyse ATUS in Chapter 4.
However, Mappiness users are self-selecting by nature and should not be expected to be

representative of the wider UK population.?

Finally, it is worth summarising the literature on day of the week effects on well-being, as this provides
some indication of whether there is anything ‘special’ about the weekend in terms of how people feel.
Ryan et al. (2010) report results from a survey of 74 employed individuals in the US in which
participants recorded their mood, alongside their activities at different times of the day and week. The
study finds that reported well-being is significantly higher between Friday evening and Sunday
afternoon, which is found to be mediated by participants experiencing higher levels of autonomy and
relatedness. The effects of not working account for all of the difference in unpleasant feelings between
weekdays and weekends, but only partially account for the difference in pleasant feelings, suggesting
that a ‘weekend effect’ does exist even taking account of different work schedules. Helliwell and Wang

(2014) also find strong weekend effects on affective well-being (but not evaluative well-being) using

12Bryson and MacKerron (2016) show that Mappiness respondents differ in number of ways from the population
at large. Specifically, Mappiness users are more likely to be young, in a higher income band and in employment
or education compared to the rest of the population.
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a larger national dataset (the Gallup/Healthways US daily poll). The data does not contain information
on weekend working, although it is found that full time workers experience greater happiness at the
weekend than part time workers, suggesting that these results are dominated by people working a
traditional Monday to Friday working week. Also, about half of the difference in affective well-being
between weekdays and weekends is explained by the difference in time spent with family and friends,

which is much higher at weekends among this sample.

3.3 Theoretical framework
Recall from equation (1) in section 2.2 that the representative individual i derives utility both from the
activity she undertakes (either work or leisure) and the amount she consumes in each period t where
t=(1,..,T). Expanding on this, now let T = 2 such that period t refers either to the weekend (t =

1) or the working week (t = 0). Equation (1) can hence be rewritten as:

Vi = Ujo(Lio, Cio) + Uir (Li1, Ciz) (3)

Here, V; is the individual’s total utility and U;y and U;; are the utilities gained from non-weekend
working and weekend working respectively. The dummy variables L;; and L;; are equal to 1 if the
individual works on a weekday or a weekend day respectively, and 0 otherwise, and the continuous

variables C;y and C;; denote the amount consumed on weekdays and weekend days respectively.
Similarly, the budget constraint in equation (2) can be rewritten as:

WioLip + wi1Li; = Cip + (i1 = C; (4)

Here, the parameters w;y and w;, refer to the wages that i would receive if she were to undertake a
weekday shift or a weekend shift respectively. Let us now restrict the individual to working either a
weekend or a weekday shift, but not both, such that L;; + L;; = 1. Hence equations (3) and (4) can

be rewritten as:
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Vi=UW;, C) (5)

wio(1 = W) + wyW; = (; (6)

Here, W; is a binary parameter which equals 1 if the individual works at the weekend (L;; = 1) and 0

if she does not work at the weekend (L;; = 1), while C; is total consumption over the week (Cj, +

Ci1)-

The empirical analysis in this chapter aims to test the null hypothesis that U; (0, C;) = U;(1, C;) across

all i keeping C; (and all other variables that may influence well-being) constant.

3.4 Data

The data for my analysis is derived from both the quarterly LFS (Office for National Statistics 2016a)
and the UKHLS (University of Essex 2015).12 The two datasets measure weekend working in very
different ways. In the LFS, the respondents are asked to report the days on which they were scheduled
to work in the reference week (that is the week immediately preceding their participation in the
survey). The UKHLS, however, simply asks respondents to state whether they sometimes or usually
work at weekends. As such, the UKHLS definition is much broader as it pools together those working
weekends only occasionally with regular weekend workers, while the LFS definition is more precise as
it identifies actual scheduled weekend working in a given week. The two datasets also differ in terms
of how well-being is measured. While both datasets include a measure of life satisfaction, the LFS
measures this alongside happiness, anxiety and eudaimonic well-being while the UKHLS also measures

GHQ and domain satisfaction (that is satisfaction with specific aspects of life). My approach of

BAlthough all efforts are made to ensure the quality of the materials, neither the original data creators,
depositors or copyright holders, the funders of the data collections, nor the UK Data Archive, nor the UK Data
Service bear any responsibility for the accuracy or comprehensiveness of these materials. Due to the potentially
sensitive nature of the SWB data in LFS, access to the Quarterly Labour Force Survey was granted via the Secure
Access framework. This involved accessing the data through a virtual laboratory. All research outputs were
independently checked by UK Data Service officers before being released from the laboratory, to ensure
compliance with data protection procedures.



Chapter 3: The impact of weekend working on well-being

estimating the same model using both datasets provides a much richer set of results than would be

possible if only one dataset were selected.

3.4.1 Labour Force Survey
The LFS is a large scale survey undertaken in the UK since 1973, and on a quarterly basis since 1992. It
is a simple random sample of all persons normally resident in private households in Great Britain and
(from 1994) Northern Ireland, with a total sample size of between 90,000 and 157,000 individuals.
Each individual, within sampled households, is interviewed five times over a 12 month period (at
quarterly intervals) before leaving the sample, with a new batch of households joining the sample
every quarter. The first interview is conducted face-to-face and subsequent interviews are conducted
by telephone where possible. Some questions are asked in all five waves of the survey while others
are asked at specific waves or in specific quarters only. Four questions on SWB have been included in

the LFS since 2012, and are asked to all respondents in the first and fifth waves only.

The analysis presented in this chapter is based on a pooled sample of individual adult respondents
across 11 quarters, between January-March 2012 and July-September 2014. This period was chosen

as it includes all quarters available to date where questions on well-being are included in the datasets.

3.4.1.1 Explanatory variables of interest - weekend working
The LFS quarterly data contains a number of different variables that can indicate the extent of
weekend working at individual level. In the ‘Employment Pattern’ section of the questionnaire,

respondents are asked to state the days of the week on which they normally work. They are also asked

141t should be noted that SWB variables are not normally included in quarterly LFS datasets. While SWB is
collected at waves 1 and 5 of the LFS, the purpose of this collection is to provide well-being data for the APS.
The reader should be aware of two analytical issues relating to the use of the LFS for SWB analysis. Firstly, the
correct weighting variable to be used for SWB analysis is not provided in the LFS. This does not pose a problem
for my research as the main findings are derived from unweighted regression analysis, and no descriptive
statistics are provided in relation to SWB outcomes. Secondly, the LFS contains only a subset of the APS sample,
as the APS sample is also derived from an APS boost. Therefore, the sample | have used does not constitute the
full set of individuals from whom SWB data is collected for the APS. Nevertheless, the samples achieved from
pooling together all LFS respondents appear to be sufficient for a robust analysis (over 25,000 reporting a wave
1 and wave 5 score for each of the four SWB variables).
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whether they ever work on Saturdays and, separately, Sundays, and if so on how many Saturdays (or
Sundays) they worked in the past four weeks. However, these questions are only asked once to each
cohort in the survey (i.e. they are not asked every quarter or every wave) and therefore are useful for

cross-sectional analysis only.

A different part of the questionnaire does, however, contain a question about days worked that is
asked in every quarter. The first question in the ‘Sickness’ section of the questionnaire asks
respondents who reported working in the reference week (effectively the seven-day period ending on
the Sunday before the interview took place) to state on which days they were scheduled to work that
week. From this information, | create three dummy variables to indicate the incidence of weekend
working W;;: whether or not the individual was scheduled to work on the Saturday of the reference
week; whether or not the individual was scheduled to work on the Sunday of the reference week; and
whether or not the individual was scheduled to work at any time on the weekend of the reference

week (i.e. on either the Saturday or Sunday or both).

It should be noted that these three variables do not necessarily reflect the usual working patterns of
respondents and also exclude people who were working but were not scheduled to work in the
reference week (e.g. due to holidays). Also, these variables do not measure the days actually worked
in the reference week (as some scheduled working days may have been taken off due to illness or
other unexpected reason, or respondents may have ended up working on a day on which they were
not scheduled to work). However, bearing in mind that LFS interviews take place across the year,
aggregated across cohorts these variables do provide a good snapshot of the extent of weekend
working on an average week for different subsets of the working population. Also, the fact that the

guestion is asked in every wave allows this variable to be used in a panel data specification.

3.4.1.2 Dependent variables of interest

Since the start of 2012, the LFS has included four well-being questions that have been used by the

Office for National Statistics to measure average levels of well-being over time for the UK population
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and various sub-populations. Each individual who stays in the survey for all five waves is asked these
four questions on two occasions: at wave 1 and then approximately twelve months later at wave 5.

The four variables can take any integer value between 0 and 10 and are summarised as follows.

The variable denoted ‘Satisfaction’ is derived from the question “Overall, how satisfied are you with
your life nowadays, where nought is ‘not at all satisfied’ and 10 is ‘completely satisfied’?” This variable

measures overall life satisfaction and is designed as an indicator for evaluative well-being.

The variable denoted ‘Worthwhile’ is derived from the question “Overall, to what extent do you feel
that the things you do in your life are worthwhile, where nought is ‘not at all worthwhile’ and 10 is
‘completely worthwhile’?” This variable is designed as an indicator for eudaimonic well-being. |
explore the subject of eudaimonic well-being in much greater detail in the next chapter, in the context

of investigating the impact of job type on eudaimonic well-being.

The variable denoted ‘Happy’ is derived from the question “Overall, how happy did you feel yesterday,
where nought is ‘not at all happy’ and 10 is ‘completely happy’?” This variable is designed as an

indicator for current levels of happiness, or hedonic well-being.

The variable denoted ‘Anxious’ is derived from the question “On a scale where nought is ‘not at all
anxious’ and 10 is ‘completely anxious’, overall, how anxious did you feel yesterday?” This variable is

designed as an indicator for current levels of anxiety, and is also a measure of hedonic well-being.

The distributions of these variables are shown in Figure 3.3 through to Figure 3.6. These histograms
show that most people report relatively high well-being, with 8 out of 10 being the modal response

for ‘Satisfaction’, ‘Worthwhile’ and ‘Happy’ and 0 out of 10 being the modal response for ‘Anxious’.’®

15 1t should be noted that the ‘Anxious’ variable is missing from the April-June 2012 dataset so individuals
entering the survey (wave 1) in this quarter are effectively excluded from the analysis for this variable only. The
three other dependent variables (‘Satisfaction’, ‘Worthwhile’ and ‘Happy’) are included in every quarter
between January-March 2012 and July-September 2014 (the latest available quarter at the time of analysis).
Hence, the regressions involving ‘Anxious’ as the dependent variable are based on a smaller pooled sample
compared to the other three dependent variables.
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3.4.1.3 Other explanatory variables
As summarised in section 2.1.2 above, the existing well-being literature reports that there are a
number of personal characteristics that are consistently correlated to well-being so it is important that

these are controlled for in the regressions, in order to isolate the effects of weekend working.

The first set of control variables include personal characteristics not directly related to employment
and work. To control for whether the individual experiences a change in marital status in the 12 month
period between wave 1 and wave 5, | include a dummy variable which takes the value of 1 if the
individual is either married, co-habiting or in a civil partnership and 0 otherwise. | also include a
dummy variable to account for the presence of children in the household which takes the value of 1 if

the individual has dependent children aged under 19 living in the household and 0 if not.

Health is an important determinant of well-being. In each wave, respondents are asked to report their
general level of health on a scale of 1 to 5, where 1 is “very good” and 5 is “very bad”. | reverse this

scale so that higher scores indicate better health.

It is likely that income is correlated with well-being so, to control for this, | include as an explanatory
variable the natural log of the net weekly income earned by the individual in their main job. This log-
linear specification assumes that well-being is more likely to be sensitive to a proportional change in

income rather than an absolute change.

The pooled regressions also contain covariates to account for gender, age (specified as a quadratic),
highest qualification and whether or not the individual is from an ethnic minority (BME). However, as
these characteristics are assumed to be constant across time (or, in the case of age, non-varying over

time between individuals), these variables are not included in the panel data regressions.

In terms of work-related covariates, a public sector variable is included which takes the value of 1 if

the individual works in the public sector and 0 otherwise. Similarly, a dummy variable is included for
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temporary employment status (taking the value of 1 if the individual is in a non-permanent job and 0

if their job is permanent).

To account for the fact that a change in weekend working status may be associated with a change of
job, I include a dummy variable entitled ‘new job’ which is set to O for all wave 1 observations and 1
for any wave 5 observations where the individual had changed job since wave 1. If the individual had
not changed jobs, this variable is 0 in both waves.!® Additionally, we might expect that change in well-
being is not only affected by moving to a new job but is also affected by a change in the quality of job.
To account for this, similarly to Gash et al. (2012), | include an indicator of job quality which is derived
from the three-digit Standard Occupational Classification (SOC) code of the respondent’s main job. |
compute a ranking for these SOC codes based on the mean hourly gross pay in 2010, from the Annual
Survey of Hours and Earnings (ASHE) (Office for National Statistics 2011).Y” Separate rankings are
calculated for males and females. Where an individual changed SOC code between wave 1 and wave
5, the change variable takes the value of 1 if the individual moved into an occupation with a higher
ranking (taking into account their gender) and -1 if they moved into an occupation with a lower

ranking.®

Finally, we might expect that well-being is also influenced by the number of hours an individual works

during the week. While alternative specifications have been tested for the robustness checks below,

16 This variable is derived from the LFS variables CONMPY (year started working with current employer) and
CONMON (month started current job). An individual is defined as having a new job in wave 5 if their current
employment started more recently than the end of the quarter in which they undertook their wave 1 survey.

17 Adapted from data from the Office for National Statistics licensed under the Open Government Licence v3.0.
18 This variable was calculated by first observing the mean hourly wage for men and women for each 3-digit SOC
2000 classification according to ASHE 2010. These occupations were ranked by gender-specific hourly wage, thus
creating separate male and female ranks. For all individuals in the sample, the ‘Quality’ variable is set to zero if
t = wave 1. If the LFS individual is male, his value on ‘Quality’ in t = wave 5 is set to 1 if his wave 5 occupation is
ranked higher (i.e. higher paid on average) than his wave 1 occupation on the male ranking, and -1 if his wave 5
occupation is ranked lower than his wave 1 occupation on the male ranking, and 0 if he was in the same
occupation as in wave 1. The values for Quality are set similarly for female respondents based on the female
ranking.
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the core analysis for the LFS regressions uses total hours worked (main and second job combined) in

the reference week.

3.4.1.4 Sample sizes
The total pooled (wave 1 and wave 5) sample size of working individuals aged 18 or above for whom
weekend working status is known is 61,456 (see Table 3.13). A substantial number of these individuals
did not complete the SWB questions, while a few completed some but not all of the four SWB
guestions. Moreover, the ‘Anxious’ variable is missing from the April-June 2012 quarter. Therefore,
the sample size of those where both well-being and weekend working status are known is 38,033 for
‘Satisfaction’, 37,986 for ‘Worthwhile’, 38,028 for ‘Happy’ and 34,950 for ‘Anxious’ (see Table 3.11).
Including the full set of control variables further reduces the sample size due to missing values on one
or more control variable (net personal income in particular has a large number of missing values) so
the sample sizes used for the main regressions are 29,236 for ‘Satisfaction’, 29,206 for ‘Worthwhile’,

29,234 for ‘Happy’ and 26,839 for ‘Anxious’.

3.4.2 Understanding Society
The UKHLS is a longitudinal study of 26,000 UK households intended to be representative of the UK
population in 2009. The remaining households (about 8,000) from BHPS were added to the UKHLS
sample from wave 2. The sample also includes an Ethnic Minority Boost (EMB) of 4,000 households

where at least one household member identified as being from an ethnic minority.

The sample of individual respondents used for this analysis is composed of all members of selected
households at the time of the first wave of interviewing, known as Original Sample Members (OSMs),
plus individuals subsequently joining a household with one or more OSMs in later waves. Only

individuals completing the adult questionnaire and aged 18 or over are included in this analysis.

To date, data from the first seven waves of the UKHLS is available for analysis. Questions about life
and domain satisfaction and the GHQ are asked in all waves and, with the exception of job satisfaction,

form part of a self-completion questionnaire which all adult (age 16+) respondents are asked to
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complete during the interviewer visit. However, questions about weekend working are included in the
work conditions module and are asked only in every other wave. Therefore, to date only three waves
containing this key explanatory variable (waves 2, 4 and 6) are available for analysis. The wave 2
interviews were conducted over the calendar years 2010 and 2011, the wave 4 interviews were
conducted over the calendar years 2012 and 2013 and the wave 6 interviews were conducted over
the calendar years 2014 and 2015. For a given household, the interviews took place at 12 month
intervals (i.e. the time elapsed between waves 2 and 4 and between waves 4 and 6 was 24 months for

each interviewee).

3.4.2.1 Explanatory variable of interest - weekend working
The relevant question in UKHLS, asked to all adult respondents that had a paid job (employed or self-
employed) at the time of the interview, is expressed as follows: “Do you ever work at weekends?” If
the respondent answers “yes” to this question, she is then asked the supplementary question: “Is that
most/every weekend, or some weekends?” The combined answers to these two questions are then
used to divide the responses into three categories: “Yes — most/every weekend”; “Yes — some
weekends”; and “No weekend working”. To simplify the analysis and boost cell sizes, | convert the
weekend working variable from an ordinal to a binary variable by combining ‘most weekends’ and
‘some weekends’ into a single category. The resulting binary variable W;; takes the value of 1 if
individual i worked at least some weekends in wave t and 0 otherwise. However, in the robustness
checks reported in section 3.6.3.3 below | also test the model using the original weekend working
categories to explore whether the extent as well as the incidence of weekend working are relevant to

explaining variations in well-being.

3.4.2.2 Dependent variables of interest
The GHQ questions, which form part of the self-completion questionnaire to be completed by all
adults, are derived from a validated scale designed to measure the general mental well-being of an

individual. Respondents have a choice of four responses to each of these 12 questions, which can be
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converted into an ordinal scale between 0 and 3, where 0 indicates good psychological health and 3
indicates poor psychological health. For each individual, the responses for all 12 questions are
aggregated to generate a combined score of between 0 and 36. This scale can then be reversed such
that lower scores indicate worse psychological health and higher scores indicate better psychological
health. Appendix A provides details of the questions asked in the GHQ section of UKHLS and further

details about the GHQ and its use is available from Goldberg and Williams (1988).

The satisfaction with leisure time and life satisfaction questions, also asked in the self-completion
guestionnaire, are expressed as follows: “Here are some questions about how you feel about your life.
Please choose the number which you feel best describes how dissatisfied or satisfied you are with the
following aspects of your current situation.” The respondent then reports a score of between 1 and 7,
where 1 is “completely dissatisfied” and 7 is “completely satisfied” for “The amount of leisure time

you have” and “Your life overall” respectively. These numerical values are retained for the analysis.

The job satisfaction question appears elsewhere in the questionnaire, following questions about the
individual’s employment and commuting, and forms part of the face-to-face interview rather than the
self-completion section. In all other respects, the job satisfaction question is similar to the satisfaction
guestions in the self-completion section and is treated the same. The job satisfaction question is
expressed as: “On a scale of 1 to 7 where 1 means ‘Completely dissatisfied’ and 7 means ‘Completely

satisfied’, how dissatisfied or satisfied are you with your present job overall?”

The histograms presented in Figure 3.7 through to Figure 3.10 show the distribution of each of these
dependent variables, pooling all three waves in the analysis and excluding individuals not in the
balanced panel (i.e. those that do not have three responses to the weekend working question). It can
be seen that all four distributions are skewed towards higher well-being with the modal response
being close to (but less than) the highest possible response. Unlike the other three variables, the
satisfaction with leisure time variable has a secondary peak at a relatively low level of well-being (3

out of 7), indicating a relatively polarised distribution.
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3.4.2.3 Other explanatory variables
To control for marital status, | include a dummy variable which takes the value of 1 if the individual is
in a partnership at time t (married, in a civil partnership or living together), and 0 otherwise. Further
dummies are included to control for carer status (equal to 1 if the individual reports caring for
someone in the household and 0 otherwise), and for whether or not dependent children are living in
the household. To control for health, | use a question from the self-completion questionnaire in UKHLS
in which respondents are asked to rate their general level of health on a five-point scale where 1 is
“Excellent” and 5 is “Poor”. In my analysis this variable is reversed (so that 5 represents excellent
health and 1 poor health) and is assumed to be cardinal. As a robustness check, | substitute self-

assessed health for a disability / long term illness dummy. This makes little difference to the results.

Similarly to the LFS analysis, | also include monthly net personal income expressed in logarithmic
terms. Note that, unlike the corresponding LFS variable, the UKHLS variable is derived from all personal

income, not just wage income.

The pooled regressions also contain covariates to account for gender, age (specified as a quadratic)
and highest qualification. However, as these characteristics are assumed to be constant across time,

these variables are not included in the panel data regressions.

My analysis also includes a number of other variables related to changes in job or working conditions.
UKHLS contains a question that asks the respondent to state whether or not they have changed job

since the last wave.? | have combined the responses to this question in both waves 3 and 4 to compute

19 Specifically, there are three questions about job changes in UKHLS. Respondents are first asked whether they
have been continuously working with the same employer as at the last wave. If they are with the same employer,
they are then asked whether they have been continuously working at the same workplace. If they are at the
same workplace, they are then asked whether they have been continuously in the same job. My analysis assumes
that all people that have changed employer or workplace have also changed jobs. Similar variables were
calculated for whether or not the individual changed workplace (a subset of those that changed jobs) or changed
employer (a subset of those that changed workplace) and these are addressed in the robustness checks in
section 3.6.3.1 below.
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for each individual whether or not they changed jobs between waves 2 and 4, and used the respective

responses in waves 5 and 6 to compute whether or not they changed jobs between waves 4 and 6.2°

A further variable is included to signify whether the individual has made an upward or downward shift
in job quality. Similarly to the method described in section 3.4.1.3 above, this latter variable is derived
from whether any change in occupation (3-digit SOC 2000 classification) between observations
represents an upward or downward shift according to average gender-specific hourly pay rate as

reported in ASHE 2010.%

| also include a dummy variable for whether the individual is self-employed and a dummy variable for
whether the individual is in temporary employment (where the respondent considers their job to be

in some way not permanent).

As discussed in the literature review in section 2.1.3 above, working hours can also be a significant
predictor of well-being. UKHLS includes a question that asks both employed and self-employed people
to state their usual hours of work excluding overtime. | also add to this the number of overtime hours
usually worked per week (asked only to employees) to compute a variable denoting usual weekly

hours of work. Much of the literature treats working hours as a binary or categorical variable (for

20 This effectively generates two dummy variables, named Newjob1 and Newjob2. Where t = wave 2, both
Newjob1 and Newjob2 are set to zero for all individuals. Moreover, Newjob2 is set to zero for all individuals in t
= wave 4. Newjob1l is set to 1 in both t = wave 4 and t = wave 6 if the individual changed job between waves 2
and 4, and Newjob2 is set to 1 in t = wave 6 if the individual changed jobs between waves 4 and 6.

21 This variable is calculated by first observing the mean hourly wage for men and women for each 3-digit SOC
2000 classification according to ASHE 2010. These occupations are ranked by gender-specific hourly wage, thus
creating separate male and female ranks. For all individuals in the sample, the ‘Quality’ variable is set to zero if
t = wave 2. If the UKHLS individual is male, his value on ‘Quality’ in t = wave 4 is set to 1 if his wave 4 occupation
is ranked higher (i.e. higher paid on average) than his wave 2 occupation on the male ranking, and -1 if his wave
4 occupation is ranked lower than his wave 2 occupation on the male ranking, and 0 if he was in the same
occupation as in wave 1. Where t = wave 6, the value of ‘Quality’ depends on both its value in wave 4 and any
subsequent change in occupation between waves 4 and 6. A value of 2 in t = wave 6 denotes that the individual
experienced an increase in job quality between waves 2 and 4 and again between waves 4 and 6, while a value
of -2 denotes that the individual experienced a drop in job quality in both time intervals. A value of 1 (-1) at t =
wave 6 indicates that the individual experienced an increase (decrease) in job quality either between waves 2
and 4 or between waves 4 and 6, but not both. A value of 0 where t = wave 6 indicates that either the individual
did not change occupation classification across the three time periods or that he moved in one direction between
waves 2 and 4 and then in the other direction between waves 4 and 6. The values for ‘Quality’ are set similarly
for female respondents based on the female ranking.
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example part time versus full time). However, this transformation results in a loss of data insofar as
small changes in working hours (that do not affect full time / part time status) may still impact on well-
being, so | have opted to retain hours worked as a continuous variable, assumed to be linearly related
to well-being. Alternative definitions of working hours are tested in the robustness checks in section

3.6.3.1 below.

A final dummy variable controls for the individual’s daily working schedule, defined as whether or not
they work in the daytime only compared to other non-daytime shifts.?? This is an important control,
which is not available in the LFS data, as there is significant correlation between shift working and
weekend working and it is important to separate out any adverse effects due to working non-daytime

shifts from the effects of weekend working.

3.4.2.4 Sample sizes
The total pooled (waves 2, 4 and 6) sample size of working individuals aged 18 or above for whom
weekend working status is known is 41,889 (see Table 3.14). The sample size of those where both
well-being and weekend working status are known is 41,850 for job satisfaction, 39,479 for
satisfaction with leisure time, 39,468 for life satisfaction and 39,387 for GHQ (see Table 3.12).
Including the full set of control variables further reduces the sample size due to missing values on one
or more control variable so the sample sizes used for the main regressions are 29,968 for job

satisfaction, 29,885 for satisfaction with leisure time, 29,879 for life satisfaction and 29,806 for GHQ.

It should be noted that, while the LFS is a simple random sample, there is sample selection bias in the
full UKHLS sample. For example, households in Northern Ireland and households containing at least

one person of an ethnic minority are purposely over-sampled. For this reason, one of my robustness

221n all waves, respondents who were working were asked to state which time of day they normally work. Those

»nou

that responded “mornings only”, “afternoons only” or “during the day” are assumed to be daytime workers

YT ”n u

while all other responses (“evenings only”, “at night”, “both lunchtimes and evening”, “other times of day”,
“rotating shifts”, “varies/no usual pattern”, “daytime and evenings” and “other”) are assumed to be non-
daytime working. The computed variable codes 1 for individuals that were working a daytime schedule in a given

wave and 0 otherwise.
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checks (see section 3.6.3.6 below) repeats the OLS regression on the core Great Britain sample only,

which is itself a simple random sample.

| also remove all respondents under the age of 18 from both datasets, so that my analysis only includes
the adult population. There is no upper age limit, although people not in work are effectively excluded

from the sample.

3.5 Methodology / Specification
| use two main models to test the hypothesis that weekend working has an effect on well-being. Firstly,
| use an OLS fixed effects model and, secondly, | use the Blow Up and Cluster (BUC) method, which is
a version of the conditional logit model adapted for ordinal data. The results from both methods are

reported and they yield very similar results.

To assess the impact of weekend working on different measures of satisfaction and well-being, |

assume that the relationship between weekend working and well-being takes the following form:

Sie = Bo + P1Wir + Xyt B+ v; + & (7)
In this model, S;; denotes the outcome of interest (i.e. measure of satisfaction or well-being) for
individual i at time t. Note that this is assumed to be a continuous variable which is not directly
observed in the data. In line with the theoretical model described in section 3.3 above, the variable
Wi is a dummy variable which takes the value of 1 if individual i worked weekends at time t and O if
the individual did not work weekends at time t. The vector X;; contains all other observable time
variant factors that are thought to impact on Sj;. The fixed effects error term v; contains all
unobservable variables that are assumed not to change over time, while the time variant error term

is &t

In the data, SWB is reported on an ordinal scale. If person i’s response to a given subjective well-being
question at time t is denoted as S;;, then S;; can be assumed to be a proxy response for ‘true’

unbounded well-being Sj;. In its least restricted form, we can say that:
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Sie = f(Sit) (8)
As discussed by Ferrer-i-Carbonell and Frijters (2004), economists usually assume that actual well-
being and reported well-being are ordinally comparable over time and between individuals.
Therefore, if S;; > S5 then S, > Sig, and if S;; > Sj; then Sjp > S, such that f' > 0 for all values of
S;¢ in equation (8). Psychologists, however, tend to place stronger assumptions on the relationship

between S;; and S}; such that: %

Sit — Sjt = Sit — Sjy (9)
In other words, self-reported satisfaction can be assumed to be interpersonally cardinal insofar as the

difference between, say, a score of 1 and 2 on a given well-being scale is equal to the difference

between a score of 6 and 7 in terms of actual well-being.

If S can be assumed to be cardinal, then we can simply substitute S;; with S;; in the original

specification (7) as follows:

Sic = Bo + P1Wir + Xyt B+ v; + & (10)
An important component of the fixed effect v; is personality. The literature suggests that personality
is strongly correlated with well-being (Diener and Lucas 1999) and it is also reasonable to expect that
personality is correlated with weekend working and the other co-variants in the model. In other
words, cov(v;, W;;) # 0. Therefore, estimates of 8; based on equation (10) will be biased. Where
panel data is available, this fixed effect can be controlled for by taking the mean (over time) of

equation (10) as follows:

Si=Bo+PiW; +XiB+vi+5 (11)
Here,S; = T ¥T_, S;; and similarly for all right hand side variables, where T is the number of periods

in the panel. If we subtract equation (11) from equation (10), we get the ‘within’ transformation:

Sit = Bo + BiWie + X(iB + & (12)

23 A review of more than 50 psychological studies (Argyle 1999) finds that all studies based on cross-sections
used this assumption.
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Here, $;; = S;; — S; and similarly for all right hand side variables. Equation (12) can be estimated using
OLS. Ferrer-i-Carbonell and Frijters (2004) recommend applying the OLS fixed effects estimator to
panel data where the outcome variable of interest is an ordinal SWB measure. After reviewing the
literature and undertaking their own analysis on the GSOEP, they find that OLS produces similar results
to the alternative methods of ordered probit and ordered logit in models with a self-reported
satisfaction score as the dependent variable. However, the ordinal assumption does not lend itself
easily to the inclusion of unobserved individual heterogeneity and the conclusion of Ferrer-i-Carbonell
and Frijters (2004) is that the difference in results between whether or not the model accounts for
time-invariant unobserved factors is much greater than the difference between using a linear or non-

linear model.

More recent developments in methodology, however, have led to the emergence of alternative
estimators applicable to longitudinal SWB data. Such estimators can control for the fixed effect but
maintain the ordinal nature of the SWB variable (i.e. do not require the strong restriction given in
equation (9)). One such estimator is the BUC method developed by Baetschmann and Staub (2015)

and described and applied by Dickerson et al. (2014).2

We can start with the initial assumption, set out in equation (7), that weekend working and other
factors are linearly related to actual well-being S;; and then make the weaker assumption that
reported well-being is only ordinally related to actual well-being, such that equation (8) holds and
f' > 0forall values of S/;. Therefore, the data fits an ordered choice model where each discrete score
that a person could give when reporting their well-being in the LFS or UKHLS indicates the bounds
within which their true well-being lies. Where there are Kpossible responses to the SWB indicator of

interest, we can say that:

Sit = kif u <Siy < pgyq Wherek € {1, ..., K} (13)

24 This latter paper also contains Stata code for programming and running the BUC estimator, which | have used
for this research.
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Here, uy, represents the lower bound of S;; when S;; = k and p 1 is the upper bound. Note that the

threshold parameters are strictly increasing in k such that u;, < p41Vk, and, as S;; is continuous,

My = —0and ligyq = .

To estimate this using Chamberlain’s conditional logit model (Chamberlain 1980), one then needs to
reduce the ordinal dependent variable S;; to a dummy variable df"';, such that dé’{’ =1ifS;; = k™ and
d{‘; = 0if S;; < k*, where k* is an arbitrarily chosen cut-off from the set k € {2, ..., K}. As shown in
Dickerson et al. (2014), the probability of observing a particular sequence of outcomes dll‘* =

(df‘l*, ) dﬁ‘;) conditional on the number of ones in the sequence a; is given by:

\ . T_ dE (B W, + X! (14)
Pr(d%‘ |Z{=1 dlkt _ ai) _ exp[Xi=1 Tlt (B1Wie LtB’)]
21;eB; €XP [X=1 Lie (B Wir + X B)]

Here, l;; is either zero or one, ; = (l;4, ..., l;7) and B; is the set of all possible [; vectors with the same

number of ones as d{‘ From Chamberlain (1980), it can be shown that maximising the conditional

log-likelihood LL*" = ¥, In[Pr(d¥

[ dll‘t* = al-)] gives a consistent estimate of the coefficient

of interest 8;and all other coefficients in the vector .

The obvious problem of using a binary logit estimator on our data is that it necessarily ignores a
substantial amount of information contained in the observed outcome S;;. Any individual reporting
S;t < k* forall t or reporting S;; = k* for all t would be deemed not to have experienced any change
in well-being over time. For example, if a cut-off of k* = 5 were to be chosen, only individuals whose
reported well-being was lower than 5 in at least one period and higher than 5 in at least one period
would affect the estimate. A change in well-being between 6 and 7, for example, would have no effect

on the estimate.

As explained by Dickerson et al. (2014), the BUC method addresses this problem by estimating the
conditional logit model using all K — 1 possible values of k* simultaneously, imposing the restriction

that B2 = B3 = --- = BX (i.e. the coefficients are the same for each estimation). The method creates
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a dataset where each individual is repeated K — 1 times, each time using a different cutoff k* to
collapse the dependent variable S;; into a binary form d{‘t The model is then estimated on the
expanded sample using the standard Chamberlain approach. As some individuals contribute to several
terms in the log-likelihood function, the method also adjusts the standard errors for clustering at the

level of the individual.
3.6 Results

3.6.1 Descriptive analysis
Analysis of over 450,000 individuals in the LFS over the period January 2012 to September 2014%°
reveals that weekend working in the UK has remained relatively consistent over the last few years.
Table 3.1 shows that weekend working is more prevalent among men than among women, and
Saturday working is more common than Sunday working. Across the sample as a whole, 24% of
working men and 19% of working women were scheduled to work on the Saturday of the reference
week, while 14% of men and 11% of women were scheduled to work on the Sunday. It appears that
most of those working on Sunday also worked on Saturday (i.e. were completing a full weekend shift)
as the numbers working at any time during the weekend are only a little higher than the numbers

working on Saturday (26% of men and 22% of women).

As shown in Table 3.2, age is an important predictor of weekend working. More than half of 18-19
year old working people worked at the weekend, and weekend working is also higher than average
for the 20-24 and 25-29 age groups. This is likely to be related to the sectors and occupations in which
younger workers are concentrated (for example relatively low-skilled service sector work) but may
also be related to the fact that many younger workers are likely to schedule their working hours
around their educational commitments. Beyond the age of 30, there appears to be no relationship

between age and prevalence of weekend working, although weekend working does increase again for

25 This is a pooled sample which only uses wave 1 responses. Therefore, there are no duplicate responses in the
sample used for the descriptive statistics.
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the 65+ age group. It is also clear from the analysis in Table 3.3 that having dependent children is not

on average related to whether or not one works at the weekend.

Table 3.4.shows that there are significant differences in weekend working across occupations. More
than half (51%) of those working in sales and customer service occupations were scheduled to work
at the weekend in the reference week, with Saturday working being particularly common for this
group. Weekend working is also higher than average for: caring, leisure and other service occupations;
elementary occupations; process, plant and machinery operatives; skilled trades occupations; and
managers, directors and senior officials. Only three occupational groups (professional occupations,
associate professional and technical occupations, and administrative and secretarial occupations)
have lower than average levels of weekend working. In other words, weekend working is concentrated
among low-skilled workers (which may be a demand or supply effect). In general, weekend working is
less prevalent among intermediate to higher skilled workers, although there is a ‘spike’ in weekend
working for the highest level occupations. This suggests that those with significant management

responsibility in organisations are more likely than average to work at the weekend.

This analysis can be broken down another way by considering the industrial sector in which workers
are employed. As shown in Table 3.5, weekend working is most prevalent in the agriculture, forestry
and fishing sector, although this sector accounts for only a small proportion of the UK workforce.
Among the larger sectors, distribution, hotels and restaurants has the highest level of weekend
working, with 51% of the workforce scheduled to work at the weekend. Other services and transport
and communication also have higher than average levels of weekend working. Weekend working is
lower than average in the ‘blue collar’ sectors of manufacturing and construction as well as the ‘white

collar’ sectors of banking and finance, and public administration, education and health.

Table 3.6 shows that self-employed people are much more likely to work at the weekend than
employees. Over a third of self-employed workers were scheduled to work at the weekend compared

to less than a quarter of employees. Table 3.6 also shows that there is no overall association between
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temporary employment and weekend working while part-time work is associated with slightly higher
levels of weekend working. Also, weekend working is much higher for private sector workers

compared to public sector workers.

A descriptive analysis of transitions into and out of weekend working reveal that, over a 12 month
period (between waves 1 and 5 of LFS), most people did not change their working schedule. Table 3.7
shows that 73% of people working in both time periods were not scheduled to work on Saturday in
either wave, while 14% worked on Saturday in both waves. The remaining 13% either moved into or
out of Saturday working. Table 3.8 shows similar results for Sunday working where just 7% worked on
Sunday in both waves while 10% either moved into or out of Sunday working. For weekend working
as a whole, Table 3.9 shows that 71% of people did not work at the weekend in either wave, 16% were
working weekends in both waves and the remaining 13% made a transition either into or out of

weekend working.

The UKHLS data also shows that weekend working is prevalent in the UK. Table 3.10 shows that just
over a quarter (27%) of the employed population in the UK reported that they never worked at the
weekend in all three waves and two fifths (40%) worked at least some weekends in all three waves.
The remaining 33% reported a change in their weekend working status at some point over the three

waves, according to the binary definition.

According to these statistics, the estimated incidence of weekend working is higher in the UKHLS data
than the LFS data. This is not surprising as the LFS definition refers to actual or scheduled weekend
working in a specific week while the UKHLS has a much more general definition of weekend working.
Many people who report often or sometimes working weekends will not have worked on either

weekend day in a specific given week.

3.6.2 Regression analysis
| begin by comparing the raw means of well-being according to whether the individual was working at

the weekend (or on Saturday or Sunday specifically) at the time, based on a pooled cross-section of
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all waves in the sample. Table 3.11 and Table 3.12 show that those not working at the weekend had
higher well-being than those working at the weekend on all measures across both datasets, although

this is likely to reflect other differences (e.g. occupational profile) between the two groups.

To test the extent to which these associations persist once other explanatory factors are included, |
firstly conduct a series of pooled regressions, based on both OLS and ordered choice specifications.
The means of the explanatory variables included in these regressions are presented in Table 3.13 and
Table 3.14. These tables clearly show that the incidence of weekend working is much higher in the
UKHLS dataset than the LFS dataset, reflecting the much broader definition of weekend working used
in the UKHLS. Also, the higher average income in the UKHLS sample reflects the fact that this includes
non-wage income while the LFS variable includes only wage income. Table 3.15 shows the regression
results from a pooled OLS specification based on the LFS data, including a full set of controls. Here,
weekend working is associated with lower life satisfaction, and the same is true for Saturday and
Sunday working analysed separately. Happiness is also lower for people working on a Sunday, but all

other coefficients relating to weekend working are not significant.

The pooled OLS estimates using the UKHLS data, shown in Table 3.16, suggest that weekend working
is associated with higher job satisfaction but lower satisfaction with leisure time, lower overall life

satisfaction and lower GHQ scores.

While these results are interesting and appear to be consistent with some cross-sectional studies
reviewed above where weekend working is found to be associated with certain negative outcomes,
these cross-sectional analyses are arguably not reliable due to the potential for unobserved
interpersonal differences captured in the error term to be correlated with both independent and
dependent variables. As explained above, a fixed effects specification controls for these interpersonal
differences (assuming they do not change systematically over time). The remaining regression results
presented in this chapter are based on the linear fixed effects specification expressed in equation

(1215). Results based on the conditional logit specification shown in equation (14), estimated
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simultaneously for all possible binary cut-offs in the dependent variable using the BUC method, are
shown in Appendix E. The BUC results are very similar to the OLS fixed effects results and lead to the

same conclusions.

Table 3.17 shows that, once fixed effects are controlled for, there is no longer any significant
relationship between weekend working and life satisfaction. However, there is a significant negative
association between weekend working and happiness. Specifically, the results suggest that, everything
else being equal, working at the weekend during the reference week is associated with a two
percentage point decrease in how happy one felt yesterday compared to not working at the weekend
in the reference week.?® A similar result is found for Saturday working although the coefficient
pertaining to Sunday working is not significant. The BUC results presented in Appendix E confirm these

findings.

The three-period fixed effects models based on the UKHLS data also generate some interesting results.
As shown in Table 3.18 , weekend working is negatively associated with both satisfaction with leisure
time and GHQ score. In both cases, this negative relationship is stronger than for daytime versus non-
daytime working (in fact, somewhat surprisingly, the relationship between daytime working and GHQ
is not significantly different from zero). Comparing the OLS coefficients pertaining to weekend working
and hours implies that the average worker would have to work six fewer hours per week to be
compensated for weekend working in terms of satisfaction with leisure time and 15 fewer hours per

week to be compensated for the impact on mental health due to weekend working.?’

%6 The coefficient linking happiness and weekend working in Table 3.17 is -0.185. Where a happiness report of 0
implies not happy at all and 10 implies completely happy, and the happiness scale is assumed to be linear, a -
0.185 coefficient implies that a weekend worker is approximately 2 percentage points less happy than someone
who did not work on the previous weekend (e.g. the difference between a 7 out of 10 and a 7.2 out of 10).

27 These figures are calculated by finding the ratio between the coefficient on weekend working and the
coefficient on working hours in the satisfaction with leisure time and GHQ columns in Table 3.18. For example,
working one hour more per week is associated with a 0.016 reduction in satisfaction with leisure time on a
seven-point scale, while moving from non-weekend working into weekend working is associated with a 0.094
reduction. Therefore, assuming linearity, a shift between weekend and non-weekend working has the same
effect as a change of six working hours per week (0.094 / 0.016 = 6).
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While there appears to be no relationship between weekend working and overall life satisfaction,
similarly to the LFS results, the UKHLS results show a positive relationship between weekend working
and job satisfaction. When we include a gender interaction term in Table 3.19, it is clear that this
positive association is particularly pronounced for men, insofar as the positive impact on job
satisfaction has about the same magnitude as the negative effect on satisfaction with leisure time for
men only. In contrast, weekend working has no impact on the job satisfaction of women but still has
a negative impact on both satisfaction with leisure time and mental health to approximately the same

extent as men.?®
3.6.3 Further analysis and robustness checks

3.6.3.1 Change in definition of covariates
Table 3.20 and Table 3.21 show how the coefficients pertaining to weekend working change in

response to a change in how one of the other covariates in the regression is defined.

Firstly, there is an argument that including self-assessed health as an explanatory variable for well-
being risks the problem of endogeneity insofar as a person’s sense of well-being may affect how they
perceive their own health. This endogeneity may be particularly strong for the GHQ measure, as this
includes questions about health. A more objective measure of health status is whether or not the
individual has a disability or long term illness. Table 3.21 shows that including disability (as a dummy
variable) rather than self-assessed health (as an assumed cardinal variable) in the UKHLS regression

does not alter the results with respect to weekend working.

| also test the extent to which the results are sensitive to the way in which working hours are specified

in the model. Firstly, it is possible that well-being may be affected not just by time spent in paid work

28 The LFS model was also tested with gender interactions but no significant differences between men and
women were found, so these results have not been presented.



Work and Well-being

but also by time spent in other non-leisure activities. Table 3.21 shows that the weekend working

coefficients are robust to the inclusion of time spent on housework and commuting in the UKHLS.

Secondly, much of the literature looking at the relationship between working hours and well-being
(e.g. Bardasi and Francesconi 2004; Booth and van Ours 2008; Booth and van Ours 2009; Gash et al.
2012) specifies working hours as a full time / part time dummy variable, rather than as a continuous
variable as in my model. In the LFS, respondents are specifically asked whether they work full or part
time while, in the UKHLS, | have assumed that individuals work full time if they work 30 or more hours
per week (including overtime) or part time otherwise. The results show that the coefficient on
weekend working with respect to satisfaction with leisure time in the UKHLS regression (Table 3.21) is
increased slightly as a result of this change in specification, while the change in specification does not

affect the LFS regressions (Table 3.20).%°

Thirdly, we also might conceive that working hours are related to well-being in a non-linear fashion.
To test this, | adjust the models to include working hours in a quadratic form. In the UKHLS, this
guadratic specification does not alter significantly the coefficients with respect to weekend working.
In the LFS, this specification, relative to the specification where working hours are linearly related to
well-being, yields slightly lower coefficients for the relationship between weekend working and

happiness but the relationship is still significant.

Due to the fact that moving into a new job appears to be an important determinant of change in well-
being, | also test two alternative definitions for what constitutes a new job in the UKHLS analysis (a
narrow definition where only those who moved to a new employer between respective waves are
counted as having a new job, and an intermediate definition which includes changes in workplace

even if the employer has not changed). These different specifications increase slightly the positive

2] also checked whether interacting a full time / part time dummy variable with the weekend working dummy
variable has any effect. The LFS results show that combining weekend working with full time work has a
significantly positive effect on ‘Worthwhile’ (eudaimonic well-being) while combining weekend working with
part time work has a significantly negative effect on the same. There are no interaction effects on any of the
other dependent variables in either the LFS or UKHLS datasets.
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relationship between weekend working and job satisfaction but otherwise make no substantive

difference to the overall results.

3.6.3.2 Inclusion of interaction terms

Table 3.22 and Table 3.23 show the results of introducing interaction terms into the models.

Much of the literature on the impact of weekend working has a particular focus on parents with
dependent children living in the household. To explore whether the effects of weekend working are
significantly different for those with children, | introduce an interaction term in both the LFS and
UKHLS regressions where the presence of dependent children in the household is multiplied by
weekend working status (as both are dummy variables, this creates a new dummy variable). The one
interesting result relates to the ‘Worthwhile’ variable in the LFS regressions (Table 3.22). For people
without children, weekend working is associated with an improvement in eudaimonic well-being of
about 0.1 points but there is a similarly sized negative effect on eudaimonic well-being for those with
children, although these results are on the margins of being significant. One interpretation is that
spending time with one’s children is viewed as a worthwhile activity and that weekend working is a
significant barrier to this activity. This appears to be consistent with the observation by Dolan and
Kudrna (2016) that time with children is found to be a particularly purposeful (if not pleasurable)
activity in some studies. On all other outcomes in both the LFS and UKHLS regressions, the coefficients
on this interaction term are not significant, indicating that on average parents are no more or less
likely than non-parents to experience reduced well-being from working weekends. This may suggest
that there is indeed no systematic heterogeneity between those with or without children with respect
to weekend working. Alternatively, this result may be hiding a dichotomous situation whereby some
parents are more adversely affected by weekend working due to impact on family life while others
actually prefer weekend working due to ease of childcare arrangements, with these two groups

cancelling each other out on aggregate.
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Another hypothesis is that preference for weekend working may be related to people’s attitudes
towards the role of women and mothers in the family and the labour market. This is not shown in the
tables as gender attitude questions are not included in the UKHLS wave 6 questionnaire. However, an
interaction term between weekend working and gender attitudes® was tested in a first difference

model including waves 2 and 4 only, and no significant effects were found.

Itis possible that age might determine attitudes and preferences towards weekend working. A dummy
interaction term based on the age of the worker, where an older worker is defined as being 45 years
or older (and hence the other group is composed of those between the ages of 18 and 44) is added to
both the LFS and UKHLS regressions. The LFS results suggest that older people working at the weekend
appear to have higher life satisfaction, while the UKHLS results suggest that weekend working is
positively associated with job satisfaction for younger people but negatively associated for older
people. When considered alongside the gender interaction terms discussed above, this implies that
the positive coefficient between weekend working and job satisfaction observed overall is driven

solely by men and younger people.

The working conditions module of UKHLS (asked in every other wave of the survey) contains questions
related to autonomy at work and the extent to which work life is emotionally challenging. It is possible
that how a person feels about their work may affect the extent to which weekend working impacts on

well-being. This hypothesis is tested by introducing further interaction terms into the model.

No significant associations are found when autonom